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Neural electrodes enable the recording and stimulation of bioelectrical activity from the nervous
system. This technology provides neuroscientists and clinicians with the means to probe the
functionality of neural circuitry in health and modulate activity in disease states. In their simplest
forms, neural electrodes can be viewed as collections of wires or exposed electrical contacts in
an insulating substrate. The exposed electrical contact can vary in size depending on the application.
For conventional therapeutic devices, the neural electrode sites are relatively large, allowing the
electrical stimulation of a volume of tissue to effect neuromodulation. For example, neural electrodes
can deliver therapeutic stimulation for the relief of debilitating symptoms associated with Parkinson’s
Disease, a disorder characterized by a deficit in dopaminergic neurons, via deep brain stimulation
(DBS). The neural electrodes for DBS consist of a relatively small number of metallic contacts along
a single shaft.

In comparison, microelectrode and even ultramicroelectrode-based devices, which offer the
opportunity for a more intimate interface with the nervous system tissue, are 1–3 orders of magnitude
smaller in dimension, and the field is driving towards high spatial densities of electrode sites. Indeed,
from a historical standpoint, basic and applied neuroscience has made significant strides from insights
derived from small, yet fragile and unstable neural electrodes. At small dimensions, neural electrodes
can stimulate relatively small tissue volumes to provide selectivity or allow the measurement of activity
from a single “unit” or presumptive individual neuron for decoding purposes. While the performance
consistency of the microelectrode–tissue interface has been problematic, the experimental results have
inspired efforts to develop motor and sensory neuroprosthesis as well as provided fundamental insights
into brain circuitry. Commercially available arrays of microelectrodes include bundled microwires,
multi-shank silicon-based Utah (or Blackrock) arrays, and the Michigan (or Neuronexus) single and
multi-shank devices. A significant obstacle to large-scale implementation is the “many wire problem”,
i.e., how many wires can one logistically implement across the skull? Consider, for example, a mouse
skull with a surface area of approximately 100 mm2. For the smallest Omnetics connector, often used
in basic science and pre-clinical neuroscience studies, the pitch between electrical contacts is 0.635 mm.
The largest number of connection points for the entire 100 mm2 surface area would be 225, far fewer
than the 75 million neurons in a mouse brain. While multiplexing and wireless transmission will likely
ameliorate or avoid altogether cabling and connector issues in future devices for clinical applications
and long-term behavioral studies, robust cabling is non-trivial, and stresses created by cable bundles
remain a major limitation for high density microelectrode devices, affecting positioning and stability.

Furthermore, there are failure mechanisms that include both biotic and abiotic processes.
As reviewed by Campbell and Wu [1], the biotic mechanism is believed to originate from the
chronic foreign body response following initial implantation, and downstream processes that have
features consistent with CNS trauma and neurodegeneration. There is evidence implicating the
mechanical mismatch between the nervous system tissue and the neural electrodes as a source of the
tissue response [2]. The Young’s modulus for brain tissue is approximately 7 orders of magnitude
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softer than silicon, a common neural microelectrode structural material. Neural probes that either
consist of materials that soften on implantation [2,3] or have extremely small cross-sectional areas
resulting in device flexibility [4] show diminished tissue response. From an abiotic perspective,
electrical connectors, never intended by design for biological experiments, are prone to fail due to
repeated plugging and unplugging, a problem that plagues neural recordings in animal models.
The combination of optogenetics with neural recording and stimulation paradigms creates new
challenges for ensuring that heat dissipation during illumination is minimized to reduce the likelihood
of tissue damage. Lastly, the age of bioelectronic medicines has brought the realization that the
viscera are subject to neuromodulation and that new electrode technologies will be required to unravel
functional neural connectivity. Multidisciplinary approaches are the key, and so this Special Issue
on “Neural Microelectrodes: Design and Applications” showcases 22 research papers and review
articles that leverage new perspectives from fields including tissue biomechanics, material science,
and biological mechanisms of inflammation and neurodegeneration that are critical to advancing the
technology. The papers in this Special Issue explore the following aspects of neural electrodes design
and application in the following theme areas: (1) biomaterials, (2) enabling technology and fabrication,
and (3) the biology of the interface.

1. Biomaterials. Hess-Dunning and Tyler [3] report that neural probes can be fabricated from
a mechanically-adaptive polymer that is stiff prior to insertion, but rapidly transitions in vivo to
an extremely compliant state (~10 MPa). These devices are fabricated from a nanocomposite derived
from a soft poly(vinyl acetate) (PVAc) matrix polymer with a percolated network of high-aspect-ratio
cellulose nanocrystals harvested from tunicate mantles. The nanocomposite supports embedded
Parylene-C-coated Au leads to produce stable electrochemical properties in vivo and well-resolved
single units from probes implanted chronically for 4 months in rat cortex. Stiller et al. [5] describe the
chronic recording and electrochemical performance of fully encapsulated shape memory polymer (SMP)
microelectrode arrays in rat cortex. These single shank devices, fabricated from conventional thin film
polymer processing, are based on thiol-ene/acrylate SMP that softens by an order of magnitude once
implanted. After 4 months in vivo, single units were prominent, and the neuroinflammatory profile
determined by immunohistochemistry was modest, suggesting the feasibility of SMP-based devices.
Shoffstall et al. [6] describe a comprehensive analysis of the neuroinflammatory response of SMP-coated
silicon structures and compare the surface properties to uncoated silicon structures. After 4 months
in rat cortex, the non-softening thiol-ene SMP devices appeared to produce a histological profile
similar to the silicon controls, although astrocytic scarring was reduced for the SMP-coated probes.
Rihani et al. [7] present early stage work showing that another smart polymer, specifically liquid
crystal elastomer with shape-changing characteristics, may be a promising neural interface material.
Based on in vitro studies, they report that the material is neither cytotoxic nor likely to affect neuronal
electrophysiologic behavior. Furthermore, they demonstrate that functional multi-layer devices
consisting of arrays of electrodes can be fabricated and are electrically stable under in vitro conditions.

Rather than having a device consist of material that changes its modulus, Kil et al. [8] demonstrate
that dextran can be used to temporarily stiffen flexible probes fabricated from Parylene-C to enable
insertion into rat somatosensory cortex without buckling. They characterized the rapid dissolution rate
as a function of molecular weight and probe surface area, showing that a 37 μm thick coating of 40 kDa
dextran provides a dissolution time of approximately 4 min, well within the typical time period needed
to insert a cortical probe. Histological analyses of dextran-coated probes implanted for 4 months
demonstrated little or no neuroinflammatory response, indicating that dextran is a practical option for
temporarily stiffening ultrasmall and highly flexible probes for insertion. Deku et al. [4] describe the
fabrication and in vivo performance of ultrasmall microelectrode arrays that leverage amorphous silicon
carbide (a-SiC), an insulating material known to be non-corrosive and fracture-resistant. Prototype
a-SiC intracortical implants fabricated containing 8–16 single shanks with a thickness of 6μm penetrated
rat cortex without an insertion aid or transient coating, and single unit recordings were well-resolved
from sputtered iridium oxide-coated electrode sites. Recognizing that delamination is one of the means
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by which implanted multi-layer devices fail, Bernardin et al. [9] report on the early stage development
of a monolithic probe that makes use of a crystalline form of silicon carbide (SiC). Capitalizing on
SiC as a chemically inert semiconductor, the device structure was micromachined from p-type SiC
with conductors created from n-type SiC, simultaneously providing electrical isolation through the
resulting p-n junction. Electrical characterization of the electrode sites showed high-performance p-n
diode behavior, with typical turn-on voltages of ~2.3 V and reverse bias leakage below 1 nArms with
impedances suitable for extracellular recording.

2. Enabling Technology and Fabrication. Sridharan et al. [10] show that rat peripheral nerve can
be wirelessly stimulated using volume-conducted AC fields directed towards implanted Schottky
microdiodes coupled to cuff electrodes. Muscle twitches monitored by electromyography could be
elicited by 500 kHz AC fields for as brief as 1 ms in duration. While there may be limitations in terms of
the number of selective channels, this approach is promising for a range of “bioelectronics medicines”
applications. Straka and colleagues [11] report that electrochemical impedance spectroscopy (EIS)
performed in vivo can provide insights into degradation kinetics and mechanisms associated with
implanted Utah arrays in peripheral nerve. Capitalizing on electrode-electrolyte equivalent circuit
representation for Pt and Pt/Ir. microelectrodes based on the Randles circuit model, distinct classes of
EIS become apparent that implicate the emergence of a glial scar from the neuroinflammatory response,
parasitic capacitance pathways, lead-wire breakage or loss of electrode tip metallization, or electrode
insulation degradation. While DBS systems typically operate in an open loop, always on mode,
Vajari et al. [12] describe the design of a hybrid DBS probe, comprised of glassy carbon electrodes
on a polyimide substrate, which couples electrical stimulation and local field potential recording
with fast scan cyclic voltammetry (FSCV). FSCV offers the possibility of real time measurements of
dopamine for use as a feedback signal for a closed loop DBS system. In vitro characterization of
the prototype device showed sub micromolar sensitivity to dopamine and minimal artifacts during
magnetic resonance imaging. Future preclinical work will be necessary to characterize the stability of
glassy carbon electrode measurements in vivo.

Nicolai et al. [13] provide a characterization of motion artifacts associated with real world, in vivo
use of ultra-small, flexible 7-μm diameter carbon fiber electrodes. They show that motion artifacts
generated by the movement of electrodes during electrophysiological recordings and fast-scan cyclic
voltammetry are difficult to distinguish from the characteristic action potential and neurochemical
signals. They hypothesize that motion alters the electrode/electrolyte interface by affecting the
electric double layer to trigger the artifacts. Sharma et al. [14] address the “many wire” problem
with the design and testing of a novel electronic architecture for intracortical neural recording. By
integrating mixed-signal feedback, windowed integration sampling, and a successive approximation
analog-to-digital converter, they show promising results from a 180 nm CMOS integrated circuit
prototype capable of multiplexing high channel count microelectrode arrays. Xu et al. [15] offer
a technological solution to the problem of simultaneous recording and stimulation. They propose
a novel bidirectional neuromodulation system-on-chip, which includes a frequency-shaping neural
recorder and a fully integrated neural stimulator with charge balancing capability. A prototype device
was fabricated and shown to be capable of achieving simultaneous electrical stimulation and recording
on the same nerve preparation in vivo.

To provide enhanced control during optogenetic studies, Goncalves et al. [16] describe a hybrid
device combining optical stimulation and neural recording, which is capable of monitoring the heat
generated during light exposure. A proof-of-concept device, with double-sided function: on one side,
an optrode with LED-based stimulation and Pt recording sites on one side of the probe and with
a Pt-based thin-film thermoresister for temperature measurement on the opposite side, was fabricated
and characterized. The silicon-based device showed good recording and optical features with suitable
optical power delivery and a high-resolution temperature monitoring, indicating that this optrode
approach may be useful for limiting tissue damage from excessive heating. Scholvin et al. [17] report
on a scalable, modular strategy for fabricating high-density 3D neural probes. They demonstrate
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a 3D probe constructed from individual 2D components where there are arrays of shanks consisting
of densely packed, at a 40 μm pitch, electrode sites. The probes are assembled using mechanical
self-locking and self-aligning techniques followed by electroless nickel plating to establish electrical
contact. By combining scalable 3D design and high-density recording sites, this fabrication approach
may enable new classes of devices capable of large-scale neural recording to elucidate the functional
connectivity of the brain. Hoch et al. [18] address the problem associated with neural probe connector
failure, which is triggered by excessive forces generated by repeated plugging/unplugging between
recording sessions. They developed a new magnetic connector system that uses multiple magnet
pairs and spring-suspended electrical contact pads realized using micro-electromechanical systems
technologies to achieve reliable self-alignment of the connector parts at ±50 μm with negligible
connection forces.

3. Biology of the Interface. Campbell and Wu [1] provide a comprehensive review of the tissue
response to devices implanted within the brain and illustrate how both biotic and abiotic processes result
in failure in bioelectrical performance. They discuss the tissue response to electrode implantation and
the associated molecular pathways that act on acute and chronic timescales. In addition, they review
current strategies to minimize the tissue response to enhance device reliability. Genetic tools offer
an opportunity to target critical proteins that may have pivotal roles in neuroinflammatory response at
the tissue–device interface. Winter et al. [19] characterize three different approaches for modifying gene
expression at the tissue–device interface: viral-mediated overexpression, siRNA-enabled knockdown,
and cre-dependent conditional expression. By making use of an implantable neural probe that
incorporates microfluidics, they successfully delivered the vectors along the length of the device
based on protein expression levels, indicating that this approach can be used to modulate various
molecular pathways. In a meta-analysis derived from the published literature, Stiller et al. [2] explore
the relationships between the neuroinflammatory responses to implanted devices that vary with respect
to structural device stiffness, which is a function of both material modulus and cross-sectional area.
By incorporating data from nine published studies, spanning a wide range of implant dimensions
and materials, it was determined that the severity of the immune response, within the first 50 μm
of the device, is highly correlated with device stiffness, as opposed to either the device modulus or
cross-sectional area independently.

To complete the Special Issue, three papers provide insight into the past and future of neural
electrodes. Shokoueinejad et al. [20] provide a historical perspective on the use and evolution
of electrocorticography for a wide range of experimental and clinical applications. These grids,
especially those that are 10–100 s of microns in dimension, offer the advantage of high-density
neural signal acquisition and stimulation capabilities. In addition, this approach is considered
relatively minimally invasive based on a muted neuroinflammatory response, at least compared to
penetrating microelectrode arrays. Similar to electrocorticography arrays, devices suitable for recording
the activity of the gut have been recently considered to shed light on the enteric nervous system.
Barth et al. [21] describe the opportunity for advancing enteric neuroscience offered by single-unit
recording capabilities in awake animals, using flexible conformal grids, and identify the primary design
challenges for such devices. Finally, Kozai [22] provides a historical perspective on the progress and
challenges for implantable neural electrodes, arguing that understanding the complexities associated
with reliable chronic neural interfaces requires simultaneous proficiency in multiple scientific and
engineering disciplines.

We extend our appreciation to all of the authors for their excellent contributions to this Special
Issue of Micromachines. We also thank the peer referees who provided in depth, thoughtful, and rapid
reviews of all of the manuscripts. Lastly, we acknowledge the dedicated journal staff of the editorial
office who professionally and gracefully kept the entire process on track.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The brain-electrode interface is arguably one of the most important areas of study in
neuroscience today. A stronger foundation in this topic will allow us to probe the architecture of
the brain in unprecedented functional detail and augment our ability to intervene in disease states.
Over many years, significant progress has been made in this field, but some obstacles have remained
elusive—notably preventing glial encapsulation and electrode degradation. In this review, we discuss
the tissue response to electrode implantation on acute and chronic timescales, the electrical changes
that occur in electrode systems over time, and strategies that are being investigated in order to
minimize the tissue response to implantation and maximize functional electrode longevity. We also
highlight the current and future clinical applications and relevance of electrode technology.

Keywords: intracranial electrodes; foreign body reaction; electrode degradation; glial encapsulation

1. Introduction

The brain-electrode interface is one of the most exciting topics in modern neuroscience. Progress
in this field represents the culmination of research in separate collaborating disciplines including
materials science, neural engineering, and neurosurgery among others. We are now able to record
from and stimulate the brain at the level of individual neurons, termed single-units, which holds great
promise for future research, and clinical applications.

In humans, advances in recording and neuromodulation technology have led to new medical
devices that use electrodes for neural recording, stimulation, or both in the central nervous system
(CNS) and peripheral nervous system (PNS). Examples of these breakthroughs include stereo
electroencephalography (sEEG), where implanted recording depth electrodes have enhanced our
ability to detect and localize epileptogenic foci in the brain (see Figure 1A); deep brain stimulation
(DBS), which involves the placement of stimulating electrodes into brain areas for therapeutic effect
in conditions like Parkinson’s disease or essential tremor; and responsive neurostimulation (RNS),
which aims to both detect seizure activity and respond with electrical stimuli that essentially stops
seizures before they start (see Figure 1B). Spinal cord and vagal nerve stimulators as well as cochlear
implants are additional examples of neuromodulation devices capable of providing patients relief
from back pain, control of drug-resistant epileptic seizures, and even the ability to hear, respectively.

Although these technologies exemplify remarkable medical achievements, further work in this
field has involved the incorporation of brain-computer interfaces (BCIs) and neuroprosthetics in
humans, which rely on the precision that can be achieved through the implantation of chronic
microelectrode arrays into the brain parenchyma. However, there are a number of obstacles that must
be overcome before long-term stability of the tissue-electrode interface can be achieved. While the
issues of glial encapsulation and electrode degradation remain at the forefront of current thinking,
a precise and complete understanding of the mechanisms underlying electrode failure over time has
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yet to be attained. In this review, we will explore the tissue-electrode interface, with particular focus
on the acute and chronic inflammatory reactions, changes that occur in electrodes, and strategies being
investigated to mitigate these issues.

 

Figure 1. Computed tomography (CT) reconstruction images of patients after implantation of (A) sEEG
electrodes and (B) RNS system.

2. Contemporary Recording and Stimulation Systems

Overview

While a nuanced discussion about electrode hardware is beyond the scope of this review, we will
address the basic electrode types in this section. In recent years, there have been numerous electrode
systems manufactured for use in scientific and clinical applications. These applications range from
recording and stimulation studies in basic neuroscience animal research to deep brain stimulation
(DBS) in Parkinson’s disease or intracranial electroencephalography (iEEG) recording for investigating
drug-resistant epilepsy. After traditional scalp EEG electrodes, progressively more invasive placement
options include epidural, subdural, intracortical, and depth electrodes (see Figure 2). This increased
invasiveness puts the electrodes in closer proximity to the neurons producing the signals of interest,
which allows for improved detection and stimulation. For example, iEEG using a grid of subdural
electrodes, or electrocorticography (ECoG), has distinct advantages over traditional scalp EEG including
an increased signal-to-noise ratio, superior spatial resolution, and greater spectral frequency [1].

Figure 2. Types of brain interfacing electrodes and their locations in reference to the brain. Reproduced
with permission from Creative Commons open access policy from [2].
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Intracortical electrodes, such as the popular Utah microelectrode array, and depth electrodes are
even more invasive and are placed within the brain parenchyma, next to the nuclei or even individual
neurons of interest (Figure 2). They allow for an even greater spatial and temporal resolution than
subdural electrodes and are capable of single-neuron recording. In contrast with subdural grid
placement, depth electrodes in DBS for Parkinson’s disease or sEEG in epilepsy do not require an
extensive craniotomy for implantation and can instead be implanted through a small burr hole.

3. Tissue Reaction and Histopathologic Observations Due to Electrode Implantation

3.1. Overview

Understanding the neural tissue response to device implantation is pivotal for achieving
long-term stability and viability of neuroprosthetics and neurostimulation systems. On shorter
timescales, recording and stimulating electrodes are able to achieve impressive functionality. But for
chronic implants, the body’s response at the tissue-microelectrode interface eventually leads to
mechanical failure and signal degradation [3–9]. Despite extensive investigations into the inflammatory
response and numerous trials investigating strategies to mitigate it, clearing this hurdle has remained
elusive [5,6,10–37]. It is consequentially one of the most important obstacles to overcome in order for
neural interface technology to be fully realized. In this section we will review current understanding
of the tissue reaction to implanted devices.

Microglia, astrocytes, and oligodendrocytes are the three main glial cell types in the brain.
The actions of microglia and astrocytes after electrode implantation are key in both short and long-term
responses to injury [3]. Microglia function as immunologic surveillance in the CNS by monitoring
neuronal health and responding to injury [38]. They function as cytotoxic cells, killing pathogenic
organisms and phagocytes that secrete proteolytic enzymes to degrade cellular debris and damaged
extracellular matrix during regular turnover or after injury [3]. Microglia exist in an inactivated or
“ramified” state, exhibiting a branched morphology, sampling the microenvironment until a stimulus,
such as injury, leads to activation [3,38]. Once activated, they begin proliferating and undergo a
morphology change to a more compact, “amoeboid” state [3,38]. In this state, the activated microglia
phagocytose foreign material, upregulate cell-surface receptors, increase secretion of reactive oxygen
species, and produce more lytic enzymes, pro-inflammatory cytokines, and cytotoxic factors [3,38].
Activated microglia have many of the same markers as macrophages, including ED1, which is used for
immunohistochemical staining to visualize and quantify microglia in tissue sections [5].

Astrocytes, so named due to their star-like set of cytoplasmic extensions, have many roles in
the CNS [3]. These functions include providing mechanical support to circuits of neurons, aiding in
control of the neuronal chemical microenvironment, providing growth cues during development,
and modulating the firing patterns of neurons [3]. They have a pivotal role in nutrient transfer
across the blood brain barrier (BBB), regulating this process via specialized extensions, called end
feet, which interface with the capillary walls [3]. After tissue injury, astrocytes become reactive and
undergo hypertrophy, proliferation, and upregulate the expression of glial fibrillary acidic protein
(GFAP), which is a common target for astrocyte detection in immunostaining [3,5,10,38,39].

Oligodendrocytes have the key role of electrically insulating axons projecting from neurons
in the CNS. These cells extend their cytoplasm to form sheaths of myelin that surround axons,
greatly increasing the conduction velocity of signals propagating down axons [3].

3.2. Initial Injury and Acute Tissue Response to Intraparenchymal Electrode Insertion

When an electrode is inserted into the brain, it first passes through the meninges, consisting
of the dura mater (which is usually reflected prior to implantation), the arachnoid, and pia mater.
Arteries and veins on the pial surface must be avoided [40]. The cortex below has the highest vascular
density in the brain, consisting of numerous capillaries and small-caliber arteries [40]. As the electrode
is inserted, these vessels are ruptured, severed, and pulled, leading to bleeding, serum protein leakage,
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and infiltration of neutrophils, blood-borne macrophages, and T-lymphocytes [3,4,40]. In addition
to vascular damage, during insertion, the electrode tears the extracellular matrix, ruptures neuronal
and glial cell bodies and processes, and causes tissue displacement [3,4,40]. The electrode pushes
progressively more tissue aside as it travels deeper, creating a high-pressure region around it [3].

Immediately following electrode insertion, microglial cells in the vicinity of the probe become
activated, and respond to the injury by sending long projections toward the injury site [11]. Although
the mechanism for microglial activation is unknown, the rapidity of this response suggests that a
chemical gradient is immediately generated and may be related to cellular debris, messenger molecules
released from dying cells, and leaking plasma contents [11,40]. After approximately 12 h, the microglial
cells begin to migrate towards the implant; and by 24 h post implantation, the tissue around the implant
is surrounded by a greater density of microglial cells (see Figure 3) [4,10,11].

 

Figure 3. Illustration of the glial encapsulation response (A) prior to implantation, (B) 12 h post-
implantation, (C) 1 week post-implantation, (D) 4 weeks post-implantation, and (E) 12 weeks
post-implantation. Panels (F), (G), and (H) represent cross sectional views of (C), (D), and (E), respectively.

Astrocytes appear to have a more varied and slower reaction than microglia to tissue injury,
with a response that becomes robust over several days rather than almost immediately. Results from
histochemical analysis and live imaging studies reveal that at least three distinct types of astrocytes
react to stab wound injury [10,39]. One study demonstrated significant heterogeneity of astrocyte
behavior, where certain subsets of astrocytes proliferated or became polarized and extended processes
to the site of injury [39]. It was also shown that astrocytes do not migrate after tissue injury and that
increases in detected GFAP immunostaining after injury are due primarily to upregulation of GFAP
expression rather than astrocyte proliferation (although some proliferation does occur, particularly in
astrocytes close to blood vessels near the injury site) [39].

Release of blood and plasma contents from the disrupted BBB post implantation contributes
to the recruitment of activated microglia and astrocyte activation [3,4,6,10,12,40]. Specific plasma
proteins that deposit into CNS tissue following vascular disruption include albumin, globulins,
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fibrin/fibrinogen, thrombin, plasmin, complement, and hemosiderin [4,40]. In particular, thrombin
has been implicated in triggering astrogliosis and microglial activation [40]. The cellular effects due to
thrombin are mediated by proteinase-activated receptors (PARs) [40]. Thrombin activates the PAR-1
receptor on astrocytes, inducing morphological changes, proliferation, and the release of inflammatory
mediators [40]. Mice deficient in PAR-1 were noted to have reduced astrocyte activation after a cortical
stab wound, supporting the role of thrombin in astrogliosis [40]. Additionally, thrombin induces
microglial proliferation and activation via the action of PAR-1 and PAR-4 receptors, respectively [40].

Albumin binds to transforming growth factor beta (TGF-beta) receptors in astrocytes, inducing
upregulation of myosin light chain kinase (MLCK) expression [4]. MLCK phosphorylates myosin
light chain (MLC), which leads to contractions, weakening of endothelial cell-to-cell adhesion,
and ultimately increased BBB permeability [4]. Inhibition of MLCK has been shown to reduce edema
following traumatic brain injury in mice, although this did not improve neurologic outcomes or
significantly alter lesion histology [41]. Albumin also leads to astrocyte and microglial activation
via the mitogen-activated protein kinase (MAPK) pathway, resulting in increased IL-1β and nitric
oxide levels in astrocytes [4]. Fibrinogen is polymerized in the perivascular space to fibrin in the CNS
leading to the activation of microglia [4]. Depletion of fibrin is associated with inhibition of microglial
activation and attenuated inflammatory demyelination of neurons [4].

Many inflammatory mediators are part of the brain tissue response to injury during electrode
implantation. Some of the most prominent chemical mediators we will consider are TNF-α, IL-1, IL-6,
MCP-1, and TGF-β. TNF-α expression appears to be caused by the initial implantation injury with
elevated mRNA levels present around the electrode-tissue interface at one week following implantation
that diminish by four weeks [40,42]. Activated macrophages that infiltrate from the breached BBB and
activated microglia are significant early sources of TNF-α [40]. IL-1 has many effects on glial cells and
neurons, with particularly strong effects on astrocytes, including the promotion and modulation of
astrogliosis [40]. IL-1 exists in both a membrane bound (IL-1α) and secreted form (IL-1β) [40]. IL-1β is
one of the most significantly upregulated cytokines in the response to implantation, and it is rapidly
produced by activated microglia within 15 min of cortical injury [4,40]. It is a major pro-inflammatory
cytokine with important roles in inflammation and apoptosis [4].

While TNF-α and IL-1 tend to exert mainly pro-inflammatory effects, IL-6 has both
pro-inflammatory and anti-inflammatory properties [40]. IL-6 is produced by microglia, astrocytes,
and endothelial cells as part of the downstream sequence of IL-1 and TNF-α signaling, and it has
been shown to downregulate the expression of TNF-α and promote neuronal survival and neurite
outgrowth [40,43]. Its overexpression causes a pathologic response, leading to reactive gliosis,
neurodegeneration, breakdown of the BBB, and angiogenesis [44]. This suggests that tight regulation of
IL-6 is necessary in order to promote its beneficial effects [43]. TGF-β is similarly both pro-inflammatory
and anti-inflammatory, and it has been shown to inhibit glial cell proliferation as well as expression of
IL-1 and TNF-alpha [40,42]. It is normally present in the brain at low levels, but, after injury, appears to
be upregulated in astrocytes around the site of tissue damage [40,42]. At these higher concentrations,
it plays a role in reactive astrogliosis and scar formation, with studies demonstrating attenuation of
the scarring response when TGF-β function is blocked with antibodies [40].

Proteases, such as matrix metalloproteases (MMPs), are expressed in activated glial cells and
have been shown to have both beneficial and harmful effects [40]. MMPs may contribute to neuronal
cell death by degrading the extracellular matrix protein laminin, but could also facilitate removal of
debris after injury via this same process [40]. After a cortical stab wound or electrode implantation,
the expression of MMPs is increased within 24 h in the tissue around the site of injury [4,40].
This includes MMP-9 which is known to degrade gap junctions of BBB endothelial cells, and therefore
disrupt the BBB [4].

Reactive oxygen species (ROS) are oxygen free radicals that can exert oxidative stress on cells
when produced in excess [40]. Following injury, as red blood cells are being broken down, there is
an increase in hemoglobin that leads to an increase in ROS [4]. In this context, production of the
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ROS nitric oxide (NO), which is normally neutralized by cellular antioxidants, can overpower the
antioxidants, resulting in cellular damage [39]. In addition, ROS downregulate tight junction proteins,
which increases BBB permeability [4]. This setting of increased oxidative stress leads to activation and
upregulation pro-inflammatory cytokines [4].

3.3. Foreign Body Reaction and Sustained Inflammatory Response

Long-term application of intraparenchymal electrodes is limited partly by a chronic tissue
response that consists of the foreign body reaction and sustained inflammation. This leads to the
formation of a glial encapsulation or sheath that interferes with the recording and stimulating of
neurons. Factors that contribute to this persistent response are initial tissue injury, micromotion of
the electrode, persistent BBB leakage, and mechanical compliance mismatch between electrodes and
brain tissue. The sustained response appears to be dependent on continual interaction between the
electrode and the surrounding tissue. Conversely in stab wound studies, the inflammatory response
has been shown to steadily decrease to resolution after the initial injury reaction [13,45]. Similar to the
inflammatory response, neuronal cell death that occurs in the space around the electrode also appears
to be greatly influenced by the tissue response associated with its continued presence rather than just
the initial stab injury [13].

One week after implantation, an increased density of ED1 staining microglia can be seen,
extending around the injury site covering an area approximately 3–4 times the size of the stab
wound void left after electrode explantation (Figure 3) [10]. The ED1 positive microglia closest
to the injury site send out short, thick processes, while those further away exhibit a highly elongated
morphology [10]. Similarly, an increase in number and intensity of GFAP staining astrocytes is also
seen around the wound void [10]. A number of these cells possess cytoplasmic processes that extended
to the injury site [10].

At two weeks, the density of ED1 staining microglia immediately around the electrode increases
and reactive astrocytes begin forming a GFAP staining sheath that surrounds this space [5,10,13,45].
The cellular distribution appears to represent distinct, segregated layers of ED1 and GFAP staining
cells [5,13]. These layers of immunoreactivity suggest a structure characterized by an inner microglial
core in contact with the electrode, which drops off by about 50 μm, and a shell of surrounding astrocytes,
which predominately occupy the 50–150 μm space surrounding this core [5,10,13]. Neurons in the
vicinity of the implant site have died off at this point, indicated by the significantly decreased number
of NeuN staining neuronal cell bodies in the 50 μm surrounding the electrode [5,13].

After four weeks, the density of ED1 staining microglia directly around the electrode continues
to increase, while the overall amount of ED1 reactivity in the vicinity around the electrode is not
significantly different compared to two weeks (Figure 3) [5,13]. The microglia appear to form a
more compact structure around the electrode with increasing time [5,13]. In contrast with microglia,
statistically significant increases in GFAP reactivity within 100 μm of the electrode at four weeks
compared to two weeks have been observed [5]. This suggests that astrocytes play a role in the core
region of the glial sheath as the sustained tissue response develops.

At six and 12 weeks, both the ED1 and GFAP staining layers of microglia and astrocytes are
more compact and localized (Figure 3) [5,10,45]. Overall the layers become thinner but stronger and
denser, with less ED1 and GFAP reactivity found outside of these layers [5,10,45]. This coincides with
the peak of GFAP intensity shifting closer to the implant site, suggesting contraction of the reactive
astrocytes over time [5]. At this point, the glial sheath has effectively walled the implant off from the
rest of the brain tissue with minimal extension of the inflammatory response into the surrounding area.
It should be noted that at these later time points, there is significant variability in the degree of these
immunohistochemically visualized cellular responses, which tend to coincide with similar variability
in the changes occurring in individual electrodes [5,46,47].
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3.4. Tissue Response to Subdural Electrodes

While the above discussion has been focused mainly on the tissue response to intraparenchymal
electrode insertion, a chronic foreign body reaction occurs due to subdural electrode implantation as
well. There is a growing interest in the use of chronic subdural electrodes in brain machine interfaces
and neuroprosthetics; but, to the best of our knowledge, there is a paucity of literature describing
the chronic inflammatory changes associated with subdural ECoG systems [48]. Therefore, long-term
studies evaluating tissue response and subdural electrode function are necessary to determine viability
and feasibility for extended use.

Histological studies that have been conducted thus far in humans involve shorter timescales,
as they are limited to patients receiving invasive monitoring for epilepsy who subsequently undergo
surgical resections. In one study, tissue samples were examined on the order of days to several
weeks after subdural electrode implantation, and have shown chronic meningeal and perivascular
inflammation consisting of lymphocytes and macrophages to be the most common histopathologic
finding [49]. Longer investigations have been performed in animals, with recent studies involving the
use of micro-ECoG subdural implants in rats revealing vascular growth through holes in the electrode
substrate material and moderate tissue reactivity at 25 weeks post implantation on histopathologic
analysis [50,51]. Similarly, a nearly two-year case study of a rhesus monkey implanted with a subdural
ECoG array demonstrated minimal inflammatory response, with fibrous encapsulation surrounding
the grid following explantation [48]. The cortex below the implant appeared to be unaffected by
the grid and was consistent with the contralateral hemisphere where no grid had been placed [48].
These results, as well as the success of long term RNS systems in human patients, are encouraging for
the prolonged application of subdural electrodes.

4. Changes in Electrode Signaling Over Time

Factors Influencing Electrode Function

There are many factors that contribute to the changing function of electrodes. With time,
the common endpoint of these changes is a diminished ability to record neurons and elicit responses
through stimulation [4,6–8]. The metric most often correlated with changes in electrode function is
electrical impedance at the tissue-electrode interface. Impedance refers to the resistance to the flow
of charged particles, or current, in a circuit or circuit component. At the tissue-electrode interface,
impedance is inversely related to the volume of tissue activated by stimulating electrodes and the
listening sphere of recording electrodes [52,53]. If the impedance is low, current can flow more
freely in the volume around the tissue-electrode interface, resulting in a larger stimulation and
recording radius. In addition to measurement of the magnitude of impedance, some groups have used
complex impedance spectroscopy as a method of detecting more specific changes at the tissue-electrode
interface [46,47,54,55].

In the first few weeks after implantation, impedance rises quickly and then begins to
stabilize [47,54–56]. The initial rise is thought to be due to the tissue reaction and this is supported by
histological studies correlating the degree of tissue encapsulation with the magnitude of impedance
increases [47,55]. Glial scarring and the attachment of molecular and cellular species to the electrode
surface increase impedance, but these components are not considered to be sufficient to hinder
electrode function or cause failure [56,57]. This finding has led some groups to suggest that eliminating
the glial scar may not be required in order to achieve long term electrode stability [56].

While the precise interplay is not currently understood, several influences may contribute to
the impedance changes that occur at the tissue-electrode interface. These factors can be roughly
differentiated by biotic effects and abiotic effects [53,58,59]. Biotic effects refer to tissue reactions such
as glial encapsulation, BBB disruption, and macrophage recruitment to the implant site [53,58,59].
Abiotic effects refer to causes of electrode degradation including electrode corrosion, insulation
delamination, and cracking (See Figure 4) [53,58,59]. Insulation delamination of the electrode, caused by
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the corrosion and degradation secondary to the persistent inflammatory response, can result in a lower
impedance than the original reference impedance of an electrode [58,59].

In a long term study in non-human primates, one group showed that, for silicon-based intracortical
microelectrode arrays (MEAs), the most common type of electrode failure was acute mechanical failures,
accounting for 48% percent of the failures in the study, while biological causes accounted for about
24% of failures [8]. They found that most failures occurred in the first year after implantation and
that, after an initial increase, impedance slowly declined along with signal quality, suggesting that
insulation material degradation is one of the most important factors in long term viability of silicon
MEAs [8]. This same group also performed scanning electron microscopy (SEM) on silicon MEAs
with platinum electrode tips implanted for long durations in non-human primates, and revealed that
progressive corrosion occurs over time at the electrode tips as well as cracking and delamination of the
parylene insulation [9]. In addition, the tissue encapsulation response was shown to grow into defects
formed in the platinum and parylene over time [9].

Figure 4. Two models of electrode degradation. (A) Pristine electrode with intact metal and insulation,
(B) electrode with corroded metal and no insulation delamination, and (C) electrode with corroded
metal and noticeable insulation delamination. (D) Pristine electrode with intact metal and insulation,
(E) electrode with corroded metal and no insulation crack, and (F) electrode with corroded metal and
noticeable insulation crack. Inset on the left, middle and right images shows a closer view of the
gold layer around the tungsten. Illustration and caption reproduced with permission from Creative
Commons open access policy from [58].

Interestingly, clinically-relevant stimulation in DBS electrodes has been associated with rapid and
reversible changes in impedance [54]. Immediately following the cessation of stimulation, impedance
begins to rise and eventually reaches pre-stimulation levels within a few days, revealing the dynamic
nature of the foreign body reaction [54]. It is thought that stimulation temporarily “cleans off” adherent
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molecules and cells that are attached to the electrode, but it does not clear away the encapsulation
sheath surrounding the electrode [54,60]. This “rejuvenation” stimulation has also been shown to
decrease impedance and increase the signal to noise ratio at the electrode-tissue interface, and it
has been suggested that this could be used as treatment to improve the quality of stimulation and
recording in chronically implanted microelectrodes [60]. As such, both short term and long term factors
appear to effect electrode impedance [53]. Electrode functionality can be predicted with impedance
measurements, and actively controlling impedance over time may be a possible strategy to improve
long term performance and neuronal yield [53].

5. Strategies for Reducing Chronic Tissue Reaction

5.1. Overview

Many strategies to reduce the foreign body reaction have been investigated that focus on different
factors involved in the generation of the response. The main types of approaches can be broken down
into mechanically based and biologically based, with some degree of overlap existing. These strategies
range from adjusting material properties of the electrodes to delivering anti-inflammatory drugs to the
implant site. Minimizing neuronal loss, promoting neural regeneration, and limiting the formation
of the glial sheath are the end goals of these different strategies. A combined approach will likely be
necessary due to the multiple mechanisms involved in the inflammatory and regenerative responses.

5.2. Insertional Approaches

If we start from the beginning of the electrode implantation process, planning the insertional
trajectory is one way to potentially reduce the tissue response. Avoiding damage to major blood vessels
can lessen the overall BBB disruption, minimizing this contribution to the overall post-implantation
inflammation [12]. Large intracortical blood vessels do not penetrate perpendicularly into the brain,
but instead deviate slightly from the normal axis [12]. Inserting electrodes on the normal axis at a
distance greater than 49 μm from a major blood vessel greatly reduces the likelihood of disrupting
the penetrating segment of these vessels deeper in the brain [12]. Interestingly, neuronal nuclei lie
further away from blood vessels than would be expected in a random distribution, which suggests that
avoiding major blood vessels would also allow for better recording and stimulation [12]. In addition
to trajectory, the insertional velocity and implant diameter has also been studied, with evidence
showing fast insertions (2000 μm/s) and sharp implants to be superior at minimizing tissue strain and
vascular injury [14].

5.3. Mechanical Approaches

Mechanical considerations such as the size, flexibility, and material density of electrodes relative to
the tissue density are important factors in the foreign body reaction. Compliant electrodes can be made
using ultra-thin geometries or very soft materials [15]. Newer generations of electrodes have become
considerably smaller and thinner, and it has been shown that smaller implants lead to less initial
tissue damage, decreased neuronal loss in the vicinity of the electrode, and reduced chronic tissue
responses [15,16]. Similarly, implanted ultrasoft microwire electrodes consisting of elastomers and
conducting polymers mechanically similar to brain tissue display a reduced inflammatory response
compared to tungsten electrodes [17].

The thinking behind flexible and density matched electrodes is that they exhibit less
micromotion related trauma and inflammation over time and therefore increase electrode longevity.
Flexible microwire electrodes implanted into rabbit cortex displayed diminished foreign body
response and increased neuronal density around the electrode relative to conventional microwire over
26–96 weeks indwelling periods [18]. This is despite the insertional method for the flexible microwire
electrode being inherently more traumatic than conventional microwire, due to the requirement of
a stiff, sharp carrier to guide it into place [18]. The densities of stainless steel (8 g/cm3), tungsten
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(19.25 g/cm3), and platinum (21.45 g/cm3) and iridium (22.6 g/cm3) are much greater than that of brain
tissue (0.99 g/cm3) [19]. Significantly reduced astrocytic and microglial reactions have been observed
at 6 weeks post implantation around 500 μm diameter low density electrodes more analogous to that
of brain tissue (1.16–1.48 g/cm3) relative to high density electrodes of the same size (22.45 g/cm3) [19].

In one study, mechanically-adaptive implants were introduced into the brain that were rigid at
first but became compliant after implantation [20]. Interestingly, while the acute tissue response was
comparable to stiff control implants, the chronic inflammatory response was significantly reduced and
the BBB was more stable [20]. Another interesting strategy being investigated involves promoting
integration of the surrounding brain tissue with electrodes by structuring the surface topography
of electrodes on the microscale or nanoscale level, with some results indicating increased neuronal
survival in the 100 μm surrounding the implant [21].

Of note, it has been shown that implants tethered to the skull have a significantly increased
inflammatory response [22]. This is thought to be due to the migration and colonization of fibroblasts
from the meninges to the electrode-tissue interface [22]. Finally, these tissue reactions appear to occur
independently; when multiple electrodes were separately implanted onto rat cortex, they did not
aggravate the tissue reactions occurring at the other implant sites [23].

5.4. Biological Approaches

Biologically based strategies focus on attenuating the inflammatory response and promoting
neuronal regeneration. Dexamethasone, a synthetic glucocorticoid, has been infused intramuscularly,
coated on electrodes, and perfused through microdialysis probes, with all methods diminishing the
reactive tissue response [24–26]. Probes coated with neural adhesion molecule L1 have been shown
to have a reduced early microglial response, completely diminished loss of neuronal cell bodies,
increased axonal density in the electrode vicinity relative to the background tissue, and significantly
lowered activation of microglia and reactive astrocytes relative to uncoated probes [27,28]. A recent
study showed that an astrocyte-derived extracellular matrix coating reduced the degree of astrogliosis
surrounding a chronically implanted electrode [29].

Peptide-based coatings are also being explored with promising preliminary in vitro results [30].
In addition, silicon-based probes seeded with neural progenitor cells have been implanted into rat
brains with early results showing that the cells can be successfully be implanted and may diminish
the surrounding astrocytic response [31]. Probes capable of both drug delivery and electrophysiology
recordings have also been designed and implanted with early success [32].

Targeting CD14 in circulating myeloid cells and not brain-derived microglia has been shown
to improve chronic microelectrode recording, measured by the number of single neuron units
detected per electrode channel and the percentage of electrode channels detecting single neurons [33].
The role of CD14 activity in microglia may be neuroprotective as complete knockout of CD14 in
mice did not produce as a strong an improvement in microelectrode recordings as CD14 inhibition
in macrophages [33]. This group also demonstrated that complete knockout of CD14 resulted in
microelectrode improvement in acute but not chronic time periods, while inhibition of CD14 using a
small molecule inhibitor called IAXO-101 improved both acute and chronic performance [34]. Together,
these results suggest that therapies do not necessarily need to cross the BBB to benefit the quality of
microelectrode recording after implantation [33,34].

Anti-oxidant therapy using resveratrol has been investigated as a potential therapeutic agent for
mitigating the inflammatory response to electrode implantation [35–37]. Resveratrol is an anti-oxidant
molecule derived from grapes that can suppress the accumulation of ROS [35]. In one study,
resveratrol was incorporated onto intracortical implants consisting of physiologically responsive
mechanically adaptive nanocomposites [35]. The materials in this device are initially stiff, allowing
for placement, but then soften after implantation, becoming mechanically compliant with the brain
tissue [35]. This material combined with the film of resveratrol, allowing for three days of localized
delivery, resulted in reduced microglial activation and improved neuronal density at two weeks post
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implantation [35]. Another group studied the effects of intraperitoneal resveratrol injections in rats
administered both 16–24 h before and immediately following implantation of single-shank Michigan
style electrodes [36,37]. The results suggest that initial suppression of reactive oxygen species leads to
chronic improvement in neuronal viability [36,37]. Decreased expression of toll-like receptor 4 was
identified at week 2 post implantation, but not at later time points, and likely contributes to these
beneficial effects [36]. However, intraperitoneal administration of resveratrol was also associated with
some side effects in this study, including increased BBB permeability and adhesions [37].

6. Conclusions

The current progress toward achieving stable, long term electrode implantation is promising,
but additional improvements still need to be made. A complete understanding of the tissue response
to electrodes and mastery of implant materials and biocompatibility will enhance our ability to
manipulate the foreign body reaction and lead to electrodes that do not degrade over time, allowing
for the realization of chronic viability. These are challenging problems that have been investigated
for decades, testing the creativity and intuition of several scientific and engineering disciplines,
but incremental progress has been made and is poised to continue.
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Abstract: Neural implants offer solutions for a variety of clinical issues. While commercially available
devices can record neural signals for short time periods, they fail to do so chronically, partially
due to the sustained tissue response around the device. Our objective was to assess the correlation
between device stiffness, a function of both material modulus and cross-sectional area, and the
severity of immune response. Meta-analysis data were derived from nine previously published
studies which reported device material and geometric properties, as well as histological outcomes.
Device bending stiffness was calculated by treating the device shank as a cantilevered beam. Immune
response was quantified through analysis of immunohistological images from each study, specifically
looking at fluorescent markers for neuronal nuclei and astrocytes, to assess neuronal dieback and
gliosis. Results demonstrate that the severity of the immune response, within the first 50 μm of the
device, is highly correlated with device stiffness, as opposed to device modulus or cross-sectional
area independently. In general, commercially available devices are around two to three orders of
magnitude higher in stiffness than devices which induced a minimal tissue response. These results
have implications for future device designs aiming to decrease chronic tissue response and achieve
increased long-term functionality.

Keywords: intracortical implant; microelectrodes; stiffness; immunohistochemistry; immune
response; neural interface response; neural interface

1. Introduction

Paralysis and limb loss pose significant personal, financial, and health burdens. Each year in
the U.S. alone, there are over 17,500 cases of spinal cord injury where less than 1% achieve complete
recovery [1]. The nationwide prevalence of amputees is even higher at 185,000 new cases each year [2].
To address this issue, engineers and scientists are developing a range of technologies with the intent of
bypassing the damaged component of the peripheral or central nervous system, to replace or restore
lost motor function [3]. State-of-the-art devices are implanted intracortically, or directly into the brain,
where they can record biopotentials associated with voluntary movement [4]. Neural data can then
be decoded and used to drive the movement of assistive devices and prosthetic limbs, or control
stimulation for functional restoration of paralyzed limbs [5,6].

While many groups have demonstrated success resolving neural signals with intracortical probes
for periods of about one year [7,8], these devices tend to lose their ability to record neural signals
for longer time periods [4,8,9], limiting more widespread clinical use. While there are multiple
factors influencing device performance, one prominent hypothesis for device failure pertains to a
chronic immune response characterized by glial encapsulation of the device, as well as local neuronal
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death [10,11]. Both of these compromise stable neural recordings over time. It has been suggested that
a drastic mismatch in mechanical properties between the soft brain tissue and stiff neural implant may
regulate the immune response [12–14]. Commercially available devices are fabricated using materials
with a high elastic modulus, resulting in stiff devices that create concentrations of mechanical stress at
the tissue interface [15], and provoke a significant, persistent immune response.

A common goal in the neuroengineering community is the development of more biocompatible
implants, which elicit a decreased tissue response, with the intent of increasing their functional lifetime.
These efforts are largely divided into two groups: (1) creating devices that are significantly smaller than
the state-of-the-art [16,17], or (2) fabricating devices from softer materials to bridge the mechanical
mismatch at the brain-device interface [18,19]. Both approaches have yielded promising results,
such as decreased neuronal death and glial encapsulation, raising the possibility that a common link
exists between both approaches. Our hypothesis is that these outcomes may be attributed to a single
underlying parameter hereafter referred to as stiffness (kb), a function of both the material properties
and geometric dimensions of the device.

Based on the mechanics of static bodies, an implantable neural probe may be treated as a simple
cantilevered beam, where the beam is fixed on one end, while a downward force is placed on the
other end, causing a deflection [20]. The magnitude of the deflection is inversely proportional to the
stiffness of the probe, with greater deflections associated with lower stiffness. Changes in the physical
dimensions and/or the mechanical properties of the probe modulate its overall stiffness. The same is
true for implantable devices. Devices with lower stiffness values, or greater flexibility, can be created
by modifying the cross-sectional area (CSA) and/or by using softer constituent materials.

However, ‘stiffness’ (or ‘flexibility’) is often used synonymously to describe the softness or
modulus of the implantable device or device substrate, even though stiffness must consider the
contributions of device dimensions. For example, while polymer-based devices may be comprised of
inherently soft materials, whether or not the device is highly flexible depends on more than just their
material makeup. Instead, stiffness (kb) assessments can be made based on calculations incorporating
device dimensions to determine relative flexibility as compared to commercially available and other
novel devices. The novelty of this study is the recognition that histological outcomes across material
and geometric properties may be correlated to a single consolidated variable, kb, as opposed to relating
changes in histological outcomes to a single aspect of device design.

Here, we re-evaluated a number of studies reporting details on device design and the histological
outcomes following implantation in rodent brain. The analysis draws upon studies utilizing a variety of
devices fabricated from a wide range of materials and dimensions, yielding a range of stiffness values.
Through quantitative analysis of previously published immunohistological images, we demonstrate
that the severity of the immune response is highly correlated with device stiffness. This is a function of
both elastic modulus and size, in contrast to correlations considering only modulus or cross-sectional
dimensions independently.

2. Materials and Methods

2.1. Stiffness Calculations

Table 1 lists the studies and devices used in the meta-analysis. All devices were treated as
simplified cantilevered beams (Figure 1) in order to solve for bending stiffness, kb, as a function of area
moment of inertia, I, device length, L, and Young’s modulus, E, (Equation (1) [20]).

Device tip geometries and shank asymmetries were neglected for the sake of simplicity. It is
important to note that many single shank devices do exhibit tapered geometries meaning that
cross-sectional area, and area moment of inertia, are not necessarily uniform along the length of
the device. However, preliminary computational modeling suggests that using average width values
does not have a significant effect on stiffness calculations. Specifically, use of a simplified symmetric
model resulted in a 12% difference in maximum tip deflection in the cantilevered device bending
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simulation, when compared to the original tapered geometries (Figure 2). It is important to mention,
however, that the tapering angle used in this simulation was relatively high when compared to those
reported. Therefore, this represents a ‘worst-case scenario’ for difference in tip deflection.

Table 1. Devices from studies used in meta-analysis.

Author, Year Material Modulus CSA (μm2)
Calculated

Stiffness kb (N/m)
Time

Implanted
Stain

Analyzed

Mercanzini et
al., 2008 [21] Polyimide 2.5 GPa 4200 0.00024 1 week GFAP

Harris et al.,
2011 [13]

Nanocomposite
(poly(vinylacetate)

and cellulose)
12 MPa 51,200 0.49 4 weeks NeuN and

GFAP

Biran et al.,
2005 [11] Silicon 179 GPa 3000 1.12 4 weeks NeuN and

GFAP
Knaack et al.,

2016 [22] Silicon 179 GPa 1875 0.15 4 weeks NeuN and
GFAP

Lee et al., 2017
[23]

OSTE soft
(thiol-ene-epoxy) 6 MPa 5600 0.00016 4 weeks NeuN and

GFAP
Lewitus et al.,

2014 [24]
Agarose with carbon

nanotubes
Agarose-85

MPa 8220 0.02 4 weeks GFAP

Kozai et al.,
2012 [25] Carbon fiber 234 GPa 38 0.01 2 weeks NeuN and

GFAP

Thelin et al.,
2011 [26]

Stainless steel
microwire (50 μm and

200 μm diameter)
200 GPa 50 μm: 1963

200 μm: 31416
50 μm: 32

200 μm: 8080 12 weeks NeuN and
GFAP

Lind et al.,
2010 [27]

Bundled tungsten
microwires in gelatin

Tungsten-411
GPa 70,686 7940 6 weeks GFAP

Figure 1. Diagram of a cantilevered beam. The beam is fixed on one end while a force on the opposite
end produces a displacement, δ. Dimensions depicted are beam length, L, beam width, b, and beam
thickness, h.

(A) (B) 

Figure 2. Computer simulated bend tests. Cantilever bend tests were used to determine the percent
difference between device geometries with tapered and symmetrical shanks. In this case, shank (A)
featured a width of 290 μm and tapered to 65 μm starting halfway down the shank. Shank (B) featured
a width of 234 μm, calculated based on the weighted average of width down the length of shank (A).
Both shanks were 30 μm thick and 3 mm long. Colored scale bars indicate deflection in meters.

23



Micromachines 2018, 9, 443

Bending simulations were performed in COMSOL Multiphysics® v. 5.2. (COMSOL AB, Stockholm,
Sweden) and the setup mirrored the cantilever-style bend test depicted in Figure 1. Further evaluation
using Linear Buckling Analysis in COMSOL revealed only an 8% difference in critical buckling force
between either geometries, indicating they are mechanically similar. Therefore, representative stiffness
values (Equation (1) [20]) were calculated using average values of device width along the length of
the shank. For devices with polymer coatings, stiffness was assumed to be dominated by the stiffest
constituent material, and calculated accordingly. Most devices did not exhibit tapering as severe as
the simulation presented above; rather, this was to illustrate the worst-case scenario. As such, most
of the devices exhibit less than an 8 or 12% difference in critical buckling force and maximum tip
deflection, respectively. All devices were treated as having either rectangular cross sections with height,
h, and width, b, or circular cross sections with diameter, d, affecting the way in which moment of
inertia of the cross-sectional area was calculated (Equations (2) and (3) [20]). Length was taken to be
the overall length of the device shank, unless the implantation depth was otherwise stated in the study.

kb =
3EI
L3 (1)

Irectangle =
bh3

12
(2)

Icircle =
πd4

64
(3)

2.2. Image Analysis

The immune response for each study was quantified by analysis of fluorescent
immunohistochemical images, from staining with several cell markers commonly associated with the
immune response. For the purposes of this analysis, we focused on stains for neurons and astrocytes,
specifically neuronal nuclei (NeuN) and glial fibrillary acidic protein (GFAP), a protein expressed
in astrocytes.

Images were analyzed using Fiji [28], an open source image processing software based on
ImageJ [29] (NIH). A custom macro was created to select the perimeter of the device within the
image, and subsequently create concentric bands in 50 μm increments, while calculating the area in
each band. For GFAP analysis, we computed the average intensity of GFAP immunofluorescence
within each concentric band surrounding the probe (Figure 3a). For NeuN analysis, neurons were
manually counted within each band using Fiji’s Cell Counter plugin to quantify neuronal density
(Figure 3b). Both GFAP intensity and neuronal density were normalized by dividing each band by the
value in a band at least 200–250 μm from the device perimeter. This was done to ensure normalization
with respect to tissue expected to be relatively unaffected by the implant. If healthy tissue samples
were provided by the study, values were normalized with respect to areas from those samples.

While several of these studies reported their own analyses of fluorescent images, we chose not to
include these quantifications in this meta-analysis. This was done in order to ensure that all NeuN
density and GFAP intensity values were measured and normalized consistently across all studies,
for accurate comparison. However, it is important to note that studies often feature figures that best
illustrate the point of the study, i.e., fluorescent images that exemplify a reduced immune response.
Therefore, our results likely reflect a conservative estimate of correlations between immune markers
and device parameters.
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(a) (b) 

Figure 3. Example image analysis on a stainless steel microwire. Scale bar 100 μm. (a) glial fibrillary
acidic protein (GFAP) intensity and (b) neuronal density quantification in 50 μm concentric bands.
Adapted from Thelin et al., 2011 [26]. Scale bar = 100 μm.

2.3. Statistical Analysis

To examine the possible relationships between material properties, dimensions, and device
flexibility with both neuronal density and GFAP intensity, a Spearman rank correlation coefficient
was calculated for each data set using functions available in MATLAB R2017a (MathWorks, Natick,
MA, USA). Spearman correlation is a nonparametric test which assesses the monotonic relationship
between ranked datasets. Good correlation is indicated by ρ values closest to 1 or 1 for positive and
negative correlations respectively, with a high correlation being between 0.70 to 1.00 (or −0.70 to
−1.0) [30]. A p-value less than 0.05 was taken as indicative of a significant correlation.

3. Results

Calculated stiffness levels varied over six orders of magnitude ranging from 8 × 103 to
1.6 × 10−4 N/m. Statistical analysis across multiple studies showed a high positive correlation
(ρ = 0.89, p < 0.05) between device stiffness and normalized GFAP intensity, within a 50-μm band of
the device perimeter, indicating that gliosis is more severe when using a stiffer implant (Figure 4).

Additionally, there was a high negative correlation (ρ = −0.92, p < 0.05) between device stiffness
and normalized NeuN density in the same area, indicating that neuronal loss is increased when using
a stiffer implant.

Device modulus and cross-sectional area did not exhibit significant correlation values within the
same band, for either GFAP intensity or NeuN density, suggesting that the dependence on stiffness is a
contributing factor in the severity of the immune response (Table 2). However, results also suggest that
this trend is only relevant within the first 50 μm around the device. Outside of the first 50 μm band,
neither GFAP intensity nor neuronal density show good, significant correlation with device stiffness,
with the exception of GFAP intensity in the 100–150 μm band, therefore these data was not shown.

Table 2. Spearman’s rho correlation results for 0–50 μm band.

Stiffness Modulus CSA

Spearman’s rho

GFAP Intensity
Correlation Coefficient 0.89 * 0.62 0.42

Significance (two-tailed) 0.001 0.06 0.23
N 10 10 10

Neuronal Density
Correlation Coefficient −0.92 * −0.09 −0.5

Significance (two-tailed) 0.01 0.85 0.27
N 7 7 7

*: p < 0.05.
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Figure 4. GFAP intensity analysis from GFAP-stained fluorescent images. Normalized intensity as a
function of device stiffness three concentric 50 μm bands from device perimeter. * p < 0.05. Numbers
indicate reference from Table 1. References are only included for 0–50 μm data, but all points aligned
vertically are from the same reference. 26a and 26b reference the 50 μm and 200 μm stainless steel
devices, respectively.

4. Discussion

Our meta-analysis across multiple studies indicated that the tissue response triggered during
implantation may be most closely correlated with stiffness of an implanted device, as opposed to
material moduli or geometric properties independently. Devices featured in this study exhibit stiffness
values ranging from 10−4 to 103 N/m. For reference, a commercially available Michigan-style silicon
probe might exhibit a stiffness around 102 N/m. Devices with a lower calculated bending stiffness
exhibited decreased amounts of gliosis and neuronal death around the perimeter of the implant when
compared with stiffer devices. These results were found to be significant within the first 50 μm of
the device boundary, which is of critical importance in the context of functional neural recordings.
Typically, neurons must be within 50 μm of the device electrodes in order to resolve single unit
recordings at appropriate signal to noise ratios [31], and a severe immune response within this range
would limit the device capabilities. Previously published studies have also reported on immune
response with respect to 50 μm bands as important landmarks for histological outcomes [13,23].
Improved histological outcomes with respect to both GFAP intensity and NeuN density appeared to
level off when a device reached the 10−1 to 10−2 N/m stiffness range (Figures 4 and 5) indicating that
this could serve as a threshold for optimal device stiffness. This stiffness could be achieved with a
commercially available Michigan-style probe by reducing the thickness from 50 μm to 10 μm while
maintaining an average width of 125 μm and an implantation length of 2 mm. Stiffness of tapered
devices may be more accurately calculated using cantilevered setups or computational models.

Overall, high correlation between device stiffness and the severity of the immune response may
be a representation of how well these devices are able to move with the brain. Cross-sectional area
or elastic modulus alone do not provide a full picture: a soft object may be so large that it is stiff
and cannot flex with the brain. Conversely, a small device made from a material with a high elastic
modulus may face the same issue. It has been well documented that the brain experiences significant
micromotion due to breathing and vascular pulsation [32]. It is likely that decreased stiffness allows
these devices to move with the brain, and therefore put less strain on the surrounding tissue, perhaps
leading to a less significant tissue response.
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In general, these findings support approaches to changing either the material properties,
or physical dimensions of devices, to reduce the severity of the tissue response. Ideally, devices
featuring both soft materials and small dimensions would offer improved tissue response, but in the
absence of an insertion aid, mechanical considerations must also inform the minimal stiffness required
to successfully penetrate the brain. This specific limitation explains a lack of histological studies in the
literature performed, using highly soft and flexible devices which would provide additional insight
into the relationship between flexibility and tissue response. Additionally, very stiff devices made from
high modulus materials are prone to brittle fracture, which places limits on the minimum achievable
dimensions during fabrication. Furthermore, ultra-small devices have limited available surface area
for electrode sites on device structures, limiting the creation of high-density probes.

The results of this meta-analysis should however encourage further exploration of materials
for devices which can be fabricated in a way that limits overall stiffness (kb). This can be done
through a reduction of material modulus (E) or a cross-sectional moment of inertia (I), with the goal of
better matching stiffness to that of brain tissue, and subsequently improving chronic integration with
surrounding tissue. Additionally, the possibility remains that the immune response may be a result
of cells responding to stress concentrations due to material mismatch, as opposed to stiffness of the
device itself. This hypothesis could be tested directly using an approach in which probe geometries
are kept constant while varying material stiffness, or similarly, maintaining stiffness but using varied
cross-sectional geometries.

Figure 5. Neuronal density analysis from neuronal nuclei (NeuN)-stained fluorescent images.
Normalized neuronal density as a function of device stiffness three concentric 50 μm bands from
device perimeter. * p < 0.05. Numbers indicate reference from Table 1. References are only included for
0–50 μm data, but all points aligned vertically are from the same reference. 26a and 26b reference the
50 and 200 μm stainless steel devices, respectively.

5. Conclusions

Intracortical device stiffness may influence the severity of the chronic immune response, more than
size or material properties of the device independently. Our novel results, which draw upon findings
from multiple studies, indicate that device stiffness is especially important in close proximity to the
device perimeter, which may profoundly affect the ability of devices to record from nearby neurons.
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Abstract: Mechanical, materials, and biological causes of intracortical probe failure have hampered
their utility in basic science and clinical applications. By anticipating causes of failure, we can design
a system that will prevent the known causes of failure. The neural probe design was centered around
a bio-inspired, mechanically-softening polymer nanocomposite. The polymer nanocomposite was
functionalized with recording microelectrodes using a microfabrication process designed for chemical
and thermal process compatibility. A custom package based upon a ribbon cable, printed circuit
board, and a 3D-printed housing was designed to enable connection to external electronics. Probes
were implanted into the primary motor cortex of Sprague-Dawley rats for 16 weeks, during which
regular recording and electrochemical impedance spectroscopy measurement sessions took place.
The implanted mechanically-softening probes had stable electrochemical impedance spectra across
the 16 weeks and single units were recorded out to 16 weeks. The demonstration of chronic neural
recording with the mechanically-softening probe suggests that probe architecture, custom package,
and general design strategy are appropriate for long-term studies in rodents.

Keywords: neural probe; intracortical; microelectrodes; bio-inspired; polymer nanocomposite;
cellulose nanocrystals; photolithography; Parylene C

1. Introduction

Intracortical neural interfaces enable both fundamental neuroscience advances and engineering
strategies to restore motor, sensory, and cognitive functions to individuals who have suffered
neurological injury or disease. Though electrical interfaces have dominated the field [1], recent
advances in neural interfacing technologies also include single- and bi-directional chemical [2–4],
ultrasound [5], and optical interfaces [6] for interrogating or modulating neural function. Intracortical
brain-machine interfaces (BMIs) rely upon the detection of extracellular neural electrical activity in
the tens-of-microvolts range using microelectrodes implanted several millimeters into the cortex.
Mechanical, materials, and biological failures all contribute to the poor long-term stability and
functionality of intracortical neural interfaces that continue to limit long-term, chronic studies and
applications [7–9]. The harsh physiological environment, combined with the need to make a connection
to external systems for control or recording, requires a system-level engineering design to maintain a
stable interface with a microscale device requiring sensitive measurements. The probes, leads, and
connectors can fail due to sudden applied forces or fatigue-related damage [9]. Electrode and insulating
materials can degrade due to the harsh physiological environment, and may be accelerated by reactive
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oxygen species that accumulate as a result of an inflammatory tissue response to the implant [10–12].
Chronic inflammation also results in glial encapsulation, and further may be responsible for neuronal
degradation near the implant [13–15]. Intracortical implant design should aim to: (1) maintain a
high neuronal density at the biotic-abiotic interface, and (2) minimize chronic inflammation. Though
these issues have primarily impacted intracortical probes for electrical recording, they extend to any
intracortical interface and modality of interfacing, as well as to other implanted devices such as for
deep brain stimulation. Therefore, engineering a reliable intracortical interface system will be impactful
across a variety of applications requiring a device implanted into the cortex.

Solutions to poor long-term intracortical interface reliability largely focus on addressing the
biological tissue response through geometric or materials design of neural probes [16–20]. Relative
micromotion arising from constant, repetitive displacements in tissue due to respiration and vascular
pulsations produce strain on tissue surrounding the implant due to mechanical mismatch at the
implant-tissue interface for high modulus implants. The differential strain on tissue is considered
to be a primary contributor to glial scar formation [21,22], which is further supported by in vitro
studies reporting that components of astroglial scarring proliferate in response to mechanical
strain [23] and high modulus substrates [24], while neurite outgrowth and extension is stimulated on
low-modulus substrates with mechanical properties approaching brain tissue (Ebrain ~ 10 kPa) [25].
Intracortical implants based on a lower modulus material reduce the differential strain on tissue
during micromotion [26,27], which may also reduce the problematic neuroinflammatory response.
The correlation between mechanics and the neural tissue response has led to the development of
soft intracortical probes based on polymers with established microfabrication processes, such as
polyimide [20,28,29], parylene [30–33], and SU-8 [34–37] polymer-based intracortical probes with
much lower Young’s moduli (Epolymer ~ 2–4 GPa) than standard silicon-based devices (ESi ~ 160 GPa)
or tungsten microwire (EW ~ 411 GPa) arrays [8,38,39], thereby alleviating implant-tissue mechanical
mismatch. However, mechanically-flexible, polymer-based neural probes may buckle during
implantation. In some cases, probe width or thickness of polymer-based probes may be relatively large
to ensure that the critical buckling force is greater than the insertion force [37,40,41]. Several strategies
have also been developed to provide enhancement of temporary stiffness, including removeable
rigid shuttles to guide the probe into place and dissolvable coatings [28,33,42]. Alternatively,
the effective length of the probe can be shortened to increase the critical buckling strength by partial
reinforcement of the probe shank with polyethylene glycol (PEG) [43] or with the use of an insertion
guide [44]. Regardless of the insertion strategy, these commercially-available polymers retain a six
order-of-magnitude mechanical mismatch with brain tissue after insertion. An ideal implant for
improving integration with tissue and reducing strain would have a lower modulus that more closely
matches brain tissue, and can be scaled to multi-shank arrays without requiring complex removable
support structures.

The biological mechanism underlying the mechanical stiffness modulation of the sea cucumber
dermis inspired the development of a polymer nanocomposite with a modulus that can be controlled
by temperature and degree of saturation [45–47]. A soft poly(vinyl acetate) (PVAc) matrix polymer
with a percolated network of high-aspect-ratio cellulose nanocrystals (CNC) harvested from tunicate
mantles form the nanocomposite (Figure 1). The polymer nanocomposite (PVAc-CNC) has a high
Young’s modulus (E ~ 4–5 GPa) when dry due to the reinforcing effects of a percolating CNC network
through the material. When swollen with water, the CNC network disengages, thus “turning off” the
reinforcing effect. Bulk PVAc-CNC films swell 70% by weight [48], which is anisotropically distributed
with a 3% increase in the lateral dimensions of water-saturated films and a 24% increase in film
thickness [49]. The water-swollen matrix polymer is also plasticized, reducing the glass transition
temperature (Tg) to ~20◦ C. The CNC disengagement and Tg reduction effects combine to yield a
dramatic reduction in modulus to E ~ 10 MPa [40,50,51]. For intracortical neural interfaces, this single
material is both sufficiently rigid for needle-like insertion into tissue without buckling, while also
offering softening after insertion to reduce mechanical mismatch with surrounding tissue [40]. This
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material reduces strain on tissue and neuroinflammation compared to standard, rigid (E ~ 160 GPa)
silicon-based implants [22,26,52].

Figure 1. Schematic demonstrating the sea cucumber dermis-inspired PVAc-CNC softening mechanism.
In the dry state (left), cellulose nanocrystals joined by hydrogen bonds form a reinforcing network
throughout the nanocomposite. When saturated with water (right), the inter-nanocrystal hydrogen
bonds are displaced with water molecule-nanocrystal bonds, leading to an overall reduction in
storage modulus.

PVAc-CNC has a much wider mechanical range than other mechanically-softening polymers used
for neural interface applications [18,41,53]. In its stiff state, PVAc-CNC has a modulus approximately
seven times higher than the thiol-ene-based shape memory polymer [53]. In its mechanically-compliant
state, PVAc-CNC has a modulus approximately four times lower than the shape memory polymer [53].
The higher stiff-state modulus for PVAc-CNC allows for a probe with a smaller cross-sectional area
that will still penetrate through the pia and into the cortex without buckling. As a result of a smaller
required cross-sectional area and a lower compliant-state modulus, the bending stiffness of PVAc-CNC
implants can have a bending stiffness less than 5% of the bending stiffness of a shape memory polymer
neural interface with the same length. However, PVAc-CNC has more extensive fabrication process
limitations compared to the shape memory polymer [53,54]. Specifically, PVAc-CNC is incompatible
with wet chemicals and with temperatures exceeding 100 ◦C [49,55]. Exposure to acids and bases
will interfere with the surface properties of the cellulose nanocrystals, exposure to organic solvents
will dissolve the PVAc matrix, and temperatures exceeding 100 ◦C will cause CNC degradation [56].
Further, PVAc-CNC is dependent upon water absorption to soften and therefore: (1) cannot serve as
an insulating moisture barrier for thin-film metal traces and electrodes, and (2) cannot be completely
coated with an insulating moisture barrier film.

Intracortical interfaces based upon PVAc-CNC require processes for forming a neural probe
geometry and functionalizing the material with microelectrodes for recording, as well as a robust
packaging system for making connection to external electronics. A complete system must consider
the biological system, material properties, and forces to which the system is subjected during and
after the insertion procedure. The design and method of packaging microscale neural interfaces
are critical, yet often neglected, components of the implant system. For the mechanically-softening
PVAc-CNC, the package must include a compatible method for making electrical connection between
a rigid commercial connector and the mechanically-softening probe. The electrical interconnections
between the probe and the connector must be insulated from the physiological environment and should
avoid mechanical failure modalities. The connector itself must be protected to prevent mechanical
breakage or removal. Finally, the entire headcap must be anchored securely to the skull for successful
chronic studies. We previously reported on the fabrication and benchtop studies of an early-stage
PVAc-CNC neural probe [49,51,55]. These studies demonstrated the feasibility of using PVAc-CNC as
a mechanical substrate for microfabricated neural interfaces, that the thin-film metal and insulation
layers do not contribute significantly to the mechanical behavior of the device, and that the device
architecture remains stable through 60 days of soaking under physiological conditions [49,51,55].
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Advancing PVAc-CNC neural interfaces to use in chronic studies required the refinement of the
fabrication processes to include multiple microelectrodes along the shank, as well as a packaging
scheme compatible with PVAc-CNC and the demands of chronic implantation. Here, we report on the
progress we have made toward advancing PVAc-CNC neural interfaces to chronic implant studies.

2. Materials and Methods

2.1. Design and Overview

Our goal was to produce a planar microelectrode array with up to 8 recording sites on the
PVAc-CNC polymer nanocomposite structural material. Planar microelectrode arrays allow for
simultaneously measuring from multiple depths within the cortex [57]. The PVAc-CNC neural probe
has a five-layer architecture comprising a PVAc-CNC structural substrate layer, a Parylene C barrier
layer, Au electrodes and interconnections with a Ti adhesion layer, and a Parylene C capping layer.
Additionally, probe length, width, and thickness must be chosen such that the critical buckling force,
as determined by Euler’s buckling formula, is greater than the force required to insert the probe [40].
The probe must be able to withstand an insertion force of 10 mN, based upon a typical insertion force
of 5 mN [40] and a safety factor of 2. For a 40 μm-thick PVAc-CNC probe with a length of 3 mm,
the probe width must be at least 140 μm.

2.2. Materials

2.2.1. PVAc-CNC

The polyvinyl acetate-cellulose nanocrystal polymer nanocomposite serves as the structural
material for the neural probe. The methods for synthesizing PVAc-CNC have been described in
detail elsewhere [45,46,48,58]. Briefly, poly(vinyl acetate) was dissolved in dimethylformamide (DMF).
Cellulose nanocrystals were dispersed in DMF in a second beaker. The two solutions were mixed,
then cast into a Teflon dish before drying under vacuum at 65 ◦C for 7 days [48]. The dry PVAc-CNC
films were then pressed to a thickness of 30–60 μm at a temperature of 90 ◦C and a pressure of
3000 psi [59].

2.2.2. Parylene C

Parylene C serves as an insulating moisture barrier for the interconnection traces between
the recording sites and connection contacts. Parylene is an FDA Class VI material and is a good
moisture barrier with a 24-h water absorption of 0.06% and 0.14 g-mil/100 in2 for 24 h at 37C, 90%RH
moisture vapor transmission [60]. The Parylene C used in this application was vapor deposited with a
Specialty Coating Systems Labcoter® 2 Parylene Deposition System (Specialty Coating Systems, Inc.,
Indianapolis, IN, USA).

2.2.3. Au/Ti

Sputter-deposited, thin-film Au was chosen for the microelectrode recording sites, connector
contacts, and interconnecting traces due to its biocompatibility, inertness, and low residual stress.

2.3. Fabrication

The PVAc-CNC neural probe fabrication process averts PVAc-CNC exposure to wet chemicals
or temperatures exceeding 100 ◦C. Exposure to acids and bases will interfere with the surface
properties of the cellulose nanocrystals, exposure to organic solvents will dissolve the PVAc, and
temperatures exceeding 100 ◦C will cause CNC degradation [56]. The microfabrication steps are
illustrated in Figure 2a–j. First, a freestanding PVAc-CNC film was prepared by solution-casting
and melt-pressing [48]. A silicon wafer provided a rigid support for the PVAc-CNC film during the
fabrication process. The PVAc-CNC film was adhered to a silicon wafer by heating the assembly to
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75 ◦C on a hotplate and pressing the film onto the silicon wafer (Figure 2a). It was important to avoid
air bubbles between the wafer and the PVAc-CNC film. Next, a 2 μm-thick Parylene C barrier layer
was vapor-deposited onto the PVAc-CNC film and silicon wafer (Figure 2b). This layer provided a
moisture barrier necessary for protecting the PVAc-CNC film during wet chemical processing steps.
Additionally, this layer was required to insulate the thin-film Ti/Au features from the electrolytic fluid
absorbed by PVAc-CNC in vivo [49,55]. Next, a 20 nm-thick Ti adhesion layer and a 250 nm-thick
Au conductive layer were sputter-deposited on the parylene film (Figure 2c). The Ti/Au films were
patterned by photolithography using an iodine-based Au etchant (Gold Etch Type TFA, Transene
Company, Inc., Danvers, MA, USA) and a buffered oxide etchant (Buffered Oxide Etchant 7:1 with
Surfactant, Transene Company, Inc., Danvers, MA, USA), followed by removal of the photoresist with
acetone and isopropanol (Figure 2d,e). A second 2 μm-thick parylene layer was then vapor-deposited
to provide a capping layer to insulate conductive interconnect traces (Figure 2f). Openings in the
Parylene C at the recording sites and connector contacts, as well as the outer geometry of the Parylene
C layers were etched using reactive ion etching (RIE) with O2 and CF4 through a photoresist mask
(Figure 2g). The outer probe geometry was then defined by laser-micromachining with a picosecond
laser (Oxford Lasers, Didcot, UK) (Figure 2h). The excess material between probes was peeled from
the handle wafer (Figure 2i). Finally, the completed probes were removed from the wafer with the aid
of a razor blade (Figure 2j).

(a) 

 

(f) 

 

(b) 

 

(g) 

 

(c) 

 

(h) 

 

(d) 

 

(i) 

 

(e) 

 

(j) 

 

Figure 2. Microfabrication process for PVAc-CNC intracortical probes. (a) PVAc-CNC film mounted
to bare Si probe; (b) Parylene C deposition; (c) Ti/Au deposition; (d) Photoresist spin-coating and
patterning; (e) Wet etching of Ti/Au films; (f) Second Parylene C deposition; (g) Parylene C patterned
using oxygen plasma; (h) Laser micromachining the PVAc-CNC substrate; (i) Remove excess PVAc-CNC
in field region; (j) Release probes.
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2.4. Packaging

The packaging scheme was designed to be modular such that the components could be tested
at various levels of assembly and could be modified for compatibility with alternate applications.
Probes were directly attached to polyimide-based ribbon cables (Pyralux, DuPont, Wilmington, DE,
USA) designed to interface with a Hirose FH-19 Flexible circuit board connector (Hirose Electric
Group, Shinagawa, Tokyo, Japan). Both the flexible circuit connector and an Omnetics Nano Strip
connector (Omnetics Connector Corporation, Minneapolis, MN, USA) were mounted to a printed
circuit board (Figure 3a), providing a means to connect to external electronics for neural recording and
for impedance measurements. A 3D-printed housing was custom-designed and fabricated to hold the
PCB, connectors, and ribbon cable (Figure 3b).

The ribbon cables were fabricated by etching the Pyralux copper cladding with a sodium persulfate
solution through a laser-printed toner etch mask. The toner was then removed from the surface of
the copper using acetone. The copper traces were insulated with an acrylic spray through a shadow
mask, then the ribbon cable was cut out by laser micromachining. Probes were attached to the flexible
ribbon cable using a cyanoacrylic adhesive. Electrical connection between the copper ribbon cable
pads and the gold probe pads was made with conductive epoxy (MG Chemicals 8331S, MC Chemicals,
Surrey, British Columbia, Canada). To insulate the electrical connections, a 2-part epoxy was applied
using a needle to the exposed conductive epoxy and contact pads on both the probe and ribbon cable.
The ribbon cables were inserted into the flexible circuit connector on the PCB, then the assembly
was pushed into the 3D-printed housing. The PCB slides into one section of the housing, while a
separate section holds the ribbon cable to ensure that the probe shank was normal to the housing. The
components were secured with insulating epoxy.

 
(a) 

 
(b) 

Figure 3. Packaging scheme for PVAc-CNC intracortical probes. (a) The probes are attached to a
polyimide-based ribbon cable with patterned Cu traces. The ribbon cable is designed for insertion
into a flexible circuit connector mounted on a printed circuit board with an Omnetics connector for
interfacing with external electronics; (b) The ribbon cable/PCB/connector assembly is inserted into a
custom-designed, 3D-printed housing to protect the components.

2.5. Benchtop Impedance Measurements

Fully-packaged PVAc-CNC probes were immersed in phosphate buffered saline in a heated water
bath at 37 ◦C, then the impedance spectra of recording sites were measured over 48 days. An EZStat
Pro potentiostat (NuVant Systems Inc., Crown Point, IN, USA) was used to measure the impedance
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versus a platinum reference wire between 10 Hz and 10 kHz, with 25 points per decade. The impedance
magnitude at a frequency of 1 kHz was used to compare frequency over time.

2.6. Chronic In Vivo Experiments

2.6.1. Surgical Procedure

Three male Sprague-Dawley rats (225–250 g) were implanted with a single PVAc-CNC neural
probe in the primary motor cortex, which was then left in place for 16 weeks. The PVAc-CNC probes
were sterilized using ethylene oxide. All procedures and animal care practices were approved by and
performed in accordance with the Case Western Reserve University Institutional Animal Care and
Use Committee. The surgical procedures followed standard protocols [52,61,62]. Briefly, the rats were
initially anesthetized by a mixture of ketamine (80 mg/kg) and xylazine (10 mg/kg) administered
intraperitoneally (IP). After preparing the animal’s head by shaving and cleaning, a one-inch incision
was made down the midline; then the surrounding tissue was retracted to expose the skull. An opening
approximately 3 mm in diameter was drilled into the skull in the left hemisphere approximately 3 mm
lateral to the midline and 2 mm anterior to bregma. The dura was deflected using a dura pick to
expose the pia. Three stainless steel screws (#2-56) were implanted in the skull, and the ground and
reference wires were attached to the base of two of the screws, then secured in place with silver print.
The probe was brought within 2 mm of the brain surface for positioning while ensuring that the shank
remained dry. Once in place, the probe was rapidly lowered using a manual micromanipulator at a
rate of approximately 0.5 mm·s−1 to a final depth of approximately 2 mm. After the PVAc-CNC probe
and housing were set in place, silicone elastomer (Kwik-Sil, World Precision Instruments) was applied
to seal the craniotomy. The connector housing was secured in place with dental acrylic anchored by
the screws. Finally, the skin on the scalp was closed around the housing with 1–2 sutures.

2.6.2. Neural Recording and EIS Measurements

Eleven neural recording sessions took place during the 16-week implant duration. Each recording
session lasted for approximately 10 min and involved cleaning and drying the housing and Omnetics
connector, connecting a pre-amplifier and cable, then allowing the rat to freely move within a
clean cage. Neural potentials were recorded with a 16-channel Tucker David Technologies (TDT)
Pentusa Z5 system (Tucker-Davis Technologies, Alachua, FL, USA), using a sampling rate of 24.4 kHz.
EIS measurements were made with the rat under isoflurane anesthesia using an amplitude of 10 mV
between 1 Hz and 10 kHz with 10 frequencies per decade.

2.6.3. Neural Recording Data Analysis

Data from each trial was processed by a MATLAB (R2013, MathWorks, Natick, MA, USA) analysis
program based on code from the Kipke Lab [63,64]. Signals were separated into local field potential
(LFP) (0.1–140 Hz) and neural spike (300–5000 Hz) components in MATLAB. For spike analysis,
a negative threshold at 3.5 times the standard deviation of the signal was set to identify candidate
samples. Any sample crossing the threshold was considered for further processing. The samples were
considered within a 2.4 ms window, and the minimum potential was chosen to be the center of the
spike snippet window at 1.2 ms. A principal component analysis (PCA) was performed on a voltage
amplitude matrix (Nspikes × 100 timepoints) corresponding to the collection of spike snippet windows
to cluster the spikes. Neural units were identified by choosing the clusters with more than 20 spikes in
a cluster. A mean spike waveform was created from the spikes in the cluster, and the peak-to-peak
voltage of the mean waveform determined the peak-to-peak signal voltage. The peak-to-peak noise
voltage of each channel and block was determined by first removing the spike snippets windows from
the signal and determining the standard deviation of the remaining signal. The peak-to-peak noise
voltage was then defined as 3 times the standard deviation of the remaining noise signal.
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3. Results and Discussion

3.1. Device Fabrication

Multi-electrode arrays with between 4 and 8 individually-addressable microelectrode recording
sites were fabricated on the PVAc-CNC polymer nanocomposite, as shown in Figure 4. Thin-film
metal feature sizes down to 7 μm were resolved on the Parylene C-coated PVAc-CNC surface.
The solution-cast and compressed PVAc-CNC films have surface height variations of up to 4 μm
over a 100 μm lateral distance, yielding a much larger surface roughness than a standard silicon wafer
with sub-nanometer surface roughness. The minimum resolvable feature size is therefore limited by
the roughness and uniformity of the PVAc-CNC surface, and can be decreased further by refining
PVAc-CNC film manufacturing processes. An important aspect of our refined fabrication process is
the use of a picosecond UV micromachining laser with alignment capability to pattern the PVAc-CNC
probe outer geometry after the photolithography steps, instead of as one of the first fabrication steps.
This allowed for photolithography steps on a much more planar surface, thus improving yield and
minimum feature size. In the 4-electrode design shown in Figure 4A,B, the parylene capping layer
covers the entire front-side of the probe. To maximize the benefits of the PVAc-CNC material properties,
the Parylene C footprint was minimized in the 8-electrode design shown in Figure 4C,D. This change
in geometry was made possible with improved precision in photolithography, etching, and PVAc-CNC
patterning. These improvements also facilitated a reduction in interconnect trace width from 15 μm to
7 μm without sacrificing yield. This microfabrication process is scalable and can be used for multiple
shanks or to increase the number of recording sites per shank.

 

Figure 4. PVAc-CNC neural probes: (A) 4-channel probe overview; (B) Close-up of 15 μm-diameter
Au microelectrode sites on 4-electrode probe; (C) 8-channel probe overview; (D) Close-up of
30 μm-diameter Au microelectrode sites on 8-electrode probe.
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Device yield was largely dependent upon the elimination of air from between the PVAc-CNC film
and the underlying silicon handle wafer. Unlike spin-cast or vapor-deposited polymers, PVAc-CNC
begins as a free-standing film. Air trapped between the wafer and PVAc-CNC film can expand
during microfabrication steps that occur under vacuum, particularly during sputter deposition when
the nanocomposite softens with an increase in temperature. Additionally, the in-line design of the
4-channel design had fewer mechanical failures during release from the wafer than the wide connector
contact pad layout with the sharp transition to the shank featured in the 8-contact design.

3.2. Probe Packaging

We considered materials and process compatibility, modularity, and robustness when designing
and developing a package for the PVAc-CNC probes. In our packaging scheme, the probe, reference,
and ground wires were attached to a polyimide-based Pyralux ribbon cable with copper traces running
from the probe to an end designed to interface with a flexible circuit connector. Electrical connection
between the Au contact pads on the probe and the Cu contact pads on the ribbon cable was made
with Ag-based conductive epoxy. The contact resistance between the Au contact pads on the probe
and the Cu contact pads on the ribbon cable was less than 5 Ω, which is negligible compared to
the overall trace resistance and electrode-electrolyte interface impedance. The ribbon cable provides
a modular approach to making electrical connection to the probe, thus allowing for testing before
assembling the complete package. Further, electrical connection via a ribbon cable lends itself to
design flexibility, as the ribbon cable length can be increased to reduce tethering forces, and the
configuration can be modified to enable more bending and stretching without putting undue stress on
the ribbon cable traces. In our in vivo studies, the ribbon cable was folded and inserted into the 3D
printed housing (Figures 3 and 5). The ribbon cable connected to a printed circuit board via a flexible
circuit connector (Hirose FH-12-10SH). The neural recording system was then connected via cable to
an Omnetics Nanostrip connector also mounted on the PCB. The completed assembly is shown in
Figure 5. The housing made it possible to grip the housing for insertion purposes and protect the circuit
board and all connections while implanted. The package can be easily scaled up to accommodate more
recording contacts.

The labor-intensive process required to package the PVAc-CNC probes presents several risks for
failure of a mechanically-brittle probe. To reduce these risks and improve yield of packaged probes,
PVAc-CNC probes are packaged while the shanks are slightly moist and are therefore less brittle.
Future designs will include a monolithically-integrated ribbon cable that will reduce the level of skill
required to make a connection between the PVAc-CNC and connectors to external electronics.

  
(a) (b) 

Figure 5. Cont.
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(c) 

Figure 5. Packaged PVAc-CNC neural probes: (a) Front-view of probe in connector housing;
(b) Assembly held with a custom clip for insertion; (c) Underside view of probe in connector housing,
which shows the ribbon cable folded into the connector housing.

3.3. Benchtop Characterization

EIS results for the 50 μm-diameter PVAc-CNC microelectrode sites in PBS indicated impedance
magnitude values between 55.1 and 190.7 kΩ at a frequency of 1 kHz. EIS results from a typical
recording site are shown in Figure 6a. The average impedance magnitude at a frequency of 1 kHz of
six channels across two devices measured over 48 days is shown in Figure 6b. The electrode-electrolyte
interface properties are typical for 50 μm-diameter Au microelectrodes and remained relatively stable
throughout the soak test. These results indicated that the microelectrodes remained intact and the
Parylene C served as a moisture barrier for the soak test duration. Based on this data, we determined
that these probes were sufficiently robust for preliminary in vivo investigations for chronic recording
and electrochemical impedance spectroscopy measurements.

 
(a) (b) 

Figure 6. Representative results from PVAc-CNC soak testing with 50 μm-diameter microelectrodes:
(a) Impedance spectra at 1 h after immersion in PBS; (b) Impedance magnitude at a 1 kHz frequency
over time.

3.4. Chronic Implant Experiments

3.4.1. Surgery/Insertion

Using the custom, 3D-printed clip to hold the probe housing, the probes were inserted into the
cortex cleanly and securely. The insertion needed to be performed within a few seconds due to the
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rapid softening of the PVAc-CNC material [40,49,50]. The headcaps remained firmly in place for the
16-week duration of the experiment.

PVAc-CNC swelling is primarily a concern only during the insertion process because swelling
corresponds to a reduction in material stiffness. Further, damage during implantation can be minimized
by completing the insertion process before the probe is able to swell appreciably. Though an increase
in implant size has generally correlated with an increase in glial scarring and a decrease local neuronal
density [65,66], a decrease in mechanical modulus [26,52,67] and material density [68] of the structural
material can improve the tissue response and neuronal density. PVAc-CNC swelling is anisotropic,
favoring the through-thickness dimension by 8-fold. The minimal swelling across the film prevents
probe curling or bending, even though one surface of the film is constrained by the parylene films,
electrodes, and interconnects. Though additional study is required to understand the effects of
PVAc-CNC swelling on recording quality, we speculate that through-thickness swelling may have a
positive effect on neural recording quality by reducing the distance between recording electrode sites
and active neurons after deployment.

3.4.2. Electrochemical Impedance Spectroscopy

EIS results, averaged across functional channels, measured across the duration of the implant
time period, are shown in Figure 7. At 1 kHz, the impedance magnitude initially ranges from 0.32 to
1.28 MΩ, which increases to a range of 0.82–1.31 MΩ on the final day. The smaller area of the implanted
microelectrodes sites (15 μm-diameter) compared to the microelectrode sites on the soak-tested devices
(50 μm-diameter) (Figure 6) resulted in a higher electrochemical impedance. These valued scaled
as expected with 1/r2 [69]. Further, these are typical impedance values for gold microelectrodes
of a similar area [70]. Overall, there is no clear trend in impedance magnitude over the 16 weeks,
and the spectra are quite stable across the duration. This stability indicates that the electrode contacts,
insulating barrier and capping layers, and the surrounding tissue properties remained quite stable for
the duration of the implant duration.

Figure 7. Comparison of impedance magnitude spectra from EIS over the 16-week implant period.

3.4.3. Chronic Neural Recording

Neural activity with a signal-to-noise ratio between 2.6 and 4.3 was recorded using the PVAc-CNC
neural probes during the 16-week implant duration (Figure 8B). Average unit waveforms from
pile-plots of 50 isolated spike snippets recorded at 1-week (Figure 8A, top) and 16-week (Figure 8A,
bottom) timepoints indicate that the PVAc-CNC probes are sufficiently robust in terms of probe
architecture and packaging to be able to record isolated units at a 16-week timepoint. The mean
signal-to-noise ratio (SNR) for isolated units from each recording session with the same probe is shown
in Figure 8B. The SNR was relatively stable, especially beyond the 30-day timepoint. There were
two recording sessions during which no action potentials were recorded. With the exception of
these two recording sessions, isolated units were recorded on at least one channel for each recording
session. For some sessions, units were recorded on two or three channels. High-pass filtered (>300 Hz)

40



Micromachines 2018, 9, 583

voltage traces recorded from adjacent channels at the 16-week timepoint are shown in Figure 8C.
Each trace contains unique features and spikes, indicating that crosstalk between traces is minimal,
even at the 16-week timepoint. These results are the first demonstration of neural recording using
the PVAc-CNC material, and therefore offers encouraging results for the chronic functional use of the
mechanically-softening polymer nanocomposite.

 

Figure 8. Demonstration of neural recording with PVAc-CNC neural probes. (A) Average waveform
from 50 isolated and clustered spike snippets at the1-week timepoint (top) and 16-week timepoint
(bottom); (B) Mean SNR +/− s.e. for isolated units detected for each recording session during the
16-week implant period; (C) High-pass (>300 Hz) filtered traces for two adjacent microelectrodes at the
16-week timepoint.

4. Conclusions

We developed a neural probe system based on a mechanically-adaptive polymer nanocomposite
using a microfabrication process flow designed for compatibility with the chemical and thermal
sensitivities of PVAc-CNC. Importantly, the polymer nanocomposite was designed specifically for
biocompatibility and biological integration as an implant material, which contrasts strongly with the
focus on processability for silicon- and mechanically-static polymer-based neural implants. PVAc-CNC
is a sufficiently rigid material in its dry state to penetrate the cortex before dramatically softening
and reducing mechanical mismatch at the interface. To overcome the incompatibility of PVAc-CNC
with standard microfabrication processes, the process flow used to develop PVAc-CNC neural probes
was reliant upon laser micromachining and the use of a conformal Parylene C coating that protects
PVAc-CNC from exposure to wet chemicals during processing and insulates thin-film traces from
electrolytic fluid absorbed by PVAc-CNC while implanted. A custom, robust package was also
designed to interface the microscale polymer nanocomposite-based probes with external electronics
and maintain the ability to connect to external electronics for at least 16 weeks. For the first time,
we have demonstrated that the PVAc-CNC probes remain electrically functional and stable for an
extended duration and are capable of recording electrical neural activity for at least 16 weeks.
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Abstract: Microelectrode arrays that consistently and reliably record and stimulate neural activity
under conditions of chronic implantation have so far eluded the neural interface community due
to failures attributed to both biotic and abiotic mechanisms. Arrays with transverse dimensions
of 10 μm or below are thought to minimize the inflammatory response; however, the reduction
of implant thickness also decreases buckling thresholds for materials with low Young’s modulus.
While these issues have been overcome using stiffer, thicker materials as transport shuttles during
implantation, the acute damage from the use of shuttles may generate many other biotic complications.
Amorphous silicon carbide (a-SiC) provides excellent electrical insulation and a large Young’s
modulus, allowing the fabrication of ultrasmall arrays with increased resistance to buckling.
Prototype a-SiC intracortical implants were fabricated containing 8 - 16 single shanks which had
critical thicknesses of either 4 μm or 6 μm. The 6 μm thick a-SiC shanks could penetrate rat cortex
without an insertion aid. Single unit recordings from SIROF-coated arrays implanted without
any structural support are presented. This work demonstrates that a-SiC can provide an excellent
mechanical platform for devices that penetrate cortical tissue while maintaining a critical thickness
less than 10 μm.

Keywords: amorphous silicon carbide; neural stimulation and recording; insertion force;
microelectrodes; neural interfaces

1. Introduction

Penetrating microelectrode arrays (MEAs) that stimulate or record neural activity usually consist
of a base substrate material which may be an insulator or conductor. Typical conducting substrates
include silicon [1], tungsten, iridium wire [2,3], and carbon fiber [4–7], which provide the backbone and
structural stiffness necessary to penetrate neural tissue. For the Utah array, silicon is doped to provide
conductivity [8], and is usually insulated so that current conduction is restricted to the doped silicon.
A common polymeric coating used to isolate the conducting substrate from the surrounding electrolyte
is Parylene C. It is also common practice to use thin-film dielectric materials, such as low pressure
chemical vapor deposited (LPCVD) SiO2, to encapsulate polycrystalline silicon traces [9]. In most cases
another dielectric material, such as Si3N4, is deposited over the SiO2 to control the intrinsic compressive
stress in the SiO2 [10,11] or to create a multilayer passivation stack of PECVD SiO2/Si3N4/SiO2 over
the conducting trace [12]. The silicon - based microelectrodes, however, have been shown to deteriorate
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when chronically implanted [13–15]. Failure modes associated with silicon - based MEA degradation
were recently described following array implantation in non-human primates [14].

Recent studies have shown that flexible neural interfaces may provide an alternative to traditional
silicon-based implants and have the potential to greatly improve the chronic longevity of the
implanted microelectrodes [2,16]. Polymers such as polyimide [17,18], Parylene-C [19,20], SU-8 [21],
polydimethylsiloxane (PDMS) [22], and shape memory polymers [23,24] have been investigated
as substrates for neural stimulation and recording microelectrodes. Their low Young’s modulus
reduces the mechanical mismatch between neural tissue and the implanted device. Thin-film metal
conducting traces such as gold or platinum are used between layers of the polymer substrate connecting
electrode sites and bond pads. The insulating layers effectively sandwich the conducting traces.
Electrode sites are then created by removing or etching the top layer through a precise and controlled
microfabrication process.

Implantation of some penetrating polymer-based MEAs have been aided by a delivery
vehicle [5,25–28] or temporary support structure [5,29–31] to minimize buckling during insertion
by increasing the critical buckling load [32]. To penetrate neural tissue without the assistance of
support structures, a minimum cross-sectional dimension of the shank (the part that penetrates the
neural tissue) is typically greater than 20 μm [18,21,33]. Unfortunately, this cross-sectional dimension
may still be higher than that required to ameliorate the foreign body reaction, noting that the prevailing
thought has been that the minimum geometric dimension requirement, at least in one dimension,
should be under 10 μm [34]. We recently described the development of multielectrode arrays based
on PECVD amorphous silicon carbide (a-SiC) [35]. Amorphous SiC was chosen because it exhibits
robust chemical inertness [36], high electronic and ionic resistivity [37], biocompatibility [37–40], and is
amenable to thin-film fabrication processes [35]. Crystalline SiC has also been used as a material in the
fabrication of MEAs and, because it is a wide bandgap semiconductor that can be doped for electronic
conductivity, it may be used for conductive traces or as a low-impedance electrode, as well as an
insulator [41–45]. The 16 channel MEAs were developed with two a-SiC layers sandwiching a thin-film
Au conducting trace. Each shank was 10 μm wide and 2 mm long and had a shank cross-sectional area
below 45 μm2. The greatly reduced shank cross-sectional dimensions may promote compliance with
neural tissue when implanted [46]. The electrode sites were opened at the distal tips by removing the
top a-SiC layer and were coated with sputtered iridium oxide films (SIROF) or titanium nitride (TiN)
to reduce electrode impedance [35].

Here, we evaluate different approaches of reducing the critical buckling load of a-SiC MEAs
having individual shank cross-sectional area below 45 μm2, and demonstrate insertion of multiple
a-SiC MEA shanks into rat cortex. Acute extracellular neural recording from the a-SiC MEAs following
array insertion is also presented.

2. Materials and Methods

2.1. Thin Film Deposition and Array Fabrication

Plasma enhanced chemical vapor deposited a-SiC films using the Plasmatherm Unaxis 790 series
deposition system are used as substrates for MEA development. The a-SiC films are deposited at
1000 mTorr, 350 ◦C, and 0.27 W/cm2 using a SiH4:CH4 gas ratio of 1:3. A 2 μm or 4 μm thick a-SiC
film forms the bottom layer of the MEA. The bottom a-SiC layer is followed by the deposition of
approximately 350 nm thick patterned gold layer that forms the interconnecting traces. A thin (<50 nm)
film of titanium is deposited as an adhesion layer between the a-SiC and gold on both surfaces of the
metal to form a trilayer metal structure of Ti/Au/Ti. A second 2 μm a-SiC layer was deposited over
the metal traces and bottom a-SiC layer to produce either a 4 μm or 6 μm thick a-SiC superstructure.
The details of the fabrication have been reported previously [35]. Briefly, a 1 μm polyimide (HD
Microsystems PI 2610) release layer is spin-coated on to a 100 mm silicon wafer and cured at 350 ◦C
under N2 for 1 h. The bottom a-SiC layer is deposited on the polyimide followed by a bilayer
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photolithography process, using LOR5A (Microchem Inc., Westborough, MA, USA) and Shipley S1813
(Microposit, Marlborough, MA, USA) photoresists, to define the metallization pattern. The metal was
sputtered or evaporated, and the sample soaked in EBR-PG (Microchem Inc. Westborough, MA, USA)
to complete the lift-off process. The second a-SiC layer was then deposited over the metallization
and the bottom a-SiC the complete the thin-film stack. The 350 ◦C deposition temperature of the
second a-SiC results in an increase in tensile stress of the metallization by about 400 MPa, for either the
evaporated or sputtered trilayers. For the overall device, the effect of the increase in metal tensile stress
is a reduction in the overall device stress from about 100 MPa compressive to near-neutral (<20 MPa
compressive), recognizing that the overall stress in the device is dependent on the thickness and
processing of the individual layers. Another photolithography process, using a positive photoresist,
was used to define the electrode sites, bond pads and shape of the individual devices on the wafer.
The devices were then formed by reactive ion etching of the exposed a-SiC in SF6 plasma using
an inductively coupled plasma (ICP) etcher. After the etching process, the remaining resist was
stripped and the wafer with the a-SiC MEAs are soaked in deionized water until the arrays release.
An example of a 16-channel MEA fabricated by the process described is shown in Figure 1. The device
is intended for intracortical studies with only the 2-mm long distal shanks penetrating the cortex.
Photolithographic patterning provides a means of creating a variety of array geometries including
straight and curved shanks (Figure 2).

Figure 1. Example of the 16-channel a-SiC microelectrode array (MEA) showing bond pads at the
proximal end, 2 mm long electrode shanks, and electrode sites located at the distal tips.

2.2. Buckling and Insertion Mechanics

Force measurements were made using a 20 g S-Beam load cell (Futek Advanced Sensor
Technology, Inc., Irvine, CA, USA) mounted to a pneumatically controlled micro-positioner (Model
2650 Micropositioner, Kopf Instruments, Tujunga, CA, USA) which has predefined speed settings
ranging from 1 μ/s to 4 mm/s. The micromanipulator is hydraulically driven and thus the motion
is continuous. The steps in the forcetime curves are due to the sampling frequency of the recording
equipment used to measure the load cell output. The sample probe was mounted on a screw which
was directly threaded into the bottom of the load cell so that compression forces could be measured as
the MEA was inserted into the brain tissue. Before implantation, the probe was lowered until it was
directly above the surface of the brain. The load cell was then tared, and the probe inserted 2 mm into
the brain at a constant rate of 50 μm/s. For the measurements of buckling forces on glass substrates,
the load cell was tared with a slight compressive stress on the tip and then retracted from the surface.
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This procedure results in an initial tensile deflection in the force-time curve immediately prior to the
probe tip striking the glass surface.

2.3. Surgery and a-SiC Implantation

All surgical procedures were performed under the approval of the University of Texas at Dallas
Institutional Animal Care and Use Committee (IACUC). Long Evans rats were deeply anaesthetized
with 5% isoflurane vapor and administered an intraperitoneal KXA cohort consisting of ketamine
(65 mg/kg), xylazine (13.33 mg/kg), and acepromazine (1.5 mg/kg) cocktail. The anesthesia was
maintained at 0.5 to 1.5% throughout the remainder of the procedure. A 1 to 2 mm square craniotomy
was centered 2.5 mm rostral and 2.5 mm lateral to bregma, and bone debris was carefully removed
using sterile phosphate buffered solution (PBS). The dura was reflected using a dura pick and the
surface of the brain was kept moist with sterile PBS. The Omnetics 18 pin male connector attached to the
a-SiC cortical implant was placed within a NeuroNexus IST implantation tool (NeuroNexus, Ann Arbor,
MI, USA) and loaded onto a Kopf Model 2650 hydraulic micropositioner (David Kopf Instruments,
Tujunga, CA, USA). The implant was inserted to a depth of 1.5 to 2 mm from the cortical surface
at an insertion rate of 50 μm/s at a location at the center of the craniotomy, deviating only enough
to avoid large surface vasculature. The dura was sealed using Kwik Cast silicone elastomer (World
Precision Instruments, Saratosa, FL, USA), followed by a layer of GLUture Octyl/Butyl cyanoacrylate
glue (World Precision Instruments, Sarasota, FL, USA). A protective head cap was constructed using
two-part dental cement (Stoelting Co., Wood Dale IL, USA) which served to secure and support
the implant as well as protect the surgical site. The scalp wound was sutured, and the animal was
administered an intramuscular injection of Cefazolin (5 mg/Kg), a subcutaneous injection of sustained
release Buprenorphine (0.15 mg/Kg), and 2 mL of 0.9% saline. The rat was individually housed
following implantation. Clavamox was administered orally and buprenorphine was administered
every 72 h for one week.

2.4. In Vivo Recording and Analysis

Following construction and curing of the surgical head cap, recordings for a period of 10 min
were collected using an OmniPlex Neural Acquisition System (Plexon Inc., Dallas, TX, USA) connected
to the a-SiC array via Omnetics connector and a 16-channel digital headstage. Wideband signals
(0.1–7000 Hz) were recorded simultaneously from all 16 electrodes at 40 kHz sampling frequency
and later filtered offline using a 4-pole Butterworth high pass filter (250 Hz). A −4σ threshold based
on RMS noise calculations was applied to filtered continuous data to identify potential waveforms
(or spikes). Single units were identified manually based on 2D principal component clustering
using Plexon’s Offline Sorter software (Plexon, Dallas, TX, USA). Sorted units which were not
comprised of at least 100 individual spikes or which exhibited greater than 0.5% spike refractory
period violations were excluded from analysis. Signal-to-noise ratios (SNR) were calculated by
dividing the mean peak-to-peak amplitude of each unit by the adjusted RMS noise of the associated
channel, which excluded values greater or less than ±4σ of the filtered continuous signal.

3. Results and Discussions

The 16-channel a-SiC MEAs were generally designed to mate with the 16-channel Omnetics
connectors (A79040-001, Omnetics, Minneapolis, MN, USA). Gold bonding pads located at the proximal
end of the MEA superstructure, 750 × 500 μm dimensions and pitch of 635 μm ensured that the 16 a-SiC
channels mated well with the connector. A solder reflow process using an indium-tin eutectic solder
paste consisting of 52% In to 48% Sn (IND.1E, Indium Corporation, Clinton, NY, USA) was used to
bond the pads on the connector to the gold bond pads on the MEA.

To characterize the functionality of the a-SiC platform, MEAs consisting of 16 penetrating shanks
with one electrode per shank were fabricated (Figure 1). Each shank was 4 or 6 μm thick, 2–4 mm
long, and 7–10 μm wide with 25 μm intershank separation. The shanks were designed with a straight
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outline and with ‘arrow head’ tip geometry. The shanks are sometimes intrinsically curved with the
expectation that such geometry will direct the deployment of the shanks to a larger volume of brain
tissue when implanted.

Figure 2 shows shank arrangements of the as-fabricated 16 channel a-SiC penetrating MEAs with
(a) straight shanks of identical length and (b) intrinsically curve shanks. Tip profiles are shown in (c).
Metal traces are 2 μm wide and run centrally along the length of the shank. The electrode sites are
located at the distal tip and are constrained in size and shape by the width of the shanks, such that the
50 μm2 electrode sites were 2 μm wide and 25 μm long.

Figure 2. Scanning electron micrographs of as-fabricated 16 channel a-SiC intracortical ultramicroelectrode
arrays with straight shanks of identical length (a) or intrinsically curve shanks (b). Tip profile and electrode
site opening are shown in (c).

3.1. Insertion of Ultrathin Shanks into Cortex

3.1.1. PEG-Stabilized Shanks

While shanks with very small cross-sectional area offer the promise of reduced FBR, insertion of
individual shanks into the neural tissue is challenging. Coating the shanks with polyethylene glycol
(PEG) that temporarily stiffens the shanks while leaving a small portion of the tips exposed [5] is an
approach previously shown to successfully aid insertion. The PEG coating increases the buckling
threshold of the shanks and allows the arrays to be implanted. Using this method, we have inserted
4 μm thick versions of the a-SiC arrays into rat brain.

An example of an array coated with PEG (MW 2000, Alfa Aesar, Tewksbury, MA, USA) prior
to implantation is shown in Figure 3. Prior to PEG coating, the assembled a-SC array is placed on a
mineral oiled aluminum surface. A single flake of PEG is placed on the proximal end of the separated
shanks. The PEG is then melted onto the shanks with a soldering gun. As shown in Figure 3, the PEG
coating was only used to strengthen the shanks towards the base of the MEA leaving the tips free
to individually penetrate the brain. An insertion rate of 50 μm/s was used to insert the shanks so
that, as the array is slowly advanced into the brain, the PEG coating dissolves on the surface of the
brain without itself penetrating the tissue, preserving the sub 10-μm dimensions of the shanks that are
inserted into the brain. Based on visual observation with a surgical microscope, the shanks appear to
penetrate the parenchyma of the brain without dimpling the cortex.
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Figure 3. Insertion of a PEG-stabilized a-SiC MEA into rat motor cortex. The PEG temporarily provides
mechanical support to the 4 μm thick a-SiC shanks prior to insertion. An insertion rate of 50 μm/s
ensures that the PEG completely dissolves as the array is advanced into the brain.

3.1.2. Bundled Shanks

Another successful approach introduced by Guitchounts et al. when working with carbon
fiber ultramicroelectrodes was to draw the fibers into a bundle allowing the individual fibers to
provide mechanical support to each other during array insertion [4]. This approach also increases the
overall cross-sectional area of the bundled fibers and increases the buckling threshold for insertion.
Since the fibers on the bundled array are held together by weak Van der Waals forces, they separate
upon insertion and spread out into the brain following the path of least resistance defined by the
mechanical heterogeneity of the brain [4]. The 4 μm thick a-SiC arrays were successfully inserted using
this approach, however unlike carbon fibers, we observed that the shanks of the a-SiC MEA twisted
together or intertwined when drawn out of water. The tangled shanks prevented the individual shanks
from separating and splaying when implanted. Further work is needed to find an appropriate surface
treatment that would aid shank separation. Figure 4a shows a bundled a-SiC array formed when the
shanks are drawn out of water. Figure 4b shows the tip geometry of the bundle and Figure 4c shows a
bundled 8-channel a-SiC array prior to rat cortical implantation.

Figure 4. Bundles of 16-channel a-SiC MEA when drawn out of water (a) showing tip geometry (b).
Insertion of a bundled 8-channel a-SiC array into rat cortex (c).
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3.1.3. Reduction of Effective Shank Length

Another factor that influences the critical buckling load is the effective length of the shanks.
The effective length of a beam or a shank corresponds to the distance between the points of inflection
in the buckled mode. The buckling threshold increases with decreasing effective length of the shank.
Patel et al. [5], while working with carbon fibers, developed silicon support structures that enabled
the insertion of 0.5 mm long carbon fibers to deeper structures within rat brain. For the carbon
fibers, this was the minimum length that could be inserted into the brain without buckling [5].
The advantage of the a-SiC technology over the carbon fiber approach is that structures that will reduce
the effective length of the shanks can be designed as part of the MEA geometry. The a-SiC thin film
technology allows in situ designs in the a-SiC without the need for additional support structures and
micro-assembly. As a result, shorter ultrathin a-SiC array shanks can be developed for insertion into
deeper structures within the brain.

We designed and developed webbed a-SiC arrays as shown in Figure 5b with an effective shank
length below 1 mm for an overall insertion depth of 2 mm (including the hinged part). The individual
shanks are fused in pairs by a-SiC film interconnects as the shanks approach the base of the MEA 5d
while maintaining the ultrathin geometries at the distal end 5a. Electrode sites are located at the distal
end 5c. Amorphous SiC MEAs with ultrathin shank geometries (4 μm thick × 10 μm wide) have been
successfully implanted when the shanks are webbed. This a-SiC lateral interconnect strategy increases
the width of the shank towards the base and may induce lateral stresses in tissue and potentially
induce host immune response. We are yet to evaluate the chronic response to these arrays. Since the
electrode sites are located on shanks that maintain the critical dimension of 10 μm or less, it is expected
that the host immune response, at least around the electrode sites, will be minimized.

Figure 5. Webbed a-SiC MEA with an effective shank length of 1 mm and a monopolar stimulation
current return electrode as part of the MEA structure.
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3.1.4. Insertion of Individual Shanks

A trade-off between flexibility and stiffness is required when developing compliant microelectrode
arrays for cortical application [32]. Insertion of ultrathin flexible microelectrodes into neural tissue
usually fails during implantation. The flexural rigidity (a product of the Young’s modulus of the
material and moments of inertia of the cross-section) of the shank is related to the critical buckling
load by Equation (1) where Pcr is the critical buckling load, E is the Young’s modulus, I is the moment
of inertia of cross-section, l is the length, and K is the column effective length factor (one fixed end, one
pinned end = 0.7). A Young’s modulus of 300 GPa was used for numerical calculations and simulation
purposes. The Young’s modulus of a-SiC films depends on deposition conditions and values between
150 and 321 GPa have been reported in the literature [47–49].

Pcr =
π2EI

(Kl)2 (1)

The critical buckling load is the maximum axial load a shank can experience that will not cause
lateral deflections. For a microelectrode shank to successfully penetrate the pia mater of a rat brain it is
generally expected that its critical buckling load to be larger than tissue insertion force estimated to be
approximately 0.5 to 2 mN [50–54]. Since the moment of inertia of the cross-section, which influences
critical buckling load, depends greatly on the thickness of the shank, COMSOL Multiphysics v. 5.2
(COMSOL AB, Stockholm, Sweden) finite element modeling was used to predict the critical buckling
load of a 2 mm long shank when the a-SiC thickness is increased from 4 μm to 6 μm.

Force values during a buckling test with a single shank dummy a-SiC probe with a 6 μm thick
and 7 μm wide cross-section are shown in Figure 6a. The probe was lowered against a glass surface
at a speed of 50 μm/s. No sliding of the probe tip on the glass surface was observed. The lowering
was paused when buckling was observed visually, as shown by the plateau at 0.69 mN in Figure 6a.
Since the visually observed buckling occurs well-beyond the first deflection of the probe, the 0.69 mN
overestimates the buckling force that would be calculated from Equation (1), which is ~0.2 mN
for the probe in Figure 6. The recorded buckling force of 0.69 mN should also be adjusted for the
nonzero compressive force on the tip when the load cell is tared, which is approximately 0.15 mN.
The combined total force of 0.84 mN is notably larger than the COMSOL modeling prediction of
0.17 mN, which is likely due to the uncertainty in the visual assessment of buckling onset and changing
boundary conditions as the probe inserts into the brain. The visually observed deflection profile
(Figure 6b) was generally in agreement with predictions from the modeling (Figure 6c). Penetration
forces are highly dependent on the tip geometry of the implanted device, with larger devices generally
exhibiting greater implantation forces. Sridharan et al. [55] measured penetration forces greater than
1 mN using nanocomposite-based devices and observed significant dimpling upon implantation.
Welkenhuysen et al. [56] demonstrated penetration forces greater than 0.6 mN using silicon devices,
again with significant dimpling.

A preliminary investigation of the forces involved in inserting a single a-SiC shank into rat
cortex was conducted. The force-time curve during implantation of a single shank with a 6 × 7 μm2

cross-section at 50 μm/s is shown in Figure 7. From the curve, the point of penetration of the probe
corresponds to an insertion force of 0.35 mN. Dimpling of the cortex was not evident. The maximum
length of a 6 × 7 μm probe that can be inserted into brain without buckling is 1.4 mm based on
Equation (1), using an insertion force of 0.35 mN, an a-SiC modulus of 300 GPa, and K = 0.7,
corresponding to boundary conditions at which the probe is pinned at the probe-brain interface
and fixed at the proximal end. The calculated length likely underestimates that actual length that
can be inserted without buckling. As the sharp tips of the probe penetrate the brain, the boundary
condition at the probe-brain interface changes to a less challenging fixed condition and the effective
length of the shank also decreases slightly. Forces due to brain micromotion (inset) after the probe
was implanted to the full 2 mm depth show that the indwelling shank experience an extremely low
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tissue force which relaxed at a rate of ~2.2 μN/s. We have successfully implanted a single shank and
multiple colinear shanks with thickness of 6 μm into a 0.6% agarose gel phantom and into rat brain at
an insertion rate of 50 μm/s. To prevent the a-SiC arrays from forming bundles, a minimum intershank
distance of 100 μm was found necessary for the 7–10 μm wide shanks investigated. The data in Figure 7
represent the results of a single measurement only and additional studies are required to more fully
quantify the forces involved in insertion of these devices into cortex, particularly with respect to the
effects of tip geometry, shank cross-sectional dimensions, and shank length.

Figure 6. Buckling test. Force measured when a single shank a-SiC probe is lowered against a glass
surface (a). An image of the buckled state of a 2 mm long shank (b) and a COMSOL prediction of the
buckled state (c).

Figure 7. A representative example of the insertion force recorded during the insertion of a
6 μm × 7 μm a-SiC shank into rat cortex. An insertion force of 0.35 mN was recorded at the point of
insertion. Inset shows forces experienced by the indwelling shank at 2 mm insertion depth.

3.2. Neural Recording

To determine whether 6 μm a-SiC and SIROF MEAs could be used for in vivo single-unit
extracellular recordings, we performed 10-min electrophysiological recordings immediately following
implantation. Figure 8a shows three representative filtered continuous recordings from a single
a-SiC array. Extracellular spikes were well-resolved and sorted based on characteristic waveform
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shape and 2D PC-space clustering into single units (Figure 8b). We observed distinguishable single
units on between 25 and 75% of electrode sites, with the total number of units ranging from 4 to 16.
These units had mean peak-to-peak amplitudes ranging from 118.5 to 287.7 μV, with a mean amplitude
of 179.4 ± 18.4 μV and SNR of 24.1 ± 2.2. Table 1 contains RMS noise, mean amplitude, and SNR
values for all three implanted arrays as well as cumulative means. These data suggest that 6 μm
a-SiC MEAs are stiff enough to penetrate the cortex without compromising their mechanical/electrical
stability and their ability to record single-unit activity.

Figure 8. Acute extracellular action potentials recorded using 6 μm a-SiC MEAs. (a) Filtered continuous
data traces from three representative electrodes on Array 1. Vertical and horizontal scale bar represents
125 μV and 1.75 s, respectively. (b) Left—Representative 2D principal component space indicating
clear separation from the noise (central gray cluster). Right—Associated single units, indicating
characteristic extracellular waveform shape. Vertical and horizontal scale bar represents 175 μV and
0.6 ms, respectively.

Table 1. Active electrode yield (AEY) percentage, total number of units, mean peak-to-peak amplitude,
RMS noise, and SNR per array, and cumulative values across all arrays.

Array # AEY (%) # of Units
Mean Vpp

(μV)
RMS Noise

(μV)
SNR

Array 1 75 16 179.0 ± 19.8 10.2 ± 1.8 25.6 ± 2.9
Array 2 25 4 287.7 ± 64.4 8.8 ± 0.2 30.8 ± 6.8
Array 3 31.3 7 118.5 ± 12.2 7.8 ± 0.4 16.7 ± 1.7

Cumulative 43.75% 27 179.4 ± 18.4 8.9 ± 0.6 24.1 ± 2.2

4. Conclusions

The a-SiC platform allows a wide design space to create next generation ultrathin neural interfaces.
To reduce overall impedance associated with small electrodes of small geometric surface area, electrode
sites could also be coated with common low impedance coating materials, such as TiN or SIROF which
decrease the impedance by 2 orders of magnitude over a range of frequencies [35]. For MEAs developed
with an overall a-SiC thickness of 4 μm, we have described various techniques which increase the
critical buckling force of the individual shanks and enable penetration of the shanks without buckling.
These methods include the addition of a temporary stiffening structure, bundling the individual

55



Micromachines 2018, 9, 480

shanks, or through in situ designs which reduced the effective length of the shanks while allowing for
targeted depth penetration. With just the addition of a minimal amount of a-SiC material to a thickness
of 6 μm, individual single shanks or colinear 2 mm long a-SiC fibers were successfully implanted into
rat cortex without buckling. We have also demonstrated the ability to record neural signals using
6 μm thick a-SiC MEAs acutely in rat motor cortex. Our results also indicated that SIROF-coated sites
showed high amplitude and high SNR of the recorded neural signals.
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Abstract: Current intracortical probe technology is limited in clinical implementation due to the short
functional lifetime of implanted devices. Devices often fail several months to years post-implantation,
likely due to the chronic immune response characterized by glial scarring and neuronal dieback.
It has been demonstrated that this neuroinflammatory response is influenced by the mechanical
mismatch between stiff devices and the soft brain tissue, spurring interest in the use of softer polymer
materials for probe encapsulation. Here, we demonstrate stable recordings and electrochemical
properties obtained from fully encapsulated shape memory polymer (SMP) intracortical electrodes
implanted in the rat motor cortex for 13 weeks. SMPs are a class of material that exhibit modulus
changes when exposed to specific conditions. The formulation used in these devices softens by an
order of magnitude after implantation compared to its dry, room-temperature modulus of ~2 GPa.

Keywords: intracortical implant; microelectrodes; softening; immunohistochemistry; immune response;
neural interface; shape memory polymer

1. Introduction

Successful clinical application of brain-machine interfaces (BMIs) requires stable, chronic, selective
recordings from task-associated neural networks. Noninvasive techniques for the acquisition of neural
signals include electroencephalography and electrocorticography [1–3]; however, these methods cannot
achieve high-density, single-unit resolution, and are therefore limited as high information content
BMI systems [4–6]. Multichannel intracortical microelectrode arrays (MEAs) are able to record single
units and local field potentials from adjacent neural tissue within the brain. While several styles of
intracortical MEAs are commercially available, they are limited in clinical implementation due to a
relatively short functional lifetime, only recording distinguishable units in non-human primates for an
average of 1-6 years post-implantation [7–10].

While there are various factors that contribute to MEA failure, findings suggest that the tissue
response may be one component that contributes to the premature loss of stable neural recordings [11–14].
The chronic foreign body response stems from the recruitment of activated support cells to the injury site,
initiating signaling cascades that result in upregulated local production of inflammatory and neurotoxic
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cytokines [14,15]. This leads to the accumulation of glial cells around the implant (i.e., encapsulation)
concurrent with local neuronal death [11,15–18], both of which are obstacles for reliable signal acquisition.

State-of-the-art, commercially available devices are fabricated using very stiff (high elastic modulus)
materials, such as silicon or tungsten (50–400 GPa). Current research suggests that this mechanical mismatch
between the low modulus of the brain (~1–10 kPa) and the high modulus of the device may play a major role
in aggravating the chronic immune response [17,19,20]. This effect is exacerbated by constant micromotion
of the brain around the implant [21], which results in the development of strain fields in tissue adjacent to
the probe [22,23]. Several groups have demonstrated that softer implants may mitigate the tissue response
over time when compared to stiffer counterparts [24,25]. However, these materials are often too soft to
provide appropriate mechanical support for successful penetration into the brain tissue without the aid of
insertion guides [26,27]. Conversely, stiffer devices are brittle and prone to fracture, making them difficult
to handle in a clinical setting.

Shape memory polymers (SMPs) are a class of materials that undergo dramatic programmed
mechanical deformations or modulus changes when exposed to external stimuli such as light, electric
currents, or heat [28–30]. Recently, softening thiol-ene/acrylate-based SMPs, which exhibit changes in
modulus when transitioning from ambient to physiological conditions, have been investigated for their
use as substrate and encapsulation materials for neural interfaces [31,32]. Specifically, this type of SMP
can maintain a high modulus and mechanical stability necessary for the implantation of a thin device,
but softens by an order of magnitude within only a few minutes [33]. However, to date, no published
study has evaluated the chronic recording and electrochemical performance of fully encapsulated
thiol-ene/acrylate-based SMP MEAs in vivo. To address this issue, we have implanted 15-channel
Michigan-style SMP devices in the motor cortex of five rats and conducted electrophysiological
recordings as well as electrochemical impedance spectroscopy (EIS) and cyclic voltammetry (CV) over
a 13-week period. Additionally, we have performed immunohistochemistry (IHC) to evaluate tissue
response. Our results demonstrate that these SMP devices consistently recorded units for 13 weeks
and induced a minimal immune response in the surrounding tissue.

2. Materials and Methods

2.1. Shape Memory Polymer Devices

All experiments were carried out using IC-5-16E devices (Figure 1) provided by Qualia, Inc.
(Dallas, TX, USA). Devices featured 15 electrode sites coated with sputtered iridium oxide film (SIROF)
with an electrode area of 180 μm2. Parylene C encapsulated the thin metal traces to ensure proper
electrical insulation. Shanks were 5 mm long, 290 μm wide at the base, and 35 ± 5 μm thick, with an
asymmetric geometry that tapered toward the device tip. The SMP formulation used in these devices
softens by an order of magnitude from its dry room-temperature modulus of ~2 GPa to ~300 MPa after
implantation. This transition occurs within a few minutes of implantation.
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(a) (b) (c) 

Figure 1. Optical images of shape memory polymer (SMP) probes. (a) Device with Omnetics connector,
(b) side view demonstrating a straight shank prior to implantation, (c) tip with sputtered iridium oxide
film (SIROF)-coated electrodes.

2.2. Surgical Implantation

All animal handling, housing, and surgical procedures were approved by the University of Texas
Institutional Animal Care and Use Committee. Long Evans rats (n = 5, Charles River), weighing
300–450 g, were implanted with functional SMP devices. Devices underwent brief electrochemical
impedance testing before implantation to ensure all electrode sites were below 1 MΩ at 1 kHz frequency.
Animals were anesthetized by an intraperitoneal (IP) injection of KXA cocktail consisting of ketamine
(65 mg/kg), xylazine (13.33 mg/kg) and acepromazine (1.5 mg/kg) followed by an intramuscular
injection of atropine sulfate (0.05 mg/kg) to counteract the cardiovascular depression induced by
KXA. After reaching a deep anesthesia plane, confirmed by tail and toe pinches, the scalp was shaved
using small hair clippers. Ophthalmic ointment was applied to the animal’s eyes to mitigate drying
and post-operative irritation. The anesthetic plane was supplemented and maintained using 1–2%
isoflurane mixed with 100% oxygen for the duration of the surgery.

Three alternating rounds of 10% iodine solution and 70% ethanol, ending with ethanol, were
used to sterilize and clean the point of incision on the scalp. Dexamethasone was then administered
subcutaneously between the shoulders (2 mg/kg), followed by subcutaneous injection of 0.4 mL 0.5%
lidocaine at the incision cite. A surgical blade was used to make a midline incision down the scalp and
the surrounding skin and muscle were retracted with hemostatic forceps. All loose tissue and debris
was removed from the skull surface using sterile cotton swabs, and the skull was roughened using the
surgical blade to promote binding of the head cap post-surgery.

A surgical drill was used to create a 1–2 mm2 craniotomy centered in the right motor cortex,
approximately 2.5 mm rostral and 2.5 mm lateral from bregma. Three anchoring screws were positioned
approximately 1 cm from the perimeter of the insertion site. The dura was resected and the device
was implanted at 1000 μm/s to a depth of 1.5–2 mm using a pneumatically controlled micropositioner
(Kopf Instruments, Tujunga, CA, USA). No significant curvature or bending of the device was observed
prior to or during implantation. Collagen-based dural grafts (Biodesign Dural Graft, Cook Medical,
Bloomington, IN, USA) were placed around the implanted device to act as a dura replacement,
and then set in place with Gluture topical adhesive (World Precision Instruments, Sarasota, FL, USA).
We applied dental cement around the device and all three anchoring screws to construct a protective
head cap, promoting chronic mechanical stability. Before being removed from the isoflurane, the animal
was given 0.15 mg/kg of sustained release buprenorphine SR LAB (ZooPharm, Windsor, CO, USA)
and 5 mg/kg of cefazolin antibiotic along with subcutaneous sterile saline to prevent dehydration.
All animals received follow-up analgesic injections of buprenorphine SR 72 h following surgery. None
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of the animals showed signs of post-operative complications including chronic bleeding, signs of
infection, or skin ulcers.

2.3. Electrophysiological Recordings and Single-Unit Analysis

Electrophysiological recordings were carried out on lightly anesthetized animals (0.5–1.5%
isoflurane) immediately following surgical implantation and once per week for 13 weeks afterward.
Spontaneous wideband recordings (0.1–7000 Hz) were collected using 15-channel Michigan style SMP
arrays (IC-5-16E, Qualia, Inc.) and an Omniplex acquisition system (Plexon, Inc., Dallas, TX, USA)
from all 15 recording sites simultaneously at 40,000 Hz for 10 min. Wideband data were processed
using a four-pole Butterworth high pass filter with a cutoff frequency of 250 Hz. Individual waveforms
(spikes) were identified by filtered continuous data crossing a threshold of −4σ, based on the root
mean square (RMS) of the filtered continuous signal. Single units were manually identified from
collections of spikes using 2D principal component space, but were excluded from further analysis
if they did not contain at least 100 individual spikes, or if >3% of spikes violated a 1.5-ms minimum
refractory period. The signal to noise ratio (SNR) was calculated by dividing the mean peak-to-peak
voltage of each unit (Vpp) by the RMS noise of its associated channel. The RMS noise was calculated
as the RMS of the filtered continuous signal after removing all samples exceeding the 4σ threshold.

2.4. EIS and CV Measurements

EIS and CV measurements were carried out on all electrodes each week immediately following
in vivo electrophysiological recordings. The Plexon headstage was removed and replaced with a
pre-wired 18 pin dual strip Nano-D female connector (NSD-18-WD-18.0-C-GS, Omnetics Connector
Corporation, Minneapolis, MN, USA) attached to multiplexor inputs of a model 604E Series
Electrochemical Analyzer/Workstation (CH Instruments Inc., Austin, TX, USA). EIS was performed
using a 10 mV RMS sinusoidal signal (Vrms), starting at a frequency of 100 kHz and decreasing to 1 Hz,
recording current 12 times per decade of frequency. The impedance magnitude at each frequency was
calculated by the CH instruments software. CV evaluations were performed by applying a negative
potential ramp starting at the open circuit potential (vs. 316 stainless steel) with no external direct
current bias applied. The potential was reduced to −0.6 V and then cycled at 50 mV/s for two complete
cycles between −0.6 V and 0.8 V while recording current every 10 ms. A second CV measurement was
performed under the same conditions, but at a sweep rate of 50,000 mV/s.

Electrochemistry results were process in MATLAB to extract the values of real impedance (Ω)
directly from the EIS recordings at the physiological frequencies of 0.01, 1, and 10 kHz. MATLAB
scripts also determined cathodal charge storage capacity (CSCc), a measure of the total cathodal charge
available per unit of geometric area, from the CV cathodal current between the limits of −0.6 to 0.8 V.

2.5. Immunohistochemistry

2.5.1. Tissue Preparation

Rats were administered a 200 mg/kg IP injection of sodium pentobarbital. After confirming
unconsciousness through tail and toe pinches, the rats were transcardially perfused with room-
temperature phosphate buffered saline (PBS) followed by room-temperature 4% paraformaldehyde
(PFA) solution. The brain was removed such that the device was kept intact with the connector and
surrounding skull. The brain was stored in PFA at 4 ◦C overnight, then transferred to PBS with sodium
azide and stored at 4 ◦C until sectioning.

Prior to sectioning, brains were submerged in a 4% (m/V) agarose solution for stability. Vibratome
sections (Leica VT 1000 S, Leica Biosystems Inc., Buffalo Grove, IL, USA) were collected from the
surface of the brain to a 2 mm depth (200 μm slices) and then stored in PBS with 0.1% (w/v) sodium
azide (Alfa Aesar, Tewksbury, MA, USA) at 4 ◦C until staining.
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2.5.2. Antibody Staining

Brain slices were blocked in 4% (v/v) normal goat serum (Abcam Inc., Cambridge, UK) with 0.3%
(v/v) Triton X-100 (Sigma-Aldrich, Saint Louis, MO, USA) in 1× PBS with 0.1% sodium azide (Alfa
Aesar) for one hour. Slices were then incubated overnight with primary antibodies targeting neuronal
nuclei (NeuN), astrocytes (GFAP), and activated microglia/macrophages (CD68) (Table 1) at 4 ◦C in a
buffer solution containing only 0.1% (v/v) Triton X-100.

Table 1. Primary antibodies.

Primary Vendor ID# Dilution Labeling

NeuN Sigma-Aldrich ABN91 1:500 Neuronal nuclei
GFAP Millipore-Sigma AB5541 1:500 Astrocytes
CD68 Fisher Scientific MS397P0 1:1000 Activated microglia/macrophages

The following day, slices were washed and incubated for one hour in blocking solution with
secondary antibodies, goat anti-rabbit IgG (TRITC), goat anti-mouse IgG (Alexa Fluor 488), goat
anti-chicken IgY (Alexa Fluor 647), at 1:1000 dilution, and DAPI (0.6 μM) (Abcam Inc.). Slices were
subsequently washed and mounted on glass slides with Fluoromount aqueous mounting medium
(Sigma-Aldrich).

2.5.3. IHC Imaging

Stained tissue slices were imaged using an inverted confocal microscope (Nikon Ti eclipse + A1R,
Tokyo, Japan) controlled by Nikon Instruments Software package (version AR 4.40.00). Briefly, z-stack
images were collected at 1024 × 1024 transverse resolution and 5 μm per axial slice using a 20× Ph2
objective. Fluorescence signal-to-noise was increased by enabling 2× pixel averaging and bleed-over
between emission lines was reduced by collecting each emission line in series. All microscope hardware
and software settings were conserved between individual image collections and imaging sessions.
Following acquisition, z-stack images were collapsed to single maximum intensity projection image.

2.5.4. IHC Quantification

Astrogliosis (GFAP intensity) and neuronal density were quantified as described in [34]. Briefly,
images were imported into Fiji [35], and open source imaging software based on ImageJ [36]. Using
a custom macro, GFAP intensities and NeuN+ nuclei per area were calculated within at least eight
concentric bands of 50 μm thickness generated from a user-defined implant site. All reported values
were normalized to measurements from the band located 350–400 μm from the device edge.

2.6. Statistical Analysis

Statistical analysis and graphing were carried out in OriginPro 2017 (Origin Lab, Northampton,
MA, USA). In all cases, statistical significance of increasing/decreasing differences (p < 0.05) was
determined by carrying out analysis of variance (ANOVA) tests on residuals. In the case of both EIS
and CV measurements, a single-tiered Grubb’s test was applied at a 0.05 significance level to exclude
aberrant statistical outliers.

3. Results

3.1. Chronic Single Unit Recordings

To evaluate the chronic recording performance of thiol-ene/acrylate-based SMP devices,
we implanted 15-channel Michigan-style single shank electrode arrays in the motor cortex of five Long
Evans rats and collected spontaneous wide-band 10-min recordings for 13 weeks post-implantation
(Figure 2). Immediately following implantation, we observed that 18.3 ± 6.9% (mean ± SEM, n = 60)
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of electrode sites across all devices exhibited distinguishable single units (termed “Active electrode
yield %”) (Figure 3b). At this time, the mean peak-to-peak voltage of sorted waveforms (Figure 3a)
was 66.8 ± 3.1 μV, n = 75, resulting in an excellent mean signal-to-noise ratio (SNR) of 9.80 ± 0.47
(Figure 3c). One week post-implantation, the active electrode yield increased to 41.3 ± 12.7%. While,
there was no significant change in active electrode yield or SNR over the remaining 13-week period,
the total number of recorded units (Figure 2d) increased slightly (R2 = 0.02, p = 0.02). Overall, these
data suggest that our SMP electrodes were stable with regard to their recording capabilities.

Figure 2. Neural data acquisition and waveform analysis. (a) Implantation schematic denoting the
implantation site (red “x”) and stabilizing screws, (b) filtered continuous data from three representative
electrodes on a single array, (c) representation of single-unit sorting principals (left) and representative
multi-unit activity from a single recording electrode (right), (d) single units recorded on a single array
during a single recording session, ordered from array tip (E2) to base (E15).
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(a) (b) 

 
(c) (d) 

Figure 3. Chronic recording stability. (a) peak-to-peak voltage (Vpp), (b) active electrode yield %,
(c) signal-to-noise ratio (SNR), and (d) number of units. Each time point reflects n = 75 electrodes,
except weeks 0 and 5, which reflect n = 60 electrodes. Linear regression analysis indicates no change in
Vpp, active electrode yield %, or SNR, while number of units increased slightly (R2 = 0.016, p = 0.02).
Week 0 represents data taken on the day of implantation. Data are shown as mean ± SEM.

3.2. Chronic In Vivo Electrochemistry

To evaluate the electrochemical stability of the SMP devices over time, we performed EIS and
CV measurements on each array across all electrode sites for 13 weeks post-implantation. EIS and CV
data are also presented for week 0 data points indicating pre-implantation measurements taken in
room temperature PBS. Figure 4a shows representative traces for mean EIS for a single device prior to
implantation (in vitro), immediately following implantation, and at five, nine, and 13 weeks following
implantation. To evaluate the stability over a frequency relevant to extracellular spikes, the mean
1 kHz impedance across all devices is plotted in Figure 4b over the 13-week time period.

All electrodes exhibited a significant increase in impedance magnitude one week post-implantation
(1.23 ± 0.07 MΩ) versus in vitro measurements (0.62 ± 0.09 MΩ), similar to observations made in [37].
Impedance magnitudes remained largely consistent at this value across the first seven weeks of the study,
and then decreased slightly during the remaining six weeks. This decrease did not show any correlation
with the mean active electrode yield, however, suggesting that although there may have been degradation
of the insulating material, this degradation did not hinder the devices’ ability to resolve and record single
unit activity.
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(a) (b) 

Figure 4. Electrochemical impedance spectroscopy. (a) Impedance across 1–10 kHz frequency range
for a representative electrode at five time points and (b) impedance magnitude at 1 kHz across all
electrodes on all devices. Impedance was initially low (~600 kΩ) upon testing before implantation,
but increased following implantation. From week 1 until week 13, impedance magnitude decreased
over time. Pre-implantation data are from n = 45 electrodes. All other time point reflect n = 75 electrodes,
except weeks 0 and 5, which reflect n = 60 electrodes.

Figure 5a–d shows representative CV traces for a single electrode at two different sweep rates
(50 and 50,000 mV/s) at selected time points, as well as mean CSCC for both sweep rates across all
devices and time points. Faster sweep rates are indicative of conductive pathways that are near the tip
of the device, while slower sweep rates allow access to conductive pathways proximal to the tip.

 
(a) (b) 

 
(c) (d) 

Figure 5. Cyclic voltammetry (CV) results. (a,c) slow (50 mV/s) and fast (50 k mV/s) CV over 13 weeks,
(b,d) slow and fast CV curves across five time points on a representative electrode.
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We observed an increase over time in CSCC at 50,000 mV/s, (R2 = 0.07, p < 0.001) likely
indicating increased access to conductive paths that could be due to cracks or separation between
the insulating and conductive layers near the tip. CSCC at 50 mV/s decreased within the first two
weeks post-implantation as compared to in vitro measurements, and continued to decrease until week
8, suggesting a possible loss of the SIROF coating. After week 10, however, the CSCC increased.
This change was attributable to values recorded from a single device (device 4), as demonstrated in
Figure 5a,c, and also supported by EIS results (Figure 4b). Nevertheless, the majority of the devices
exhibited stable electrochemistry over time, as also supported by the stable neural recordings.

3.3. Histology

To evaluate the induced FBR related to chronic implantation of softening SMP devices, we performed
histology targeting neuronal cell bodies (NeuN), astrocytes (GFAP), and activated microglia/macrophages
(CD68). Figure 6a shows representative fluorescence images for each marker with respect to increasing
depth along the shank of the device.

 
 

(a) (b) 

Figure 6. Immunohistochemistry for SMP implant after 13 weeks in vivo. (a) Columns represent
tissue collected at superficial, middle, and deep slices in relation to the surface of the motor cortex.
Rows represent neuronal nuclei (NeUN) (gray, top), activated microglia/macrophages (CD68) (green),
astrocytes (GFAP) (red), and Composite (bottom) images. Scale bar represents 200 μm in the transverse
plane across all images. Yellow ellipses indicate probe location. (b) Quantification of NeuN and GFAP
for n = 2 animals at varying slice depths (one slice per region) with respect to the shank location in
the brain.
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While Figure 6 demonstrates promising histological outcomes, these results are preliminary and
require a more comprehensive analysis comparing SMP with standard silicon devices to make statistical
claims. The most severe apparent immune response was observed at the base of the shank, represented
by “superficial” slices, within the first 50 μm of the device perimeter (Figure 6b). However, this effect
tapered off along the length of the probe, represented by “middle” and “deep” slices. Additionally,
consistent with previous studies reporting histological outcomes, we observed slight astrogliosis in
areas with neuronal dieback, again with the most severe response near the base of the shank but tapered
off toward the tip. This is in contrast to previous reports of significant neuroinflammatory response
within 100 μm of the device when using silicon-based arrays [15]. Additionally, there were few or no
apparent activated microglia around the device at “middle” and “deep” slices. It is important to note
that the microelectrode sites on this device are located near the end of the device shank, and therefore
best represented by the “middle” and “deep” slices. Therefore, it appears that the neuroinflammatory
response was modest proximal to the microelectrode site locations.

4. Discussion

Significant efforts have been directed toward developing penetrating intracortical MEAs that
mitigate the FBR. Prior work has made use of three general strategies or combinations thereof:
(1) decreasing MEAs dimensions [38,39], (2) utilizing soft or softening materials for MEAs [24,25],
and (3) coating MEAs with biomimetic gels, proteins, or growth factors to depress the foreign body
response or facilitate local regeneration [40,41]. While these approaches have all yielded varying
levels of success in terms of histological response, the chronic recording reliability of penetrating
intracortical MEAs remains a significant challenge. Here, for the first time, we have demonstrated
stable chronic recordings from a fully encapsulated softening SMP-based electrode array implanted in
the motor cortex of rats. Importantly, we observed no significant decrease in active electrode yield
over a 13-week indwelling period. Additionally, we performed electrochemical measurements to
evaluate the electrical stability of these arrays. While we initially observed an increase in 1 kHz
impedance magnitude, most likely associated with acute inflammation, the impedance approached
its pre-implantation values over time, suggesting a resolution of the acute immune response over the
first eight weeks in vivo [42]. This is further supported by the limited FBR we observed following
device explantation. Cathodal charge storage capacity was also found to be largely consistent over the
indwelling period. However, in the case of one electrode array, the CSC increased dramatically over the
final three weeks of implantation (approximately 2 orders of magnitude). Concurrently, this electrode
array exhibited reduced impedances. This was most likely due to trace or wire bundle breakage.

Table 2 summarizes previous studies using state-of-the-art single-shank silicon- and SMP-based
electrode arrays. While there are important differences in all these studies in terms of N number, study
duration, implantation site, single-unit sorting criteria, and electrode material/deposition, our results
(top row) compare well in terms of terminal AEY% with the current state of the art (25 ± 11% versus
10–59%). Additionally, there have been significant prior efforts to leverage soft or softening polymers
as either an insulator or a structural material for intracortical MEAs. Luan et al. demonstrated chronic
recording capability with a comparable active electrode yield (20–25%), and also exhibited minimal
tissue response [43]. However, due to their extreme flexibility, they required an insertion guide, which
may not be practical for applications using multi-shank structures. This highlights one of the inherent
advantages of softening over soft material approaches. Other groups have investigated Parylene
C [44,45] and polyimide [46], but have not achieved chronic recordings up to or longer than one month.
Others have investigated softening polymers [24,25], but face significant challenges in fabricating
functional devices due to water absorption during softening.
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Table 2. Planar single-shank electrode array comparison. Active electrode yield (AEY) percentage
represents spontaneous single-unit activity unless otherwise indicated.

Ref Model (R/M), Implant Site N, Study Duration AEY% Substrate, Electrode Material

- R, MC N = 5, 13 weeks 25 ± 11% SMP, SIROF
[32] R, MC N = 2, 11 weeks * 37 ± 13% SMP, PEDOT:PSS
[47] R, MC N = 8, 6 weeks 59% (Ir, SNR > 2) Si, Ir or PEDOT
[37] R, MC N = 5, 12 weeks 33 and 39% Si, Au or PEDOT:TFB
[7] R, MC N = 4, 4 weeks * 27% Si, Ir
[48] M, VC N = 4, 27 weeks * 10% (spontaneous) Si, Ir

* Represents approximate or recalculated values in the case that AEY was not reported. (R/M)—Rat or Mouse
model. MC—motor cortex, VC—visual cortex.

The feasibility of SMP-based recording MEAs has been demonstrated in both rat auditory [31]
and motor cortex [32]. The work presented here takes full advantage of SMP as an encapsulation
material. Whereas previous studies have assessed devices that are SMP on one side and Parylene C
on the other, the devices used here are completely sandwiched between layers of both Parylene C
and SMP. In this way, we show that SMP is viable for use as a substrate material for neural device
encapsulation, along with a thin layer of Parylene C necessary for electrical isolation. Additionally,
SEM images collected post-explantation (Figure 7) reveal no evident signs of encapsulation failure
or cracking.

  
(a) (b) 

  
(c) (d) 

Figure 7. SEM post-explantation. (a) Explanted array showing some, but limited, biofouling, (b) interface
between SMP layers at an electrode site, indicating no apparent layer separation, (c) interface between
SMP layers at the tip of the array, (d) representative electrode site, showing no apparent signs of SIROF
delamination.

Future studies focused on the design and development of SMP-based MEAs should take advantage
of both geometrical and chemical considerations. For example, recently developed SMP formulations
may extend the dynamic softening range of SMP devices [48]. Additionally, one inherent disadvantage
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of thiol-ene/acrylate polymers based on ester linkages is that they may exhibit degradation due to
hydrolysis. The development of hydrolytically stable SMP formulations may provide a more chronically
useful substrate. Nevertheless, for experiments over the time course of 13 weeks in vivo, the present SMP
formulation appears sufficient to realize functional devices.

5. Conclusions

Here we demonstrated stable neural recordings and electrochemistry using IC-5-16E devices fully
encapsulated with SMP. Devices consistently recorded single units for 13 weeks in the rat motor cortex
and preliminary histology demonstrated only a modest tissue response in the tissue adjacent to the
insertion site. Our results establish a valuable baseline for the evaluation of other softening probe
technologies including devices comprised of SMPs capable of increased softening after implantation.
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Abstract: Thiol-ene based shape memory polymers (SMPs) have been developed for use as
intracortical microelectrode substrates. The unique chemistry provides precise control over the
mechanical and thermal glass-transition properties. As a result, SMP substrates are stiff at room
temperature, allowing for insertion into the brain without buckling and subsequently soften in
response to body temperatures, reducing the mechanical mismatch between device and tissue. Since
the surface chemistry of the materials can contribute significantly to the ultimate biocompatibility,
as a first step in the characterization of our SMPs, we sought to isolate the biological response to the
implanted material surface without regards to the softening mechanics. To accomplish this, we tightly
controlled for bulk stiffness by comparing bare silicon ‘dummy’ devices to thickness-matched silicon
devices dip-coated with SMP. The neuroinflammatory response was evaluated after devices were
implanted in the rat cortex for 2 or 16 weeks. We observed no differences in the markers tested
at either time point, except that astrocytic scarring was significantly reduced for the dip-coated
implants at 16 weeks. The surface properties of non-softening thiol-ene SMP substrates appeared to
be equally-tolerated and just as suitable as silicon for neural implant substrates for applications such
as intracortical microelectrodes, laying the groundwork for future softer devices to improve upon the
prototype device performance presented here.

Keywords: intracortical; microelectrodes; shape-memory-polymer; electrophysiology

1. Introduction

Intracortical microelectrodes are used for electrophysiology recordings from the brain in a number
of applications across both basic neuroscience and rehabilitation [1–4]. The specific needs of the
given application dictate how long the microelectrode must endure, what type of signal is required
(e.g., single units versus local field potential), and the design of the electrode required for reaching the
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targeted location [5–9]. Unfortunately, the currently available implantable microelectrode arrays do
not demonstrate long-term robustness, as evidenced by a gradual decline in the signal-to-noise ratio
and ultimately a diminishing percentage of contacts that are able to record spiking behavior [10–13].
Therefore, there are many types of intracortical microelectrodes under development [3,4].

The failure mechanisms of recording microelectrodes are multifaceted and include a number
of interrelated processes involving mechanical, material, and biological pathways [14–18]. Among
these interrelated processes, the neuroinflammatory response is thought to play a central role in
microelectrode failure. Prolonged neuroinflammation can cause a build-up of oxidative species that
can promote neurodegeneration while also initiating the degradation of implanted materials, resulting
in a positive feedback cycle [19,20]. Numerous materials-based and therapeutic strategies have the
potential to intervene in several of the failure modes by combining mechanical strategies, bioactive
coatings, and/or drug-eluting substrates [21].

To reduce the tissue response and combat chronic neurodegeneration around implanted
intracortical microelectrodes, the neural engineering field has been increasingly moving toward smaller,
softer materials and electrode designs [21–23]. Using soft polymer substrates, like polyimides [24–26]
or Parylene-C [27], compliant devices appear to reduce the appearance of chronic inflammation
in end-point histology [28–30]. Ultra-small concepts have also proven to work well for reaching
superficial cortical targets of the brain [28,31–33]. However, such devices may not be compatible with
implantation strategies for more difficult to access structures of the brain.

Thiol-ene and thiol-ene/acrylate shape memory polymers (SMPs) comprise a new class of
substrate under development for neural interfaces [34,35]. Thiol-ene/acrylate acts as a versatile
material that is stiff at room temperature and softens after implantation in response to body
temperatures and fluid exposure. The softening effect can be as large as a transition from 1 GPa
to 18 MPa [35]. The combination of thiol, alkene and acrylate monomers modulates the rubbery
modulus and allows for the adjustment of the glass transition temperature via a composition ratio
(i.e., relative concentrations of multivalent monomers from all three groups) [36–38]. Sterilization
methods have been optimized [39], allowing for the first demonstration of acute recordings signals
from the primary auditory cortex of rats [40]. While thiol-ene-based SMPs appear to be promising, thus
far, there have not been robust analyses of the neuroinflammatory response elicited by their long-term
implantation in the cortex.

The objective of the current study was to quantify the neuroinflammatory response to implanted
SMP materials. Here, we chose to first compare our SMP to a bare silicon substrate similar to
those used in commercially available planar microelectrodes. The goal was to first understand
the biological response to the thiol-ene material itself, without the confounding variable of stiffness
(and resulting differential tissue strains). To that end, the SMP material was dip-coated onto a silicon
surface and compared to a size-matched bare silicon substrate. As a result, the bulk flexibility of the
microelectrode was held consistent, while only the tissue-exposed surface varied. Given the similar
size and stiffness, we hypothesized that stiff silicon microelectrodes dip-coated with a shape memory
polymer would elicit a similar or reduced neuroinflammatory response compared to size-matched
bare silicon microelectrodes after implantation into the rat cortex.

2. Materials and Methods

2.1. Study Design

Male Sprague Dawley rats (200–250 g, n = 11 per group) were implanted with either stiff
silicon microelectrode probes dip-coated with shape memory polymer or size-matched bare silicon
microelectrode probes. As performed previously by our group and others, microelectrode probes were
implanted bilaterally (one in each hemisphere) and treated as independent of one another [41,42]. After
implantation, animals were housed for 2 or 16 weeks, spanning the periods of initial and late-onset
neurodegeneration [43,44]. Immunohistochemistry markers tested included neuronal density (NeuN),
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activated microglia (CD68), blood-brain barrier permeability (Immunoglobulin G (IgG)), and reactive
astrocytes (glial fibrillary acidic protein (GFAP)) [20,43,45–49].

2.2. Device Fabrication and Sterilization

Silicon ‘dummy’ probe devices, substrates without a recording functionality, were fabricated by a
photolithographic process using a deep-reactive ion etching procedure as described below. In detail,
silicon shanks of the desired thickness were fabricated from the appropriate SOI (silicon on insulator)
wafer. These SOI wafers contained a device silicon layer and a buried oxide layer of 2 μm on top of
400 μm silicon handle layer. A hard mask of 2 μm thermal oxide was grown on these SOI wafers using
a Tystar Diffusion/Oxidation Furnace. The wafers were then patterned using standard lithography
techniques to yield the desired probe pattern. The thermal oxide hard mask and the device silicon
layer were etched using CHF3/Ar plasma and a Bosch sequence (SF6/Ar and C4F8 plasmas) using a
Plasma-Therm deep silicon etcher respectively. The buried oxide layer was used as the etch stop layer
for the device silicon etch. The wafers were then soaked in solvent to remove the photoresist residues
and in diluted 10:1 hydrofluoric acid overnight to lift-off the silicon shanks before they were triple
rinsed in distilled water. The silicon shanks were further singulated from each other by breaking the
tab that connects them using very fine metal tweezers under a microscope. The use of two different
thickness of silicon wafers allowed us to generate devices that were either 30 μm or 14 μm thick
(25 μm prior to etching). The latter devices were then modified with a dip-coating process to add a
thiol-ene shape memory polymer to generate a nearly equivalent ~30 μm thick SMP dip-coated device
(Figure 1).

Figure 1. Probe design schematic. Cross-sectional dimensions of the silicon (top) and dip-coated
(bottom) devices and view of the profile from the side (right). Here, 30 μm thick silicon wafers were
used to fabricate the bare silicon probes whereas a 14 μm thick silicon wafer (after etching) was used
to produce the dip-coating substrate so that the overall device thickness resulted as ~30 μm for both
device types. Due to the photomasks used, the widths of the etched silicon devices were held constant
so that the bare silicon probes were 130 μm in width and after coating, the dip-coated probes were
slightly larger, ~135 μm, in width. The actual coating thickness varied slightly along the length of the
probe as shown in Supplementary Figure S1.

SMP pre-polymer solution was prepared as described previously [39]. The material is
characterized by a glass transition temperature (Tg) of 45 ◦C in the dry state, and a Tg of 30 ◦C
after being soaked in phosphate buffered saline (PBS) at 37 ◦C for at least 30 min. The storage
modulus E′ of the materials decreases from 1.7 GPa (dry) to 20 MPa (wet) due to plasticization
effects. The monomer ratios were 50 mol% 1,3,5-Triallyl-1,3,5-triazine-2,4,6(1H,3H,5H)-trione
(TATATO), 45 mol% trimethylolpropane tris(3-mercaptopropionate) (TMTMP), and 5 mol%
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Tris[2-mercaptopropionyloxy)ethyl] isocyanurate (TMICN). All monomers were mixed with 0.1 wt%
of photoinitiator 2,2-dimethoxy-2-phenylacetophenone (DMPA) before they were used for dip coating.

The silicon shanks were individually mounted on ethylene oxide indicator tape for handling
purposes. To enhance the SMP adhesion, bare silicon shanks were subjected to a surface treatment prior
to the dip-coating which included a roughening step via O2/Ar plasma in a March reactive ion etching
(RIE) system for 16 min at 200 mT/50 W followed by SF6 plasma treatments at 120 mT/100 W for
5 min in a Technics RIE system on both sides. The surface-treated silicon shanks were then held with
tweezers and dipped manually at an average speed of 7–13 mm·s−1 (assessed by videotaping) into
the pre-polymer solution. The viscosity (h) of the thiol-ene pre-polymer solution was 0.18 ± 0.1 Pa·s
(TA discovery HR3 rheometer (TA Instruments, New Castle, DE, USA), sweep from 1 to 1000 s−1).
The SMP solution was prepared immediately before dip-coating. The coated pre-polymer was cured
on all sides using a 365 nm handheld UV gun for about 30 s. The probes were inspected under an
optical microscope to ensure the shank was coated successfully (i.e., showing full polymer coverage
and no beads). Only sufficiently coated probes were selected and fully cured for 1 h in a cross-linking
chamber (UVP CL-1000 (UVP, LLC, Upland, CA, USA) with five overhead bulbs) followed by an
overnight post-cure at 120 ◦C under vacuum. To verify the thickness of the SMP layer and to ensure
evenly coated surfaces, the fully cured samples were investigated using scanning electron microscope
(SEM) (Zeiss Supra 40 and Zeiss EVO LS 15 Scanning Electron Microscopes, Zeiss, Inc., Oberkochen,
Germany). SEM parameters included: EHT (accelerating voltage) between 0.5 kV and 5.0 kV and
various magnifications. Individual parameters are displayed at the bottoms of the SEM images.
The contact angle of water for the SMP material was ~70◦ while the silicon had a contact angle of ~40◦.

Devices were sterilized using ethylene oxide (EtO) as previously described [39]. Briefly, the devices
were loaded into a liner bag along with gas indicator tape and a glass ampoule containing 18 g of
liquid EtO before it was sealed using Velcro wrap and placed into the ethylene oxide sterilizer (AN 74i,
Anprolene, Andersen Sterilizers Inc., Haw River, NC, USA). The sterilization cycle at atmospheric
pressure lasted for 24 h followed by a 2 h purge/aeration. To remove any residual EtO from the
samples, they were subjected to an addition degassing for 72 h at 37 ◦C under vacuum. To validate the
effectiveness of this sterilization method, we have previously performed residual endotoxin testing on
pre- and post-sterilization materials as well as a host of mechanical testing (e.g., dynamic mechanical
analysis (DMA)) to ensure that the mechanical properties were not adversely impacted in the described
process [39].

2.3. Device Implantation

All procedures were reviewed and approved by the Louis Stokes Cleveland Department of
Veterans Affairs Institutional Animal Care and Use Committee. Sprague Dawley rats were anesthetized
(3–5%) and kept under anesthesia (1–3%) using an isoflurane vaporizer to maintain a surgical plane of
anesthesia. Once anesthetized, eye lubricant was applied and the fur on the scalp was shaved and
cleaned. Prior to surgery, the rats received 16 mg/kg cefazolin and 1 mg/kg meloxicam subcutaneously
as a prophylactic antibiotic and analgesic, respectively. Additionally, a single dose of 0.2 mL of 0.25%
bupivacaine (local anesthetic) was administered subcutaneously at the incision site. The surgical site
was cleaned in triplicate with betadine followed by isopropyl alcohol scrubs. Surgery was performed
under an operating microscope. Craniotomies were performed carefully with a combination of
intermittent pausing and saline application, to prevent overheating from drilling [50]. A sterile ruler
and forceps were used to mark the area to be drilled, 2 mm lateral to midline, 3 mm posterior to
bregma (corresponding to a region of the sensory cortex). Removal of the final thinned bone flap was
performed with ultrafine rongeurs to prevent incidental mechanical damage to the brain from the
drill tip. After careful reflection of the dura, microelectrodes were implanted ~2 mm deep by hand
using micro-forceps, avoiding superficially visible vasculature. Kwik-Cast was applied to cover the
craniotomy and allowed to cure, followed by application of cold-cure dental acrylic to build up a stable
cement base around the implant. Given the low profile of the dummy probe implants (e.g., as compared
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to functional recording microelectrodes that require an exposed head-stage), the skin was sutured
together and treated with a non-prescription triple-antibiotic cream. A post-operative analgesic was
provided for 2 days following implantation (1 mg/kg meloxicam q.d.) and post-operative prophylactic
antibiotics were provided for 1 day following implantation (16 mg/kg cefazolin, b.i.d.). There were
no complications with post-operative infection or observations of overtly unmanaged pain from
the procedure.

2.4. Tissue Extraction and Preparation

At the pre-determined end points (2 or 16 weeks), animals were perfused transcardially under
deep anesthesia to prepare the tissue for histological processing. After achieving a deep plane of
anesthesia, using a ketamine/xylazine cocktail (80 mg/kg and 10 mg/kg respectively), rat aortas were
cannulated with a gavage needle via an incision in the left ventricle and connected to a perfusion
pump. Phosphate buffered saline (1×) was perfused until the fluid exiting the excised vena cava/right
atrium appeared clear. Tissue was then fixed by perfusion with ~200 mL of 4% w/v paraformaldehyde
solution. The tissue was post-fixed in 4% w/v paraformaldehyde solution overnight. After careful
extraction, brains were subsequently cryoprotected with a gradient of sucrose (with 0.1% sodium
azide) from 10 % to 30% w/v and frozen in OCT (Opjmal Cu ng. Temperature) blocks and stored at
−80 ◦C until sectioning. Tissue sections, 20 μm thick, were generated on a cryostat and were collected
on Fisherbrand ‘Superfrost Plus’ glass slides.

2.5. Quantification of Immunohistochemistry

Immunohistochemistry was performed as previously described for neuronal density (NeuN),
activated microglia (CD68), blood-brain barrier permeability (IgG), and astrocytes (GFAP) [45,51].
To account for the known variation of the histological response along the depth of the implant,
horizontal (transverse) slices were collected and compared at an array of locations spanning
randomized depths of 500–1500 microns. Stained slides were imaged using a 10× objective on
an AxioObserver Z1 (Zeiss, Inc.) and AxioCam MRm (Zeiss Inc.). All images except those stained for
NeuN were analyzed using SECOND (version 030918, MathWorks, Inc., Natick, MA, USA), a custom
MATLAB program developed to analyze fluorescent intensity profiles around the electrode [52].
In summary, the void in the tissue left by the explanted microelectrode was manually defined by
tracing each image on-screen. The area defined by this tracing was collected and used to tabulate the
explanted hole size. Fluorescent intensity was then tabulated by the program in expanding concentric
contours around the microelectrode-tissue interface edge. To quantify neuron populations around
the implant site, the number of neurons in each ring was manually counted to obtain the number of
neurons per area for each radial distance [19,43]. In each case a normalized metric was generated,
where the average intensity for a given concentric bin was divided by a concentric bin far enough
away from the microelectrode implant that the neuroinflammatory response was minimal: 600–650 μm
for intensity-based measures (IgG, GFAP, CD68), and 250–300 μm for count-based measures (NeuN).

Statistics were calculated in Minitab 18 (State College, PA, USA). The continuous outcome
measures, including neuronal density, captured at endpoint histology were evaluated to compare
inter-group differences for individual distance buckets (i.e., 0–50 μm, 50–100 μm,) using two-sample
t-tests, with a significance at level p < 0.05. Intensity-based histological measures (GFAP, CD68, IgG)
were analyzed using previously established quantification methods [43,46], wherein the fluorescent
intensity was plotted as a function of distance from the electrode surface and the statistical outcome
was the area-under-the-curve, corresponding to the level of overall tissue response for a given stain.
Similarly, inter-group differences for individual distance buckets were calculated by two-sample t-tests,
with a significance at level p < 0.05.
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2.6. Characterization

2.6.1. Dip-Coating Silicon ‘Dummy’ Microelectrodes with Thiol-ene Polymer

Dummy microelectrodes were successfully dip-coated with a thiol-ene polymer (Figure 2).
Multiple parameters appeared to influence the coating thickness and ability to form a uniform layer,
especially the surface of the silicon shanks and the rate of removal from the polymer solution. If the
silicon shanks were unmodified, the SMP did not adhere well to the surface (Figure 2A). However, after
applying a surface treatment to the bare silicon shanks (O2/Ar and SF6 plasma), the shanks could be
uniformly coated with SMP (Figure 2B). The viscosity of the pre-polymer solution, h = 0.18 ± 0.1 Pa·s,
was set by the previously defined composition of monomers. A change in the composition would result
in a change of thermomechanical properties and was therefore not desired. Another way to change
the viscosity of the solution would be by the addition of solvent. However, the addition of solvent
would alter the curing kinetics and cross-link density and thus the thermomechanical properties as
well. Therefore, only the removal speed could be varied to alter the surface coating. An average speed
of 7 to 13 mm·s−1 of manual dip-coating turned out to result in sufficient coatings (Figure 2B). In some
cases, more dominant at lower speeds, beading of the coating was visible along the microelectrode
shank (Figure 2C). Only probes which showed full coating and no visible beads were used for the
in vivo study.

 

Figure 2. Characterization of silicon ‘dummy’ microelectrode with thiol-ene polymer. Dip coating
of 25 μm thick microelectrodes with a uniform layer of shape memory polymer (SMP) to generate
approximately 30 μm thick coated devices; (A) the polymer detached before surface modification
of silicon probes, (B) nicely coated the silicon shanks after surface modification. (C) In some cases,
the coating would form ‘beads’ due to slow removal. Checkmarks and crosses indicate whether probes
were used for in vivo studies or not. (D) Optical and scanning electron microscope (SEM) images in
the side view to assess the thickness of the coating, and (E) schematic drawing of coating thickness
with respect to the shank geometry.

Dip coating quality and uniformity were approximated using optical microscopy and SEM on
several representative devices. We found that the coating profile was consistent across various probes.
The thickness of the coating, however, had no uniform thickness throughout the length of the shanks
(Figure 2D). The tip of the probes had a very thin layer of polymer (less than 1 μm), whereas the
rest of the probe had a layer thickness of about 10 to 30 μm on the top and bottom, respectively.
The thickest coating was consistently found at the part of the probes where the shank started to narrow
down about 850 μm distance from the tip (Figure 2E). This can be explained by the dipping process.
The pre-polymer solution was flowing down the probes due to gravity before they were cured and
accumulated at the abovementioned part of the probe due to an abrupt change of geometrical surface
area. After the surface modification of the bare silicon shank, which included reactive ion etching,
the thickness of the shanks was reduced from 25 μm to 14 μm. The averaged thickness of the SMP
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coating across the surface was approximately 8 μm on either side, which adds up to an overall probe
thickness of about 30 μm. Even if the coating had no consistent thickness throughout the probe,
the overall probe volume, and with that the averaged footprint of the implanted part of the dip-coated
probes, was still similar to that of bare silicon probes.

2.6.2. Durability of Dip Coated Probes

The thiol-ene formulation used here was stable under physiological conditions for up to
13 months without any signs of hydrolytic degradation (paper under review). In order to directly
test the dip-coating stability after in vivo implantation, explanted polymer coated silicon probes were
investigated after 2 weeks (Figure 3A,B) and 16 weeks of dwelling in the rat cortex (Figure 3C,D).
The coating of the probes was investigated before and after aging by means of SEM imaging. It was
found that the coating was stable and did not show any signs of degradation over the course of
implantation. The coating looked intact after being implanted into rat cortex for 2 weeks and 16 weeks,
as demonstrated by the representative SEM images in Figure 3. In order to further assess the durability
of the SMP coating and its adhesion to the silicon shanks, the dip-coated probes were further tested
in vitro under accelerated aging conditions. The dip-coated probes were mounted onto the cap of a
glass jar and were immersed into phosphate buffered saline (PBS) at 57 ◦C for a minimum of 84 h.
While the surfaces of the probes became rougher, they remained visibly intact under SEM imaging
(Supplementary Figure S2).

 

Figure 3. Ex vivo Characterization of coating stability. Dip-coated probes inside the skull with all tissue
removed captured using optical microscopy (A) and SEM (B) showing that the SMP coating of the
silicon shanks is still intact after two weeks. (C) Side-view SEM image of a dip-coated probe, explanted
after 16 weeks in the rat cortex, showing the SMP coating intact. Black rectangle inset is blown up
further in (D).
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2.6.3. Tissue Void from Device Explantation

To verify that the cross-sectional area was held consistent between the two types of implants, we
quantified the remnant hole in the tissue after device explantation. As expected, the hole sizes were
similar to, but slightly larger than, the cross-sectional area of the actual probe devices (~3900 μm2,
Figure 4A,B). The difference in the hole to device size could be due to a thin layer of tissue remaining
adhered to the microelectrode, or any slicing (edge) artifact. Interestingly, the remnant tissue hole size
variability appeared to be higher at 2 weeks compared to 16 weeks and may have resulted from a
looser, more immature scar or increased edema at that time.

Figure 4. Characterization of the remnant tissue hole after explantation and ‘dummy’ probe device
dimensions. (A) Remnant hole size after probe extraction was consistent (no statistically significant
differences) across both implant types. The hole was slightly larger than the theoretical cross-sectional
area denoted by the horizontal line; n = 9 (Si-2w), 10 (Si-16w), 10 (dip-2w), 10 (Dip-16w). (B) Mean
explanted hole size (dashed line) drawn in relative scale to the actual device dimensions. The letters
correspond with the matching bar in the chart shown in (A). The 130 μm scale bar is shown to provide
context for the microelectrode dummy probe width. The 50 μm scale bar provides context for the
analysis of bucket widths for the histological analysis. Tissue responses can extend several hundred
microns away from the tissue-device interface.

As described above, the size of the dip-coated probe devices was controlled by applying a ~8 μm
thick layer of SMP to a bare silicon device with 14 μm thickness to achieve an approximately 30 μm
overall thickness (Figure 1). Compared to the actual device sizes, the increased hole diameters appeared
to be marginal (Figure 4B). In the largest group, two-week silicon implants (‘2w-Si’), the equivalent
mean increase in radius was calculated to be ~16 microns (Figure 4B).
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3. Results

3.1. Endpoint Histological Analysis

3.1.1. Astrocyte Response

Astrocytes, a glial cell, play a number of important roles in the brain, including contributing to
the blood-brain barrier [16,53]. They react to injury and foreign implanted materials in the brain by
changing morphology, migrating toward the implant, and expressing or upregulating the expression
of a host of proteins, including glial fibrillary acidic protein (GFAP) [18,54].

While there were no significant differences between silicon and SMP dip-coated devices at 2 weeks
(Figure 5A), there was a significantly lower response for dip-coated implants at 16 weeks compared
to the bare silicon control. Specifically, the statistically significant differences were in the concentric
ranges 50–100 μm and 100–150 μm from the hole remaining after device extraction (Figure 5B).

Figure 5. Astrocytic response to silicon vs. SMP dip-coated implants. (A) Astrocytic scarring at
2 weeks and (B) 16 weeks. There were significant differences between the silicon and dip-coated glial
fibrillary acidic protein (GFAP) response at 16 weeks, specifically at bucketed distances 50–100 μm
and 100–150 μm from the hole. There were no differences between the groups at 2 weeks or any other
regions from the hole at 16 weeks post-implantation. (C) Representative images of the GFAP staining
results with 200 μm scale bars in the bottom right-hand corner.

3.1.2. Activation of Microglia and Macrophages and Blood-Brain Barrier Permeability

CD68 is a marker of activated microglia and macrophages and has been associated with
heightened neuroinflammatory responses to implanted foreign materials in the brain [55–58]. IgG is a
blood immunoglobulin protein not normally found in the brain and is therefore commonly used as a
marker for blood-brain barrier permeability [59]. All the stains followed a typical decay profile with
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the largest expression at the explant hole edge, returning to a baseline response within a few hundred
microns. While overall there was a trend of a reduced response in both CD68 (Figure 6A,B) and IgG
(Figure 6C,D), there were no statistically significant differences between any of the silicon and SMP
dip-coated implants for either stain at each time point.

Figure 6. Microglia and BBB response to silicon vs. SMP dip-coated implants. Activated macrophages
and microglia (CD68) at (A) 2 weeks and (B) 16 weeks. Blood-brain barrier (BBB) permeability
marked by immunoglobulin G (IgG) staining at (C) 2 weeks and (D) 16 weeks after microelectrode
implantation. There were no differences in either stain between each probe type for either time point
tested. (E,F) Representative images of the CD68 (E) and IgG (F) staining results with 200 μm scale bars
in the bottom right-hand corner.
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3.1.3. Neuronal Density

Insertion surgery and the subsequent neuroinflammatory response is thought to contribute to
neuronal loss near the microelectrode interface [60]. In our studies, a decrease in neuronal density near
the explanted microelectrode site was observed both at 2 weeks and 16 weeks for both probe types
(Figure 7). For both probe types, neuronal densities returned to background levels by 200–250 μm at
2 weeks post-implantation and by 50–100 μm at 16 weeks post-implantation. There were no statistically
significant differences between the silicon and dip-coated implants.

Figure 7. Neuronal density (NeuN staining) at (A) 2 weeks and (B) 16 weeks after microelectrode
implantation. There were no significant differences between either material group, silicon vs dip-coated,
at the two time points tested. (C) Representative images of the NeuN staining results with 200 μm
scale bars in the bottom right-hand corner.

4. Discussion

Thiol-ene and thiol-ene/acrylate shape memory polymers (SMP) are under development for use
as an implanted microelectrode substrate [35]. The materials are advantageous owing to their unique
and highly tunable chemistry, the potential for reproducible manufacturing, and ability to soften after
implantation in the brain [40]. We have previously demonstrated that intracortical probes that reduce
their modulus after implantation into the brain significantly reduce the resulting neuroinflammatory
response [45,61–63], likely due to the reduction in tissue strain and micro-motion [64]. We have also
shown that the protein, cellular, and tissue responses to synthetic materials are highly correlated to the
surface chemistry [65–69]. Therefore, in order to disentangle the potential differential effects on the
biological response from both the new material chemistry and the unique mechanics, in this study, we
first sought to hold the bulk mechanics as constant as possible while only varying the surface exposed
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to the brain tissue after implantation. By dip-coating SMP onto the surface of silicon probe devices,
we were able to compare the biological response to implanted thiol-ene polymer materials without
regards to their bulk stiffness or flexibility.

The only marker with statistically significant results was in the astrocytic response after 16 weeks
of implantation, where the dip-coated silicon devices exhibited a significantly lower response than
the bare silicon control devices at distances of 50–150 μm from the implant surface (Figure 5B).
We found no statistically significant differences between the two implanted probes with regards to
microglia and macrophage activation, blood-brain barrier permeability, or neuronal density. While
the surface mechanics of the dip-coating layer may have played a minor role, we have shown before
that the overall flexibility of the devices is driven by the underlying silicon [62]. Several studies have
investigated the effects of substrate stiffness (modulus) on the astrocytic response, both in vitro [70,71]
and in vivo [70,72], showing an enhanced response around stiff materials (~10 kPa) compared to softer
materials (~100 Pa). While consistent with our overall observations of a decrease in activated astrocytes
proximal to the implant, it is important to note that the modulus of the SMP coating here was at least
twice as stiff as the “stiffer” substrates in each of the mentioned studies, with “soft” substrates often an
order(s) of magnitude softer than the SMP reported here.

As the neuroinflammatory events surrounding the implanted microelectrode are constantly
changing with respect to glial cell density, biochemical environment, neuron viability, and blood-brain
barrier leakage [13,73,74], it is important to consider several time points. Here, we chose 2 weeks
and 16 weeks, as they correspond with both early-onset and late-stage neurodegeneration [43]. Upon
implantation, microelectrodes immediately disrupt brain tissue and neurovasculature, initiating a
multi-phasic inflammatory response [3,43]. The acute response plateaus within the first few weeks of
implantation and inflammation thereafter is driven in a chronic state by various mechanisms, including
the fibrotic glial scar formation, microglial and macrophage activation, free radical oxidation and
chronic dysfunction of the blood-brain barrier [43,49,75,76].

In the current study, the astrocytic response was observed to be greater for the non-coated
silicon at the 16 week time point but not the 2 week time point. Since GFAP expression was only
greater at the later-stage time point, our results suggest that the main differences appear after the
normal wound-healing response has subsided. The overall magnitude of the response to the silicon
implants at 16 weeks was similar to that of the silicon and dip-coated material at 2 weeks. Therefore,
the increased astrocyte response for silicon versus the dip-coated at 16 weeks appears as a prolonged
state of activation phase (or inability to ‘de-activate’) rather than the increased initial magnitude of
astrocyte activation. Furthermore, differences were not observed in any of the other markers, including
microglial/macrophage activation, blood-brain barrier permeability, or neuronal density, suggesting
that the different response may be uniquely centered around astrocytes (at least of the markers tested).
Increased astrocytic scarring has been associated with negatively impacting signal quality, either
through directly increasing tissue impedance, or through physical separation and increased distance
between the microelectrode contacts and viable neurons [77]. Results demonstrating that the SMP
material exhibits a reduction in GFAP expression at 16 weeks are promising and deserve further
exploration in future recording studies.

The SMP polymer formulation used here demonstrated a slightly higher contact angle (more
hydrophobic) compared to bare silicon. We have previously demonstrated that slight changes in contact
angle measurements can have profound impacts on the nature of protein adsorption and the resulting
cell adhesion [68]. Upon initial observation, the higher contact angle (more hydrophobic) SMP material
would have been thought to lend itself to a greater adsorption of proteins that promote the development
of the glial scar. On the contrary, we found less GFAP expression for the SMP group compared to
bare silicon at 16 weeks. It is possible that the dip-coated surface may preferentially attract a different
composition or conformation of adsorbed proteins that does not react with astrocytes as strongly.
Similar results have been demonstrated with other coating approaches to microelectrode substrates.
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By comparison, Lee found that coating planar silicon microelectrodes with polyethylene glycol
(PEG) previously demonstrated no effect on the foreign body response [41]. Considering that PEG
is highly hydrophilic, this is somewhat contradictory to the expected results. However, as noted by
the authors of the paper, it is unlikely the PEG coatings remained intact over the course of the entire
4 week study. Considering the work reported by Lee, and our current study together, it is unclear if a
high degree of hydrophobicity alone is enough to influence the long-term foreign body response.

Future studies will investigate the recording performance and neuroinflammatory response to
probes made entirely from the SMP materials. Preliminary experiments with dummy (non-functional)
SMP probes have suggested that stereotactic insertion of the SMP microelectrodes will be challenging.
Due to their thin and flexible nature, many of the fabricated SMP devices have a curved surface that
prevents their successful insertion using stereotactic methods. The probes bend, deflect, or buckle
at a relatively high frequency. Since the current study was planned to be compared to a study of
microelectrodes made completely of the SMP material, all implantations were performed by-hand to
allow for cross-comparability between the experimental conditions. However, it is likely that the error
injected into the study is minimal compared to other experimental confounds. We have previously
compared the neuroinflammatory response of microelectrodes implanted by either stereotactic or
by-hand method and found the variability of the histological responses to be negligible compared the
larger subject-to-subject variability inherent with both methods (Supplementary Figure S3). While the
magnitude of the impact may be debated, the discrepancy must be noted as a known limitation of the
present study.

In conclusion, thiol-ene and thiol-ene/acrylate shape memory polymers are currently under
development for a wide range of neural implant applications, including intracortical microelectrodes,
spinal cord stimulators, sciatic-tibial-sural ‘Y’ electrodes, longitudinal intrafascicular electrodes,
and self-coiling nerve cuff electrodes [22,35,40,78–80]. Here, our initial study sought to investigate
the foreign body response to the material in absence of its mechanical softening properties so that as
many extra and potentially confounding variables as possible could be eliminated. From the results of
the current study, we can conclude that the thiol-ene polymer material performs similar to, or better
than, bare silicon in terms of the biological markers tested over 16 weeks of implantation in the rat
cortex. It is well documented that silicon-based microelectrodes, such as the controls used here, are
not a long-term solution for intracortical microelectrodes. Therefore, the fact that our thiol-ene shape
memory polymer merely performs as well is not overly inspiring. However, the anticipated advantage
of the thiol-ene shape memory polymer system is in the mechanical softening, which was not exploited
here. Therefore, at worst, our SMP is adequate as an intracortical microelectrode substrate. Additional
studies are required to test how the mechanics (dynamically softening after implantation) will affect
the neuroinflammatory response.
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Figure S1: SEM measurement of dip-coating thickness along the length of the probe, Figure S2: Accelerated
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Michigan-style microelectrodes 16 weeks post implantation.
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Abstract: Polymer-based biomedical electronics provide a tunable platform to interact with nervous
tissue both in vitro and in vivo. Ultimately, the ability to control functional properties of neural
interfaces may provide important advantages to study the nervous system or to restore function in
patients with neurodegenerative disorders. Liquid crystal elastomers (LCEs) are a class of smart
materials that reversibly change shape when exposed to a variety of stimuli. Our interest in LCEs is
based on leveraging this shape change to deploy electrode sites beyond the tissue regions exhibiting
inflammation associated with chronic implantation. As a first step, we demonstrate that LCEs are
cellular compatible materials that can be used as substrates for fabricating microelectrode arrays
(MEAs) capable of recording single unit activity in vitro. Extracts from LCEs are non-cytotoxic
(>70% normalized percent viability), as determined in accordance to ISO protocol 10993-5 using
fibroblasts and primary murine cortical neurons. LCEs are also not functionally neurotoxic as
determined by exposing cortical neurons cultured on conventional microelectrode arrays to LCE
extract for 48 h. Microelectrode arrays fabricated on LCEs are stable, as determined by electrochemical
impedance spectroscopy. Examination of the impedance and phase at 1 kHz, a frequency associated
with single unit recording, showed results well within range of electrophysiological recordings over
30 days of monitoring in phosphate-buffered saline (PBS). Moreover, the LCE arrays are shown to
support viable cortical neuronal cultures over 27 days in vitro and to enable recording of prominent
extracellular biopotentials comparable to those achieved with conventional commercially-available
microelectrode arrays.

Keywords: microelectrode array; liquid crystal elastomer; neuronal recordings

1. Introduction

Neural interfaces allow for communication with nervous tissue both in vitro and in vivo.
In vitro neural interfaces, such as planar microelectrode arrays (MEAs), allow for characterization
of cultured neural networks, which is effective in a variety of in vitro model applications such as
neuropharmacological applications and cell compartmentalization [1–3]. The use of polymers for
in vitro neural interfaces has proven advantageous and gained traction over the past years [3–6].
This includes the fabrication of mechanically flexible planar MEAs to reduce the tissue-interface
mechanical mismatch [7] or using polymer actuators to allow for advanced interface control in the
case of cell compartmentalization [8]. In vivo neural interfaces, such as implantable microelectrode
arrays, offer a means of functional restoration in patients who suffer paralysis, strokes, limb loss,
or neurodegenerative disease [9]. However, the reliability of such neural interfaces is compromised,
in part, by the body’s own foreign body response (FBR), leading to localized astrogliosis and fibrotic
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encapsulation of the device [10]. These factors may lead to accelerated mechanical/electrical device
failure and/or loss of neurons at the site of implantation [11,12]. While conventional implantable
microelectrode arrays are comprised of inherently stiff materials, flexible polymer substrates have
gained interest for their potential in mitigating the mechanical mismatch at the tissue–device interface
and reduce FBR-induced encapsulation [13,14].

Biostable and biocompatible polymer packaging may provide important advantages over traditional
ceramic devices including mechanical flexibility and compatibility with tissue. These polymer-based
hybrid devices consist of a metallic electrode array and a polymeric package [15]. It is critical that the
chosen polymer also form a sufficient barrier to insulate the electronics from the moist physiological
environment [16]. Various types of polymers—such as polyimide [17], Parylene [18], shape memory
polymers [19], and liquid crystal polymer (LCP) [15,20]—have been tested as compliant, insulating
materials in neural interfaces. Particularly, LCPs have gained significant attention as a promising substrate
material for long-term implantable neural interfaces due to its low moisture absorption, which is equivalent
to that of polytetrafluoroethylene (PTFE) and glass (<0.04%) [21,22]. This absorption is significantly lower
than those of other polymers such as polyimide (~2.8%), Parylene-C (0.06–0.6%) and silicone elastomers
(~1%) [20]. Certain classes of LCPs may offer additional functionality beyond serving as a robust barrier,
including by enabling deployable neural interfaces.

Most polymer-based bioelectronic devices are planar in nature, as photolithography is used to
fabricate the devices. Three-dimensional and reconfigurable bioelectronic systems may enable devices
that dynamically adapt to external physiological environments [23]. To go beyond the capability of
current static devices, we aim to integrate shape-changing materials and microelectronic devices into a
single dynamic reconfigurable system. LCEs [24–26], a subclass of LCPs, contain light crosslinking
density and tunable transition temperatures which allows for a reversible shape change in response to
a stimulus such as heat [27,28], light [29,30], or solvent [31,32]. This approach potentially enables the
controlled deployment of small recording or stimulation electrode sites to regions beyond that of the
FBR-induced tissue encapsulation zone surrounding an implanted shank (50–100 μm) [33–37]. Recently
several publications have suggested that some compositions of LCEs may be cytocompatible [38–40].
However, there have been no prior studies evaluating cytotoxicity, neurotoxicity, or manufacturability
of LCE as a functional electrode array package. Notably, the performance of LCEs as barriers to the
physiological environment has not been evaluated. Here, we apply International Organization for
Standards (ISO) protocol 10993-5 to evaluate the cytotoxicity of LCEs using both NCTC clone 929
fibroblasts and primary murine cortical neurons. Additionally, we evaluate the functional neurotoxicity
of LCE materials in vitro using primary neuronal networks cultured on commercially available planar
microelectrode arrays. Finally, we report the fabrication and characterization of functional planar
MEAs using LCEs as an insulating package material.

2. Materials and Methods

2.1. Fabrication of LCE MEAs

Figure 1a,b depict the fabrication of the MEA and a schematic of the layers that comprise the
MEA. To fabricate MEAs, microscope glass slides (75 mm × 51 mm × 1.2 mm, Electron Microscopy
Sciences, Hatfield, PA, USA) were serially cleaned with acetone, isopropanol, and deionized water and
subsequently dried with nitrogen (Figure 1). Then, 5 nm of chromium and 400 nm of gold were serially
deposited via e-beam evaporation (Temescal BJD-1800, Ferrotec Corporation, Livermore, CA, USA).
The deposition rate in this process was set to 2–3 Å/s. After coating of the Cr/Au to the glass slides,
a positive photoresist (Shipley S1805, Dow Chemical, Midland, MI, USA) was spun at 2000 rpm with
an acceleration of 3000 rpm/s for 60 s and soft baked at 85 ◦C for 12 min. The photoresist was exposed
to 75 mJ/cm2 of UV light using a Karl Suss MA6 Mask Aligner (SÜSS MicroTec, Garching, Germany).
Photoresist development was performed in Microposit MF-319 (Dow Chemical, Midland, MI, USA)
for 60 s. Etching of the Au was performed using gold etchant (Transene Company, Midland, MI,
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USA) for approximately 60 s. Etching of the Cr was performed using chrome etchant (KMG Electronic
Chemicals, Pueblo, CO, USA) for approximately 10 s. The remaining photoresist was removed by a
flood exposure of 150 mJ/cm2 UV light and subsequent development in MF-319.

Figure 1. Chemistry of LCE and MEA fabrication: (a) Molecular structure of monomers used to synthesize
the LCE and device fabrication procedure; (b) Cross-sectional schematic of LCE MEA devices.

To encapsulate MEAs with LCEs, a previously described chemistry was used [27,31]. The liquid
crystal monomer, 1,4-bis-[4-(6-acryloyloxyhexyloxy)-benzoyloxy]-2-methylbenzene (RM82), was purchased
from Wilshire Chemicals (Princeton, NJ, USA). The chain extender molecule, n-butylamine, was purchased
from Sigma Aldrich (St. Louis, MO, USA). The photoinitiator, Irgacure I-369, was donated by BASF
(Ludwigshafen, Germany). The photoalignable dye, brilliant yellow, was purchased from Sigma Aldrich.
To prepare the top side glass slide, a solution of Brilliant yellow (1 wt. %) in dimethylformamide (DMF,
Fisher Scientific, Pittsburgh, PA, USA) was prepared and filtered through a 0.45 μm filter (Whatman,
Maidstone, UK). Clean glass slides were treated with oxygen plasma for 1 min at 100 mTorr pressure
and 50 mW power (Sirius T2, Trion Technology, Tempe, AZ, USA). The brilliant yellow solution was then
spin-coated onto the cleaned slides at 750 rpm with an acceleration of 1500 rpm/s for 10 s and 1500 rpm
with an acceleration of 1500 rpm/s for 30 s. A previously described photoalignment procedure was
adopted [41]. Dye-coated glass slides were exposed to broadband, linearly polarized light at an intensity
of 10 mW/cm2 (Vivitek D912HD, Vivitek, Fremont, CA, USA). A pair of glass substrates, one with the
patterned electrodes and one coated with the dye (uniaxial alignment or non-aligned) were spaced 25 μm
apart using a spacer (Precision Brand, Downers Grove, IL, USA) along the edges. This mold was filled
with a monomer mixture of an equimolar amount RM82 and n-butylamine mixed with 1.5 wt. % of
photoinitiator I-369. The monomer mixtures were filled by capillary force and kept for 15 h at 65 ◦C for
oligomerization. Then, oligomerized samples were crosslinked with 250 mW/cm2 intensity of 365 nm UV
light (OmniCure® LX400+, Lumen Dynamics, Mississauga, ON, Canada) for 5 min. After crosslinking,
the top-side glass slide was removed yielding an electrode array covered with a layer of LCE. The optical
images of LCE MEA devices were observed by a polarized optical microscope (POM) (Olympus BX51,
Olympus Corporation, Tokyo, Japan).

To finalize fabrication of LCE MEA devices, the fully insulated MEAs were coated by 800 nm
silicon nitride at 150 ◦C using Plasma Enhanced Chemical Vapor Deposition Unaxis 790 PECVD
(Mykrolis Corporation, Billerica, MA, USA). Then hexamethyldisilazane (HMDS, Sigma Aldrich,
St. Louis, MO, USA) was vapor-deposited onto the silicon nitride to serve as an adhesion layer for
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photoresist. A positive photoresist (Shipley S1813, Dow Chemical, Midland, MI, USA) was spun at
500 rpm for 10 s with an acceleration of 100 rpm/s and 2000 rpm for 60 s with an acceleration of
3000 rpm/s and soft baked at 85 ◦C for 12 min. The photoresist was exposed to 150 mJ/cm2 of UV
light using a Karl Suss MA6 Mask Aligner. The silicon nitride was patterned using dry etching by
120 mTorr pressure and 100 mW power with SF6 (Sirius T2, Trion Technology, Tempe, AZ, USA). Next,
the encapsulated LCE layer was patterned via dry etching by 220 mTorr pressure and 200 mW power
with oxygen plasma. The remaining hard mask was removed with a 60 s rinse of hydrofluoric acid (1:10)
(HF) treatment. Lastly, a polycarbonate ring (0.6 cm height, 2.0 cm inner diameter, and 2.2 cm outer
diameter) was attached to the surface of the LCE MEA devices with a silicone adhesive (MED1-4213,
Nu-Sil, USA) as described in a previous study [5].

2.2. Electrochemical Characterization of LCE MEAs

All devices were sterilized by exposure to ethylene oxide prior to testing. Electrochemical
impedance spectroscopy (EIS) measurements were carried out on eight randomly selected electrodes
from LCE microelectrode arrays for 30 consecutive days in PBS at 37 ◦C. For impedance measurements,
the experimental setup consisted of a three-electrode configuration (working, ground, reference),
wherein the external MEA pads were used to deliver a sinusoidal 20 mV signal, and impedance
was measured by a CH 604E potentiostat (CH Instruments, Austin, TX, USA) between 10 Hz and
100 kHz. Between measurements, MEAs were housed in a cell culture incubator at 37 ◦C and 95%
humidity between measurements. Fresh PBS was replaced prior to each measurement to account for
any evaporation and subsequent osmolarity changes. The sample size of four MEAs decreased to three
MEAs starting on day 24 due to inadvertent manual damage to one of the MEAs.

2.3. In Vitro Cytotoxicity Testing

All handling, housing, and surgical procedures of the mice were approved by the University
of Texas Institutional Animal Care and Use Committee. Cytotoxicity assays were carried out as
previously described [42] and in accordance with the ISO protocol “10993-5: Biological evaluation
of medical devices” using both NTC 929 fibroblasts (ATCC, Manassas, VA, USA) and embryonic
day 15 (E15) mouse-derived cortical neurons. Briefly, 50 and 100% concentration LCE extract was
evaluated against Tygon-F-4040-lubricant tubing extract (positive control) and cell medium (negative
control) [42]. In accordance with the ISO protocol, materials were said to ‘pass’ if normalized cell
viability percentages exceeded 70% following 24-h incubation with material extracts.

Cortices were surgically dissected from E18 mouse embryos, dissociated, and cultured as
previously described [4,5]. Prior to seeding, 24 well polystyrene plates (Greiner Bio-One, Kremsminster,
Austria) were treated with 50 μg/mL poly-d-lysine (PDL) (Sigma-Aldrich, Saint Louis, MO, USA)
and 20 μg/mL laminin to facilitate cell adhesion. Cells were seeded at a density of 100,000 cells/well
and incubated at 37 ◦C, 10% CO2, and 95% humidity in proliferation medium (Dulbecco’s Modified
Eagle Medium, GlutaMAX, B-27, ascorbic acid, and 10% horse serum). Serum was reduced to 0%
over the span of 5 days to avoid over-proliferation and ganglionation of supporting cells. Fibroblasts
were sub-cultured prior to seeding in a 24 well polystyrene plate. Cells were incubated at 37 ◦C,
10% CO2, and 95% humidity in complete medium (Dulbecco’s Modified Eagle Medium and 10%
horse serum). Material extracts were made by soaking strips of LCE (3 cm2/mL) in normal cell
medium (Dulbecco’s Modified Eagle Medium) at 37 ◦C, 10% CO2, and 95% humidity for 24 h. When
cells formed a semi-confluent layer, cell medium was exchanged for 50% or 100% material extract
concentrations. Cells were incubated in extract for 24 h prior to using a LIVE/DEAD cytotoxicity kit
for mammalian cells according to manufacturer’s protocol (Thermo Fisher, L3324, Waltham, MA, USA).
Briefly, cells were stained with 2 μM Calcein-AM and 4 μM Ethidium homodimer for live and dead
cells, respectively. Images were collected using a 10× objective on an inverted microscope (Nikon Ti
eclipse, Nikon, Tokyo, Japan). Cell counts were carried out using a boutique ImageJ (NIH, Bethesda,
MD, USA) macro, which applied a 2.0 Gaussian blur before locating local intensity maxima. Cells that
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were stained with both dyes were marked as “dual-stained” and were regarded as part of the dead cell
count based on a MATLAB code.

2.4. In Vitro Functional Neurotoxicity Testing

Functional neurotoxicity assays were carried out as previously described [42]. Briefly, primary
cortical neurons were seeded on 48 well Axion well plates (Axion Biosystems, Atlanta, GA, USA)
after treating wells with 50 μg/mL PDL and 20 μg/mL laminin. On DIV 23, baseline spontaneous
extracellular activity was recorded using Axion’s Maestro recording system (Axion, Atlanta, GA,
USA). Immediately following baseline recordings, cell medium was exchanged for LCE extract at
concentrations of 50% or 100%. Spontaneous extracellular activity was recorded again on DIV 25. Spike
and burst rates were determined using a custom MATLAB script. An active electrode was defined as
an electrode exhibiting more than five spikes per minute. Inactive electrode sites recorded on DIV 23
were excluded from any further analysis. A burst was defined as at least five consecutive spikes with
interspike intervals less than 100 ms [43].

2.5. In Vitro Neuronal Recordings and Pharmacology

Three polydomain and planar-aligned LCE MEAs were sterilized by ethylene oxide for 12 h,
and then de-gassed at 37 ◦C for 48 h. LCE MEAs were treated as described in Section 2.3. Every other
day, wide band extracellular potentials generated by cultured neurons were recorded for 5 min from
59 channels simultaneously at a 40 kHz sampling rate using an Omniplex data acquisition system
(Plexon Inc., Dallas, TX, USA). Wideband data were band pass filtered (250–7000 Hz) and spikes
were detected by voltage excursions exceeding a threshold set to 5.5σ based on RMS noise on a per
electrode basis. Spikes were manually sorted using Plexon’s offline sorter (Plexon Inc., Dallas, TX,
USA). Additional data and statistical analyses were carried out using OriginPro software (Origin Labs,
Farmington, ME, USA). Average spike rates were calculated using Neuroexplorer (NEX technologies,
Reston, VA, USA). SNR was calculated as

SNR =

(
Signal

RMSNoise

)
, (1)

where Signal and RMSNoise are the mean peak-to-peak amplitude of the sorted unit and the RMS
noise, respectively [43]. Active electrode yield percentage was calculated excluding electrodes with
impedances over 5 MΩ that would not be capable of recording single units [5]. As a result, 8.2% of
total electrodes were excluded.

2.6. Statistical and Data Analysis

All experiments were carried out in parallel using both polydomain and planar-aligned LCEs.
This was done to determine if the alignment procedure itself affected any changes on the stability of
the substrate. However, these groups are, in fact, chemically identical, and we observed no apparent
differences between the groups in any of the results reported here. Therefore, these results derived
from both polydomain and planar aligned have been pooled in the following sections.

All statistical analyses were carried out using OriginPro software (Origin Labs, Farmington,
ME, USA). In the case of functional neurotoxicity tests, treatment groups were compared using a
two-sample t-test. In the case of TTX treatments on LCE MEAs and electrochemical stability, a paired
two-tailed t-test was applied. p < 0.05 was considered statistically significant in all cases.

3. Results

To investigate the use of LCEs as substrate materials for neural interfaces, we examine the
cytotoxicity, functional neurotoxicity, and manufacturability of microelectrodes on LCEs. Here, we use
ISO protocol 10993-5 to evaluate the cytotoxicity of LCEs using both fibroblasts and primary murine
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cortical neurons. Additionally, we evaluate the functional neurotoxicity of LCE materials in vitro using
primary murine cortical neurons cultured on commercially available planar MEAs. Finally, we report
the fabrication and characterization of functional planar MEAs using LCEs as an insulating layer.

3.1. In Vitro Cytotoxicity Testing

To determine whether LCEs induce cytotoxicity, live/dead assays were carried out in accordance
to ISO protocol 10993-5 using both NTC fibroblasts and primary mouse-derived cortical neurons.
Cells were stained with both live and dead markers after exposure to extract as seen in Figure 2a.
The threshold for in vitro cytotoxicity is a normalized viability of greater than 70% after extract
exposure. After 24 h of exposure to 50 or 100% LCE extracts, NTC fibroblasts exhibited normalized
viability percentages of 99.7 ± 0.6 and 87.6 ± 4.9% (mean ± SEM, n = 5). On exposure to positive
control material extract (Tygon tubing), NTC fibroblasts exhibited a significantly lower normalized
viability percentage of 27.1% ± 4.3 (mean ± SEM, n = 5, p < 0.0001). The normalized viability of
primary cortical neurons with exposure to 50 or 100% concentrations of LCE extracts was 91.0 ± 3.7
and 88.8 ± 3.6% (mean ± SEM, n = 5), respectively. In contrast, exposure to Tygon tubing (positive
control) extract resulted in a statistically significant reduction in normalized viability percentage
to 3.2% ± 1.6 (mean ± SEM, n = 5, p < 0.0001) (Figure 2b). While exposure to 100% LCE extracts
caused a significant reduction in normalized viability percentage to both fibroblasts (p = 0.04) and
cortical neurons (p = 0.02) when compared to the negative control, these values were well above the
70% threshold set by ISO standards, suggesting that the LCE material is not cytotoxic to either NTC
fibroblasts or primary cortical neurons.

 

Figure 2. Cytotoxicity assays using both NCTC fibroblasts and primary cortical neurons: (a) Fluorescent
images of NCTC fibroblasts (left) and primary murine-derived cortical neurons (right) stained with
CaAM (green) for live cells and EthD-1 (red) for apoptotic cells. Scale bars represent 100 μm (b) Mean
normalized fibroblast (left) and cortical neuron (right) viability percentages of LCE extract at 50% and
100% concentrations, positive control, and negative control. Blue dotted line at 70% represents the ISO
threshold set for non-cytotoxic materials.
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3.2. In Vitro Functional Neurotoxicity Testing

While it is paramount to maintain cell viability in the presence of LCE devices, it is equally
important that LCE neural interfaces ultimately not affect neuronal network activity. To determine
whether neuronal network activity is modulated in the presence of LCE material extracts, we measured
mean firing rates and bursting rates in the presence and absence of 50% or 100% material extract
treatments using cortical neurons cultured on commercially-available MEAs. After 21 days in culture,
neuronal network activity reached a plateau with a mean spike rate of 2.72 ± 0.55 Hz (mean ± SEM)
and a burst rate of 0.75 ± 0.11 Hz (mean ± SEM) (n = 19 wells). On DIV 23, a 10 minute baseline
recording was taken, then medium was exchanged for LCE extract at 50% and 100% concentrations.
Parallel experiments were performed with positive (Tygon extract) and negative control (cell medium)
treatments. A second recording was taken to compare to baseline after 48 h of exposure. Exposure of
primary cortical neurons to LCE extracts did not significantly change neuronal network parameters
(Figure 3a). Normalized mean spike and burst rates after exposure to positive control extracts were
significantly reduced to 0% ± 0 (mean ± SEM) (n = 4) (p = 0.003 for spike rate, p = 0.008 for burst rate).
LCE extracts failed to significantly alter bursts (p = 0.27 at 50%, 0.31 at 100%) or spike rates (p = 0.32
at 50%, 0.46 at 100%) when compared to the negative control, suggesting functional biocompatibility
(Figure 3b).

 

Figure 3. Functional neurotoxicity assays using primary cortical neurons: (a) Representative raster
plots of spontaneous activity from single electrodes before (left) and after (right) each treatment. Scale
bar represents 3 s. (b) Average Burst rate (left) and spike rate (right) of cortical neurons after 48 h
exposure to LCE extract at 50% and 100% concentrations, positive control, and negative control.
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3.3. Electrochemical Impedance Stability of MEAs

After evaluation of cytotoxicity and functional neurotoxicity, LCE MEAs (Figure 4a,b) were
fabricated as described above. Initial impedances ranged from 248.7 kΩ to 627.1 kΩ at 1 kHz.
To examine the electrochemical stability in LCE MEAs, MEAs were aged at 37 ◦C in PBS for 30 days.
The initial recorded impedance magnitudes of electrode sites ranged from 248.7 kΩ to 627.1 kΩ
at 1 kHz on day 0 and averaged 381.7 kΩ ± 22.3 (mean ± SEM, n = 32 electrodes, 8 each from
4 MEAs). The final recorded impedance magnitude at 1 kHz on day 30 was 120.3 kΩ ± 42.7 (mean ±
SEM) (n = 24 electrodes, 8 from each MEA). While this change was statistically significant (p < 0.05),
the decrease was relatively minor and was largely attributed to an initial decrease over days 0–4
followed by a prolonged period of apparent stability. The recorded phase on day 0 at 1 kHz was −53.9◦

± 1.6 (mean ± SEM) (n = 32 electrodes, 8 from each MEA). The final recorded phase at 1 kHz on day
30 was −68.5◦ ± 0.6 (mean ± SEM) (n = 24 electrodes, 8 from each MEA). There was no significant
trend found in the phase at 1 kHz over the span of 30 days (p = 0.47, ANOVA). Even though there is
a significant change in the impedance magnitude at 1 kHz through the 30 days, the final recorded
impedance at 1 kHz is still well within the range of impedances capable of recording physiological
signals, suggesting that LCE MEAs are sufficiently electrochemically stable for neural interfaces [4,5,44].

Figure 4. LCE encapsulated MEA devices: (a) Optical image of LCE encapsulated MEA device with
polycarbonate ring attachment. Red square indicates microelectrode sites at the center of the device.
(b) Reflection optical microscope image of the microelectrode site. 30 × 30 μm microelectrodes are
exposed by 50 μm windows for recording of extracellular activity. Electrical traces are fully encapsulated
with LCE.

3.4. In Vitro Neuronal Recordings and Pharmacology

To assess the neural recording capabilities of LCE MEAs, six MEAs were seeded with primary
embryonic mouse-derived cortical neurons and recorded over the course of 27 days in vitro. Figure 5a
shows that LCE MEAs supported cell adhesion as can be seen by the phase-dark cell bodies and
minimal cell clumping on DIV 2 (Figure 5a). Five of the six arrays showed excellent adhesion and
network activity and were selected for further analysis.

Using LCE MEAs, extracellular action potentials could be readily detected and sorted into
collections of characteristic waveforms (single units, Figure 5b). By DIV 23, single units were detected
on 56 ± 8% (mean ± SEM, n = 5) of electrode sites with a mean SNR of 8.9 ± 0.8 (mean ± SEM,
n = 5). To confirm that the recorded spikes were biologically sourced, cortical cultures were exposed
to 100 nM of TTX, a sodium channel blocker, on DIV 27. In the presence of TTX, mean spiking rates
were significantly reduced from 2.8 ± 0.5 to 0.5 ± 0.2 Hz (mean ± SEM, n = 4) based on a paired t-test
(p = 0.03), suggesting that recorded activity from MEAs was physiological (Figure 5c). Overall, mature
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cortical networks on DIV 23 exhibited a mean spiking rate of 2.7 ± 0.9 (mean ± SEM, n = 5), and mean
bursting rate of 4.5 ± 1.5 (mean ± SEM, n = 5), suggesting development of synaptically-driven network
activity. These values are all highly consistent with those reported in previous studies using commercial
MEAs [4,42].

 

Figure 5. Neuronal Recordings and pharmacology on LCE MEAs: (a) Phase contrast image of cultured
cortical neurons on LCE MEA DIV2. Scale bar represents 30 μm. (b) Representative extracellular
waveforms recorded from LCE MEAs on DIV 21. Vertical and horizontal scale bars represent 40 μV and
280 μs. (c) Representative bandpass-filtered extracellular recordings from 2 representative electrodes
on a single MEA (DIV 27) before and after application of TTX. Red arrowheads indicate network bursts.
Vertical and horizontal scale bars represent 55 μV and 2 s.

4. Discussion

The goal of this study is to examine the cellular compatibility of LCE as a material to serve
for novel neural interfaces and to demonstrate the manufacturability of the material for fabricating
devices. LCEs are a class of smart materials that undergo reversible changes in shape on exposure
to a variety of stimuli [33–37]. No previous study has evaluated the suitability of LCE as a substrate
and/or insulating material for microelectrode arrays for neural interface applications. Here, we have
demonstrated that material extract treatment assays, carried out in accordance with ISO protocol
10993-5, do not indicate significant cytotoxicity in cultures of either NTC fibroblasts or primary cortical
neurons; material extract treatments do not significantly modulate primary cortical network activity;
that LCE-encapsulated in vitro MEAs exhibit stable impedance measurements over 30 days at 37 ◦C;
and that MEAs could be fabricated, sterilized, and used to record primary neuronal activity for 27 days
in vitro. In total, these results suggest that LCE may be a viable substrate for designing and fabricating
neural microelectrodes for in vitro and, potentially, in vivo applications. Such devices may provide
new capabilities, including deployable microelectrodes.
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Abstract: In the quest for chronically reliable and bio-tolerable brain interfaces there has been a
steady evolution towards the use of highly flexible, polymer-based electrode arrays. The reduced
mechanical mismatch between implant and brain tissue has shown to reduce the evoked immune
response, which in turn has a positive effect on signal stability and noise. Unfortunately, the
low stiffness of the implants also has practical repercussions, making surgical insertion extremely
difficult. In this work we explore the use of dextran as a coating material that temporarily stiffens
the implant, preventing buckling during insertion. The mechanical properties of dextran coated
neural probes are characterized, as well as the different parameters which influence the dissolution
rate. Tuning parameters, such as coating thickness and molecular weight of the used dextran, allows
customization of the stiffness and dissolution time to precisely match the user’s needs. Finally,
the immunological response to the coated electrodes was analyzed by performing a histological
examination after four months of in vivo testing. The results indicated that a very limited amount of
glial scar tissue was formed. Neurons have also infiltrated the area that was initially occupied by
the dissolving dextran coating. There was no noticeable drop in neuron density around the site of
implantation, confirming the suitability of the coating as a temporary aid during implantation of
highly flexible polymer-based neural probes.

Keywords: dextran; neural probe; microfabrication; foreign body reaction; immunohistochemistry;
polymer; chronic

1. Introduction

Ever since Italian physician Luigi Galvani discovered that nerves and muscles were electrically
excitable (1791) neural electrodes have proven to be an essential tool in neuroscience research as well as
emerging clinical applications [1]. An example of such a development is the field of neuroprosthetics,
which is concerned with the development and implementation of devices that can replace a motor,
sensor or cognitive modality that might have been lost as a result of an injury or a disease [2]. The most
well-known example is the cochlear implant which consists of an external unit that collects sound
waves, processes them and in turn transfers the signals to the auditory nerve through a microelectrode
array, substituting the function of the ear drum and stapes [3].

Things get more complex when we try to use this concept to replace lost brain function as is
the case for, e.g., motor prosthetics [4]. Although penetrating microelectrodes that are suitable for
this kind of application have undergone great improvements regarding the high density recording
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and stimulation of neuronal tissue, even at single-cell resolution, their limited chronic reliability is
still the major limitation blocking widespread applicability [5]. Earlier experiments have shown that
electrode performance typically starts to decrease a few weeks after implantation due to a progressive
inflammatory tissue response, also known as the Foreign Body Reaction (FBR) [6–8]. The FBR causes
the number of active channels to decrease, and the quality of the recorded signal to drop over time as
scar tissue is formed around the implant, eventually leading to sensing inaccuracies, instability and
failure of the implant. The FBR is considered the main reason behind the deterioration of microelectrode
systems. The dynamic progression of the response results in instability in the recording quality over
time, eventually leading to failure [9–11].

The trend mentioned above is recognized quite often in old as well as recent literature.
Researchers describe a steady increase in impedance over the first four to six weeks after implantation
which can be attributed to the expanding glial scar [12]. This is confirmed by the noticeable decrease
in quality of the electrical recordings over time, as well as the post-mortem immunohistochemical
analysis of the brain tissue [13]. From this information, it is evident that most of the problems related
to chronic reliability can be traced back to the electrode design and its material properties, especially
during the acute phase of the FBR. When comparing the characteristics of traditional materials for
electrode fabrication to those of brain tissue, we immediately notice a large difference in Young’s
modulus. Silicon and metals have moduli in the order of hundreds of GPa, while the stiffness of brain
tissue is around 0.1 to 1.2 MPa [14]. After implantation, this mismatch will result in micromotions
between the electrode and the tissue as the brain pulsates under influence of, e.g., blood flow, creating
a constant source of irritation and thus a prolonged inflammatory reaction [5]. Several studies have
examined the effect of implant stiffness on the surrounding brain tissue, providing evidence that
using softer materials with a stiffness resembling that of the brain tissue reduces the aforementioned
mismatch and attenuates the adverse foreign body reaction [15].

In general, it can be stated that the use of soft polymers increases the chronic reliability of
penetrating microelectrodes. Practically however, this does come with some limitations. The most
important one is the complexity of the surgical insertion of the probes, since many are too soft
to penetrate the brain tissue without buckling, let alone puncture the dura. A frequently used
solution is the use of an additional stiffening structure. Examples include stiff backbone layers [16],
insertion shuttles [17] and biodegradable coatings [18]. These options however do come with
some disadvantages. The stiff backbone layer is permanently attached to the implant and does
not dissolve, limiting the flexibility of the device. Insertion shuttles on the other hand are quite bulky
and temporarily increase the footprint of the implant, resulting in dimpling during insertion and
additional, unnecessary damage to the neural tissue during implantation. The least invasive solution
is to temporarily stiffen the implant using a bioresorbable coating, allowing the implant to regain its
flexibility after the dissolution. Several types of bioresorbable materials have already been analyzed as
potential candidates. Popular choices include silk fibroin [19], hydrogels, poly(lactic-co-glycolic acid)
(PLGA), sucrose [20] and maltose [21]. Choosing the correct material for application is however no easy
task, as each class of materials has its own (dis)advantages [22]. Sugar-based materials are typically
characterized as materials with high Young’s moduli (35 GPa) and a fast resorption time. This allows
the coated probe to regain its flexibility almost immediately after implantation. There is, however, a
practical disadvantage. The user only has one chance for implantation, as the coating immediately
softens upon contact with the cerebrospinal fluid (CSF). In an attempt to counter this problem, we
research the use of dextran as a temporary coating material. Apart from its use in medicine as an
antithrombic or volume expander for hypovolaemia [23], dextran not only limits non-specific cell
adhesion [24] but as it is a complex branched glucan, its dissolution rate and mechanical stiffness
can be tuned by varying the chain length of the molecule. First, a thorough characterization of the
proposed material is executed in which the dissolution rate and mechanical properties are determined.
Based on this analysis, the buckling force of a coated electrode can be calculated and compared to
the force needed to puncture several anatomical regions of the brain. Afterwards, the dextran coated
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polymer probes are subjected to an in vivo experiment in which their performance is evaluated based
on their ability to puncture the brain as well as the severity of the evoked FBR.

2. Materials and Methods

2.1. Selection of Materials

As stated in the introduction, the use of soft polymer materials is critical for the development of
reliable chronic neural probes. For this research, Parylene-C (Specialty Coating Systems) was chosen
as the base material. Its dielectric properties, high strength under bending and biocompatibility make
it an excellent candidate for our application. The flexibility of Parylene-C significantly increases the
mechanical compliance between the device and the soft biological tissue surrounding it. The Young’s
modulus of Parylene-C also closely resembles that of brain tissue. A unique feature of parylene-C is that
it can be coated using chemical vapor deposition (CVD) in vacuum, which enables a conformal coating.
Additionally, Parylene-C received United States Pharmacopeia (USP) Class VI and International
Organization for Standardization (ISO) 10993 compliance, making it a Food and Drug Administration
(FDA) approved material for implantation.

Platinum was chosen as the material of choice for the conductors due to its biocompatibility and
inertness in a biological environment and high charge injection limit.

Dextran (Sigma-Aldrich) was chosen as the coating material. Three types of dextran, with varying
molecular weights, were analyzed: 40, 100, and 500 kDa.

2.2. Electrode Design and Fabrication

All experiments were performed using a Parylene-C shank electrode with a tapered profile
(Figure 1.). The probe width ranged from 72 μm at the tip to 218 μm at the base. The length of the shank
was 700 μm, allowing it to penetrate all layers of the rat cortex after implantation. The microelectrode
was fabricated using a standard two-mask, three-layer microfabrication process that was executed on a
standard 4 inch silicon carrier wafer with a thickness of 500 μm. The following workflow was applied,
as partially described in an earlier publication [25]:

- The 4 inch silicon carrier wafers were thoroughly cleaned using piranha etchant (4 H2SO4:1 H2O2)
to remove any organic contaminants. Afterwards, a HF-dip (2% HF) was performed followed by
a rinsing cycle in DI water. The substrate was dried using purified nitrogen.

- A 400 nm thin layer of silicon oxide was grown on the substrate using a wet thermal oxidation
process. The oxide served as a sacrificial layer which aids in the final release of the devices from
the carrier wafer in a later step.

- A first insulation layer of Parylene-C was deposited, yielding a 7 μm thick layer.
- The 400 nm thick Pt conductors were deposited by sputter coating on a lithographically patterned

photoresist bilayer (LOR10B/S1818). The lift-off process was completed by soaking the wafers in
n-methyl-2-pyrrolidone (NMP) overnight at room temperature.

- A second layer of Parylene-C, with a thickness of 7 μm, was deposited using a similar process.
- The device shape was defined by reactive ion etching (RIE) of the Parylene-C using an aluminum

hard mask. The device outline was lithographically patterned using a negative photoresist on
top of which a 40 nm thick layer of aluminum was thermally evaporated. After a lift-off step
in acetone, the wafers were ready for RIE. As platinum is not etched by the RIE plasma, it also
functions as an etch stop, which opens up the electrode contacts and bond pads.

- The wafer was annealed at a temperature of 200 ◦C for 4 h (2 ◦C/min ramping rate) in a nitrogen
atmosphere to relax any residual stress that was built up during the processing, as well as to
prevent delamination [26].

- Finally, the wafer was soaked in a 1% HF solution that removed the Al hard mask and underetched
the sacrificial silicon oxide layer. After 1 h of etching, the adhesion between the Parylene-C
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electrode and the carrier wafer was reduced to such a level that the electrodes could be peeled off
the carrier wafer using tweezers.

After completing the fabrication process the implants were stored in 70% ethanol for
disinfection purposes.

Figure 1. Electrode layout and microfabrication process.

To embed the electrode array, the neural probe was dipcoated in a highly viscous solution of
molten dextran. Initially the dextran powder was dissolved in deionized water (50 wt %) before
placement on a hotplate at 200 ◦C. After the evaporation of the water that was present in the solution,
the dextran started to melt and take on a liquid state. The neural probe was fixed to a motorized
z-stage and submerged in the solution. Afterwards, the probe was drawn from the solution, coating
it with a layer of adhesive dextran, which immediately crystallized under influence of the lower
room temperature.

The final film thickness was determined by the interplay between the entraining and draining
forces acting on the film. This can be theoretically described by the Landau–Levich equation and the
capillary regime equation which are a function of both the viscosity of the solution and the withdrawal
speed of the probe. In order to characterize the aforementioned dipcoating process, an experiment was
performed to determine the relationship between film thickness and withdrawal speed for dextran of
different molecular weights (Figure 2). Six samples were tested for each combination of withdrawal
speed and molecular weight. The plotted coating thickness consists of the combined thickness of
dextran deposited on both sides of the shank.

As expected from the theoretical approximation, a higher molecular weight dextran
(higher viscosity) resulted in a higher film thickness. For more information on the physical principles
behind the dipcoating process, I refer to the review article by Rio and Boulogne [27].
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Figure 2. Coating thickness vs. withdrawal speed in function of molecular weight. The error bars
represent the standard deviation (n = 6).

2.3. Micromechanical Characterization

In order to achieve successful surgical placement of neural probes, the main requirement is
that the probes are mechanically robust enough to penetrate the brain. Ideally, the buckling force
threshold of the neural probe must be higher than the penetration force needed for implantation.
As in almost all cases, the thin polymer-based implants are too flexible for implantation and some
sort of mechanical reinforcement is needed to temporarily increase the probe stiffness. Ideally, this
mechanical augmentation is also temporary, allowing the electrode to regain its flexibility once it is
implanted. Setting a fixed number on the amount of force needed to penetrate brain tissue is however
very difficult, as the mechanical properties of brain tissue are highly dependent on a multitude of
factors, such as the species of the subject animal, its age or the stiffness characteristics of the functional
zone in the brain that is targeted. All of these tissue-specific variables are critical in determining the
penetration force of neural probes for the application of interest [28].

For our intended application, which is a chronic implantation through the dura in the underlying
sensorimotor cortex, we need to penetrate the stiffest part of the brain, the dura mater. The dura is the
outermost meningeal covering of the brain and is made out of dense connective tissue. It has a Young’s
modulus that is several orders of magnitude higher than the cortex, cerebellum or the hippocampus.
Many research groups prefer to remove the dura using sharp forceps to increase the ease of insertion of
flexible neural probes. Performing a durotomy is however never without risk and should be avoided
when trying to maximize the chronic reliability of the probe.

Based on earlier experiments reported in literature, we can make a rough estimation of the
penetration force that is needed. A study by Jensen et al., which used silicon probes to penetrate rat
cerebral cortex, concluded that penetration forces are in the range of 0.45 to 1.15 mN with an average
of 0.775 mN [29]. Values in the range of 0.54 to 2.48 mN with a 1.25 mN average are reported by Sharp
et al. in the case of individual stainless steel probes [30]. The small differences in penetration force
ranges can be attributed to the difference in tip shape, as Sharp explored insertion of blunt implants,
whereas Jensen focused on very sharp probe tips. Based on the information available in literature,
we can make a safe estimation that individual tapered probes should be able to withstand a force
of 1.5 mN to penetrate the rat cortex. This value can now be used as a design goal for the required
buckling force threshold of neural probe.

By modeling penetrating neural probes as beams that are clamped at one end and pinned at
the other, it is possible to make a mathematical estimation of the buckling force threshold of flexible
probes. This simplification results in quite accurate results as the probes are fixed at their base since
they are reversibly adhered to an insertion platform/stereotactic frame during implantation. They are
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considered pinned at the other end from the moment the tip contacts the dura. We can use Euler’s
formula to determine the critical load at which buckling occurs.

Pcr =
(
K·pi2·E·I)

L2 , (1)

I =
1

12
·b·h3, (2)

where Pcr = buckling force threshold, K = column effective length factor = 2.045, E = elasticity modulus,
I = area moment of inertia, L = unsupported beam length, b = beam width, h = column thickness.

As an example, we can take a look at the critical load of our untreated Parylene-C shank electrode.
The unsupported length of the electrode during implantation is 1 mm with a width of 190 μm and a
thickness of 14 μm. The elasticity modulus of Parylene C is 2.8 GPa.

Theoretical analysis results in a buckling force threshold of 2.4 mN, indicating that the electrode
is strong enough to withstand penetration in brain tissue without buckling. If we want to puncture
the dura however, the electrode will need to be able to withstand a critical load of around 10 mN,
which we would not be able to achieve with the electrode in its current form. This problem can be
circumvented by fabricating a thicker electrode, but this will increase the stiffness of the implant and
have an adverse effect on the ‘mechanical match’ of the electrode with the brain tissue, which is a
critical requirement to improve long-term reliability of the implants. As stated earlier, the solution
proposed in this paper is the use of a thin dextran coating that will temporarily stiffen the electrode.

To assess the level of mechanical reinforcement that can be obtained by a dextran coating, a set of
micromechanical experiments was performed. Uncoated probes were taken as a reference.

The samples were fixed on a substrate with a known part of the shank extending over the edge.
The floating part of the shank was displaced using a Femtotools FTA-M02 micromechanical testing
system (Figures 3 and 4). Force measurements were taken during the displacement and the bending
stiffness of the samples was calculated. The Young’s modulus of the samples was approximated using
the formula for bending of a beam under a point load:

E =
k·L3

3·I . (3)

With I the area moment of inertia:

I =
b·h3

12
. (4)

In these formulas, L represents the distance between the hinging point and the contact point of
the indenter tip, b is the measured width of the sample and h is the sample thickness. The stiffness of
the coating is orders of magnitude higher than the stiffness of the uncoated implant, allowing us to
simplify the implant to a solid dextran beam model during mechanical characterization.
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Figure 3. Electron micrograph of a dextran coated Parylene-C neural probe. A crack can be seen on the
left-hand side of the probe which was formed after buckling. Reproduced with permission from [31];
published by IOPscience, 2017.

Figure 4. Test setup for measuring bending stiffness using the Femtotools FTA-M02 micromechanical
testing system. Close-up shows the vertical indenter probe with integrated force sensor. Reproduced
with permission from [31]; published by IOPscience, 2017.

2.4. Dissolution Rate

The dissolution rate of the coatings was determined in function of the molecular weight of the
used dextran. Dextran slabs were prepared using a 1 cm × 1 cm × 1 cm mold, weighed and submerged
in deionized water for a known amount of time. At regular time intervals, the samples were removed
from the container, allowed to dry in an oven at slightly elevated temperature (40 ◦C), and weighed
again. This provides an indication of the amount of dextran that dissolves over time. The dextran
slabs were submerged while still in the mold to keep the surface area exposed to the dissolution rate
constant in time, which results in a more accurate representation of the dissolution rate.

2.5. In Vivo Experiment

All experiments were performed in accordance with the Belgian and European laws, guidelines
and policies for animal experimentation, housing and care (Belgian Royal Decree of 29 May
and European Directive 2010/63/EU on the protection of animals used for scientific purposes of
20 October 2010). The animal experiments were performed on six male Wistar rats, weighing about
250 g on arrival. The animals were housed and maintained in standard cages under conventional
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laboratory conditions with ad libitum access to food and water and a 12 h light/12 h dark cycle.
All experiments were conducted during the light phase of the animal’s activity cycles.

2.5.1. Implantation Procedure

Prior to the surgical procedure the animals were anesthetized using an isoflurane/oxygen pump
system (Iso-vet Surgivet at 3% isoflurane for induction and 1% to 2% for maintenance; O2 1 L/min) after
which they were placed in a stereotactic frame where constant isoflurane/oxygen was administered
through a face mask. After removing the hair on the head, additional subcutaneous anesthetic
(Xylocaine 2%, 1:200000 adrenaline, AstraZeneca) was applied. Then, the skin was opened and the
skull was cleaned. Two holes were drilled, 4 mm distally from bregma, over the S1 sensorimotor cortex.
First, the connector assembly was fixed on the skull together with a set of stainless steel screws that
provide additional support. Afterwards, the electrode tip was inserted through the dura to a depth of
roughly 700 μm and fixed in place using a drop of UV-cured dental cement (Tetric EvoFlow, Ivoclar
Vivadent). Finally, the wound was sutured and pain relief was ensured for 24 h by administering
0.06 mg/kg of Vetergesic (Ecu phar). The implanted electrodes were temporarily stiffened using a
40 ± 7 μm thick dextran coating with a molecular weight of 40 kDa.

2.5.2. Perfusion

Four months after implantation the experiment was stopped. The animals were sacrificed by
administering a lethal dose of pentobarbital. Afterwards, an intracardial perfusion was executed to
fixate the brain tissue. First the animals were perfused with 250 mL of PBS followed by 200 mL of
4% PFA. After extraction of the brain, it was stored in 4% PFA for 24 h before rinsing and storing in
a solution of 20% sucrose and 0.1% sodium aziide in preparation for histology. Prior to slicing, the
tissue was embedded in a 4% agar gel. Coronal slices with a thickness of 80 μm were taken using a
Leica VT1000S vibrotome (Leica Biosystems Inc., Buffalo Grove, IL, USA). It should be noted that due
to the fixation of the tissue a small amount of shrinkage occurred, resulting a minor error during the
subsequent analysis [32].

2.5.3. Histology

Before analysis the samples were stained for glial fibrillary acidic protein (GFAP) and neuronal
nuclei (NeuN) which are standards for visualization of reactive astrocytes and neurons, respectively.
The following procedure was performed:

- Overnight soak in blocking buffer (1% BSA, 0.1% Triton X100 in PBS) to reduce non-specific
background staining

- Application of primary antibodies (1:100 MAB377 mouse anti-NeuN; 1:500 polyclonal rabbit
anti-GFAP Z0334 in blocking buffer)

- Rinse in PBS (three times)
- 2 h incubation in blocking buffer
- Application of secondary antibodies (ALEXA fluor 488 (Abcam, Cambridge, UK) donkey

anti-mouse IgG (H + L) and Cy3 Donkey Anti Rabbit IgG (H + L), 1:1000 in blocking buffer).
- Rinse in PBS (three times)

Subsequently, the samples were mounted on Superfrost microscope glasses using Sigma
Fluoroshield. Imaging was done using a Leica TCS SP8 confocal microscope (Leica Microsystems,
Wetzlar, Germany) using a 20× immersion objective (1024 × 1024 pixel imaging, 5% 488 nm laser
power, 3% 552 nm laser power, Cy3 and ALEXA 488 filters and 950 and 830 amplifier gain, respectively).
The analysis of the images was done using ImageJ image processing software. To quantify the amount
of gliosis, the average thickness of the scar tissue was measured. Additionally, any change in neuronal
density around the site of implantation was determined by counting neuronal cell bodies in concentric
areas around the site of implantation.
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3. Results

3.1. Micromechanical Characterization

In order to make an accurate comparison with the clamped beam model, which is proposed in
Section 2.3., rectangular Parylene-C dummy probes were used for the micromechanical characterization.
Measurements were performed on three groups (40, 100, and 500 kDa) of six samples each.
The uncoated implants had an average thickness of 14 ± 1 μm and an average width of 500 ± 3 μm.
The coated samples had an average thickness of 163 ± 21 μm and an average width of 641 ± 15 μm.
By varying the withdrawal speed during dipcoating, we were able to achieve the same coating
thickness for all dextran types. This allows us to easily detect any changes in mechanical properties
that are related to the molecular weight of the used dextran. Micromechanical testing reveals an
average bending stiffness of 0.029 ± 0.005 N·m−1 for the uncoated implants. Coating increased this
average bending stiffness 360-fold to 10.5 ± 5.5 N·m−1. The Young’s modulus of all coated samples
is measured to be only 0.6 ± 0.1 GPa, proving that the enhanced structural stiffness can be mainly
attributed to the thickness of the coating and not to the molecular weight of the dextran. Based on the
data gathered during the experiment, we can determine, by using Equations (1) and (2), that a dextran
thickness of 37 μm is required to meet the critical load of 10 mN that is required for penetration of the
dura mater.

3.2. Dextran Dissolution Rate

The results of the dissolution experiment are depicted in Figure 5. It is clearly visible that the
higher the molecular weight of the dextran, the lower the weight loss over time becomes.

 

Figure 5. Weight loss in function of dissolution time (n = 6).

The aforementioned conclusions indicate a strong dependency between dissolution rate and
molecular chain length that can be explained by the physical mechanism of sugar dissolution in
water. When the sugar crystal comes into contact with water, the polar bonds of the water molecules
form their own dipole-dipole bonds with the sugar molecules. These bonds are stronger than the
intermolecular Vanderwaals forces which are present between the sugar molecules themselves, causing
them to separate and bond to the water molecules. For molecules with high molecular weight
(longer chain length) the formation of dipole-dipole interactions with the water molecules is more
difficult. The surface area of the molecule exposed to the solute is relatively small compared to its
size. This effect increases with the molecular weight, decreasing the dissolution rate. This allows
tuning of the dissolution rate of dextran coatings by varying the molecular weight of the dextran. It is
important to note that these three types of dextran can only be compared because the surface area
exposed to the dissolution experiment was kept constant during the whole experiment. If the surface
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area is increased under constant volume, more dextran molecules would come into contact with the
medium, increasing the rate at which the coating dissolves. This linear relationship was validated by
an additional experiment in which the surface area exposed to the dissolution medium was varied by
changing the dimensions of the dextran slabs (Figure 6).

 

Figure 6. Dissolution rate in function of surface area exposed to the dissolution medium. The error
bars represent the standard deviation (n = 3).

The dissolution mechanism can be considered as a ‘layer-by-layer’ process. The thickness of
the coating has no influence on the dissolution rate. The total dissolution time is determined by the
volume of the coating. As we now have information on all the factors influencing the dissolution time
of a dextran coating, a formula can be presented, so that the dissolution time of an arbitrary dextran
coating can be predicted. The density of the coating is dependent on the molecular weight of the
dextran used and has already been published in earlier work [31].

Combining the results of the experiments, it is possible to create a formula that can be used by
the reader to either determine the dissolution rate of a dextran coating with a known surface area to
volume ratio or to determine the specifics of a coating with a desirable dissolution time.

Dissolution time =
(Surface area ∗ coating thickness) ∗ ρ

K(S, Mw)
, (5)

coating thickness =
(Dissolution time ∗ K(S, Mw))

Surface area ∗ ρ
, (6)

with K(S, Mw) being the dissolution rate in function of surface area and molecular weight of the used
type of dextran.

This dissolution rate can be determined from Figure 5 in function of the surface area exposed
to the dissolution medium and the molecular weight of the dextran. Using this formula, we now
hold the tools to calculate the dissolution time of the probe we designed in the earlier sections The
aforementioned layer-by-layer mechanism was verified by measuring the dissolution time of a known
dextran coating and comparing it to its calculated value which was extracted from the “macro-model.”
A dextran coating with a thickness of 37 μm (MW = 40 kDa) resulted in a dissolution time of roughly
250 s. We have to take into account that this is the dissolution time when the sample is submerged in a
large volume of water, meaning that the concentration gradient in the system can be considered to be
maximal during the whole dissolution process.

3.3. Image Analysis

Analysis of the images shows the ‘neuronless’ zone in which the probe resided. The probe is no
longer visible as it was removed from the brain during the brainectomy. This area has the same size as
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the cross section of the uncoated electrode, indicating that the active neurons have penetrated the area
that was previously occupied by the dextran coating. As a reference, the outline of the coated electrode
is visualized in Figure 7 by the dotted line. The implanted probe was coated with a ±40 μm thick layer
of dextran (40 kDa). The amount of gliosis was quantified using the GFAP stained slices (Figure 7b)
and revealed an average thickness of 3.05 ± 0.73 μm. Counting of viable neurons in the vicinity of the
implant showed that there was no significant decline in neuron density when approaching the implant.
Figure 7 shows the average neuronal cell density at several distances from the site of implantation,
normalized to the density in the outer concentric circle.

  

(a) (b) 

 

(c) (d) 

Figure 7. Confocal imaging of the brain slices (a) overlay of both the glial fibrillary acidic protein (GFAP)
and neuronal nuclei (NeuN) stained channels. (b) GFAP channel. (c) NeuN channel. (d) Normalized
neuronal density relative to site of implantation (the error bars represent the standard deviation, n = 6).

4. Discussion

The described experiments were executed to solve the practical problems that are associated with
the use of highly flexible polymer-based neural probes. The goal we wanted to achieve was to find a
coating material that could temporarily stiffen flexible probes, without evoking any additional effects
concerning the FBR.

We started by going back to the origin of the problem, a simplified mechanical model was used
to describe the buckling behavior of a bare Parylene-C electrode. Based on the results, it became
evident that additional reinforcement is necessary if we aim to puncture the dura without buckling of
the probe. In the quest to find a suitable material, dextran came forward as an ideal candidate as its
chemical composition (polysaccharide) allowed tuning of different parameters. After performing a
micromechanical experiment, we were able to deduce that a dextran coating of 37 μm increases the
critical load of the assembly sufficiently to prevent buckling of the presented neural probe. Additionally,
the dissolution rate of the coating can be controlled by varying the molecular weight and thickness
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of the used dextran. Practically, this means that a fast dissolution time allows the electrode to regain
its highly flexible state after minutes, preventing micromotions in an early stage, and thus strongly
limiting the chronic FBR and the associated glial scar formation. These hypotheses were analyzed
by performing a long-term in vivo experiment. Not only did the results show that the glial sheath
only had a thickness of roughly 3 μm, but also showed that the area initially taken up by the dextran
coating was re-occupied with active neurons, which is most likely related to the quick dissolution of the
coating. Moreover, there was no noticeable decrease in neuronal density in the vicinity of the implant.

With chronic applicability in mind, this may be a very important characteristic of the dextran
coating. The functionality of neuroprosthetic devices depends on their capability to form electrical
connections with nearby neuronal dendrites and axons, and the glial sheath prevents regrowing
neuronal processes from contacting the implant. It is therefore important that this sheath is as thin as
possible, as a smaller distance between the recording electrode and the neuron(s) of interest minimizes
this electrically resistive barrier and has a positive effect on signal quality. Ideally, we would like
to evolve to the use of ultra-thin polymer-based implants with thicknesses in the range of several
micrometers or lower. Recent literature proved that such devices can be implanted, reliably, for up to a
year without inducing the formation of any scar tissue [33–35]. Dextran would be a perfect temporary
coating material for reliably implanting this type of neural probes.

Compared to the other available bioresorbable materials which are often used for the same
application, dextran behaves quite well. The higher Young’s modulus allows for a thinner coating,
which leads to a smaller insertion footprint and dimpling effect. Especially, when the user aims
to implant deep into the brain, a high Young’s modulus coating is beneficial. Additionally, there
are the practicalities related to the surgical implantation. Fast-resorbing polymers such as maltose
only offer a single chance of implantation, as the coating softens immediately upon contact with the
CSF [21]. This effect can be countered by dextran as it is available with chain lengths ranging from 3 to
2000 kDa. The disentanglement of large, high molecular weight, molecules from the particle surface
and subsequent diffusion to the bulk solution takes a longer time, resulting in a slower dissolution rate.

In the literature, we can find several more examples of studies in which a resorbable biomaterial
was used to temporarily stiffen flexible neural probes. An article by Lind et al. describes the use
of a gelatin to embed thin, flexible microelectrodes [36]. In vivo experiments showed that the body
was able to completely eliminate the gelatin, without forming a permanent scar. The neuronal cell
density in the immediate vicinity of the implantation site was only slightly reduced, with viable
neurons still remaining in the examined region of interest. The effect of the swelling of gelatin
is however not described and might result in additional compressive stress on the surrounding
cells. Lecomte et al. suggest the use of Polyethylene glycol (PEG) or silk as a coating material [37].
Despite its high Young’s modulus, silk fibroin is not commercially available and tedious to process,
making dextran a more interesting material. The alternative presented in the paper is the use of
PEG, which dissolves within seconds after contact with cerebrospinal fluid, resulting in the practical
problems that are mentioned before.

Overall, we can state that the conducted research proved that dextran is a practical and interesting
coating material to stiffen flexible neural probes during the implantation phase. Future research will
involve the use of dextran as a temporary coating material for an ultra-thin microelectrode array.

5. Conclusions

In this paper we presented and evaluated a novel coating method for flexible implants to improve
the chronic reliability of neural probes, which is mainly afflicted by the FBR. By adjusting the probe
stiffness to mimic that of brain tissue, this inflammatory reaction can be minimized, resulting in an
increased lifetime. Using thin, flexible polymers as a base material solves this problem, but comes
with its own limitations. To prevent buckling during surgical insertion the polymer probe needs
to be stiffened temporarily. For this purpose, a thin dextran coating is applied which increases the
critical load of the assembly. Additionally, the resulting stiffness and dissolution rate of the dextran
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coating can be tuned to the requirements of the user. All allegations were tested in a long-term in vivo
experiment. After four months of electrode implantation only a small lesion remained, enveloped by
scar tissue with an average thickness of 3 μm. Apart from a very small glial scar, no drop in neural
density was observed, therefore proving that the presented technology allows successful implantation
of highly flexible polymer-based neural probes without evoking a severe immune response.
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Abstract: Intracortical neural interfaces (INI) have made impressive progress in recent years
but still display questionable long-term reliability. Here, we report on the development and
characterization of highly resilient monolithic silicon carbide (SiC) neural devices. SiC is a
physically robust, biocompatible, and chemically inert semiconductor. The device support was
micromachined from p-type SiC with conductors created from n-type SiC, simultaneously providing
electrical isolation through the resulting p-n junction. Electrodes possessed geometric surface area
(GSA) varying from 496 to 500 K μm2. Electrical characterization showed high-performance p-n
diode behavior, with typical turn-on voltages of ~2.3 V and reverse bias leakage below 1 nArms.
Current leakage between adjacent electrodes was ~7.5 nArms over a voltage range of −50 V to 50 V.
The devices interacted electrochemically with a purely capacitive relationship at frequencies less
than 10 kHz. Electrode impedance ranged from 675 ± 130 kΩ (GSA = 496 μm2) to 46.5 ± 4.80 kΩ
(GSA = 500 K μm2). Since the all-SiC devices rely on the integration of only robust and highly
compatible SiC material, they offer a promising solution to probe delamination and biological
rejection associated with the use of multiple materials used in many current INI devices.

Keywords: neural interface; silicon carbide; robust microelectrode

1. Introduction

Neuro-engineering is an emerging field which not only seeks to develop engineered therapeutic
treatments for a variety of nervous system injuries and disorders, but also looks to understand
the functionality of the nervous system. One promising application of neurotechnology is the
brain-machine interface (BMI), also known as the brain-computer interface (BCI) [1–5]. Many BCI
systems target neuronal electrophysiological signals which interact with signal transducing systems
and processing algorithms so they can control external electromechanical devices, such as computers or
robotic assistants/limbs [6]. Stimulating BCI systems have modulated the electrochemical environment
around neurons to inhibit their activity, as has been demonstrated for Parkinson’s, epilepsy, and pain
management; more recently they have been used to replace lost sensory information, as seen with
commercial implants like the Cochlear and Argus II [7–9]. Using BCI as a bi-directional pathway
between electrically active cells and an external device would provide an optimal platform which could
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utilize closed-loop control, enabling adaptive therapeutic functionality and providing full sensory
response for robotic limb replacements.

While many BCI systems operate using noninvasive physiological interfaces, for example,
the electroencephalogram (EEG), invasive devices allow intimate contact with cellular populations,
thus increasing spatial and temporal resolution as well as signal-to-noise ratio (SNR). The intracortical
neural implant (INI) is an emerging technology which targets neurons in the motor cortex, but has
also demonstrated applications in the sensory and visual cortex [1,2]. INI can extract high-quality
electrophysiological signals, such as action potentials for the control of complicated external mechanical
devices [4,10].

Unlike current state-of-the-art implantable neural devices with macro-electrodes, e.g., deep-brain
and spinal cord stimulators, cortical INI devices have experienced major issues which have prevented
their increased acceptance and use in clinical therapeutic applications. One of the foremost problems
is a questionable long-term reliability, which has manifested itself as signal degradation leading
to complete loss of device functionality [11–13]. The reliability issue has been attributed to both
biotic and abiotic sources. While many INI are initially tolerated by the brain after surgical
implantation, the inflammatory response progresses in a pattern akin to neural degenerative diseases,
silencing nearby neural signals and eventually encapsulating the device in scar tissue [14,15].
Abiotic mechanisms have been attributed to chemical interactions, such as oxidation, leading to
corrosion of the device material [16–18]. Water absorption has also played a part and has been
linked to physical degradation, swelling, delamination, and cracking in multiple-material-layer
devices [12,16,17,19,20]. These issues must be addressed with the goal of extending the viability of
these devices from only a few years to multiple decades so that they can be sanctioned for widespread
use in humans.

One approach to addressing abiotic mechanisms has been the materials required to fabricate the
INI [21]. Many state-of-the-art INI devices are constructed using stacks of multiple materials, such as
silicon (Si), titanium (Ti), platinum (Pt), parylene C, and polyimide [5,22–24]. Not only must each
material tolerate the biological environment without exacerbating the inflammatory response, each of
the materials used must physically withstand the environment as well as interact well with each
other. Our group believes an alternative material strategy may address both issues simultaneously.
The device would be constructed exclusively of one material which has a demonstrated track record of
physical robustness, chemical inertness, and a great degree of biological tolerance: crystalline silicon
carbide (SiC) [25–31]. Additionally, the amorphous form of SiC (a-SiC) has also been demonstrated
as an effective insulating coating which does not take up water and is very compatible with neural
cells [25,32,33].

Here we report on the development, fabrication, and characterization of monolithic SiC
microelectrode arrays (MEAs). These arrays were composed completely of one material, SiC.
Hexagonal crystalline SiC (4H-SiC) served as both the substrate and conductive electrode elements.
Use of alternate polarity SiC, i.e., n- and p-type regions, creates a p-n diode to provide isolation.
a-SiC served as a conformal, top-side insulator coating to prevent the electrochemical environment from
shorting the p-n diode. The novel idea behind an all-SiC device is the concept that a single-material
system would be inherently more robust since it does not rely on the heterogeneous integration of
multiple dissimilar materials. Another benefit is that SiC uses the same well-established processing
techniques developed within the silicon device industry. The result of this study shows that
all-SiC microelectrodes interact with an electrochemical environment primarily through capacitive
mechanisms with an impedance comparable to gold electrodes. Furthermore, while it cannot deliver
charge as efficiently as other conventionally used microelectrode materials, like iridium oxide,
the expanded water window of SiC increases the capacitive charge delivery to levels on par with that
necessary to evoke physiological activity.
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2. Materials and Methods

2.1. All-SiC Device Fabrication Process

The all-SiC neural devices reported here were developed using standard semiconductor device
fabrication processes. SiC epitaxial wafers were grown at Linköping University (Linköping, Sweden)
via hot-wall chemical vapor deposition (CVD) [34,35]. A ~5 μm thick, low-doped (aluminum) p-type
epitaxial layer of 4H-SiC was homoepitaxially grown on a quarter wafer of 4◦ off-axis 4H-SiC (0001) [36].
The doping density of the p-type base epitaxial layer was ~1 × 1016 cm−3. This was followed by the
deposition of an opposite polarity 2.5 μm thick, heavily doped (nitrogen) n+ film which is known
to display semi-metallic conduction [36]. The two layers form a pn junction diode, which provided
electrical isolation between adjacent electrode mesa traces and offered minimal leakage current.

An insulating a-SiC film providing conformal surface insulation was deposited using a
PlasmaTherm model 730 Plasma-Enhanced Chemical Vapor Deposition (PECVD) system. The plasma
field frequency was set to 13.56 MHz, substrate temperature to 250 ◦C, and pressure to 900 mTorr.
Silane (SiH4) and Methane (CH4) were used as the reactive gas species at flow rates of 360 sccm
and 12 sccm, respectively [25]. Argon (Ar) was used as the carrier gas with a flow rate of 500 sccm.
Kapton™ tape was placed on a blank Silicon (Si) companion wafer prior to a-SiC deposition for
thickness measurement of the deposited film using a Dektak D150 profilometer. The scans additionally
allowed determination of film stress by scanning the deposited wafer pre and post a-SiC deposition
and utilizing the Stoney equation [37].

The fabrication sequence to realize the all-SiC microelectrode devices was detailed in
Bernardin et al. [38]; however, it has since been refined as explained here. Figure 1a shows the
mask design used to produce the single-ended all-SiC electrodes (top) and the test structures (bottom).
The as-grown p-n+ epiwafers’ surfaces were first functionalized with HMDS (Hexamethyldisilazane
Microchemicals GmBH, Ulm, Germany) followed by 15–18 μm of AZ-12XT-20PL positive photoresist
(Microchemicals GmBH). The photoresist was patterned by UV exposure (110 mJ/cm2) using a
Quintel Mask Aligner and developed using the AZ300 developer (Microchemicals GmBH). The thicker
photoresist layer than previously reported allowed the Adixen AMS 100 deep reactive ion etcher (DRIE)
to etch through 3 μm of the n+-doped epilayer, ensuring p base layer exposure and n+ conductive
trace isolation. The DRIE etched at an approximate rate of 1 μm per minute of SiC with a 0.5:1 mask
selectivity. The samples were then placed in the PECVD chamber for the deposition of 200 nm of a-SiC
as previously described. AZ-12XT (Microchemicals GmBH) was used to define windows in the a-SiC
film, thus allowing access to the contact pads for device packaging, as well as to expose the active
recording sites. The windows were then opened by removing the exposed a-SiC layer via reactive
ion etching (RIE) in a PlasmaTherm etcher. The process gases used for the RIE steps were 37 sccm of
CF4 and 13 sccm of O2. The process ran for 210 s, with power set to 200 W and pressure at 50 mTorr.
The formed window recesses were ~210 nm deep as measured via stylus profilometry.

High-quality ohmic contacts are necessary to transfer signals to and from the semiconductor and
the external circuitry [36]. Therefore, the process to create metal contact pads which allow connection
to commercial connectors has been optimized to improve device electrical connectivity. The metal
lift-off process was defined using a two-layer photoresist step as follows: A 2 μm lift-off resist (LOR10B
MicroChem Corp., Westborough, MA, USA), followed by 5 μm of AZ-12XT-20PL, a positive resist.
Once exposed to UV and developed, a thin film of titanium (Ti), followed by Nickel (Ni), was deposited
in sequence via RF sputtering without breaking vacuum. Liftoff was performed in a Microposit™
Remover 1165 bath. The contacts were then annealed in a rapid thermal processor (RTP) at 1000 ◦C for
30 s to form a Ti/Ni silicide. A secondary metal lift-off process was performed using Ti and Gold (Au)
deposited onto the annealed Ti/Ni stack. The final stack was annealed at 450 ◦C for 30 min and ohmic
contact confirmed via IV measurements.
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(a) (b)

Figure 1. All-SiC planar device used for electrical and electrochemical testing. (a) Single-ended
electrodes (top) with various recording areas (diameters of 25, 50, 100, 400, and 800 μm) and test
structures (bottom) consisting of p-n diodes and resistor mesas of various length and width. An optical
micrograph of fabricated all-SiC single-ended electrodes, with 100 μm diameter active recording sites,
is provided (top right). Bright areas are windows in the a-SiC insulator. (b) One end of the all-SiC
interdigitated electrode (IDE) showing a metal contact pad (top) and a portion of the two interdigitated
50 μm wide mesas of n+ on p base layer with a pitch of 25 μm.

2.2. All-SiC Evaluation Devices

Two structures were fabricated to characterize the electrical capabilities of the all-SiC devices.
In Bernardin et al. [38], all of the electrodes tested were of a single size with a 25 μm recording tip
diameter, but varied in lead length from 4 to 10 mm. While we established that trace length did not
significantly affect the overall electrical impedance, it has been shown that the geometrical surface area
(GSA) of an electrode can be an important factor in overall performance [24]. Therefore, 20 single-ended
planar electrodes were constructed with different recording tip diameters of 25, 50, 100, 400, and 800 μm
to extract performance as a function of GSA, as shown in Figure 1a. Four (4) planar electrodes of each
GSA were fabricated per die. All electrodes had the same lead wire (i.e., the n+-doped mesa) length of
3.5 mm and were ~3 μm thick and 50 μm wide.

An important consideration for any electrical device is signal leakage and cross-talk between
traces. While many of the INI devices use an insulating material as the basis for metal trace isolation,
the semiconductor properties of our single crystal material allow the use of p-n junction isolation to
serve this function. Furthermore, the surface coating of a-SiC prevents the p-doped substrate and
n-doped trace regions from being shorted together when immersed in electrolytic media. To evaluate
the efficacy of this insulation strategy, interdigitated electrode (IDE) devices were fabricated to evaluate
the insulating properties and reliability of the a-SiC coating and p-n isolation between adjacent traces.
The IDE devices consisted of two electrodes which were 50 μm wide and 3 μm high. Each of the
electrodes contained 22 digits with a length of 1 mm and were spaced 100 μm away from their adjacent
digit. Both electrodes were fitted within each other at a spacing (pitch) of 25 μm, with a total enclosed
interaction length between both electrodes of 4.5 cm.

2.3. SiC Doping and PN Isolation Evaluation

The doping density of the conductive electrode layer was calculated through the characterization
of a Schottky diode using the method described by Schroder [39]. Briefly, capacitance/voltage (C/V)
and current/voltage measurements (IV) were used on the epitaxial stack prior to device fabrication.
An LEI 2017b Mercury (Hg) Probe (Lehighton Electronics, Inc., Lehighton, PA, USA) created a Schottky
junction when the Hg came into contact with the top n+ epitaxial layer of the wafer. The Hg probe
is equipped with a Schottky dot diameter of 0.64 mm and a 3.81 mm diameter Hg return contact.
IV measurements were initially performed, sweeping the voltage from −5 V to 5 V at a rate of 0.5 V/s
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with a Keithley 2400 SourceMeter (Tektronix, Inc., Beaverton, OR, USA) to extract the forward bias
turn-on voltage of the Schottky diode. C/V measurements were then made using a Keithley 590 CV
Analyzer (Tektronix, Inc.) The C/V measurements were performed by sweeping the voltage 1 V under
the reverse bias of the Schottky junction. Measurements were taken at a frequency of 1 MHz and at a
rate of 150 mV/s. The C/V measurements were then used to calculate doping density.

As previously described, p-n junctions formed during 4H-SiC epitaxial growth were used to
provide electrical isolation between electrodes. PN diodes characteristically pass current in only
one direction after a potential is provided, known as the turn-on voltage, while they resist current
flow in the opposite direction until a second potential is achieved, known as the reverse breakdown
voltage. IV measurements were utilized to establish the turn-on potential, characteristic reverse
leakage current, and reverse breakdown voltage. PN diode test devices were included on the all-SiC
single-ended electrode die (Figure 1a bottom) consisting of a square, n-doped epilayer mesa with a
metal contact which was surrounded by a second metal contact to the p-doped base epilayer separated
by 10 μm. The Keithley 2400 SourceMeter was used to facilitate IV measurements from potential limits
of −20 V to 5 V at a rate of 0.5 V/s. Turn-on voltage was estimated by plotting current vs voltage on a
semi-logarithmic current scale, and extrapolating the linear forward current to where it intersects the
voltage axis. The reverse breakdown voltage occurs at the point where the diode’s current increases
rapidly with the applied reverse voltage and we used 1 nA as our quantitative measure of reverse
breakdown voltage for comparative purposes. The reverse leakage current was estimated from the
root mean square of the current between the turn-on and breakdown potentials.

The IDE devices (Figure 1b) were evaluated to examine the isolation between distinct traces.
In this case, complete isolation consisted of two back-to-back p-n junction diodes, both requiring large
biases to surpass. The IDEs were characterized using the Keithley 2400 SourceMeter. The source
contact was connected to one of the two outer electrodes of the IDE, and the return contact was
connected to the center, or common, electrode. IV measurements were performed from potential limits
of −50 to 50 V at a rate of 5 V/s. Device failure was marked using the same criteria as used for the
junction diode evaluation (i.e., when the current exceeded 1 nA). We tested a total of 10 IDE structures.

2.4. Electrochemical Characterization of 4H-SiC Material

All electrochemical evaluations were performed in phosphate-buffered solution (PBS) of
composition 137 mMol NaCl, 27 mMol KCl, 100 mMol Na2HPO4, and 17.6 nMol KH2PO4. The pH was
titrated using HCl to reach 7.4 pH. All measurements were taken at laboratory temperature of ~22 ◦C.
A model 604E Series Electrochemical Analyzer/ Workstation (CH Instruments Inc., Austin, TX, USA)
and vendor-provided software were used to characterize the 4H-SiC electrodes using cyclic
voltammetry (CV) and electrochemical impedance spectroscopy (EIS). A three-electrode system was
used consisting of a 127 μm diameter, ~5 cm wide Pt wire (A-M Systems, Sequim, WA, USA), a 5 cm
long Ag|AgCl reference electrode of 254 μm diameter, and the all-SiC electrode working electrode.

The EIS and CV measurements were performed on four (4) die containing 20 electrodes of five
different sizes (N = 16 for each electrode size). EIS measurements consisted of the application of a
10-mV root mean square (rms) sinusoidal wave at a frequency range between 0.1 Hz and 100 KHz,
and recording of the returned current response 12 times per decade. A circuit model representation for
the 4H-SiC electrochemical interface was selected from [40,41] as a basis for interpreting electrochemical
impedance spectroscopy data. This model was used in ZSimpWin software (Amtek Scientific
Instruments Inc., Austin, TX, USA) in an iteration mode to calculate values for the circuit components.

The initial CV measurement started at the open circuit potential, swept to the negative potential of
−0.6 V at a rate of 50 mV/s, reversed direction to the positive potential of 0.8 V, and returned
to the negative potential, repeating the cycle three times. The potential limits of −0.6 to 0.8 V,
which correspond to the limits reported for Pt, were chosen to allow direct comparison with previously
published results [24,42]. A second CV measurement was performed using the same boundary
conditions, but the potential limit was widened 0.1 V after each complete scan. Once it was noticed that
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the onset of a large current occurred, which was a typical marker of water electrolysis, that potential
became that electrode’s extended limit. The sweeps were performed until both oxidation and reduction
potential limits were established, after which the final three CV sweeps were performed.

3. Results

3.1. Device Characterization

Capacitance versus voltage measurements of Schottky contacts to the n+ layer verified that the
doping on the n+ epi layer was on the order of 3.45 × 1018 cm−3 which was consistent with our
epi-doping estimates of ~3 × 1018 cm−3 from prior growth runs using the same level of intentional
nitrogen doping [38]. Typical doping of the p-type base epitaxial layer was ~1 × 1016 cm−3. Figure 2a
displays a semi-log IV plot from a selected p-n junction diode. The p-n diode measurements showed a
high-performing p-n diode with a typical turn-on voltage of ~2.3 V and a reverse bias leakage that
fell below our equipment limit of less than 1 nA. The turn-on voltage value is comparable to values
reported in the literature [36,43,44].

The n-p-n junction, which isolates adjacent leads through the substrate, was also tested by
repeating the IV measurements using the contact pad of one device to the contact pad of its neighboring
device. This test helped demonstrate the effectiveness of the n-p-n junction in isolating individual
electrodes (and devices) from one another. These measurements were performed under dry (air)
conditions at a voltage range of −50 to 50 V. Figure 2b shows that the n-p-n diode has a slight current
leakage of less than 7.5 nArms over the measured voltage range.

Of the 20 IDE devices tested (Figure 2c), only 2 demonstrated a significant current flow at the
turn-on potential for the junction diodes (2.3 V) and 4 IDEs showed current flow at cathodic potentials
between −16 V to −50 V. The remaining 14 forward-biased electrodes continued to block currents to
at least −50. Under reverse bias, 5 IDEs experienced leakage currents of more than 1 nA between 6 V
to 35 V, while the remaining 15 continued to block up to 50 V.

(a) (b) (c)

Figure 2. All-SiC device electrical characterization. The electrical properties of the device were first
tested by performing current vs voltage (IV) measurements on the fabricated test structures. (a) IV
measurements were performed over a range of −20 V to 5 V on the p-n diodes post fabrication.
The results, shown on a semi-log plot, demonstrate a typical forward-biased turn-on voltage of ~2.3 V
and a leakage current well below 1 nA out to −20 V. (b) Conductive trace mesa isolation measurements
via IV sweeping from −50 to 50 V in air. Note that the long p-n junctions provided excellent isolation
with a slight current leakage of less than 7.5 nArms over the measured voltage range. (c) Histogram from
the insulation/isolation measurements performed on 20 IDE structures of Figure 1b. IV characterization
for 20 IDE devices were taken from −50 V to 50 V. Of the 20 devices, only 2 showed significant current
flow at the p-n junction’s turn-on voltage (−2.3 V), while 4 IDEs showed current flow at cathodic
potentials between −16 V to −50 V and the remaining 14 continued to block to at least −50 V. Under
reverse bias conditions, 5 IDEs experienced leakage current between 6 V to 35 V, while the remaining
15 continued to block up to 50 V.
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3.2. Electrochemical Characterization

The results from the EIS performed on the 4H-SiC electrodes in 7.4 pH aerated PBS are shown in
Figure 3a. The electrode interaction with the electrolyte displayed a nearly purely capacitive property
at frequencies less than 10 kHz, as is displayed by the phase angle of ~80 ◦C for the electrodes with less
than 7.85 K μm2 geometrical surface area. Another notable trend was that the impedance decreased
with an increase in electrode area. Figure 3b displays the impedance and phase obtained from the
electrodes when measured at 1 kHz, the frequency associated with the action potential associated with
cortical neural processes. The smallest electrode (496 μm2) had an average impedance of 675 ± 130 kΩ,
which decreased to 46.5 ± 4.80 kΩ for the largest, 500 K μm2 area electrodes. The trend lines added to
the graph show a relative linearity associated with all the electrodes.

(a)

(b) (c)

Figure 3. (a) Electrochemical impedance spectroscopy (EIS) performed on 4H-SiC electrodes of varying
geometrical surface areas (GSA). The error bars represent the standard deviation. The inset shows
the basic circuit model which produced an impedance profile which was similar to that which was
obtained in experimental investigation. (b) A box and whiskers plot for the impedance and phase of
the 4H-SiC electrodes at the frequency of 1 kHz across the 5 tested areas. The mean impedance and
phase is represented with a dot. (c) The value of the space charge capacitance (CSC) obtained through
the electrochemical modeling of the EIS for the 4H-SiC electrodes divided by the geometric surface
area of each electrode. All tests were performed in PBS that was naturally aerated (i.e., no N2/Ar gas
bubbling to remove dissolved O2) and possessed a pH of 7.4.

The inset in Figure 3a shows the circuit model which was used in the ZSimpWin software to predict
the impedance response similar to the data obtained from our actual electrodes. The circuit model
consists of the Helmholtz double-layer capacitance (CH) and Faradaic resistance (RF) normally seen in
a Randles circuit model, but includes an additional component exclusive to semiconductors [40,41].
The additional component models the capacitance of the space charge region (C) and the accompanying
charging component corresponding to the speed of the change in surface state (RSS and CSS).
These components are directly derived from the metal/semiconductor junction, where the interaction
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of the electrolyte and semiconductor leads to the fixation of the Fermi level and a bending of the
conduction and valence energy bands which, in turn, drive the semiconductor surface into depletion.
The Faradaic impedance (RF) started near 1 GΩ for the largest electrode, increasing to approximately
6 GΩ for the smallest electrodes. The Helmholtz double capacitance (CH) was on the order of 3 nC for
the large-scale electrodes and approached 0.5 nC for the small electrodes. The surface state resistance
(RSS) was in the hundreds of kΩ with the smallest electrodes and was only in the tens of kΩ for the
largest electrodes.

Figure 4a displays select representative CV curves for each of the electrodes reported in this study
taken across the potential water limit for Pt. Figure 4a, on the other hand, shows select curves using
the extended water window from the all-SiC electrodes. Both micrographs demonstrate a decrease in
the hysteresis cycle when the area is decreased. Once again, CV data supports a dominant capacitive
interaction mechanism with the electrolytic ions. The current remains constant for the CV sweep,
until it nears the potential limit on either side of the test. At this point, the charge potential is reversed,
leading to a large influx of current which follows the resistor-capacitor (RC) charging process. After the
charging, the current once again remains constant until the next potential ramp shift. While many
of the devices produced curves that were strictly capacitive, a few of the electrodes show increased
Faradaic oxidation currents. These oxidation reactions were noticed exclusively on the tests where the
potential limits were being evaluated, and an example can be seen in Figure 4b on the 7.85 K μm2 area
electrode. A second observation was that the coupled reduction current was not present on the same
electrodes. While these electrodes posed an electrochemical difference, the overall interaction was
relatively consistent. This is seen in the variability lower than 5% for the potential limits. The cathodic
potential limit was observed to be −1.98 ± 0.08 V while the anodic limit was 2.77 ± 0.07 V.

(a) (b)

Figure 4. (a) CV plot showing a single curve from the cyclic voltammetry evaluation of a select 4H-SiC
electrode. The curves were bounded at the potentials typically used for platinum or iridium electrodes
of −0.6 V and 0.8 V. The inset shows detail for the three smallest electrodes. (b) A plot of the second
CV curve from a select electrode. The ramp rate was the same as for (a), but the potential limits were
extended to the onset of a large current flux. All tests were performed in PBS that was naturally aerated
(i.e., no application of gas bubbling) and possessed a pH of 7.4.

The difference between the electrodes is more apparent when evaluating the overall charge storage
capacity (CSC) and charge delivered per phase. Table 1 displays the mean and standard deviation of
the mean for all the tested electrodes. The electrodes once again demonstrate a simple area relationship.
The smaller electrodes have the largest values for CSC, which decreases with the increase in area.
The largest electrodes deliver the largest amount of charge per phase, which decreases with a decrease
in area.
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Table 1. Cathodic and anodic charge storage capacity and charge per phase *.

Cathodic Anodic

Electrode
Area (μm2)

Charge Storage Capacity
(mC/cm2)

Charge Per Phase (nC)
Charge Storage Capacity

(mC/cm2)
Charge Per Phase (nC)

−0.6 to 0.8 V −2.0 to 2.8 V −0.6 to 0.8 V −2.0 to 2.8 V −0.6 to 0.8 V −2.0 to 2.8 V −0.6 to 0.8 V −2.0 to 2.8 V

502,651 4.38 × 10−3

(1.24 × 10−4)
8.00 × 10−2

(0.644)
22

(0.625)
380

(0.642)
3.70 × 10−3

(4.81 × 10−5)
0.257
(0.52)

18.4
(0.242)

1340
(0.520)

125,663 1.18 × 10−2

(1.42 × 10−3)
8.61 × 10−2

(1.60 × 10−2)
14.8

(1.78)
108

(20.1)
7.02 × 10−3

(2.9 × 10−4)
0.115

(2.28 × 10−2)
8.82

(0.369)
144

(28.7)

7854 2.98 × 10−2

(2.60 × 10−3)
1.01

(0.185)
2.34

(0.204)
79.5

(14.5)
6.22 × 10−2

(3.10 × 10−3)
1.29

(0.113)
4.89

(0.244)
102

(8.87)

1964 6.46 × 10−2

(2.07 × 10−3)
1.51

(0.167)
1.27

(4.06 × 10−2)
29.6

(3.27)
0.177

(9.22 × 10−3)
1.37

(0.187)
3.48

(0.181)
27

(3.66)

491 0.194
(5.67 × 10−3)

5.53
(1.38)

0.953
(2.78 × 10−2)

30.4
(6.63)

0.406
(2.22 × 10−2)

5.42
(0.666)

2.00
(0.109)

41.7
(3.81)

* Data displayed for both the standard Pt water window as well as for the water window empirically derived for
SiC. Standard deviation of the mean is shown in parentheses.

4. Discussion

Both the neuroscience and biomedical communities have been focused on improving the overall
reliability of implantable microelectrode systems. Complications have been demonstrated to arise
from both biotic and abiotic mechanisms. Biotic systems have been connected to the inflammatory
response, which has been linked to material modulus mismatch and foreign body response, resulting
in a tissue response on par with neural degeneration [45–47]. Material degeneration, oxidation,
water absorption, swelling, stress fractures, and delamination have all been associated with abiotic
mechanisms [12,20,48–50].

For many implantable neural interface (INI) devices, the electrical interaction with the
physiological environment has been an electrode. While electrodes are in their simplest form devices
composed of at least one conductive material and one insulating material, overall device reliability
remains complicated. The fact that the device needs to be fabricated from at least two materials
raises concern on dissimilar material surface interaction in order to minimize delamination [12,51–53].
The materials are constantly exposed to a harsh, oxidizing environment with large variation in
pH, which has required a careful evaluation of chemical resistivity to avoid degeneration and
production of chemical species which are toxic or exacerbation of the inflammatory response [45,54].
Another consideration has been the characterization of the electrochemical interface, where Faradaic
reactions have required careful consideration to avoid the generation of harmful reactive species and
hydrogen/oxygen gasses [55,56]. Finally, a recent focus has been on material hardness and flexibility as
there has been evidence showing that a mismatch between the mechanics of the material and soft tissues
which are in constant micromotion has generated additional biological damage [47,48,57]. For clarity
it should be noted that the all-SiC concept presented here does not address the micromotion issue.

While conductors and insulators are normally the materials of choice for electrode fabrication,
another class of materials, semiconductors, offers an interesting fabrication methodology that
allows electrode construction from a single-material system. The advantage of this method is that
delamination is highly improbable. Semiconductors, unlike conductors, require a certain amount
of applied potential to promote electrons from the valence band, over the forbidden energy band
gap and into the conduction band where they can move freely; however, while this energy level
is much smaller than that required for insulators, it still is much larger than the potential found in
neuronal signals. This issue has been solved by the fact that semiconductors have been modified into a
much more conductive state through the addition of atoms into their crystalline matrix, referred to
as dopants. Unlike traditional metallic conductors, these dopant atoms enable conduction through
either the donation of an electron into the conduction band of the semiconductor, thus producing
n-type “electron-rich” material, or by accepting valence band electrons, thus creating “holes” to create
a p-type, or positively charged, semiconductor. By switching the dopant type (donors for n-type or
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acceptors for p-type) during semiconductor growth, a junction is created between the n- and p-type
materials. At this PN junction, electrons from the n side diffuse to the p side, while holes from the p
side of the junction diffuse in the opposite direction. This creates a region devoid of mobile carriers
which then blocks the flow of further mobile charge carriers. This rectifying junction thus blocks
current flow and only through the application of a bias potential, called forward bias, may appreciable
diffusion current flow again. In a silicon PN diode this potential is ~0.7 V, whereas in 4H-SiC it is
~2.3 V. Thus, a wide-bandgap semiconductor is advantageous since the diode remains in its off state at
considerably higher potentials.

Semiconductor junction electrode isolation was demonstrated in the Utah intracortical array,
now known as the Blackrock microelectrode array [58,59]. Although the feasibility of the method
was demonstrated, p-dopant thermo-migration shorted multiple electrodes together and a large
surface contamination required silicon dioxide surface passivation. One important factor which was
mentioned concerned stimulation. At voltages above 0.7 V, the silicon junction forward turn-on
voltage, the diode turned on and injected current into the substrate, thus shorting all of the electrodes
together. Later reports have shown that silicon and its related material derivatives (SiO2 and Si3N4)
have been connected to chronic neuroinflammation, most likely due to chemical reactivity and physical
modulus mismatch [11–13,60]. Many other semiconductor materials demonstrate traits that would
not allow their use in reliable INIs, such as gallium arsenide, and have demonstrated biological
toxicity [61]. Diamond and gallium nitride have demonstrated elements of anodic oxidation and
subsequent material corrosion [62,63]. Boron nitride has demonstrated an extremely low electron
mobility, leading to increased resistivity and signal attenuation [64]. While these issues from many
semiconductor materials limit their ability for use in INI applications, one semiconductor material,
silicon carbide (SiC), appears ideally suited for reasons which will now be explained.

Silicon carbide is a semiconductor which possesses extreme resistance to corrosive chemistries,
experiences only limited oxidation, and has demonstrated no appreciable toxicity [65–68]. We have
demonstrated that hexagonal silicon carbide junction isolation electrode devices have a much higher
forward bias turn-on potential than Si (2.3 V vs. 0.7 V). The Utah microelectrode array was driven into
forward bias conditions during the application of anodic potential stimulation, at levels of nominally
~0.8 V, which ensures that the device remains within the safe water window for Pt. While our device
used a similar junction isolation technique, there are major differences which enhanced our successful
application of a single-material electrode. First, our electrodes are composed of heavily doped n-type
4H-SiC, while our substrate is lightly doped p-type 4H-SiC, which forms the junction isolation bias.
The 4H-SiC device isolation would actively pass minority carrier current into the substrate with
cathodic stimulation greater than −2.3 V, which thus represents the upper limit in applied bias.
This junction configuration also required the application of potentials well in excess of 50 V to bias the
junction into reverse breakdown. While 5 electrodes (25%) demonstrated a failure to sufficiently block
reverse potentials between 6 V and 50 V and demonstrated significant breakdown current, this failure
was well above the anodic water window of 2.8 V. Therefore, we conclude the possibility of device
failure due to anodic bias to be very small.

It was noticed that the devices were not functioning in the same way as reported in the Utah
investigation once the turn-on potential was reached. Application of cathodic potential to the IDE
electrodes revealed that only two (2) demonstrated a significant current flow at potentials above
−2.3 V, the turn-on potential for the junction diodes. Only 4 more electrodes showed current flow,
and that happened at cathodic potentials between −16 V and −50 V. The remaining 14 forward-biased
electrodes continued to block current to at least −50 V. At forward junction potential, the current
was offered two parallel pathways. One was a large surface area, essentially the entire 2-dimensional
contact area enclosed within the electrode and the trace added together, with a very short length that
connected to the entire device surface area of the n-type substrate. The second path consisted of a
surface area composed of the 5 μm thick p-type layer and the length of one side of the electrode (1 mm).
The spacing between the electrodes was 100 μm. The substrate provides a good sink (<1 Ω resistance)
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which is more favorable than the pathway to the neighboring adjacent electrodes (>10 KΩ resistivity).
Of course, the further away the electrodes are, the greater the signal attenuation. Unfortunately,
one issue exists with injecting current into the substrate in that it is potentially in contact with the
electrochemical environment. The substrate would have to be totally encapsulated in a-SiC to safely
operate (i.e., the backside and edge of the device would need to be coated with a-SiC).

It should be noted that while our device is constructed from a single material, SiC, it was not
a single piece of material. a-SiC has demonstrated excellent insulating capability, both in vitro and
in vivo, and does not allow diffusion of metal ions (Na, K, Fe) as has been observed with SiO2 [33,69].
The a-SiC coating that we chose was extremely thin, at ~200 nm, increasing the chance to reduce
its insulating properties, which would potentially short both sides of the junction diode together.
A thicker insulating film can be used in next-generation devices. We have shown that the pn junctions
provide excellent substrate isolation, but this single junction isolation showed issues 20–30% of the
time. The solution to both issues would be to bury the n+ conductor layer under a p-type epitaxial
layer and then form an n+ conductive via through the p-type film to the device surface by use of ion
implantation, which is a common process step in SiC power electronic devices. An added benefit of
this increase in complexity would be that this could add active negative bias on the innermost layer,
thus ensuring a counter bias against an active junction [70].

Many commonly used electrode materials use dual mechanisms to exchange charge within
an electrochemical environment. These materials have a Faradaic element, wherein the charge is
transferred through a surface oxidation or reduction reaction [71–73]. Materials that rely heavily
on this charge transfer mechanism are the noble metals and iridium oxide (IrOx). The secondary
method is through capacitive means, normally due to the absorption of water—which is an excellent
insulator—across the surface of the electrode; this essentially leads to a separation of the charged ions
in the electrolyte and electrons in the electrode, giving rise to a parallel plate capacitance [74]. Titanium
nitride (TiN) and carbon materials have been associated with this capacitive mechanism to transfer
charge [75–77]. With materials that primarily rely on capacitive charge transfer, large surface areas are
desired to achieve increased charge transfer.

Five all-SiC electrodes of increasing geometrical surface area, via doubling electrode diameter
from 25 to 800 μm (200 μm was left out to save real estate), were characterized electrochemically
in PBS. Our previous investigation evaluated only 25 μm diameter electrodes and demonstrated
capacitive interaction with little Faradaic activity [38]. That study demonstrated that 4H-SiC fits the
same electrochemical model as reported for semiconductor electrodes [41,78]. 4H-SiC is extremely
chemically resistant, only possessing limited surface oxidation for Faradaic chemical electron transfer,
thereby increasing overall impedance and resulting in a reduced current transfer path. Instead,
SiC demonstrated charge transfer through a parallel capacitive pathway. Unlike metallic conductors
which rely mainly on double-layer capacitance for charge transfer, semiconductors possess an
additional capacitive element. Charged ions on the surface of the semiconductor form a Schottky
barrier, where the Fermi energy level equalizes, resulting in bending of the valence and conduction
bands. Just as with the junction diode, majority carriers deplete through electron-hole annihilation,
resulting in the presence of a space charge region [41,78]. This space charge region creates a large
distance between the semiconductor bulk charge and the ions on the surface when compared with the
double layer, leading to much smaller capacitances. At levels of doping below 1019 cm−3, the space
charge capacitance, which is in series with the double-layer capacitance, dominates the overall electrode
capacitance [41,78].

Electrochemical characterization allowed us to evaluate the electrical functionality for the various
4H-SiC electrodes with respect to area. The electrochemical impedance of 4H-SiC electrodes versus
geometric surface area, obtained at a frequency of 1 kHz, has been indicated in the box plots
displayed in Figure 3b. The semiconductor electrochemical circuit model described earlier was used to
calculate the resistive and capacitive elements for the electrodes, and the space charge capacitance and
double-layer capacitance are displayed in Figure 3c. The overall resistance of the electrodes, modeling
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the electron exchange through chemical interaction between the electrode surface and the ionic media,
increases exponentially with increasing surface area. This finding is in line with chemical reactions
which are surface limited.

The differences between the two capacitive elements show that our devices possessed irregularities
that need to be investigated. While the double-layer capacitance showed that an increase in capacitance
accompanied increasing area, the capacitance associated with the space charge, or depletion, region of
the semiconductor does not show an appreciable increase with surface area but stays nearly constant.
Close examination of the electrodes with 7.85 K μm2 or less showed an increasing capacitance with
increasing surface area, while the electrodes of 125 K μm2 or greater showed an inverse relationship.
The static capacitance has also been displayed through individual CV micrographs where Figure 4a
showed an increasing current saturation for each electrode size, from smallest to largest. However,
Figure 4b shows that electrodes larger than 125 K μm2 surface area possess nearly the same level of
current saturation throughout the potential ramp. If the Helmholtz double-layer capacitance increases
with surface area, and the potential rate remains the same, the lack of increased current associated
with increased electrode diameter could be attributed to an issue with the space charge capacitance
(CSC). Research has indicated that increasing Schottky interface area does not change depletion depth,
but instead leads to increased effects due to edge effects [79–81]. Additionally, while fringing effects
usually increase the effective capacitance, resistive shunts are formed at the edge of Schottky barriers
which effectively reduce current [81]. It should also be noted that decreased capacitance has been
reported due to crystalline defects [82]. Epitaxial growth defects known as carrots (or comet trails)
defects, island growth, and step bunching have been directly associated with Schottky rectification [83].
Although reported defect densities are low for 4H-SiC (10–20 per cm2), our large-area electrodes
increase the chance of containing at least one defect per device. To overcome some of these issues,
double-trench isolation, consisting of multiple layers of alternating p- and n-type material, along with
the addition of semi-insulating or intrinsic layers around the devices could provide additional leakage
isolation and guard rings to counter edge effects [70]. As with all solutions, the process would require
additional device complexity, with additional epitaxial growth stages, masking, and processing stages.
However, it would also allow one additional benefit in that the double-trenched electrodes would not
require an external a-SiC coating, making the device truly monolithic, composed of a single crystalline
material, eliminating the possibility of insulation delamination altogether.

Microelectrode neural implantation devices normally have electrodes with areas in the thousands
of μm2, or even smaller. Issues were discovered with the 4H-SiC electrodes with geometric area larger
than 8000 μm2 used as comparison when evaluating the capabilities of these electrodes concerning
cathodic charge storage capacity (CSCc). The CSCc for 4H-SiC electrodes with a potential limit of −0.6 V
was 64 μC/cm2 for electrodes of 7854 μm2 area, increasing to 194 μC/cm2 for 490 μm2. Increasing the
potential window to −2.0 V, the CSCc was 1.51 mC/cm2 for an area of 7854 μm2 and 5.53 mC/cm2 for a
490 μm2 area. Comparatively, these electrodes demonstrate charge storage comparable to that reported
for Pt electrodes (0.8–1.6 mC/cm2 for 6500 μm2) [84], and only slightly lower than that reported for TiN
(2.47 mC/cm2 for 4000 μm2) [85]. 4H-SiC has demonstrated an electrochemical interaction dominated
through capacitive electron transfer, much like TiN. Materials like poly(3,4-ethylenedioxythiophene)
(PEDOT) (11.4 mC/cm2 for 4000 μm2) [86], activated iridium oxide (AIROF) (24.0 mC/cm2 for
1000 μm2) [87], and electrodeposited iridium oxide (EIROF) (48.7 mC/cm2 for 385 μm2) [33] achieve
electron transfer through Faradaic chemical reaction mechanisms, leading to larger CSCc values
exceeding capacitive 4H-SiC by at least a factor of 10.

However, there are many improvements that can be made to put SiC on a slightly better
stimulation footing. The first is to increase the doping density. A boron-doped diamond coating
(2 × 1021 cm−3) was used on a 5000 μm2 area electrode with a CSCc of 10 mC/cm2, which is
comparable to the value reported for PEDOT [88]. The increased charge storage required multiple
improvements, but 4H-SiC can use the same methods. Like 4H-SiC, the diamond required an extended
potential of −2 to 1.5 V to increase its capacitive charge delivery. An increase in the doping levels
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of 4H-SiC to at least 1020 cm−3 will decrease the resistance of the electrode through an increase of
majority charge carriers. The hole mobility of boron p-type doping in diamond was 50 cm2/Vs at 300 K
for 1021 cm−3 [89]. Achieving a doping level of 1020 cm−3, an order of magnitude lower, would be
more realistic for 4H-SiC as it requires ion implantation and subsequent dopant activation to achieve
levels of doping above 1019 cm−3. The electron mobility for n-type 4H-SiC would be comparable to
the reported level for diamond, around 30 to 50 cm2/Vs [90]. The diamond reported in [88] was highly
nanostructured, producing a large increase in surface area. The SiC electrodes reported here were
relatively flat. Many methods have been reported that can increase the surface area of SiC, like the
formation of surface nanostructures or creating a more porous surface [91–93]. However, as we have
demonstrated with our large-area electrodes, increasing the surface area of SiC may not produce a
straightforward increase in electrochemical interaction and would require more investigation.

We have demonstrated a 4H-SiC electrode composed of single crystal, n-type semi-metallic
material grown on a p-type base and reported on the suitability of this material system for biological
utilization. Here we show that 4H-SiC interacts within an electrochemical environment primarily
through a capacitive mechanism, dominated by a Schottky depletion capacitance instead of the classic
double-layer capacitance. Additionally, the two-layer doping junction provided excellent, low-leakage
isolation through the substrate, superior to that demonstrated by silicon devices. It is interesting to
note that while PN junction isolation did perform as expected, there is the possibility of AC signal
coupling across the junction for large signal amplitudes if the junction is not DC biased into reverse
bias. Since we are able to control the potential between the p base layer and the n+ semi-metallic layer
(and, thus, the electrochemical environment) such that the PN diodes are in reverse bias, we do not
anticipate that this will be an issue, but it certainly is an important issue that must be accounted for
during device operation. Finally, the impedance of the material is comparable to those of many of
the noble metals, like gold and platinum, but the charge storage capacity was lower than those of
commonly used materials like iridium oxide and PEDOT. The electrodes have demonstrated adequate
functionality and should be able to interact within the physiological environment and interface with
electrically active tissue and cells.

5. Conclusions

A monolithic all-SiC MEA has been fabricated, where 4H-SiC served as the base (substrate),
as well as the conducting traces (electrodes) of the device, while a-SiC was used as the insulating
layer. Conventional silicon photolithographic processing techniques where employed in the design
and fabrication of the all-SiC device. Electrical testing of the p-n+ junction demonstrated that the
4H-SiC device is capable of blocking a forward-biased voltage up to 2.3 V and a reverse voltage of
more than 10 V. Furthermore, electrochemical results show that the 4H-SiC microelectrodes interact
with an electrochemical environment primarily through capacitive mechanisms and have impedance
comparable to that of gold electrodes. However, the 4H-SiC devices cannot deliver charge as efficiently
as other conventionally used microelectrode materials, such as iridium oxide. Using the already
established silicon processing techniques, a variety of different forms of monolithic SiC neural devices
are possible such as the single- or multiple-shank planar neural probes. All studies and data collected
thus far indicate that the monolithic SiC neural device can aid in the advancement of chronic INI use
in clinical settings. However, to demonstrate a fully functional INI device, further studies must be
performed. Future work includes conducting accelerated aging experiments with our all-SiC device to
test the performance and stability of the insulating a-SiC film. This future study will evaluate whether
our insulator adheres to the all-SiC device or delaminates under physiological conditions. In addition,
extensive in vivo studies will be conducted to determine the extent to which the neural probes will
function post implant.
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Abstract: We demonstrate a method of neurostimulation using implanted, free-floating, inter-neural
diodes. They are activated by volume-conducted, high frequency, alternating current (AC) fields and
address the issue of instability caused by interconnect wires in chronic nerve stimulation. The aim of
this study is to optimize the set of AC electrical parameters and the diode features to achieve wireless
neurostimulation. Three different packaged Schottky diodes (1.5 mm, 500 μm and 220 μm feature
sizes) were tested in vivo (n = 17 rats). A careful assessment of sciatic nerve activation as a function
of diode–dipole lengths and relative position of the diode was conducted. Subsequently, free-floating
Schottky microdiodes were implanted in the nerve (n = 3 rats) and stimulated wirelessly. Thresholds
for muscle twitch responses increased non-linearly with frequency. Currents through implanted
diodes within the nerve suffer large attenuations (~100 fold) requiring 1–2 mA drive currents for
thresholds at 17 μA. The muscle recruitment response using electromyograms (EMGs) is intrinsically
steep for subepineurial implants and becomes steeper as diode is implanted at increasing depths away
from external AC stimulating electrodes. The study demonstrates the feasibility of activating remote,
untethered, implanted microscale diodes using external AC fields and achieving neurostimulation.

Keywords: wireless; implantable; microstimulators; neuromodulation; peripheral nerve stimulation;
neural prostheses; microelectrode; neural interfaces

1. Introduction

Neuromodulation for peripheral nerve stimulation (PNS) applications is increasingly being
used to treat and manage chronic diseases (i.e., epilepsy, micturition, pain, etc. [1–4]). A major
problem with chronic neurostimulation of peripheral nerve for purposes of neural interfacing is that
of lead wires tugging on microelectrodes penetrating into the body of a nerve. This becomes a more
severe problem when large numbers of wires are used for advanced multichannel neural interface
systems needed for both sensory and motor control of prosthetics [5]. Such systems require more
channels than can be provided by most nerve cuff systems and need to contact or stimulate nerves
lying deeper at the fascicular and subfasicular level. Penetrating needle electrode arrays such as the
Utah array (USEA), flat interface nerve electrodes (FINE), transverse intrafascicular multi-channel
electrodes (TIME), and longitudinal intrafascicular electrodes (LIFE) [6,7], are increasingly being
used to make this connection but lead wire ribbon cables create differential inertia during sudden
movement and the potential for damaging nerves during normal nerve movement with the limb.
Wireless systems using RF, optical, heat, magnetic and ultrasound energy are increasingly being
considered for neuromodulation [8–15]. The present work suggests the potential use of free-floating,
stimulating, diode-electrode systems that are wholly implanted within the nerve and the use of strong
electric field gradients produced by extraneural electrodes to achieve channel selection.
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Excitable tissues of the body are not generally stimulated by short pulses of zero-mean,
high frequency (>100 kHz) electric alternating currents (AC) at typically used amplitudes (10 μA–10’s
of mA). In fact, classic strength-duration curves reflect that nerve excitation at lower durations
(corresponding to high frequency) of stimulus require exponentially increasing monophasic current
amplitudes for stimulation. Recent nerve stimulation studies using transdermal amplitude modulated
signals (TAMS) using computational models and in vivo experiments indicate that sinusoidal carrier
waves of frequencies >20 kHz (variable amplitudes) do not significantly enhance the activation of
neurons [16].

However, it is known that high-frequency, pulsed, monophasic (half wave-rectified) or partially
rectified currents can stimulate a nerve and do so in ways that depend more on the envelope of the
pulse rather than its carrier frequency [17]. Such stimulation currents can be achieved by diodes
that rectify high frequency AC currents driven in tissues by remote electrodes that behave according
to induced field distributions of volume conductors. Diodes placed in tissue rectify the fraction of
high-frequency currents that pass through them relative to that passing through the tissue and can
cause local neural activation, as we demonstrate in this study. Different diode placements on the nerve
elicited selective electromyogram (EMG) responses in different muscle groups. The differential motor
responses suggest the potential for the employment of many very small diodes dispersed around and
within nerve to achieve a multichannel configuration driven by combinations of remote electrodes.

This approach to using volume-conducted currents to power implanted diodes and other devices
in tissue was first explored by Palti [17] and others more recently [18–21] for direct stimulation of
muscles [18] and nerves [19–21]. But a careful assessment of nerve activation using smaller microscale
diodes as a function of the AC stimulation parameters such as frequency, peak-to-peak voltage
amplitudes and diode parameters such as diode–dipole lengths, feature size and relative position of the
diodes with respect to the stimulation electrodes has not yet been done. We find that non-stimulatory
AC currents can be remotely driven in the conductivity of the nerve and a small diode with attached
microelectrodes will allow intra-neural placement. In this situation, there is the potential for highly
localized neurostimulation because of the short dipole spacing of the electrodes on the diode. Therefore,
the key aspects of this design are the electric field gradient in tissue and the geometric factors of the
diode and its electrodes.

The effect of diodes in a volume-conducted AC field has been modeled for various dipolar
configurations in prior modeling studies [22,23]. This study models specific geometric relationships
between the diode’s electrodes, the remote activation electrodes, their proximity, and orientation.
There is particularly a strong dependence on the anode–cathode length of the diode and the distance
of remote activation electrodes. In general, volume conduction of significant amounts of current is
limited by the roughly cubic expanding region of reduced current density around the stimulation
electrodes as a function of separation distance. Even so, relatively high amplitude pulsed AC currents
at high frequencies are well tolerated by tissues and so offer a way to help overcome path losses.
We investigate the potential for energy transfer within constraints acceptable for local power transfer
from outside a nerve epineurium to inside the nerve. The focus of the study here is to partly understand
the limitations on the scheme of placing very short, but untethered diode–dipoles within a nerve
cuff and then using differences in volume conduction and electrode current path lengths to define
diode activation. This is proposed in order to reduce the need for penetrating electrodes and their
potential for damage by lead wires. It is this key aspect of ‘wirelessness’ at this point in the chain of
electrical pulse generators and lead wires that offers an advantage to the development of advanced
nerve interfaces. The concept we are testing is the potential to achieve multichannel stimulation of a
compound nerve by inserting or placing multiple small diodes within or on the nerve such that each
responds to specific combinations of remote electrodes providing different configurations of electrical
fields. Such diodes will not be connected by wires. This concept is enabled for experimentation by
the availability of commercially available Schottky diodes in formats such as the Skyworks CDC-7630
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having a 1.5 mm length and unpackaged silicon diode die of 220 μm square, but we note that diodes
are easily made by modern photolithography at much smaller sizes.

2. Materials and Methods

2.1. In Vivo Rodent Sciatic Nerve Model

All animal procedures were done with the approval of the Institute of Animal Care and Use
Committee (IACUC) of Arizona State University and in accordance with the National Institute of
Health (NIH) guidelines. All efforts were made to minimize animal suffering and to use only the
number of animals necessary to produce reliable scientific data. In all, 17 rats were used in total for
all experiments.

Briefly, 300–600 g male Sprague–Dawley (Rattus norvegicus) rats (n = 17 rats total) were
anesthetized (induction) using 50 mg/mL ketamine, 5 mg/mL xylazine, and 1 mg/mL acepromazine
administered via intraperitoneal injection and maintained with 0.5–1% isoflurane. The left hind legs
were shaved and residual hair was removed using hair removal cream. The animal was mounted
on a stereotaxic frame and heart rate (~280–350 beats/min) and breathing (~60 breaths/min) were
monitored using SurgiVet™ (Smith Medical Systems, Dublin, OH, USA). Aseptic techniques to disinfect
the skin (i.e., application of isopropyl alcohol or betadiene) were used to ensure sterility. After skin
incision and dissection of the muscle planes, the sciatic nerve was identified and isolated. Connective
tissue surrounding the nerve was gently removed using iris microscissors at least 1 cm distal from the
trifurcation point. The nerve cuff described previously was placed approximately 1 cm distal from the
trifurcation point where the sural, peroneal and tibial bundles split. The cuff was placed such that the
insulating silicone bottom under the rings as the only contact point with the rat body to ensure no
contact with surrounding muscle groups to prevent potential off-target stimulation effects. A total of 10
(out of 17) animals were used for characterizing the performance of remote diodes with a stimulation
threshold as a function of AC stimulation parameters (i.e., frequency, AC burst duration, measurements
of diode current amplitudes based on relative position of remote diodes from stimulating electrodes,
diode–dipole length and implantation depth).

To demonstrate that modified, implanted mini-, and micro-diodes can stimulate the nerve,
needle-based electromyography (EMG) was used. Disposable monopolar needle electrodes
(Rhythmlink™, Columbia, SC, USA) were placed in digit 5 of the rat hind leg paw (either left or
right) for nerve cuff based experiments. The animal was grounded with a needle electrode in the
opposite hind leg. EMGs were recorded using Intan™ recording system (Intan, Los Angeles, CA, USA)
and analyzed in MATLAB offline. The recordings were digitally filtered on the Intan™ system using a
bandpass filter from 100–3000 Hz to remove motion artifacts. EMG recordings were analyzed for 10
repetition trials of each stimulation condition.

Large SC-79 package diodes were also used to test selectivity. Multiple EMG electrodes at
different sites (ankle/plantar, biceps femoris, and tibalis anterior) were placed in 3 (out of the total
of 17) additional animals to test for muscle selectivity using AC excitation at 300 kHz or 1 MHz.
Muscle response was recorded using needle-based EMGs.

Mean ± standard deviation of the EMG amplitude was calculated and muscle recruitment curves
were plotted for nerve stimulation using diodes placed subepineurally and diodes implanted in the
sciatic nerve. A total of 4 additional animals (out of the total 17) were used for the in vivo validation
(2 for subepineurial and 2 for deep nerve implants). For stimulus threshold voltage measurements,
mean ± standard error (SE) was plotted and statistical analysis was performed using one-way analysis
of variance (ANOVA) and if found significant, the maximum and minimum values were evaluated for
significance (α = 0.01) using the Student’s t-test.
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2.2. Diode Packaging and Modification

Ultra-small, commercially-available Schottky diodes (Skyworks 7630, Woburn, MA, USA) were
purchased in three different packages (SC-79, 0201 SMT, and bare die CDC7630)). The diode lengths
were 1.5 mm, 0.5 mm and 0.22 mm respectively, with the first diode capable of stimulation on or
outside the nerve, while the second and third diode packages offered intraneural, implantable sizes.
The implantable 0201 SMT and bare die (hereafter referred to as mini- and micro-diodes respectively)
were connected with 50 μm diameter platinum leads for nerve tissue contact that could be trimmed to
desired diode–dipole lengths. Mini- and micro-diodes were dipped in a fluorosilane-based coating
(3M-Novec EGC-1720) for 2 min and dried at room temperature for insulating electrically sensitive
portions of the device. An additional, ethyl-cyanoacrylate based layer (Gorilla™ impact tough super
glue) was added to strengthen the bond between the platinum leads and the diode bond pads to
withstand mechanical stresses from the animal for durable implantation. The three packaged diodes
are shown against the tip of smallest finger of a human hand in Figure 1.

 

Figure 1. Pictures of the modified Skyworks 7630 diodes placed on an adult (digit 5) finger that were
used for wireless neuromodulation. Images of the mini- and micro-diodes are prior to lead trimming
and subsequent implantation into the peripheral nerve. The mini-diode is capable of placement
under the epineurium, while the micro-diode is capable of both subepineurial and deep nerve tissue
placement. Scale bar is 0.5 mm.

Current–voltage characteristic (I-V) curves of all three packages shown in Figure 2 were
generated (10 kHz–1 MHz) using a Siglent™ function generator and oscilloscope to ensure that
post-modifications did not affect diode characteristics such as threshold voltage as a function of
frequency. Typical thresholds ranged from 150–180 mV at different frequencies, which is comparable
to manufacturer datasheets.

(a) (b) (c) 

Figure 2. Current–voltage (I-V) characterization of modified, mini- and micro-diode packages—(a)
SC-79, (b) 02-01SMT, (c) CDC 7630–for 10 kHz–1 MHz expectedly showed no significant electrical
deviations due to frequency. Peak-to-peak, rectified current was measured across a load of
1.1 kΩ resistor.
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2.3. Nerve Cuff Testing Platform

A cuff-electrode was used as a platform to generate AC fields in the sciatic nerve. A nerve cuff
with 100 μm diameter platinum electrodes with 9 rings spaced 250 μm apart as shown in Figure 3a
was custom fabricated by Microprobes (Gaithersburg, MD, USA). The total distance between the inner
edge of electrode rings ‘1’ and ‘9’ was 2.7 mm. Each ring on the cuff had an impedance of ~2 kΩ at
1 kHz. This set-up was used to measure currents through a diode that is superficially placed on the
sciatic nerve between two electrodes with AC excitation.

 

Figure 3. Nerve cuff-based platform was used to test currents through a diode placed superficially on
a nerve for different diode–dipole lengths and placement of diodes relative to the external alternating
current (AC) excitation voltages. (a) Image of a 9-ring nerve cuff with 100 μm diameter platinum
leads spaced 250 μm apart. (b) Rings ‘1’ and ‘9’ were used to supply AC stimulus drive voltage
(10 kHz–1 MHz) on the nerve. Rings ‘2’ through ‘8’ were used to test different combinations of
diode–dipole lengths and the position relative to the AC drive voltages.

To study the impact of diode–dipole length and placement of the diodes relative to the excitation
electrodes on nerve excitation, the outer rings ‘1’ and ‘9’ were used to deliver AC stimulation
(peak-to-peak voltage of 0–20 V sine waveform) to the sciatic nerve in vivo. The mini- or micro-diode
was wired to any 2 of the remaining rings (rings 2 through 8). Different combinations of the inner rings
were used to test different diode–dipole lengths with the externally attached, mini- or micro-diode as
illustrated in Figure 3b. A 510 Ω resistor was placed in series with the diode for current measurements
through the diode and in series with the function generator for current measurements through rings
‘1’ and ‘9’ in the cuff for comparison (Figure 4a). The AC stimulation leads were electrically isolated
using a custom-built transformer with a broad frequency range (10 kHz–2 MHz) to prevent ground
loops. At 10 kHz, the output was slightly attenuated by 25% and was adjusted in current calculations.
Figure 4a shows the setup for drive current measurements with a 510 Ω resistor placed in series
with AC input. As seen in Figure 5, the current through the nerve was between 1–2 mA and fairly
stable across frequencies. At lower frequencies (10–20 kHz), a marginal dependence on frequency
was observed.

To measure typical currents through a microdiode that is implanted in a nerve, the anode and
the cathode of the diodes were connected to Teflon-insulated platinum wires (~110 μm diameter,
A–M Systems) spaced 1 mm apart as shown in Figure 4a,b. The diode was then mounted on a
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micromanipulator and the ends of the platinum wires were then used as probes to measure current
through different depths in the nerve, namely (a) on the surface of the epineurium, (b) subepineurial
placement (c) ~500 μm deep in the sciatic nerve, and (d) ~1 mm deep inside the nerve. Two different
diode positions—‘edge’ which is ~250 μm away from the stimulating electrode, and ‘center’ which is
1 mm away from the stimulating electrode)—were assessed for current flow. Examples of partially
rectified output for a 1 Vpp (peak-to-peak amplitude) input AC burst at 50 kHz and 500 kHz are shown
in Figure 4c.

 
Figure 4. Experimental setup to measure current through remote mini-diodes whose cathode and anode
are implanted at different depths (0, ~500 μm, ~1 mm) inside the sciatic nerve. (a) An AC stimulus
(1 Vpp, peak-to-peak amplitude) is placed on rings ‘1’ and ‘9’ spaced 2.7 mm apart. (b) Insulated,
platinum microwires (~110 μm diameter) spaced 1 mm apart and externally connected to a mini-diode
are placed on the ‘edge’ (~250 μm) away from a stimulus ring electrode or near the ‘center’, which is
~1 mm away from the stimulus electrode. In this image, the probe is placed at the edge. The output is
recorded via an oscilloscope and the current is calculated from voltage measurements across a 510 Ω
resistor. (c) Examples of the partially rectified diode output for 50 kHz and 500 kHz waveforms with
1 msec burst.

Figure 5. Representative currents measured through a sciatic nerve with a cuff in vivo. Variability in
current amplitudes across animals was within ~15%. Currents were measured through a 510 Ω resistor
for a 1 Vpeak-to-peak (1 Vpp) input voltage.

3. Results

3.1. Stimulus Voltage Threshold for the Muscle Increases Non-Linearly with Frequency of Alternating
Current (AC) Stimulation but the Presence of the Diode Microstimulator on the Nerve Lowers the
Stimulus Voltage Threshold

Large (1.5 mm diode–dipole length) diodes placed on nerve tissue rectify the fraction of high
frequency currents that pass through them and can cause local neural activation, an example of which
is shown in Figure 6. EMG responses recorded via needle electrodes placed downstream in three
muscle locations (ankle, biceps femoris, tibialis) (Figure 6g) showed different amplitudes at a stimulus
required for 50% of maximum response (Figure 6a–f). The diode was placed close to platinum hook

142



Micromachines 2018, 9, 595

electrodes, as seen in Figure 6. In additional animal experiments (Figure 7a), placement of the diode
in a different location between the hook electrodes resulted in variable responses at the three muscle
locations (ankle, biceps femoris, tibialis), with the ankle/plantar location showing no EMG response.
Increasing the diode length by placing two diodes in tandem resulted in increased EMG amplitudes
and a differential activation pattern (Figure 7b). Although the largest responses were seen in the biceps
femoris muscle group, the tibial and plantar showed different activation patterns (Figures 6 and 7)
depending on location and form factor of diodes.

Figure 6. Representative electromyographic (EMG) responses from different muscle groups due to a
single, remote, SC-79 packaged Skyworks diode stimulated with a high frequency (1 MHz) AC field
by platinum hook electrodes. (a,c,e) are EMG responses at 1 Hz repetition rate. (b,d,f) are close-up
of waveforms in (a,c,e) showing single EMG response with stimulus artifact indicated by an arrow.
(g) Locations of EMG electrodes for the measurements in (a,c,e) in the hind limb. Inset shows a picture
of a remote diode in free-floating placement on top of the nerve between two platinum based hook
electrodes. Scale bar is 1 mm.

Figure 7. Variable EMG responses from different muscle groups due to (a) single, free-floating, SC-79
packaged Skyworks diode stimulated with a high frequency (300 kHz) AC field by platinum hook
electrodes and (b) two, free-floating SC-79 packaged Skyworks diode stimulated at 1 MHz. The burst
repetition rate was 1 Hz for both diode configurations. Relative locations of diodes are shown below
the respective EMG responses. Scale bar is 1 mm.
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To better understand the ability to activate remote diodes, a nerve cuff-based platform was
utilized. The outer rings of the nerve cuff platform was used to deliver an AC stimulation burst with
varying frequencies (0–500 kHz) and durations (33 μsec–1 msec) to an in vivo sciatic nerve preparation
with a repetition rate of 1 burst/second in 2 animals. As frequency of the AC stimulation increases,
the stimulation drive voltage for muscle twitch threshold increases exponentially as shown in Figure 8a.
For increasing burst durations of AC, the threshold for muscle twitch decreases monotonically as shown
in Figure 8b. When diodes are wired between two rings closest to the stimulation electrodes (rings ‘2’
and ‘8’) as illustrated in Figure 3b, the stimulus voltage threshold decreases over all frequencies
20–50 kHz as shown in Figure 8c. Interestingly, the stimulus threshold plateaus for frequencies
>100 kHz ranging 1.5–5 V stimulus drive voltage as shown in Figure 8d. In contrast, the stimulus
threshold in the absence of the diode continues to increase exponentially reaching ~45 V for 500 kHz
bursts. This significant decrease in stimulus voltage threshold in the presence of a diode in the current
paths in the nerve will be the key property that will help us achieve a spatially selective neural
stimulation that is localized in the vicinity of the diodes themselves. Switching the anode–cathode
orientation of the diode between the same 2 cuff rings results in only a marginal change in the stimulus
voltage threshold as shown in Figure 8d.

Figure 8. Representative stimulus voltage thresholds for different frequencies of AC stimulation.
(a) and (b) show that the stimulus voltage threshold is dependent on the AC frequency and the burst
duration, which is generated by variation in the number of periods (T) or full cycles as seen for 20,
40, and 50 kHz in (b). At 20 kHz, increasing burst duration from 50 μsec (1 T) to 1 msec (c) decreased
the threshold stimulus by 45–55%. The trends observed in the curves in (b) are best fit to a power
relationship (R2 > 0.99). (c) The presence of the diode decreases stimulus voltage threshold in a
frequency-dependent manner (≥20 kHz). At higher frequencies (d), the stimulus voltage threshold
increases non-linearly with the input AC frequency in the absence of a diode. The blue (forward bias
away from cathode) and red (forward bias toward cathode) lines indicate the presence of a diode in
two different orientations.

The best fit suggests a quadratic relationship (y = 0.1199x2 + 28.829x + 371.27, R2 > 0.99). However,
with the introduction of a diode in the current paths (between rings ‘2’ and ‘8’), the stimulus voltage
thresholds are significantly reduced, particularly for frequencies >100 kHz (1.5–5 V drive stimulus).
While noting the stimulus is AC, switching the diode orientation toward the cathode (defined as the
lead that connects to instrument ground) only changed the stimulus voltage threshold marginally
(red versus blue line). Note that the stimulus voltage threshold 500 kHz in the absence of a diode was
determined using an additional amplifier to the input signal to achieve high voltages.
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3.2. Diode–Dipole Length, Relative Position to the Stimulation Electrodes, and Implantation Depth within the
Nerve Are Major Factors in Determining Stimulation Thresholds

The stimulus voltage threshold for a visible muscle twitch was assessed as a function of
diode–dipole length (based on the setup illustrated in Figure 3b) in 4 additional animals (n = 6 sciatic
nerves for 20 and 500 kHz and n = 5 sciatic nerves for 50 kHz). The average stimulus voltage threshold
was inversely proportional to the diode–dipole length. In negative control experiments without diodes,
stimulus voltage thresholds were 876 ± 94 mV at 20 kHz and 2.85 ± 0.5 V at 50 kHz. At 500 kHz,
the stimulus voltage threshold exceeded instrumentation range. Previous work in Figure 8d suggested
the stimulus voltage threshold for 500 kHz to be approximately ~45 V.

Stimulus voltage thresholds decreased with increasing diode–dipole lengths as shown in
Figure 9a–c. At 20 kHz, the change in stimulus voltage threshold with respect to dipole length
was less pronounced (~20% decrease at 2 mm diode–dipole length) and was found not statistically
significant (one way-ANOVA) as shown in Figure 9a. At 50 kHz, the stimulus voltage threshold for
a diode–dipole length of 2 mm was ~55% of that during control AC stimulation (without a diode)
and were found to be statistically significant (p < 0.01) as shown in Figure 9b. At 500 kHz, the effects
of diode–dipole lengths were more pronounced were found to be statistically significant (p < 0.01).
Even the smallest diode–dipole length (250 μm) at 500 kHz resulted in stimulus voltage threshold that
is ~20–50% of that of control experiments with no diode. The larger dipole lengths (>500 μm) resulted
in stimulus voltage thresholds that were <10% of that of control experiments with no diodes as shown
in Figure 9c.

 

Figure 9. Stimulus voltage thresholds as a function of diode–dipole lengths for different frequencies
−20 kHz in (a), 50 kHz in (b) and 500 kHz in (c) and relative position of the diode with respect
to the stimulus cathode. Stimulus AC input was delivered on rings ‘1’ and ‘9’ (2.7 mm distance).
Stimulus thresholds for conditions with no diodes are shown as the mean (solid black line) with 95%
confidence levels (dashed, black lines) in (a,b). Stimulus voltage thresholds in control experiments with
no diodes at 20 kHz (n = 6 sciatic nerves, 3 left and 3 right nerves from hind limb) and 50 kHz (n = 5
sciatic nerves 2 left and 3 right side) are 876 ± 94 mV and 2.85 ± 0.5 V respectively. At 500 kHz no
visible muscle response was observed up to 20 V (instrument limit) (d–f) show the change in stimulus
voltage thresholds due to relative position of the diode with respect to the stimulating electrodes when
the diode–dipole length was fixed at 600 μm. The illustrative inset in (d) shows the change in position
of the fixed diode length relative to the stimulating electrodes. All experiments were conducted with
1 msec AC burst duration. All data are expressed as mean ± SE. Significance was assessed by one-way
analysis of variance (ANOVA), followed by Student’s t-test (α = 0.01) between the maximum and
minimum in (a–f).
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In addition to the diode lengths, diode position and relative placement with respect to the
stimulating electrodes played a role in determining threshold stimulus value. In Figure 9a–c, multiple
data points at each diode length correspond to different positions of the diode relative to the stimulus
electrode. Figure 9d–f shows a representative example of how stimulus threshold changes as a function
of diode position for different frequencies when the diode–dipole length is fixed at 600 μm. A schematic
of the relative diode position with respect to the cuff leads is shown in the inset in Figure 9d. At all three
frequencies (20, 50, 500 kHz), the proximity of the diode to the stimulus electrodes decreases stimulus
threshold, while diode placement toward the center increases the stimulus threshold maximally by
~10% and was not found to be significantly different for 20–50 kHz. At higher diode lengths (>1 mm),
the relative change in threshold due to position was minimal. At 500 kHz, the minimum (near
stimulation electrodes) and maximum values (closer to center) were found to be statistically significant
for diode position in an AC field. It should be noted while the differential trends due to diode position
are evident at 500 kHz, there is large variation between samples, suggesting the field lines within the
nerve are variable. At 20 and 50 kHz, the contributions of the AC field from the external electrodes
towards stimulating the nerve diminish the effect of diode position within the AC field.

In an effort to assess the typical currents that flow through the diode, a total of 3 animals were
used to test different diode–dipole length configurations in Figures 10 and 11. To better understand the
currents that flow through a diode using remote AC stimulating electrodes, current through the diode
was measured for different diode lengths and positions (Figure 10a) for a 1 V (peak-to-peak amplitude)
AC drive voltage through rings ‘1’ and ‘9’. Interestingly, the current flowing through the diode was
generally invariant in the employed frequency range (up to 500 kHz), suggesting that interactions of
diode–electrode impedance and tissue impedances were responsible for this effect.

Figure 10. Typical current measurements through the diode for different diode lengths and positions
for a 1 V (peak-to-peak amplitude) AC drive voltage. The experimental setup and the different diode
lengths and positions that were tested are shown in (a). The diode was externally attached to different
cuff leads as indicated to emulate different diode length and position relative to stimulating electrodes.
(b) Larger diode–dipole lengths and placement within 250 μm of a stimulating AC electrode resulted
in larger measured currents. (c) Shorter diode–dipole lengths of 250 μm and placement >250 μm
away from the stimulating electrodes showed 20–60 fold less current through the diode. (d) Current
measurements for diode–dipole lengths of 600 μm and 950 μm and placement >250 μm away from the
stimulating electrodes.
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While the experiments in Figure 10 represented currents through ring electrodes with large surface
areas, the experimental setup described in Figure 4 measured currents through a ‘remote’ microdiode
with a small electrode surface area (cross-sectional face of ~110 μm diameter wire) at various positions
and implantation depths. The platinum leads spaced 1 mm apart (for a diode–dipole length of 1
mm) were placed at the “edge” and “center” of the nerve encompassed by the nerve cuff are shown
in Figure 11 for 2 animals for a peak-to-peak excitation voltage of 1 V applied across rings ‘1’ and
‘9’ of the cuff electrode. In one of the animals, measured currents through the diode placed on top
of the epineurium (0+) was marginally higher than the currents measured from implanted diodes.
Similarly, only marginal differences were observed between currents through diodes placed at the
“edge” (or closer to the excitation electrodes) versus currents through diodes placed at the “center” of
the cuff.

Figure 11. Characterization of current through a remote diode at 3 different implantation depths and 2
different lateral positions along the cuff. All currents were measured in response to a peak-to-peak
excitation voltage of 1 V applied across rings ‘1’ and ‘9’ of the cuff electrode. (a,d) Current through
diodes placed at the ‘edge’ of the cuff in 2 different animals and (b,e) ‘center’ of the cuff for 3 different
depths—above the epineurium (0+), just below the epineurium (0−), at 500 μm and 1 mm implantation
depths. (c,f) Representative currents through the diodes at 500 kHz are shown for different implantation
depths and position. The highest currents were attained closer to the epineurium (0 or 1 mm depth) of
the nerve and closest to the stimulating electrodes.

Experiments were also conducted in one animal to test the minimum monophasic current pulse
through the diode required to achieve the stimulus current threshold. The stimulus current threshold
for the diode was 17 μA at 10 kHz frequency for 1 msec burst duration. Similar experiments at 900 mV
drive voltage at 10 kHz frequency with 1 msec burst duration showed that 19.6 μA would be required
to reach stimulus threshold. In an additional separate control animal using hook electrodes spaced
3–4 mm apart, 15 μA was required to achieve stimulus threshold at 500 kHz, 500 μsec burst duration.
The currents through the remote diode in Figure 10 for the different implantation depths have similar
μA range, suggesting remote neurostimulation is feasible for microscale diode implants. Low μA
range currents are also reported for stimulators placed close to the nerve [24,25].

3.3. Validation of Remote Neurostimulation Using Implanted Mini- and Micro-Diodes Using the Optimal
Stimulation Frequency, Diode Dimensions and Placement Determined

Remote, free-floating, implanted mini- and micro-diodes with modified lead lengths to match
the length of the stimulating nerve cuff (~3 mm) were demonstrated to stimulate the sciatic nerve.
Figure 12 shows representative micro-diodes implanted deep into the nerve and hence not visible
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in the images (Figure 12a,b) and mini-diodes placed subepineurially (Figure 12d,e), where the outer
sheath held the diode in place even when subjected to mild shear forces.

 

Figure 12. Representative images of implanted micro- and mini-diodes. (a–c) represent an example of
a diode with a 220 μm feature size and lead lengths to match the length of the cuff implanted deep
inside the nerve. (d,e) show an example of a diode with 0.5 mm feature size with 3 mm long leads,
the entirety of which is implanted subepineurally.

When a diode was placed on the nerve or implanted in the nerve between the two stimulating
electrodes and activated using the ring electrodes ‘1’ and ‘9’ of the cuff electrode at 500 kHz and 1 msec
pulse duration, a visible muscle twitch was visually observed and a corresponding, typically biphasic
EMG response was recorded (Figure 13). Representative EMG signals in response to activation of
a deeply implanted diode and another subepineurial diode are shown in Figure 13. Control AC
stimulations in the absence of any implanted diodes showed only the stimulus artifact, which has a
duration of 1 msec. Needles for EMG recordings were placed in digit 5 of the hind paw. A similar
range of latencies was seen across 3 implanted animals (5.8 ± 1.3 msec) in response to activation of
both subepineurially implanted diodes and diodes implanted deep in the nerve. The EMG waveform
has a peak-to-peak duration of 2.6 ± 0.55 msec in all animals.

Muscle EMG recruitment curves for subepineurial diode implants and deep nerve diode implants
(n = 4 additional animals for all implants) are shown in Figure 14. Subepineurial implants in 2 animals
had thresholds in the range ~2.8–3.0 V and had recruitment curves comparable to those obtained for
diodes just placed on the nerve implants with 1.5–2.8 V threshold stimulus. It was noted that during
the recording of the second recruitment curve for the subepineurial implant #2, the stimulus was
selective to movement of only digit 5 suggesting recruitment of localized axonal fibers; whereas with
the placement of the diode on the nerve in the same animal or in the case of the subepineurial implant
#1 a larger recruitment was seen, causing the whole hind leg to move at higher stimulus voltages.
Deep nerve implants in 2 animals had a higher stimulus voltage threshold (6.0 V in one case and 20 V
in the second case). The EMG recruitment curve for the first diode implanted deep in the nerve is
shown in Figure 14. The recruitment curves for the second implanted diode could not be obtained
due to high activation voltages that were needed. EMGs for this animal had a large peak-to-peak
amplitude (~12 mV) for the diodes implanted deep in the nerve (data not shown).
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Figure 13. Activation of remote diodes using AC stimulation waveforms induces distinct
dose-dependent EMG responses. (a,b) EMG responses are not observed in the absence of any diodes to
AC stimulation of 4 V and 8 V. (c) Distinct EMG peak amplitudes are seen ~7 msec after the stimulus
artifact in response to activation of diodes placed subepineurially and ~5.5 msec after stimulus artifact
in response to activation of diodes placed deep in the nerve (d). These representative EMGs were
recorded in response to an AC stimulus of 500 kHz frequency with a 1 msec stimulus duration.

 

Figure 14. EMG recruitment curves for diodes implanted that are implanted subepineurially (2 animals)
and deep in the sciatic nerve (one animal shown). A second animal with a deep nerve implant showed
a response only at 20 Vpp (not shown). In addition, EMG recruitment curves of three diodes placed on
the sciatic nerve is also shown labeled “epineurium surface #1’ and ‘epineurium surface #2’. Each data
point is represented by the mean ± standard deviation of EMG responses to 10 stimulations at a
given amplitude.
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4. Discussion

The primary goal of this study was to determine the set of stimulation parameters,
diode dimensions and placement that would enable microscale, implantable diodes to function as
wireless neuromodulators. The working principle was to use the volume conduction properties of
tissue as a method of transferring power from non-contacting but nearby electrodes to free-floating
diodes placed on or inside the nerves. The initial concept of using a rectifier (germanium diodes
with silver leads (1–3 cm long) to stimulate external organs was demonstrated by Palti in 1966 [17].
Recent work reiterated the concept by placing leads from a full-wave bridge rectifying circuit prototype
(eAxon) into selected muscle fibers that are stimulated using a 1 MHz sinusoidal input [18]. In this
study, we demonstrated remote neurostimulation using microscale, silicon diodes directly implanted
in the nerve in at least 13 animals (Figures 6–9, 12 and 13). This approach allowed neurostimulation
without wires traversing the epineurium to contact electrodes. Thus, there is a wireless bridging of the
last millimeter of distance between the local environment outside of the nerve body and its interior.
Using different feature sizes (1.5 mm, 0.5 mm, and 0.22 mm) off-the-shelf, commercially-available,
Schottky diodes (Skyworks 7630), we assessed the parameters of the external stimulating AC signal
(such as frequency 10–500 kHz, drive voltages, and currents), diode dimensions and relative position
of the diode with respect to the external AC stimulating electrodes that would be required to achieve
wireless neurostimulation for microdiodes implanted in the sciatic nerve. We found AC stimulating
frequency and diode length to be major factors in diode performance in vivo, followed by proximity
of the diode to the stimulating electrodes and implantation depth.

Application of 1 msec bursts of zero-offset, sinusoidal AC waveforms via a nerve cuff platform
by itself stimulated the sciatic nerve in a frequency-dependent manner from 10–500 kHz (Figure 8).
The non-linearly increasing thresholds required to achieve a visible muscle twitch at higher frequencies
can perhaps be explained by earlier observations of classic strength–duration relationships for nerve
stimulation. Such strength–duration curves for nerves have demonstrated a non-linear, hyperbolic
relationship between strength and duration required to achieve threshold. High frequencies correspond
to lower durations and hence threshold for AC stimulation of nerves can be expected to increase
non-linearly with frequency. In addition, high frequency AC stimulation that exceed the kinetics of
the ion channels in the cell membrane, will result in significantly higher voltage thresholds (such as
~45 Vpp at 500 kHz). In fact, pure sinusoidal AC continuous waveforms up to 40 kHz have been used
effectively in nerve conduction block applications, such as relief from phantom limb pain [26–28].

Placement of a wireless, remote diode in AC electric field is expected to fully or partially rectify
the input sinusoidal wave and generate a DC component that is proportional to input Vrms and
large enough to stimulate a nerve. Above 20 kHz, the addition of a wireless diode between the
stimulus electrodes achieved increasing reductions in the stimulus voltage threshold. For instance,
the stimulation voltage thresholds at 20 kHz and 50 kHz were ~700 mV and ~1.5 V with a wireless
diode compared to ~900 mV, ~3 V without diode, respectively. Beyond 100 kHz, the stimulus voltage
threshold plateaued (<5 V) and was fairly independent of frequency. We speculate that between
20–100 kHz, the rectified signals of the diode augmented the neurostimulation of the applied external
AC signal in achieving the threshold. Below 20 kHz, the augmentation effect of the diode presence
was not significant, suggesting the neurostimulation was dominated primarily by the external AC
stimulation. Frequency-dependent effects are not expected from diodes since current-voltage (I-V)
characterization of modified diodes show similar diode threshold values and rectification properties
across a range of frequencies (10 kHz–1 MHz, Figure 2).

In this study, the measured currents through the diode were at least 100-fold less (Figure 10)
than the currents through the rings ‘1’ and ‘9’ of the cuff electrode (Figure 5), suggesting high levels
of volume conduction loss. Increasing the diode–dipole length from 250 μm to 2 mm reduced the
threshold by ~10–20% and ~55% at 20 kHz and 50 kHz, respectively, as shown in Figure 9. Significant
improvements in stimulus voltage thresholds were seen for diode–dipole lengths >1 mm at 50 kHz,
while the effect of diode length was only marginal at 20 kHz. The effects of diode–dipole lengths
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were more pronounced for 500 kHz stimulation frequency. The stimulus voltage threshold lowered
10-fold at 500 kHz as the diode–dipole length changed increased from 250 μm to 2 mm. The smaller
diode–dipole lengths have relatively lower energy transfer efficiency due to less volume-conducted
currents being intercepted by diode–electrodes. At high frequencies, only the current through the
diode that is rectified would be useful for neurostimulation. The results are in agreement with [23],
who theorized that diode designs with long, thin geometry that maximize separation distance with
short electrode leads would have maximum energy transfer efficiency. Sahin et al. [22] showed that
separation distance of remote electrodes more than two times the diode anode–cathode separation
distances (or diode–dipole length) entails high volume conductor losses. The stimulating electrode
in the cuff were separated by 2.7 mm and, indeed, at 500 kHz where the augmentation of the diode
would be most dominant, a diode–dipole length of >1 mm resulted in the lowest voltage thresholds.

For a fixed diode–dipole length, increasing the diode proximity to the stimulating electrodes
reduced the stimulus voltage threshold value by ~10% compared to positions more central between
the stimulating electrodes (Figure 9d,e). Measured currents through a diode reduced 20–60 times
when the diode was placed >250 μm away from the stimulating electrode (Figure 10). A remote
diode with a smaller contact surface area also reduced by up to 2-fold toward the central position
between two stimulating ring electrodes and toward ~500 μm implantation depth (Figure 11). In the
case of implanted microdiodes, a large contact surface area between the anode/cathode and the
tissue is attained via an additional 1 mm extension of bare, uninsulated platinum wire (total length
of the microdiode and wire extension ~3 mm). The larger contact surface area allowed for a lower
interfacial impedance and hence a more conducive current path compared to the typically higher tissue
impedance surrounding the implant. The feasibility of obtaining recruitment curves from implanted
microdiode stimulators (Figure 14) confirmed that having lower contact impedances is an important
design parameter in addition to diode–dipole length and placement in the AC field.

An interesting point was that diodes placed on the nerve and diodes embedded just underneath
the epineurium had similar threshold values, suggesting the epineurium did not impede in the energy
transfer between the stimulating electrode and the diode. It is well known that at high frequencies
(such as 500 kHz) the impedance of electrodes placed above the epineurium and those implanted
just beneath in the nerve (sub-epineurium) would converge, essentially eliminating any impedance
mismatches for energy transfer. However, implants placed deeper in the peripheral nerve tissue would
be expected to have a higher threshold due to higher tissue path impedance. Indeed when comparing
EMG recruitment curves of diodes implanted deep in the nerve and that of subepineurial diodes for
similar diode lengths at 500 kHz input frequency (Figure 14), the stimulus voltage threshold increased
by 2–3 fold from 2.8–3 V to 6 V. In fact, one diode implanted deep in the nerve required a stimulus
voltage threshold of 20 V, suggesting steep recruitment curves (data not shown). It should be noted that
the minimum current needed to achieve the threshold were similar for a monophasic, square pulse with
a 1 msec duration (17 μA) compared to the minimum current through a diode at the threshold (19.6 μA).
Therefore, deep implants require more drive to achieve similar performance. It should be emphasized
the repeatability and robustness of the diode placement would be an important experimental variable
in potential application of this kind of neurostimulation strategy. The repeatability/robustness of
the nerve responses from the diodes from trial to trial is governed partly by surgical technique and
animal-to-animal variations in electrophysiological response. The primary focus of this study was not
to characterize known biological responses to pulsed monophasic but rather the ability to stimulate
them remotely by electric field manipulation. Strategies to optimize positioning and manipulation of
diode lengths will be needed in the future for modulation of deep fibers. Volume conduction models
that assume homogenous and isotropic tissue properties with uniform conduction would predict
the highest threshold to be at the midpoint. However, the data in Figure 8d–f suggested that while
stimulus thresholds trended higher in the region between the edges of the stimulus electrodes, there
was a large variance in the exact position where least current and higher thresholds occur. Considering
that tissue properties have in reality more inhomogeneous composition [29], and the nerve itself has a
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non-spherical, oblong geometry, better mapping of conduction properties inside the nerve would be
needed in the future for the optimal placement of diodes. It should be noted that variance in current
properties outside the nerve epineurium (Figure 10) was possibly due to the presence and effective
concentrations of body fluids over the time course of the experiment. It should be made clear that the
study is not proposing the placing of commercial diodes in nerves, since even at the smallest feature
size of 220 μm, they may cause significant tissue damage due to relative tissue motion. However,
assessment of the biocompatibility of the current remote diode–dipole chips is beyond the scope of this
work since the primary motivation here was to investigate the possibility of inter-neurally, implantable
microstimulators to be remotely activated. The potential advantages of this approach are selective
targeting and decoupling of the physical wire connectivity to mitigate the relative motion between
implanted devices and the nerve tissue. The disadvantages are relatively higher currents applied to
nerve cuffs (currents in the cuffs are in the order of a few mAs to 10’s of mA which are ~100 times
higher than currents through the remote diodes) and limitations in placement of multiple diodes due
to the need for diode electrode lengths in the order of 1 mm.

This often affects the performance of tethered implants in terms of energy usage, targeting
precision and optimal performance since it may require frequent recalibration. This work did not
examine issues of nerve damage due to diode placement. However, we note that to mitigate the
tissue damage due to diode implant itself, design modifications such the use of materials that are
mechanically matched to the tissue, flexible designs and miniaturization may be used to improve
chronic functional performance.

5. Conclusions

We observe that small 220 μm, free-floating, Schottky micro-diodes placed free-floating inside a
rat sciatic nerve can reduce thresholds and stimulate action events using high frequency AC bursts
with 1 msec duration. The advantage is that no chronic trans-epineurial wires to individual nerve fibers
are needed to locally stimulate fibers. This work suggests that free-floating diodes placed internal to
the nerve in combination with nerve cuffs thus can act similarly to penetrating electrodes in achieving
selective (focal) sites of nerve stimulation but without penetrating wires implanted intraneurally.
Experiments show, however, strong sensitivity to diode–dipole length with the minimum values of
in the order of 1 mm, frequency of AC carriers, limits on the distance of diodes from stimulation
electrodes, and thus implantation depths at practical AC drive currents. This places significant limits
on extrapolations of this approach to multiple channels. Currents through implanted diodes within
the nerve suffer large attenuations (~100 fold) compared to AC burst currents requiring relatively high
(1–2 mA) drive currents. Muscle EMG curves with implanted free-floating diodes are intrinsically steep
and get steeper as a diode is placed at increasing depths away from external AC stimulating electrodes.
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Abstract: Characterizing the aging processes of electrodes in vivo is essential in order to elucidate
the changes of the electrode–tissue interface and the device. However, commonly used impedance
measurements at 1 kHz are insufficient for determining electrode viability, with measurements being
prone to false positives. We implanted cohorts of five iridium oxide (IrOx) and six platinum (Pt)
Utah arrays into the sciatic nerve of rats, and collected the electrochemical impedance spectroscopy
(EIS) up to 12 weeks or until array failure. We developed a method to classify the shapes of the
magnitude and phase spectra, and correlated the classifications to circuit models and electrochemical
processes at the interface likely responsible. We found categories of EIS characteristic of iridium
oxide tip metallization, platinum tip metallization, tip metal degradation, encapsulation degradation,
and wire breakage in the lead. We also fitted the impedance spectra as features to a fine-Gaussian
support vector machine (SVM) algorithm for both IrOx and Pt tipped arrays, with a prediction
accuracy for categories of 95% and 99%, respectively. Together, this suggests that these simple and
computationally efficient algorithms are sufficient to explain the majority of variance across a wide
range of EIS data describing Utah arrays. These categories were assessed over time, providing
insights into the degradation and failure mechanisms for both the electrode–tissue interface and
wire bundle. Methods developed in this study will allow for a better understanding of how EIS can
characterize the physical changes to electrodes in vivo.

Keywords: impedance; Utah electrode arrays; electrode–tissue interface; peripheral nerves

1. Introduction

Impedance measurements are one of the most widely used techniques to evaluate neural
electrodes, both on the benchtop and in vivo. Single frequency impedance measures (e.g., 1 kHz) can
be obtained rapidly, used to diagnose open and short circuit failures, and confirm that impedances are
compatible with electrical stimulation. Impedance measurements have the possibility of conveying
information regarding other key factors of electrode performance, including the (1) degradation of
neural electrodes, (2) changes in the electrode–tissue interface, and a (3) correlation to the quality of
the acquired neural data. However, the direct interpretation of impedance changes of Utah arrays
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has remained elusive, despite the development of sophisticated impedance models [1,2]. This is, in
part, due to the complexity of the external circuit, compounded by the limited range of the frequencies
collected to form the impedance spectra, as well as the compromises in the impedance measurement
methods. In addition, for microelectrode arrays such as the Utah electrode array (UEA), abiotic and
biotic changes at the electrode tissue interface can drive both increases and decreases in impedance,
such that the competition between these mechanisms can result in complex changes in impedance
over time [3]. The impedance changes due to abiotic sources are from the changes in the material
and surface area of the electrode, whereas the biotic changes result from alterations in the tissue
and physiological environment between the electrode and the counter electrode. Moreover, even
profound physical damage, such as broken lead wires, can sometimes result in fairly modest changes
in the measured 1 kHz impedance. Circuit models for these individual changes have been thoroughly
discussed in the literature [1,2]. However, the diversity of the factors that influence impedance, often
simultaneously in opposite valences, makes the characterization of the electrode/tissue interface and
the identification of failure modes complex. This work combines elements of several models [1,2,4],
and enables the categorization of spectra from Utah arrays based on common characteristics.

The sheer volume of data generated by repeated broad-spectrum EIS measurements from high
channel-count interfaces also adds to the difficult process of interpreting data. As part of a larger effort
to investigate the failure mechanisms of Utah arrays in-vivo, this work was intended to provide a
resource-efficient method so as to characterize impedance dynamics and pinpoint failure mechanisms.
With this aim, impedance spectra were collected from 1 to 106 Hz, from 16 channel UEAs implanted in
the sciatic nerve relative to platinum/iridium reference (aka counter or ground) wires in the adjacent
tissue of rat models (N = 11), for up to 12 weeks. The spectra were classified using an algorithm
that we developed to distinguish commonly observed trends in the magnitude and phase spectra.
The results of this classification were supervised by our team, and on rare occasions, the classification
was manually corrected. Both the performance of the classification, its impact on error analysis in
aggregated spectra, and its representation of long-term trends were analyzed. Portions of the spectra
up to 104 Hz were fitted with a simple Randles circuit model to quantify their electrical characteristics,
and to perform quantitative statistical comparisons between them. Furthermore, these fits provided
additional insight in to changes of the circuit over time, as well as likely failure modes.

These results provide a high-throughput approach to quantifying changes in impedance spectra
under in-vivo conditions. The algorithm significantly increases the ability to diagnose specific failure
modes, both biotic and abiotic, in order to provide insight into the real-time integrity of the implanted
electrode and biological response.

2. Materials and Methods

The surgical implantation and data collection of the impedance spectra occurred at the Food and
Drug Administration. This study was approved by the Institutional Animal Care and Use Committee
(IACUC) at the Food and Drug Administration, White Oak campus (protocol number WO2014-145,
approved April 2014). Female Lewis rats were purchased from Charles River Laboratories International
Inc., for the experiments described in this manuscript. The experiments were conducted on animals
weighing between 200 and 280 g at the time of surgery. The animals were single housed in plastic cages
with 12-h light and dark cycles throughout the experiments. The animals were randomly assigned to
one of the following two groups: (1) IrOx Utah arrays (N = 5) and (2) Pt Utah arrays (N = 6). Six iridium
oxide arrays were originally planned for the study, but one broke during surgical implantation and
was removed from the data analysis. Impedance data was collected as part of a different study for
evaluating nerve and electromyography (EMG) activity (not presented here).

Sixteen channel (16 recording) Blackrock microelectrode arrays with shanks arranged in a
4 × 4 configuration were used in this study. Each shank was 1 mm in length with a 0.4 mm pitch
between electrodes. The Utah arrays with platinum electrode contacts and Parylene-C insulation were
purchased from Blackrock Microsystems. The Iridium Oxide Utah electrode arrays (UEAs), which
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had a low impedance tip metallization relative to Pt, were provided by Rohit Sharma, Ryan Caldwell,
Brian Baker, and Dr. Loren Rieth. The production of these arrays has been described previously [5–7].
Briefly, iridium oxide arrays were fabricated from p-type silicon with trenches diced into the backside,
and were back-filled with glass for electrical isolation. Subsequently, the front side was diced to the
glass and the resulting shanks were etched to form needle-shaped electrodes. The backside bond pads
were sputter-deposited from Pt and Ir, and the frontside metallization was sputter-deposited from
Pt/Ir/IrOx. The electrodes were encapsulated with 6 μm of Parylene-C and the tips were de-insulated
using an oxygen plasma process. The electrodes were wire-bonded to the circuit-board and the bond
pads were encapsulated using silicone. The electrodes and the connector (A79026-001, Omnetics
Connector Corporation, Minneapolis, MN, USA) were linked via a 55 mm long lead wire bundle,
as shown in Figure 1a,b. A 2.5 cm long silicone tube starting at the connector level was added to
protect the leads wires from high mechanical stress. Custom-designed EMG arrays were purchased
from Microprobes for Life Science, with eight insulated stainless-steel wires of 110 mm length and
0.1 mm diameter arranged into four bipolar pairs, attached to an Omnetics connector (A79038-001)
(not shown).

The connector mounts were designed using SolidWorks (2014, Dassault Systèmes SolidWorks
Corp., Waltham, MA, USA). Two types of connector mounts were used in this study, the first of which
was 3D printed with bronze infused stainless-steel (Figure 1a), which was used in two Pt Utah arrays.
The second mount had the bottom part 3D printed with Nylon and the top part with bronze infused
stainless steel (Shapeways.com) (Figure 1b). A 35 mm × 30 mm Mersiline mesh was attached to the
bottom part of the connector mount using epoxy (Loctite Hysol Epoxy). Connectors from the nerve
microelectrode array (and the EMG electrode array were inserted into their respective places inside the
connector mount and were bonded with epoxy and, finally, Kwik-cast (World Precision Instruments,
Sarasota, FL, USA) were thoroughly applied to the bottom portion of the connector mount to provide
a softer tissue contacting surface.

 
Figure 1. Surgical procedure for the implantation of a nerve electrode array. (a) Bronze infused
stainless-steel connector mount secured to the lumbar fascia. (b) Two-part connector mount secured to
the lumbar fascia. (c) Electrode array implanted into the sciatic nerve. (d) Silicone cuff used to secure
the electrode array inside the sciatic nerve. cm—connector mount; mm—mersilene mesh, e—electrode
array, sn—sciatic nerve; sc—silicone cuff.
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2.1. Surgical Procedure

The animals were anesthetized with an intraperitoneal injection of a ketamine (75 mg·kg−1)
and Dexmedetomidine (0.25 mg·kg−1) cocktail. After confirming the lack of a toe pinch reflex, the
surgical site was shaved starting from the thoracic region down to the right leg, and was sterilized
with betadine and alcohol. An ocular lubricant was applied to prevent drying, and 3 mL of warm
sterile saline was administered subcutaneously to prevent dehydration.

A skin incision was made over the thoracic/upper lumbar fascia, and which extended to the
right biceps femoris. The connector mount was secured to the fascia with sutures (4-0, Prolene,
Polypropylene suture, Med-Vet International, Mettawa, IL, USA), as shown in Figure 1a,b. Mersilene
mesh was gently tucked under the skin after dissecting the underlying connective tissue. The sciatic
nerve was exposed using blunt dissection techniques described elsewhere [8–10]. The nerve was
freed from the surrounding connective tissue, and a piece of sterile silicone block (~10 mm × 8 mm ×
1 mm sylgard 184 silicone elastomer kit, Dow Corning, Midland, MI, USA) was placed underneath
the nerve. A small sheet of sterile parafilm was placed between the nerve and the silicone block.
The UEA array was carefully positioned over the nerve and inserted using a pneumatic impactor
(Blackrock Microsystems, Salt Lake City, UT, USA) set at 10 psi. The electrode was gently tapped with
the impactor ~5–6 times, so as to achieve insertion. Once the shanks were inside the nerve, a few
drops of a two-part fibrin sealant (TISSEEL, Baxter Healthcare Corporation, Deerfield, IL, USA) were
applied to stabilize the construct, as shown in Figure 1c. After the fibrin sealant was cured, the silicone
block and parafilm were removed from underneath the nerve, followed by the placement of a 4 mm
long, 3.2 mm inner diameter silicone cuff around the nerve and electrode. The lumen of this silicone
tube was filled with a fibrin sealant, as shown in Figure 1d (cloudy inside silicone tube). The muscle
incision over the nerve was closed. The delaminated ground and reference leads were threaded and
secured at two different locations inside the muscle over the sciatic nerve implant site using a 21 G
needle serving as a cannula.

To implant the EMG arrays, a skin incision was made between the right gastrocnemius and the
tibialis anterior muscle. EMG wires were tunneled under the skin, and two pairs of EMG wires for the
gastrocnemius and two pairs for the tibialis anterior were inserted into the muscles for redundancy
using a 25 G needle serving as a cannula. The wires were then secured in place using sutures (4-0,
Prolene, OASIS). Finally, all of the skin incisions were closed using a combination of sutures (4-0,
Prolene, OASIS) and the application of gluture. The animals were then administered Atipamezole
(0.5 mg kg−1, i.p. (intraperitoneal)) for anesthesia reversal, Meloxicam (2 mg kg−1, s.c. (subcutaneous))
for analgesia, and Gentamycin (8 mg kg−1, s.c.) for antibiotic treatment. Meloxicam (1 mg kg−1, s.c.)
per day for two days was administered following surgery.

2.2. Impedance Measurements

The broadband impedance measurements of the individual channels with respect to the ground
wire were recorded using electrochemical impedance spectroscopy (1–106 Hz, Gamry Instruments
Inc., Warminster, PA, USA). To record the pre-implant measurements of a given channel, the electrode
array and the ground wires were immersed in 0.15 M phosphate buffered saline. For the post-implant
measurements, the impedance of the arrays was measured immediately (~1 h) after the surgery, to
confirm the device function, and again, weekly, starting two weeks, for 12 weeks or until device failure.

2.3. Visualization of Spectra

The magnitude and phase of the impedance was loaded into MATLAB (2017b, Mathworks, Natick,
MA, USA) for further analysis. As seen in Figure 2, a custom graphical user interface (GUI), called
PlotEISGUI, was designed for the visualization of data (code available, see Supplementary Materials).
This was also used to correct any categorization errors that were identified visually.
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Figure 2. PlotEISGUI with a sample of the iridium oxide Utah electrode array (UEA). In the left
plot, the magnitude spectra are plotted for all 16 channels. In the figures on the right, the spectra
are divided based on the categories, where Groups 1–3 are the hockey-stick, ski-slope, and mixed
groups, respectively.

2.4. Categorization Algorithm

A categorization algorithm was developed to separate the spectra for each channel into distinct
groups named hockey-stick, ski-slope, mixed, and outliers. A typical example for each group can be
seen in Figure 3, along with the inclusion criteria (detailed below) in the shaded boxes. The hockey-stick
group has spectra shape common to that of IrOx [4,11,12] and other low impedance materials
(e.g., poly(3,4-ethylenedioxythiophene) (PEDOT)), with the magnitude spectra shape being flat at
lower impedances occurring at high frequencies. The ski-slope group, named for the shape of the
magnitude spectra, which is flat at high impedances occurring at low frequencies. This shape is likely
indicative of a parasitic leakage pathway, resulting in a large impedance that is primarily real (and
not imaginary), because of the encapsulation damage at the electrode or lead. This also occurs more
readily when the electrode impedance is high, because of tip metal degradation or lead wire breakage.
The mixed group, with a complex shape with multiple inflections points, is common in all platinum
arrays as well as IrOx electrodes after aging and likely associated degradation. The outliers group had
very high, often linear impedance spectra that were likely due to site failure or lead-wire breakage in a
location, resulting in a higher impedance pathway to the electrolyte.

The default category was a mixed group for both types of arrays. This group consisted a
magnitude spectrum with a gradual, consistent slope with no distinct features, and a phase spectrum
that had multiple, small inflection points at various frequencies. The intermediate to more negative
phases are indicative of a more capacitive character, but these do sometimes have phases closer to
0◦, and are associated with more real resistances. The less characteristic fluctuations of this category
suggest that it represents a larger diversity of conduction pathways.

For Iridium oxide arrays, some spectra were grouped into a hockey-stick Group. The criteria for
the hockey-stick group include all four of the following conditions:

(1) mean(Z<100Hz) < 8 × 106 Ω
(2) −80

◦
< mean(ϕ<100Hz) < −40

◦

(3) Max(ϕ0.1−50kHz) > −30
◦

(4) |Max(ϕ0.1−10kHz)− mean(ϕ<100Hz)| > 25
◦

where Z is the impedance magnitude and ϕ is the phase magnitude, with the mean or maximum value
found for frequencies in the subscript. Condition 1 ensured that the impedance at low frequencies was
within a typical range, which was lower for a given geometric surface area, because of the use of IrOx.
Conditions 2 and 3 evaluated the characteristics of the phase spectrum, where the phase was highly
negative at low frequencies and increased with frequency. The phase at lower frequencies is associated
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with the combination of Faradaic and capacitive characters of the electrodes. In addition, the small
phase angle at high frequencies is associated with the access resistance (i.e., the resistance associated
with the electrolyte, the path through the electrolyte, the geometry of the electrode, and the geometric
surface area of the electrode) behaving more like a pure resistive element. Condition 4 was designed to
reflect that a large increase in slope was present, namely, that the phases at low and high frequencies
differed more than 25◦. This reflects the distinct transition from the spectrum being dominated by the
more capacitive electrode–electrolyte interface at low frequencies, to being dominated by the access
resistance at high frequencies.

Iridium oxide arrays were also categorized into a ski-slope group, as the magnitude spectrum
was flat at low frequencies and decreased at higher frequencies. The phase spectrum was similar to a
decreasing sigmoidal function, with small phases at low frequencies and highly negative phases at
large frequencies. The criteria for the ski-slope group included the following:

(1) mean(ϕ>10kHz) < −80
◦

or all of the following conditions:

(1) mean(ϕ<100Hz) > −35
◦

(2) mean(ϕ>50kHz) < −70
◦

(3) max
(
Δϕ

)
> 25

◦

where Δϕ refers to the slope of the phase (i.e., the difference in values between successive frequencies).
Condition 1 is associated with the highly capacitive behavior that occurs at the higher frequencies for
these electrodes; whereas, condition 2 is associated with a relatively high impedance (on the order
of 107 Ω) parasitic leakage pathway through the encapsulation. Condition 3 again indicates that a
relatively large change in phase angle occurs between low frequencies and higher frequencies, as the
impedance transitions from more resistive at low frequencies to capacitive at higher frequencies.

The final group was designated as outliers. For platinum arrays, the channels were categorized as
outliers when the average impedance magnitude at <100 Hz exceeded 1 × 108 Ω. For iridium oxide
arrays, the channels were categorized as outliers when the average impedance magnitude at <100 Hz
exceeded 2 × 109 Ω. The high impedances of these electrodes are at the limits of the impedances that
can be accurately measured, and likely represent a failure in the connector system or lead wires near
the connector, with the failures having only a high impedance path through the electrolyte associated
with failure that is more isolated from the physiological environment.

Figure 3. Impedance spectra were classified into groups based on the characteristics of the magnitude
and phases. Examples of groups are shown along with categorization criteria (grey boxes; see
Section 2.4). Note that the y-axis for outliers is scaled to include much higher magnitudes.
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2.5. Equivalence Circuit Model

The impedance spectra were fitted to a modified Randles equivalence circuit model, seen in
Figure 4a [13]. This circuit comprises of an electrolyte resistance Rs (i.e., access resistance), electrode
charge transfer resistance RE, and constant phase element (ZCPE) representing imperfect capacitance at
the electrode/electrolyte interface. ZCPE is defined as

ZCPE(w) =
1

Q(jw)n ,

where Q is the admittance of the constant phase element and thus a measure of the magnitude, w is
the frequency, and n is a constant between 0 and 1 that describes resistive or capacitive characteristics.
The Randles model, which as ZCPE in parallel with RE, with these elements in series with RS. Thus, the
equation to fit the impedance spectra is:

ZEIS(w) = Rs +
RE

1 + REQ(jw)n .

Figure 4. The Randles equivalence circuit used to model an electrode in solution (a). The solution
resistance, RS, is in series with the elements denoting the electrode–electrolyte interface, including the
electrode transfer resistance, RE, and the admittance of the constant phase element (CPE), Q. Elements
have different contributions to the impedance spectra (b), as highlighted by examples classified as
hockey-stick (left) and ski-slope (right). In addition to the electrode CPE, Q, and access resistance,
RS, parasitic shunt resistance may also be present at low frequencies, as well as coupling through a
dielectric capacitance at high frequencies.

Each spectrum was fit in MATLAB using Zfit (v1.2.0, 2005, written by Jean-Luc Dellis). The real
and imaginary impedances at frequencies of up to 10 kHz were used to create the fit. Higher frequencies
were not included in these fits because aging iridium oxide arrays often have a high-frequency roll-off,
likely associated with capacitive coupling at a relatively large surface area. This could be from
demetallized regions, or areas of silicon exposed by Parylene-C degradation. The initial parameters
into the equations were estimated for RE as 6 × 107 Ω, Q as 5 × 10−7 S s−n, n as 0.8, and RS as the real
component of the impedance measured at 10 kHz. For the lower and upper bounds, the parameter
boundary conditions included 1 × 104–1 × 1011 Ω for RE, 1 × 10−15–1 × 10−5 for Q, 0–1 for n, and
10–infinity Ω for RS.

2.6. Machine Learning Algorithm

Using the Classification Learner App in MATLAB, we developed a support vector machine (SVM)
algorithm with a fine Gaussian kernel to evaluate the automated categorization for each array type.
In this SVM model, the response was the group and predictors included the phase, magnitude, time,
and channel for each frequency. Using five-fold validation to protect against overfitting, the algorithm
was trained and the prediction accuracy was found.
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2.7. Statistics

The statistical analyses were performed in MATLAB, with the data reported as mean ± standard
error of mean (SEM), unless otherwise noted. The mean and SEM were calculated if more than
three channels were present within a specific group at a given time. Unless otherwise specified,
the multi-way analysis of variance (ANOVA) was calculated using time, groups, and the log of
the impedance magnitude (to normalize values) to detect for significant factors. Significance was
determined if p < 0.05 after a Bonferroni correction.

To determine predictors for the fit parameters of the equivalent circuit, we created a repeated
measures model with the fitrm command in MATLAB. With this repeated measure model, the
responses were the fit parameters (n, and the logarithm of RE, Q, and RS to normalize the ranges),
and the predictors included the groups, times, and channels. Repeated measures ANOVA (using the
MATLAB command ranova) were then used to determine which predictors have a significant effect in
the model. Wilcoxon signed-rank tests were then used to compare the parameters between groups,
with significance determined if p < 0.05 after a Holm–Bonferroni correction.

3. Results

The primary goal of the study was to evaluate the longitudinal changes in electrode integrity post
implantation. Cohorts of 16-channel Utah arrays were implanted into the sciatic nerve of rats, and
the frequency spectra were collected weekly for up to 12 weeks. The implanted arrays were either
iridium oxide (N = 5) or platinum (N = 6) arrays. During the initial analysis, the spectra for each
electrode type were averaged to evaluate changes over time. However, it was evident that elucidating
trends was problematic because of the large error bars associated with the different spectra shapes that
obscured the trends (data not shown). To visualize the individual spectra at specific time points, we
developed PlotEISGUI, and observed distinct patterns of the impedance spectra that formed the basis
of the categories described below.

3.1. Description of Classes

Each site was classified based on select features in the magnitude and phase impedance spectra
(see Section 2.4 for details). The electrode sites were categorized into four groups, hockey-stick,
ski-slope, mixed, and outliers (Figure 3).

The hockey-stick category spectra look similar to the spectra from the iridium oxide electrodes
previously observed in a variety of in vitro studies [4,11,12]. This category was named for the shape of
the magnitude spectrum, which has a large negative slope at low frequencies, associated with more
capacitive or mixed capacitive, and a Faradaic character that flattened at higher frequencies, behaving
like a real resistance. The phase spectrum also had a characteristic shape of either an increasing sigmoid
or inverted-U shape, which results from the transition from the dominant impedance transitioning
from capacitive/Faradaic to the real impedance. Specifically, a highly negative phase was present at
low frequencies, and the phase increased with frequency and either remained high (i.e., closer to zero)
or returned to a more negative phase. The hockey-stick group was always associated with iridium
oxide arrays for these UEAs and their associated surface area of 4000 μm2, including baseline in vitro
measurements and some in vivo measurements.

Some of the spectra were categorized in the ski-slope group, where the magnitude spectrum had
a consistent, flat slope at low frequencies, which became consistently negative at high frequencies.
The Randles equivalence circuit parameters and flat slope of the curve indicate that the electrode was
primarily resistive at lower frequencies (see Table 1 and Section 3.3, below). This is likely due to the
damage at the wire-bundle lead or to encapsulation, resulting in a parasitic path (Figure 4b), as well as
significant tip metal degradation to drive the increased impedance that then reveals the presence of
the higher impedance parasitic pathway. The phase spectrum was similar to a decreasing sigmoidal
function, with small phases at low frequencies and highly negative phases at large frequencies.
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Table 1. Summary of the circuit parameters’ fits to Randles equations. The mean +/− standard error
of mean (SEM) of each variable is shown both in-vivo and in-vivo past two weeks implantation. No
outliers were present for in-vitro conditions for either array.

Array Type Group Condition Number Spectra RE (1010 Ω) Q (10−8 S s−n) n RS (kΩ)

Iridium Oxide

Hockey-stick In vitro 67 2.0 ± 0.4 22 ± 1 0.81 ± 0.01 2.17 ± 0.07
In vivo 205 6.2± 0.3 30 ± 2 0.64 ± 0.01 138 ± 12

Ski-slope In vitro 9 2.1 ± 1.2 7.4 ± 3.2 0.68 ± 0.11 156 ± 90
In vivo 99 1.0 ± 0.3 1.1 ± 0.3 0.85 ± 0.02 76 ± 28

Mixed
In vitro 4 4.5 ± 2.6 43 ± 34 0.75 ± 0.09 0.15 ± 0.12
In vivo 299 3.0 ± 0.2 11 ± 2 0.61 ± 0.01 59 ± 7

Outliers
In vitro 0
In vivo 17 6.8 ± 1.0 0.53± 0.35 0.89 ± 0.05 416 ± 245

Platinum
Mixed

In vitro 96 0.46 ± 0.18 0.72 ± 0.08 0.74 ± 0.01 7.3 ± 1.3
In vivo 854 5.0 ± 0.1 11 ± 1 0.55 ± 0.01 25 ± 2

Outliers
In vitro 0
In vivo 42 1.1 ± 0.3 0.064 ± 0.062 0.96 ± 0.01 93 ± 20

The third group was the mixed group, where the magnitude spectrum decreased with a constant
slope and the phase spectrum, and had multiple, small inflection points. For the IrOx arrays, these
spectra were similar to one that have been chronically implanted for at least 30 days [11], or to the
uncoated sputtered iridium oxide films (SIROF) sites [12], and are thus likely aging sites, with the
iridium oxide flaking off, damage to the tips, and/or a complex interaction with the encapsulation
sheath. For the platinum arrays, the mixed category was the most prevalent group for all of the
timepoints, and the spectra were similar to those previously characterized in vitro [14,15].

Finally, outliers were identified by high impedance magnitudes at low frequencies. These spectra
had a very high impedance (see Table 1 and Section 3.3 below), and were likely due to wire failures
in the lead that were also well isolated from physiological electrolytes, such as in or near the
connector system.

After classification using the automated algorithm, each spectrum was visually assessed using
PlotEISGUI. Upon visual inspection, 4.5% (N = 35/764) of the classifications were changed for the
iridium oxide arrays, with the most common change being from mixed group to outliers (N = 32
changes). For the platinum arrays, 3.5% (N = 17/1087) of the classifications were adjusted, with mixed
group sites being reclassified as ski-slope (N = 23) or outliers (N = 15). Further analysis was not
performed on the hockey-stick or ski-slope groups for the platinum arrays, because of the low number
(≤3 channels) of channels at any point of time. For both array types, the algorithm correctly grouped
the sites for over 95% of the channels.

To evaluate the strength of the categorization based on the spectra, we employed a machine
learning algorithm to determine the power of the classification. We fit a five-fold cross-validation
fine-Gaussian SVM to the log of the impedance magnitude, log of the frequency, phase, channel, time,
and group. The predictive accuracy is 95% for the IrOx arrays and 98.9% for the Pt arrays, with the
confusion matrices as seen in Figure 5. Thus, this machine learning approach is comparable or slightly
better (for Pt arrays) than the performance of the categorization algorithm, but at the cost of being
more computationally complex.

3.2. Longitudinal 1 kHz Impedances

A common method of evaluating electrode integrity is determining the impedance magnitude
at 1 kHz. For both the iridium oxide and platinum arrays, we found that groups were a significant
predictor of impedances (Kruskal-Wallis, p < 1 × 10−40), with differences between the groups at all
timepoints after the implantation highlighted in Figure 6b. Outliers could not be differentiated from
mixed groups for the IrOx arrays, and from the ski-slope group for the Pt arrays, although all of
the other group comparisons were significantly different (p < 3 × 10−4, with Bonferroni correction).
Thus, the impedance magnitude at 1 kHz is insufficient to distinguish between all of the groups,
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and importantly, cannot distinguish between aging, besides the intact electrodes (mixed group) and
putative open circuits (outliers) for the IrOx arrays.

Depending on the category, the impedances change in unique ways, as seen in Figure 6a. For
the IrOx arrays, the impedances either increase (as in the hockey-stick group) or decrease (as in the
ski-slope group) immediately after implantation, in comparison to the impedances measured in vitro.
Interestingly, it appears that the impedances for the mixed group of Pt arrays stay similar for 1 h after
implantation, compared to the in vitro impedances, although they slowly appear to decrease over time.

Figure 5. Confusion matrices of the trained SVM algorithm for the iridium oxide (left) and platinum
arrays (right). The numbers refer to the data points within the impedance spectrum, with each spectrum
consisting of 31 frequencies collected per channel for each point in time.

 
Figure 6. Impedance at 1 kHz for iridium oxide (left) and platinum (right) arrays vary per group.
The mean and standard error of mean (SEM) can be seen at all timepoints (a), and the boxplots show
the medians for all of the timepoints after implantation (i.e., 1 h through site failure) (b) (* refers to p <
3 × 10−4, and ** p < 1 × 10−13, after the Holm–Bonferroni correction).
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3.3. Fitting Categories to Randles Model

While the algorithm separated groups based on frequency-specific criteria, fitting the spectra to
a Randles equivalent circuit (see Section 2.5 for details) revealed that these differences correlated to
the physical properties of the array. For the iridium oxide and platinum arrays, a repeated measured
analysis of variance found significant effects for groups (p < 2 × 10−29), times (p < 4.1 × 10−19), and
channels (p < 9 × 10−5) (see Section 2.7 for details).

Upon inspection, most of the in vitro parameters typically varied dramatically after implantation
and then stabilized after the two-week time point. This surgical recovery period is typical to those
in previous studies [1,3,16,17], allowing for the encapsulation of electrodes. Thus, we summarized
the average fit values for each group for in vitro and in vivo plus two weeks in Table 1, and plotted
boxplots of the fit parameters for the in-vivo plus two weeks in Figure 7. The group most reflective of
typical IrOx spectra, the hockey-stick group, demonstrated significantly different values for in vivo
verses in vitro for the resistance through the electrolyte, RS; the electrode–tissue interface resistance,
RE; and for the constant phase element, n. Similarly, the Pt mixed group, the most prevalent group
for this array, had Randles fit equation values that differed for all four parameters (p < 2 × 10−13)
for in vivo in comparison to in vitro. This suggests the critical influence of the in vivo environment
on impedance metrics. For both array types, the RS significantly increased, indicating that either the
effective impedance of the electrolyte increased and/or the effective area of the electrode decreased,
likely because of biofouling. In addition, both arrays demonstrated a significantly decreased n value,
indicating that the electrode was acting more resistive, potentially because of an increase in the effective
area. For the Pt arrays, the constant phase element admittance, Q, value significantly increased, likely
because of the decrease of impedance, especially at low frequencies. For the IrOx arrays, there was
no significant difference with the Q value over time, although the distribution of values became
increasingly skewed with time (data not shown), indicating that the mean is less representative of the
population. Finally, both the RE values increased for both of the arrays, although this is likely from
noise, because some in vivo values matched the upper limitations of the model, set at 1 × 1011 Ω to
mimic the measurement limitations of the Gamry.

Next, we wanted to determine whether these Randles circuit parameters reflect the differences
between groups by determining whether comparisons are significant. For the in vitro spectra of the
iridium oxide arrays, the hockey-stick group had a significantly different Q value than the ski-slope
group (p < 0.003, Wilcoxon signed-rank tests with Holm–Bonferroni correction). In addition, the
hockey-stick group had a different in vitro RS from the mixed group (p < 0.003). The differences
between the groups became more prevalent when looking at the plus two weeks in vivo values.
The hockey-stick group was different from the ski-slope for all four of the parameters (p < 4 × 10−6);
different from the mixed group for RE, Q, and RS (p < 2 × 10−9); and different from the outliers for Q
and n (p < 2 × 10−5). In addition, the ski-slope group had different values for Q and n than the mixed
group (p < 3 × 10−24) and a different RE value from the outliers (p < 3 × 10−7). Finally, the mixed
group had significantly different RE, Q, and n values than the outlier group (p < 3 × 10−4). For the Pt
arrays implanted for at least two weeks, the values for the mixed group were all significantly different
than the outliers (p < 8 × 10−5). Together, this demonstrates that the groups differ because of the
physical features at the electrode and electrode–electrolyte interface.

The Randles circuit n-value, which represents how capacitive or resistive the electrode is behaving,
had stark differentiation between groups. By definition, the n-values range from 0 to 1, depending on
whether the constant phase element in the Randles circuit behaves more like a capacitor or resistor,
respectively. For the chronically implanted iridium oxide arrays, the hockey-stick and mixed groups
had n-values that averaged approximately 0.6, indicative of a leaky capacitor common to that of IrOx.
In contrast, the ski-slope and outliers for both of the array types had much higher n-values of 0.85 or
more, indicating a leakage path of a shunt resistor. This is likely due to breakage in the wire bundle,
allowing for the current to flow directly to the environment. For the ski-slope group, this is also
demonstrated by the lower RE values, indicative of a greater charge transfer to tissue.
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Figure 7. Boxplots of fit Randles equation fit values for in vivo impedance spectra. Boxplots show
median values, and comparisons were tested with Wilcoxon sign-rank tests (* refers to p < 3 × 10−4,
** p < 8 × 10−11, after a Holm–Bonferroni correction). Note that the upper bound of RE values were
1 × 1011 Ω, as a result of limitations of the Gamry instrument.

The constant phase element admittance, Q, also greatly varied between groups. The hockey-stick
groups had the highest values at approximately 30 × 10−8 S s−n, with the mixed groups having slightly
lower values at 11 × 10−8 S s−n. In contrast, the groups that likely demonstrate damaged sites/wire
bundle, the ski-slope and outlier groups, have values of 1 × 10−8 S s−n or lower.

The shunt resistance, RE, also reveals differences between the categories, with the exception of the
hockey-stick to outliers, and ski-slope to mixed. However, this may not be representative, because the
value is near or at the upper bound of 1011 Ω defined in the Randles model, a limitation incorporated
because this is the limit of the impedance that the spectrometer can measure. In addition, this may
further be limited, because we did not collect frequencies lower than 1 Hz. Collecting impedances at
lower frequencies may illuminate further difference between the categories.

The access resistance, RS, is associated with the effective impedance of the tissue/electrolyte
between the electrode and reference, as well as the effective geometry and geometric surface area of
the electrode, and is often observed to increase during in vitro and in vivo studies as a function of
tissue encapsulation or fouling (e.g., [18]). The increases in impedance can also occur as metallization
is lost, and thus the effective electrode area is decreased. Because of the particularly large difference
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in impedance between silicon and IrOx, this value can be sensitive to the loss of metallization with
resulting exposure of Si, which has been reported [4]. It also depends on the effective conductance of
the physiological environment, which can be modulated by the types of tissue or the foreign-body
response associated with the electrode. For mixed and outlier groups, there is no flat region of the
spectra associated with the access resistance, indicating that the categories are always limited by the
impedance of the electrode/electrolyte interface, where the “electrode” might be a broken, but it
encapsulates the wire in the lead, particularly for the case of the outliers.

The Randles model also highlights the differences between the types of arrays. Comparing the
values between the hockey-stick group and the mixed Pt group (i.e., the channels most like typical
IrOx and Pt sites), all of the plus two week in vivo fit values were significantly less for the Pt sites
(p < 1 × 10−10, Wilcoxon sign-rank tests). In addition, the RE, Q, and RS values were also lower in vitro
for the Pt mixed group (p < 0.005). Given that higher n-values indicate that the model is acting more
as a capacitor, it is unexpected for the n-values to be lower for the mixed Pt group. This may be due
to the n-values for the Pt mixed group being lower here than in the previously published in vitro
results [1], although it is important to note that these values are from planar electrodes. However,
given that IrOx is known to have lower impedances than Pt sites, it is unsurprising that the values are
lower for Q, with lower Q values being consistent with a lower impedance magnitude of the constant
phase element.

3.4. Longitudinal Changes of Categories

The distribution of groups changes over time, as seen in Figure 8. For the iridium oxide arrays,
the sites are primarily hockey-stick in shape, until three weeks post-implantation. The mixed groups
become more prevalent starting at two weeks, and continuously increase through to week eight.
The spectra for the IrOx mixed group appear similar to the IrOx arrays implanted for at least 30 days,
tested by Cogan et al. [11]; the Pt electrodes from this and other UEA studies; uncoated SIROF (i.e., just
the gold metallization for planar electrodes) sites [12]; and the analysis of impedance as a function of
the materials and surface area [4]. The lower impedance expected for IrOx suggests that the transition
from the hockey-stick to mixed arrays is likely attributable to a loss of surface area resulting from
IrOx delamination and/or fouling associated with adsorption and glial encapsulation during aging.
This results in the impedances remaining above the access resistance associated with the flat part of the
hockey-stick curve only potentially occurring at higher frequencies (e.g., Figure 4b). Starting at week
eight, many sites stop being measured because of device failure, with the last sites being measured at
week ten. For the Pt arrays, the mixed group is the predominant group until week 11, at which point
50% of the sites have failed. Overall, there are few sites that belong to other groups until week eight,
when over 30 sites become outliers. Thus, the Pt arrays demonstrate more stable impedance spectra
than the IrOx arrays. This is possibly, in part, due to the higher starting impedance values for the Pt
electrodes, decreasing the changes in impedance associated with metal delamination. A careful SEM
evaluation of the metal degradation would be required to discriminate these.

Within a group, the impedance spectra change over time in complex ways, as seen in Figure 9.
For the iridium oxide arrays, the hockey-stick group has a phase spectrum that initially looks like an
increasing sigmoid function (dark blue in Figure 9a, bottom panel). After implantation, the peak phase
shifts to lower frequencies and forms a maximum at approximately 1 kHz, by approximately nine
weeks (yellow shades in Figure 9a). As time progresses, the curve maximum occurs at incrementally
lower frequencies. This maximum is associated with phase angles closer to zero, and therefore resistive
impedance character. When associated with the magnitude spectra, an incrementally increasing
resistance for the flat part of the curve is observed, which we associate with the access resistance.
This increase in resistance causes this component of the curve to intersect the sloped region at lower
frequencies, resulting in the concomitant propagation of the maximum to lower frequencies. The results
are consistent with an increasing impedance for the physiological electrolyte or a decreased surface
area for the electrode. These could be associated with the foreign body response and tissue healing
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process, and tip metal degradation, respectively. For each hockey-stick spectrum, we found fpeak,
the frequency at which the maximum phase occurred, and found that time has a significant effect
(p < 7 × 10−49, Kruskal–Wallis test). Using Wilcoxon signed-rank tests to compare across timepoints,
we found the fpeak to be progressively lower up to week six. After approximately six weeks, this fpeak
value becomes similar. This phase peak is reflected in the magnitude spectrum via the high-frequency
roll-off (i.e., the elevated magnitude at approximately 10 kHz). This roll-off is thought to be due to the
degradation of the Parylene-C and current leakage through the silicon or even capacitive coupling
through the dielectric [4] (see Figure 4b).

Figure 8. Summary of population changes for groups over time for iridium oxide (top) and platinum
(bottom) arrays. After the failure of all sites in an array, the impedance spectra were no longer collected
and are designated as unmeasured.

For the iridium oxide arrays belonging in the Ski-Slope group (Figure 9b), the phase spectrum
appears as a decreasing sigmoid. Immediately after implantation, the inflection point of this sigmoid
(i.e., greatest slope) occurs at a higher frequency. In the successive weeks, the inflection point occurs at
progressively lower frequencies, without statistical significance (p > 0.05).

For the platinum arrays, the phase spectrum for the predominant mixed group initially presented
with a U-shaped minimum in middle frequencies, similar to that of Pt UEAs previously shown
in vitro [14,15]. As time progresses, this minimum flattens out and a high-frequency peak develops.
When similar electrodes age in a saline bath, the size of this minimum decreases, although it does not
become as flat as those observed here at approximately seven weeks. Thus, these changes are likely
due the foreign body response, although the aging of the electrode may also contribute. The magnitude
spectra are similar [14,15] or much lower than a previous study [19], with the latter difference
potentially arising from the large error bars presented with the mean. Over time, we found that
the impedance decreased at low frequencies (<100 Hz) and increased at very high frequencies (1 MHz).
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Electrodes aging in a PBS bath decreased in impedance at low frequencies, but remained similar at
high frequencies [14]. In contrast, reactive accelerated aging via exposure to reactive oxygen species
decreased the impedance across all of the frequencies [19]. These differences are likely attributed to
factors arising from glial response in vivo.

 
Figure 9. Mean magnitude and phase spectra for iridium oxide (a–c) and platinum (d,e) UEAs (shaded
areas are SEM) over time.

4. Discussion

We developed a simple categorization algorithm for the impedance spectra that can enable a
more thorough longitudinal analysis of the implanted electrodes. We also created a visualization GUI,
called PlotEISGUI, to display the categories and enable corrections with visual inspection. We found
this algorithm to be robust and it correctly categorized 95% of the spectra, with correction required
for approximately 5% of the spectra. This performance was comparable to a fine-Gaussian SVM
algorithm, which had a prediction accuracy of 95% for iridium oxide arrays and 98.9% for platinum
arrays. The advantages of the algorithm over the SVM included its simplicity, which allows it to
classify an individual electrode’s spectra at one point in time with computation efficiency and without
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expensive toolboxes. The groups are further distinguished by the difference in fit parameters when
modeling each spectrum to a Randles equivalence circuit, further demonstrating the distinctiveness of
each category.

4.1. Physical Characteristics Underlying Groups

The hockey-stick shape described here is common to the spectra previously observed in the
iridium oxide arrays [4,11,12]. As the IrOx electrodes age, the hockey-stick group develops a
characteristic flattening, with an increased impedance with time at approximately 100 Hz–10 kHz,
similar to the previously observed spectra of the implanted electrodes [16]. This flat aspect is associated
with the access resistance, which is controlled by the geometric surface area of the electrode, the
geometry of the electrode (including the length), and the effective impedance of the path through
the (physiological) electrolyte (e.g., Figure 4b). The impedance of the physiological environment can
change because of the formation of the glial scar around the electrodes, or other tissue healing or
responses for the tissue between the electrodes. In unpublished studies, we have observed that this
increase in access resistance begins within minutes after implantation. This effect is not observed for the
Pt arrays, which actually have a small yet significant decrease in 1 kHz impedance after implantation
(comparing in vitro to week three and following time points, p < 1 × 10−6 after Bonferroni correction).
The Pt impedance is higher than IrOx, and typically has a smoother surface, making increases in
impedance with in-dwelling time smaller. Also, implantation can decrease the impedances through
encapsulation degradation and water ingress. Additionally, Pt microelectrodes, with their associated
small surface area (~4000 μm2), do not demonstrate a flat region associated with the access resistance.
Comparing the in vitro values of the Randles fit equations to those of the IrOx arrays found by
Caldwell et al. [4], the latter reported a n of 0.87, which is within one standard deviation of the value
presented here. They also reported Q0 of 27 × 10−6 S s−n mm−2, which when multiplied by our size
electrode (i.e., 4000 μm2), would be equivalent to 1.1 × 10−7 S s−n, a value approximately one standard
deviation from our mean of 2.2 × 10−7 S s−n. In addition, aging electrodes in the hockey-stick group
also developed a high-frequency roll-off, which is thought to be associated with leakage through the
dielectric capacitance [2].

The ski-slope group for IrOx is likely a result of lead wire breakage or a significant loss of tip
metallization, and the presence of a parasitic leakage path responsible for the flat region at low
frequencies (e.g., Figure 4b). The parasitic leakage path often occurs at very high impedances of 108 to
109 Ω, and therefore can only be observed when the impedance of the channel is high enough that
it can be appreciated. The individual gold lead wires are overmolded by silicone; therefore, when
these wires break, their impedance can increase modestly if the break is in a way that results in a
lower impedance path, or with a significantly higher impedance because of poor communication to
the electrolyte. The flat region at low frequencies has a resistive character, suggesting that this is a
small/high impedance leakage path, potentially associated with encapsulation degradation. This is
supported by Randles circuit models, where the in vivo n-values are 0.85, and the RE values are below
that of the other groups, indicative of a leakage path due to a shunt resistance and greater charge
transfer to tissue. The increase in RE values suggests that either tissue remodeling or further material
degradation results in an increased impedance for the shunt pathway. The mechanism of wire breakage
is further supported by the fact changes in group categorization to the ski-slope group were often
global across the array. Specifically, for two IrOx arrays, at least 15 of the 16 of sites became designated
as ski-slope at the same point in time.

For the iridium oxide arrays, the mixed group interpretation of the impedance spectra is more
difficult and would benefit from the physical characterization of the electrodes using SEM, optical
microscopy, and other failure analysis techniques. The impedance magnitudes are similar to the
hockey-stick group at high frequencies (>105 Hz, especially for hockey-stick sites after approximately
six weeks), but is ~2 to 10 times higher than the hockey-stick sites at 1 Hz. The higher impedances at
low frequencies for the mixed group electrodes result in RS not dominating the impedance spectra at
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intermediate or high frequencies. In addition, there is a large difference in the phase curves between
these two groups. The phase curve for the hockey-stick indicates a relatively capacitive coupling
at low frequencies, because of more negative phase values, which increase towards values closer
to zero, indicative of a resistive character. In contrast, the mixed electrodes maintain a relatively
consistent phase angle across the spectra from low to intermediate values. This is similar in character
and magnitude to the spectra from the Pt electrodes. The loss of the flat region characteristic of
the hockey-stick spectrum indicates that the impedance of the electrode interface dominates the
spectra across the measured range. This can result from a loss of geometric surface area for the
metallization, or a decrease in effective capacitance, resulting in an increased impedance. The former
would result from metal delamination, or the effective surface area being decreased by the foreign body
response. The increase in effective capacitance could result from a change in the surface material; to the
underlayers of Pt and Ir if the IrOx delaminates, leaving those layers behind; or even the silicon surface
of the shank. In principle, fouling of the IrOx surface could also result in a decreased capacitance, but
this is at odds with the behavior of the aged IrOx that maintains the hockey-stick character.

The platinum arrays were most commonly assigned as the mixed group. Compared to the Pt
UEAs in saline, these spectra were similar [14,15] or lower [19] in impedance to those previously
observed. For the data with a higher impedance, the study found large error bars when averaging
across the 16 channels [19], which makes interpretations more challenging. In addition, the spectra
summarized here were similar in magnitude but not phase to planar black Pt microelectrode arrays
with a tip size of 900 μm2 [1]. For the planar electrodes, the Randles equivalence circuit parameters
were as follows: Q was 0.89 ± 0.52 × 10−9 sΩ−1/n, n was 0.86 ± 0.02, RS was 7.38 ± 1.74 kΩ, and
RE was 2.7 ± 1.31 × 109 Ω (mean ± standard deviation). The RE and n values were similar to the
ones presented here, at approximately 0.1 and 1.4 standard deviations from our determined values,
respectively. Given that RS reflects the size of the electrode, we divided this value by the ratio of sizes,
assuming that our Pt UEAs were approximately 4000 μm2. This results in a corrected mean of 1.7 kΩ,
which is approximately half a standard deviation from the mean found here. To compare Q values, we
converted the units by multiplying to the power of n, with a value for Q of 1.6 × 10−8 (S s−n), which is
approximately 1.5 standard deviations of the mean values presented here. The mixed group for the Pt
array also showed a pronounced phase shift over time, with a high-frequency maxima developing
several weeks post implantation. This is consistent with previous work suggesting the development of
moderate encapsulation around Utah electrode arrays implanted in rodent cortex [20].

The ski-slope group for the Pt electrodes was different than for IrOx, in particular, with lower
impedances for the flat aspect of the spectra. This suggests that the impedance associated with
the parasitic shunt pathway had a lower impedance (Figure 4b), and therefore had a large area.
This suggests a greater degree of encapsulation degradation for the electrodes, as a roll-off at low
frequencies has been consistently found as an early hallmark for this degradation across both test
structures and for electrodes.

4.2. Categorization Algorithms

The elegance of this approach allows for the differential categorization of electrodes within a
given array—providing electrode-by-electrode information on interface dynamics. This categorization
can be accomplished with a simple equation, and does not require large datasets, complicated
machine learning algorithms, or expensive toolboxes. Importantly, this approach allows for the
improved characterization of array dynamics over time. The dual inclusion of magnitude and phase
characteristics can separate resistive and capacitive evolution over the course of in vivo implantation.

Interestingly, the categorization criteria relied heavily on the phase values, and supplemental on
impedance magnitude at frequencies <100 Hz. This is consistent with the data from in vitro accelerated
aging studies incorporating reactive species, which demonstrated that the largest changes in the aged
electrodes were in frequencies <100 Hz, regardless of the initial electrode materials, form factor, or
impedance spectra characteristics [19].
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In contrast, the information at 1 kHz, as commonly used to describe the electrodes, was less
informative. Impedance at 1 kHz could not differentiate between the outlier and mixed groups for
the IrOx arrays, and between the outlier and ski-slope groups for the Pt arrays, with the outlier
groups likely being broken electrodes. In addition, the 1 kHz measurement showed little temporal
variation, and stayed relatively similar between the in vivo and in vitro measurement environments.
Interestingly, we did not observe marked increases in impedance at 1 kHz in the first several weeks
post-implantation, in contrast with other measurements of devices implanted in the central nervous
system [2,5,17,21–23]. This may be a feature of implantation in the peripheral nerve stimulation
(PNS) or, the implantation method using a silicone cuff and fibrin sealant, which may change the
immediate physiological environment and itself be degraded over time. Alternately, this may suggest
minimal edema following implantation, as transient increases in impedance have been tied to transient
biofouling, edema, and neuroinflammation in the central nervous system (CNS) [23–25].

However, the evaluation of the full spectrum EIS showed robust temporal dynamics over the
course of implantation. This more accurately matches what is known regarding the time-evolving tissue
response [26–30], and the gradual degradation in electrode materials known to occur in vivo [17,31].
For instance, the population of the hockey-stick group declined following three weeks in vivo,
representing dynamic changes to the electrodes following implantation. These changes likely result
from increased impedances associated with metal delamination or from significant fouling of the IrOx,
possibly counterbalanced by water penetration through the Parylene-C dielectric [19,32], as evidenced
by the roll-off seen at high frequencies (e.g., Figure 4b).

Anecdotally, we found that changes in the assignment of categorization for an individual electrode
was often reflective of changes throughout the array. For one iridium oxide array, 15 of 16 electrodes
were designated as hockey-stick before implantation. During implantation, one electrode became an
outlier, and the remaining 14 were categorized as hockey-stick until week eight, when all of the sites
became Ski-Slope. The following week, the array was no longer measured because of failure. A similar
change happened for another IrOx array, when at 1 h post implantation, 15 sites were hockey-stick,
and all 15 sites became mixed group at week three. The sites remained at the mixed group until array
failure at week 10. A third array was more variable, all of the electrodes were hockey-stick both in-vitro
and immediately post implantation, and at two weeks, 14 sites were hockey-stick and two sites were
mixed group. By week five, three sites were outliers, five sites were mixed, and the eight remained
hockey-stick. This remained varied until week 10, when all of the sites became hockey-stick, regardless
of their previous category. For the remaining two iridium oxide arrays, the sites were more varied
in the categories from the in-vitro tests. Platinum arrays similarly have universal changes to sites.
For two platinum arrays, at least 15 sites were in a mixed group until week eight, when all of the
sites became outliers. In another two arrays, at least 15 sites were mixed until week 12. Perhaps these
global changes result from abiotic factors such as damage to lead wires, delamination at the bond pad,
connectors, or abrupt biological changes, such as bleeding.

4.3. Future Work

The data presented here analyzes the changes to the impedance spectra over time, creating
categories to allow for the analysis of trends over time. It will be critical to correlate those changes with
the physical changes of the electrode tips. At the completion of the study, the arrays were harvested
and imaged using scanning electrode microscopy (data not presented here). The results will further
illuminate whether these categories correlate to specific physical changes or damage to the electrode.

This work shows changes in electrode spectra when implanted chronically in the peripheral nerve
of a rat. It will be informative to determine whether similar effects are found for similar electrodes
implanted in the central nervous system, as well as within different animals. In addition, collecting
spectra from a wider range, including frequencies down to 0.01 Hz, may provide further information
about nonlinear effects at low frequencies. For iridium oxide electrodes, relating cyclic voltammetry to
the different groups may provide further information about the charge density and health of the site.
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5. Conclusions

These data represent a new approach to characterizing broad spectrum EIS from electrodes
implanted in vivo. Utilizing EIS provides meaningful information that cannot be conveyed with a
single frequency impedance measurement. Critically, a 1 kHz impedance was not able to differentiate
between functional and presumed broken channels. We found that the key characteristics for defining
the variability of in vivo electrodes were shifts in the phase and impedance magnitude at <100 Hz.
The classification algorithm that we developed is a rapid, resource-efficient classification tool to
evaluate longitudinal, broad spectrum EIS data. The application of this algorithm to Utah arrays
implanted in the rat sciatic nerve demonstrated that iridium oxide electrodes rapidly alter their
properties in vivo, while the platinum arrays had greater stability. This difference may be due to
the lower impedance of the iridium oxide sites, which make the changes in aging arrays more easily
observed, in contrast to platinum, which has a more similar impedance to Silicon, and thus the changes
could be more difficult to elucidate. The relatively low impedances of the IrOx, and the fact that the
access resistance is the limiting resistance for these, might result in the aging of the electrodes being
more easily observed. In addition, abrupt categorization changes often preceded array failure, and
seemed to implicate lead wire breakage as a major failure mechanism. Future work will relate these
classifications to alterations in the physical properties of the device materials and to the quality of the
detected neural signal.

Supplementary Materials: The code for PlotsEISGUI and the categorization algorithm are available online at:
https://bitbucket.org/MargoS/eis-analysis.git.
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Abstract: Deep brain stimulation (DBS) is a successful medical therapy for many treatment
resistant neuropsychiatric disorders such as movement disorders; e.g., Parkinson’s disease, Tremor,
and dystonia. Moreover, DBS is becoming more and more appealing for a rapidly growing number of
patients with other neuropsychiatric diseases such as depression and obsessive compulsive disorder.
In spite of the promising outcomes, the current clinical hardware used in DBS does not match the
technological standards of other medical applications and as a result could possibly lead to side effects
such as high energy consumption and others. By implementing more advanced DBS devices, in fact,
many of these limitations could be overcome. For example, a higher channels count and smaller
electrode sites could allow more focal and tailored stimulation. In addition, new materials, like
carbon for example, could be incorporated into the probes to enable adaptive stimulation protocols by
biosensing neurotransmitters in the brain. Updating the current clinical DBS technology adequately
requires combining the most recent technological advances in the field of neural engineering. Here,
a novel hybrid multimodal DBS probe with glassy carbon microelectrodes on a polyimide thin-film
device assembled on a silicon rubber tubing is introduced. The glassy carbon interface enables
neurotransmitter detection using fast scan cyclic voltammetry and electrophysiological recordings
while simultaneously performing electrical stimulation. Additionally, the presented DBS technology
shows no imaging artefacts in magnetic resonance imaging. Thus, we present a promising new tool
that might lead to a better fundamental understanding of the underlying mechanism of DBS while
simultaneously paving our way towards better treatments.

Keywords: deep brain stimulation; fast scan cyclic voltammetry; dopamine; glassy carbon electrode;
magnetic resonance imaging

1. Introduction

Deep brain stimulation (DBS) is a widely used treatment for neurologic disorders such as
Parkinson’s disease, tremor, dystonia, and epilepsy [1–3]. Promising research is performed in other
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psychiatric disorders like depression and others [2–5]. In principle, DBS mainly activates nerve
cells in certain brain regions (specified by the application and thus the anatomical placement) by
delivering an electrical stimulus through conductive sites (Figure 1) [5]. Precision in stimulating the
target area—and therefore having a defined volume of activated tissue—plays an essential role in
the success of the treatment. However, the current technology used for DBS is relatively outdated
and comes down to some limitations. The rather large size of the contact sites (annular electrode
contacts; 1.27 mm diameter, 1.5 mm height; i.e., 6.0 mm2 surface area) and hence, the large volume of
activated tissue in the case of conventional DBS probes, can cause the flow of current to reach outside
of the target regions and also sometimes high stimulus intensities and/or misplaced leads can increase
the chance of inadvertently stimulating the functional environment and hence, result in unwanted
stimulation-related side effects [6,7].

 
Figure 1. Illustration of a deep brain stimulation device implanted in a patient. A deep brain stimulation
implant consists of four main components; electrode contacts, lead, lead wire, extension part and
the implantable pulse generator (IPG or neurostimulator). A conventional DBS probe is featured
with four annular active sites/contacts to deliver electrical current to the target tissue (diagram by
D. Ashouri Vajari).

One approach to improve precision in stimulation is by decreasing the dimension of the
stimulating electrodes accompanied by a higher channel count, in order to minimize the desired tissue
volume to be excited [5,8–10]. Recently some efforts have been made to increase the channel density of
DBS probes (Table 1) associated with spatial selectivity; e.g., Toader et al. (Sapiens probe)—to minimize
side effects by optimizing the specificity and reducing the volumes of activated tissue [11,12]. A higher
channel density enables the activation of single miniaturized sites (individually or in combination with
other contacts) and can provide a higher degree of freedom by facilitating asymmetrical stimulation
and steering the stimulation field [12,13].

While the accuracy of DBS outcome is supported by imaging [14], modeling [15], navigation [16,17],
and microelectrode recording [18], feedback of the awake patient during surgery is requested [19] in
some implantation paradigms. Even though no statistical significant differences have been reported in
clinical output between electrode placement in awake and anaesthetized patients, this topic is discussed
highly controversially [20–22]. In addition to verbal feedback, which lacks accurate informative features
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of the undergoing biological events, acquiring more quantitative information, for example, monitoring
the neurotransmitter levels can be beneficial to further advance our understanding of the applied
methodology. Fast scan cyclic voltammetry (FSCV) is an electrochemical method that provides
information about the relative changes of the electroactive neurochemicals in a sub-second range,
both in vitro and in vivo [23]. The most commonly used electrodes for this measurement are carbon
fibers microelectrodes (CFMs) because they provide high sensitivity and selectivity in detection of
neurotransmitters [24]. However, CFMs are brittle and applicable for intrasurgical application only and
therefore [25,26], cannot be incorporated into current DBS probes.

Table 1. Comparison of the DBS lead parameters.

Parameter Conventional DBS 1 DBS-Array Sapiens 1 Hybrid Probe

Diameter of the Lead 1.27 mm 1.27 mm 1.19 mm
Individual Contact Shape ring disc disc
Individual Contact Size 1.50 mm 0.50 mm 50 μm
Circumferential Pitch N.A. 90◦ 90◦
Total Length of Array 7.5–10.5 mm 12.0 mm 10 mm
Total Number of Contacts 4 64 16
Biosensing Capability no no yes

1 Data adapted from [11].

Precise implantation is another essential aspect of a successful treatment that is assisted by
utilizing a stereotactic frame and imaging techniques. Magnetic resonance imaging (MRI) is considered
as the gold standard for post implantation electrode placement verification [27]. However, the magnetic
susceptibility artefacts of the conventional DBS probes can impede a precise localization [28]. Besides,
there is great interest in the combination of DBS and functional MRI (fMRI) to acquire more data and
a deeper understanding of the brain [29,30]. fMRI is more sensitive to susceptibility artefacts than
standard MRI, hence the diagnostic value in the vicinity of conventional DBS probes is limited due to
signal voids [31].

In recent years many efforts have been made to address multiple limitations in (a) the
development of reliable small devices and (b) having access to biomarkers such as neurotransmitter
activities. However, yet in the field of neuromodulation, there is a lack of probes that combine
such multi-modalities to enable a comprehensive coverage of the known biological informative
features (e.g., neural activity and neurotransmitter levels) in order to further investigate the underlying
mechanisms of brain disorders. Aligned with these challenging aspects, we have previously presented
the application of both polyimide thin-film devices [32–37] as well as silicone rubber based electrodes
in the field of neural prosthesis. Furthermore, the usage of carbon-based material (e.g., glassy
carbon [38–40] and laser induced carbon [41,42]) as a multimodal interface that enables electrical
stimulation, monitoring neural activity in addition to neurochemical detection, was also introduced.
The presented technologies on sight can potentially give new directions in various fields of brain
research. However, yet there has not been a device which combines these advances reliably and in
compliance with the conventional technologies. The presented work focuses on deep brain stimulation
(DBS) as a widely used clinical technique and aims to further advance its capabilities by addressing
the main associated limitations.

In this study we present a design of a hybrid DBS probe, a combination of a polyimide based
thin-film devices and a silicone rubber substrate, which in addition to the basic modalities (i.e.,
electrical stimulation and local field potentials (LFP) recording) offers the possibility of performing
FSCV to monitor the relative changes of the in situ neurotransmitter levels. The fabrication of the
probe was realized by utilizing the previously published Carbon-Microelectromechanical systems
(C-MEMS) technology [39,40] that allows the incorporation of glassy carbon (GC) electrodes onto
a PI substrate [33–35,43] and combining the fabricated thin-film device with the flexible silicone
rubber tubing.
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2. Materials and Methods

2.1. Electrode Fabrication

2.1.1. C-MEMS Technology and Fabrication of Glassy Carbon

The thin-film device with GC electrodes was fabricated using a method previously described
elsewhere [38–40]. In short, the high aspect ratio photoresist SU-8 (MicroChem, Westborough, MA,
USA) was used as a precursor for 50 um-diameter glassy carbon electrodes, which was resulted from
pyrolyzation in a nitrogen atmosphere at 1000 ◦C. Then a layer of polyimide (PI, U-Varnish-S, UBE
Industries, Ltd., Ube, Japan) was spun onto the carrier wafers and subsequently, the PI layer was
etched above these electrodes to provide access. Metallization of the conducting tracks and a second
layer of PI for insulation followed. This process yielded 8 μm-thick devices (Figure 2). Zero insertion
force (ZIF) connector was the used interconnection technology, which facilitates a simple and quick
usage for on-bench measurements.

 
Figure 2. Schematic of the hybrid deep brain stimulation (DBS) probe. (a) Thin-film device with glassy
carbon (GC) microelectrodes (50 um in diameter) embedded into a polyimide substrate. The active
sites are distributed homogeneously along the length of the foil; (b) Cross-sectional view of the
interface between the glassy carbon and the metal tracks (c) Assembled hybrid probe showing the
spiral design of the wrapped thin-film device shown in (a) around the silicone-rubber tubing (diagram
by D. Ashouri Vajari).

2.1.2. Assembly of the Hybrid Probe

The assembly of the hybrid probe consisted of two steps: first, the thin-film device was released
from the wafer and rinsed in isopropanol and DI water, together with a silicone tubing featuring an
outer diameter of 1.19 mm. Then the thin film device tip was fixed to the open end of the silicone
tubing using silicone rubber adhesive (silicone rubber, DC 3140, RTV coating, Dow Corning, Midland,
MI, USA) which was then left to cure for six hours. A tungsten rod was used as a stylet to keep the
tubing straight. A thin layer of silicone rubber adhesive was applied onto the surface of the tubing
to ease the assembly of the probe. The thin-film device was held at a 45◦ angle with respect to the
tubing and carefully wrapped around (by turning the tubing clockwise around its longitudinal axis).
The assembled probes were then left to cure at room temperature for 24 h.
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2.2. Electrochemical Characterization

The electrochemical performance of all the fabricated electrodes was evaluated by means of cyclic
voltammetry (CV) and electrochemical impedance spectroscopy (EIS). For both measurements, a three
electrode configuration was used where a silver|silver-chloride electrode and a standard Pt electrode
were utilized as the reference and counter electrode, respectively [44]. For the CV measurements,
a conventional triangular waveform was used in which the vertex potential was swept in between
−0.9 V to 1.1 V at a scan rate of 50 mV/s. Prior to each CV characterization, a cleaning step (6 cycles
using the same parameters at a scan rate of 250 mV/s) was introduced. Following the CV, in order
to study the impedance behavior of the electrodes under test, all the samples were subjected to EIS
measurements. To perform the EIS measurements, a sinusoidal excitation of 10 mVpp between 1 Hz
and 100 kHz was applied. Both methods were realized by utilizing a potentiostat in combination with
a frequency analyzer (Solartron 1260–1287 by Solartron Analytical, Farnborough, Hampshire, UK).
After each measurement, the working electrode was rinsed in DI water.

2.3. Electrical Stimulation

Electrical stimulation was used to study the performance of the hybrid DBS probe when subjected
to the clinically relevant stimulation paradigms. The used stimulation parameters were adapted from
a used set for treating Parkinson’s disease. A charge balanced, rectangular, cathodic first stimulation
waveform at 130 Hz repetition rate was used to conduct the electrical stimulation. This experiment
was performed using a Plexon stimulator (Neurotechnology Research Systems) and an in-built circuit
to subtract the voltage drop over the access resistance. The needed charge density for the hybrid
probe (electrode size: 50 μm in diameter) was 7.2 μC/cm2 charge density/phase (adapted from
the Parkinson’s treatment). Phosphate buffered saline (PBS with pH = 7.4) was used as the carrier
electrolyte. For this experiment, a two electrode configuration was used in which a large area (~1 cm2)
stainless steel electrode served as the counter electrode.

2.4. Neurochemical Measurements

Fast scan cyclic voltammetry is an electrochemical method which facilitates high-resolution
real-time analyte measurements; e.g., dopamine [45,46]. FSCV was realized using a potentiostat
(Invilog systems Ltd., Kuopio, Finland) providing a triangular waveform in which the vertex potential
was swept between −0.4 V and 1.3 V at 10 Hz repetition rate with a scan rate of 300 V/s (Figure 3).
The two electrode configuration was used to form the electrochemical cell where a chlorinated
silver wire served as the reference electrode [46]. In FSCV, the applied triangular waveform at
the sensing electrode causes the electroactive compounds in the vicinity of the electrode surface to
undergo oxidation/reduction [47]. The applied potential results in oxidizing the dopamine molecule
to dopamine-o-quinone by delivering two electrons which is then followed by the reduction of
the remaining dopamine-o-quinone back to dopamine by sweeping the voltage in the opposite
direction [48]. The occurred oxidation-reduction (redox) reactions generate a current that is linearly
proportional to the amount of electroactive compounds in the vicinity of the surface of the sensing
electrode. Assuming the sensing electrode stays consistent in its properties, the potential ranges in
which the generated redox current appear to differ depending on the neurochemical of interest [49,50].
Therefore, using the magnitude of the generated oxidation peak and its potential range, an estimation
on the nature of the present electroactive compounds and their concentration can be obtained.
The temporal resolution of this detection system is limited by the applied delay time in between two
FSCV scans (in the order of 100 ms) which covers a big range of both the low frequency (1–5 Hz) tonic
activity and the high frequency (≥ 20 Hz) phasic activity modes of the dopaminergic neurons [51,52].
In this study, glassy carbon was the material of choice used as the sensing interface.
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Figure 3. Schematic of the used waveform for electrical stimulation and for fast scan cyclic voltammetry;
(a) Fast scan cyclic voltammetry (FSCV) waveform, the 100 ms delay with the −0.4 V holding potential
increases the possibility of accumulation of the dopamine molecules prior each scan, the temporal
resolution of the detection system is limited by the delay time between two scans; (b) biphasic, charged
balanced, cathodic first waveform used for the pulse test.

The collected data were digitally subtracted to eliminate the impact of the capacitive component
of the redox reactions. All the data processing needed for this experiment was done using MATLAB
(MATLAB and Statistics Toolbox Release 2012b, The MathWorks, Inc., Natick, MA, USA). Prior to
and after each experiment, all the under study active sites were electrochemically characterized
(see Section 2.2). After the initial characterization of electrodes, all the testing sites were cycled for
20 min using the given setup (Figure 3.). This baseline measurement was essential to improve the
signal quality by decreasing the fluctuations of the background current (μA range) and therefore,
to bring more stability and visibility to the faradic components of the signal (in some tens of nA range).
The calibration was then realized by applying the known concentration of the prepared dopamine
stock solution to the under-test electrochemical cell. The applied concentrations were ranged in a
manner that would cover both the fundamental and the application targeted purposes. Six different
concentrations were used to perform the calibration: 100 nM, 500 nM, 1 μM, 2 μM, 3 μM, and 5 μM.
After each registration of dopamine, a 40 s delay was introduced before proceeding with the next
injection. After each calibration, the tested sites were initially rinsed with DI water and cycled in PBS
using given waveforms in order to ensure having no residues of the solution left on the surface of the
electrode. The cleaned electrodes were then taken to the next characterization step by means of EIS
and CV.

2.5. Magnetic Resonance Imaging

A hybrid probe and a 3389 DBS lead (Medtronic®, Minneapolis, MN, USA) were cast in a 1%
agarose phantom, mimicking the MRI contrast of grey matter [53,54]. The sample was then placed in a
receive only head coil of a 1.5 T MRI system (MAGNETOM Tim Symphony, Siemens Healthcare GmbH,
Erlangen, Germany) where the leads were oriented along the axis of the bore while coiling excess length
of the DBS lead in the transversal plane similar to the arrangement recommended by the manufacturer.
The samples were then imaged employing the following three standard imaging sequences: Turbo
Spin Echo (spatial resolution 0.7 × 0.7 × 2 mm3; repetition time 2000 ms; echo time 9.3 ms; 4 averages),
Inversion Recovery (spatial resolution 0.7 × 0.7 × 3 mm3; repetition time 4000 ms; echo time 74 ms;
4 averages) and Gradient Echo (coronal and transversal: spatial resolution 0.75 × 0.75 × 2 mm3;
repetition time 10 ms; echo time 5.1 ms; 32 averages). Additionally, images were taken using Echo
Planar Imaging (spatial resolution 0.9 × 0.9 × 3.2 mm3; repetition time 145 ms; echo time 15 ms;
32 averages) to illustrate the imaging artefacts that would have to be taken into account during fMRI.
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3. Results

3.1. Fabrication and Assembly of the Hybrid Probe

Fabrication and assembly of the hybrid (DBS) probes were successful (Figure 4). The thin-film
devices with GC microelectrodes smoothly followed the curvature of the silicone tubing and adhered
to it. Silicone rubber was applied around the tubing before wrapping the thin-film component, and to
fix the thin-films in place and fill the eventual voids between the polyimide and the tubing. No sharp
edges remained. The final result was thus a uniform and solid composite device with GC electrodes
and PI on the external ‘shell’ and soft silicone rubber in the core.

Figure 4. Representation of the fabricated thin-film device and the assembled hybrid probe;
(a) cleanroom fabricated GC thin-film electrode featuring 16 active channels and zero insertion force
(ZIF) interconnection in hybrid assembly; (b) a close-up of the thin-film device and the GC sites:,
the dark disk-shaped site represent a glassy carbon interface present at the end of the metal tracks;
(c) the assembled hybrid DBS probe; (d) a representative image of the electrode surface after wrapping
the thin-film device around the silicone rubber tubing—no deformation/delamination on the glassy
carbon interface was observed; (e) the hybrid assembly offering a higher stability to the thin-film device
by not only introducing more flexibility and also by allowing for stretch without damage.

3.2. Electrochemical Characterization

The performed EIS measurements on the thin-film devices and the hybrid probes revealed an
impedance value of 67 kΩ (@1 kHz) and 13.9 kΩ (@1 kHz), respectively. The presented data were
obtained by calculating the average values and the standard deviation of the characterized electrodes
(n = 10). The averaged phase value was found to be −64◦ (@1 kHz) and −56◦ (@1 kHz), respectively
(Figure 5a). CVs of both, thin-film device and the hybrid probe (Figure 5b), exhibit comparable shape
with no oxygen/hydrogen evolution at the two edges of the vertex potentials (i.e., −0.9 and 1.1 V
(Figure 5b)) but increased in area under the curve, indicating more redox reactions during cycling and
more capacitive behavior during EIS at frequencies above 100 Hz.
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Figure 5. Electrochemical characterization of the fabricated glassy carbon electrodes prior to and after
the wrapping: (a) The conducted electrochemical impedance spectroscopy (EIS) showing the influence
of the wrapping on the performance of the electrodes in comparison to the un-wrapped electrode;
(b) The representative CV diagram presenting the resulted characterizations of the thin-film device and
hybrid probe.

3.3. Influence of Electrical Stimulation

The performed electrical stimulation (the stimulation parameters are given in Figure 3b) resulted
in a voltage across the phase boundary with a magnitude of 500.6 mV (averaged for n = 10). To further
evaluate the performance of the hybrid probe, active sites were subjected to 81 μC/cm2 charge density
per phase, which resulted in a phase boundary potential of 1.9 V.

3.4. Neurochemical Measurements

All the samples underwent the same baseline measurements in the FSCV experiment in which
electrodes were cycled for 20 min using the given waveform (Figure 3) in order to obtain a stable
background current. After reaching a relatively stable current value over time, different dopamine
concentrations were applied and by averaging the generated oxidation peak, the calibration values
for single electrode were calculated. The overall sensitivity was then obtained by applying the linear
regression over the calculated average values including the standard deviation values of the grouped
samples prior to and after wrapping. The calibration of the device prior to wrapping revealed a
sensitivity of 18.28 nA/μM (n = 3 probes). The calibration of the individual single electrodes, however,
delivered slight deviations in the sensitivity value (Figure 6, standard deviation). The calibration of
the hybrid probe (after wrapping) resulted in a sensitivity of 34.23 nA/μM. Regardless of the observed
differences in the absolute sensitivity values, all samples were found sensitive to the changes of applied
concentration of dopamine.

3.5. Magnetic Resonance Imaging of a DBS Probe and the Hybrid Probe

The performed MRI showed the hybrid probe in all four employed MRI sequences clearly
visible without any image distortions or signal losses due to its metal components. By contrast,
the conventional DBS probe showed susceptibility artefacts around the electrode active sites where the
image is distorted and signal voids occur (Figure 7). In the coronal acquired images (b–d), the lateral
dimension of the commercial DBS lead tip appears three times as wide as its dimensions. The Echo
Planar Imaging sequence (Figure 7f) showed twofold larger artefacts for the conventional DBS lead as
compared to the previous sequences. The cross-section in Figure 7e shows the conventional DBS lead
tip as an area fourfold of its dimensions.
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Figure 6. In vitro calibration curves of the conducted FSCV experiments for the thin-film devices as well
as the hybrid probes; (a) representative FSCV diagram using thin-film device; (b) representative FSCV
diagram of one of the calibrated hybrid probes with the calculated standard deviations; (c) linear fitting
of the calibration curve for the thin-film device (n = 3); (d) linear fitting of the calibration values based
on the calculated average for the hybrid assembly (with the calculated standard deviations ; n = 6).

Figure 7. Comparison of the hybrid probe with a conventional DBS probe with respect to implant
localization and imaging artefacts due to the electrode material in common MRI sequences using
a 1.5 T scanner; (a) Photograph of the hybrid probe (left) and the conventional 3389 Medtronic®

DBS probe (right) in a 1% agarose phantom; (b) Coronal view using a Turbo Spin Echo sequence;
(c) Coronal view using an Inversion Recovery sequence; (d) Coronal view using a Gradient Echo
sequence; (e) Transversal view along dashed line in (d) using a Gradient Echo sequence; (f) Coronal
view using an Echo Planar Imaging sequence. Both devices have a similar diameter range (hybrid
probe 1.19 mm; conventional DBS 1.27 mm) the displayed diameter at the tip of the conventional DBS
probe, however, appears larger due to susceptibility artefacts.
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4. Discussion

In this manuscript, we have combined technologies to design and manufacture a prototype of
a multimodal DBS probe. Used technologies are all state of the art in microsystems engineering.
Therefore, the reduction of electrode size and increase in channel count goes hand in hand with the
opportunity to transfer this study into a medical device. This would increase manufacturing readiness
level together with the technology readiness level in preclinical studies and clinical trials with few
iterations, only. We were able to manufacture a proof-of-concept prototype and to characterize the
hybrid probe in vitro. Since glassy carbon is a relatively stiff and brittle material [55], special attention
has been laid on the influence of wrapping on the thin-film electrode integrity and its performance
during electrochemical characterization.

4.1. Fabrication and Assembly of the Probe

Cleanroom fabrication steps were successfully carried out and the final devices met the
expectations in terms of optical appearance and electrochemical properties. The suggested design in
this work targets an exemplary probe architecture. Nevertheless, having the advantage of cleanroom
fabrication, the hybrid probe can be tailored for different applications. Furthermore, glassy carbon
as the interface of the probe enables a multimodality of every active site to conduct electrical
stimulation, record from neural activity, and also monitor neurotransmitters like dopamine. For this
proof-of-concept probe, a manual fabrication technique was used, however, the development of an
automated production would be an essential step for increasing the manufacturing readiness level of
the concept on its way to a medical device.

4.2. Fast Scan Cyclic Voltammetry

According to our FSCV experiments, both sample types, i.e., the unwrapped and wrapped
thin-film devices, showed sensitivity towards the applied concentration of dopamine in the calibration
experiment. The sensitivity value was calculated to be 18.28 nA/μM and 34.23 nA/μM for the thin-film
device and the hybrid probe, respectively. Among all the calibrated samples, the sensitivity trend
towards the applied concentration was clear. However, the magnitude of the generated oxidation
peaks varied slightly in between different electrodes. Nevertheless, individual sensing sites showed
consistent performance in sensing dopamine considering their peak potential and the magnitude of
oxidation current. Differences in performance among the carbon electrodes can be due to different
surface porosity achieved during pyrolysis. The samples, in fact, were not polished or treated (i.e.,
activated) in any way before conducting the dopamine detection experiments and thus differences in
surface morphology and surface oxidation are expected [38,39]. Nevertheless, the overall performance
of the hybrid probe in the given configuration was found promising and opens new directions in
neurochemical monitoring during neurosurgical interventions and treatments using DBS.

4.3. Electrical Stimulation

The performed electrical stimulation showed that the hybrid probes are capable of delivering a
similar charge as the conventional DBS probes without exceeding their water window. The result of
voltage transient in response to the applied waveform was found in between the water window of
glassy carbon interface and even by increasing the delivered charge by a factor of ~11, the potential
across the phase boundary remained within water window [38,40] and no adverse reaction was
observed. This suggests the functionality of the hybrid probes for the used stimulation paradigms in
clinical applications.

4.4. Magnetic Resonance Imaging

The side by side comparison of the hybrid probe and a conventional DBS probe in MRI standard
sequences showed imaging artefacts that exceeded the dimensions of the DBS probe by a factor
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between three and six and thus conceals the region of most interest. The hybrid probe, on the contrary,
was displayed clearly and within its dimensions, without showing artefacts nor decreasing the imaging
value in its vicinity. As has been reported earlier, these MR-imaging artefacts are eccentric of the
electrode sites [28,56], which makes the localization of the electrodes imprecise and may affect the
validation of the correct position negatively. The echo-planar imaging sequence commonly used for
fMRI applications shows imaging artefacts twice the size of the other shown sequences, which is
expected due to the higher sensitivity to image distortions caused by metal [31]. The here reported
artefact size agrees with a report on artefacts extending approximately 1 cm from the DBS probe
imaged in fMRI using a 3 T scanner [57]. Cunningham and co-workers claimed that the development
of artifact-free electrodes would increase the applicability of fMRI [57]. Consequently, this highlights
another advantage of the hybrid probe for studies aiming at gaining a better understanding of the
brain where DBS is combined with fMRI. Further imaging of the hybrid probe should be performed in
tissue to validate its visibility for localization purposes in vivo.

4.5. Limitations and Challenges

One may ask how these pilot results might serve in the development towards early clinical
proof-of-concept/feasibility trials and what the next development steps should be. As the channel
counts increases the task of interconnecting single channels to the implantable pulse generator (IPG)
becomes more challenging. On the one hand, the aim is to miniaturize the dedicated space to the
connection sides and on the other hand, the integrity of the connector (by means of mechanical
and electrical aspects) should be kept intact. For the prototyped hybrid probes, the thin-film
device was featured with 16 channels and the interconnection was realized using ZIF connectors.
This approach can be followed up for acute clinical trials during surgical intervention. However,
for chronic implantation, implementing more advanced interconnection technologies [58] is mandatory.
These technologies require not only the compatibility with the hybrid probe but also they have to be in
compliance with the changes in the interconnection technology to actual IPGs. Thin-film electrodes
have proven their applicability and reliability in clinical trials [59,60] and so have the PDMS based
electrodes in cardiac pacemakers [61] and all neuromodulation devices [62]. The hybrid probe is
designed to benefit from both of these promising technologies. However, it must be mentioned that for
a reliable manufacturing of the hybrid probe the interface between the PI and PDMS—as presented
in this paper—is only suited for acute studies and has to be modified for enhanced adhesion and
longevity in case of chronic applications. We have previously investigated the interface stability of the
hybrid probe by applying a graded interface made out of silicon carbide and silicon dioxide to increase
the adhesion strength of the polyimide to the underlying PDMS substrate [36,37]. The focus of this
work was to investigate the influence of the spiral assembly in the hybrid design, introducing bending
forces on the thin-film device on the performance of the incorporated glassy carbon. As a following
step towards the clinical applications, besides addressing the needed technological improvements
given in the discussion section, it is essential to evaluate the performance of the hybrid probe in the
biological host environment in order to evaluate its longevity under the influence of the acute and
chronic experiments.

5. Conclusions

The prototyped hybrid probe shows potential development pathways to increase channel
count, reduce electrode size for higher spatial selectivity, and opens a window to integrate
electrochemical neurotransmitter detection in addition to electrical recording and stimulation
capabilities. Microsystems engineering offers the materials, technologies, and processes to manufacture
functional structures. If combined it can be utilized in clinically implantable devices by using mandrels
and hollow silicone rubber tubes. New diagnostic and treatment options can be further investigated
and hence, structure and function of the brain can be further explored, not only on an anatomical
but also on a multimodal/functional level. The way from technical designs studies and in vitro
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investigations to clinical trials and medical device approval is long and expensive. Applicability,
functionality, and reliability have to be proven step by step in order to deliver novel tools and therapies
using the latest technologies. Therefore, it is necessary to take advantage of the established materials
and methods which are applicable to address the existing limitations and as a result, to bring innovative
instruments as fast as possible into clinical applications.
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Abstract: Implantable devices to measure neurochemical or electrical activity from the brain are
mainstays of neuroscience research and have become increasingly utilized as enabling components
of clinical therapies. In order to increase the number of recording channels on these devices while
minimizing the immune response, flexible electrodes under 10 μm in diameter have been proposed as
ideal next-generation neural interfaces. However, the representation of motion artifact during
neurochemical or electrophysiological recordings using ultra-small, flexible electrodes remains
unexplored. In this short communication, we characterize motion artifact generated by the movement
of 7 μm diameter carbon fiber electrodes during electrophysiological recordings and fast-scan cyclic
voltammetry (FSCV) measurements of electroactive neurochemicals. Through in vitro and in vivo
experiments, we demonstrate that artifact induced by motion can be problematic to distinguish from
the characteristic signals associated with recorded action potentials or neurochemical measurements.
These results underscore that new electrode materials and recording paradigms can alter the
representation of common sources of artifact in vivo and therefore must be carefully characterized.

Keywords: electrode; artifact; electrophysiology; electrochemistry; fast-scan cyclic voltammetry (FSCV);
neurotechnology; neural interface; neuromodulation; neuroprosthetics; brain-machine interfaces
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1. Introduction

Implantable neural interface devices can be used to examine chemical or electrical activity within
the brain, making them critical tools for conducting neuroscience research [1–7]. The information
recorded from these instruments can also enable state-of-the-art therapeutic or rehabilitative
strategies [8]. For example, extracellular neuronal signal information recorded from implanted
microelectrode arrays (i.e., single units, multiunits, or local field potentials) may be used to decode
intended movements and control assistive devices [1,9–12]. Similarly, measurements of phasic changes
in the extracellular concentration of dopamine taken by small electrodes placed within the brain have
been proposed as a feedback signal to titrate levels of deep brain stimulation (DBS) to alleviate tremors
associated with Parkinson’s Disease [13–15].

The utility of a neural interface device depends on how well one can differentiate the measured
physiological signal of interest from other sources of physiological signals (electromyogram (EMG),
electrooculogram (EOG)), noise (shot noise, flicker noise, etc.), and artifact signals [16]. Artifact signals
that resemble physiological signals—caused by motion [17], stimulation [18], or changes in ambient
radiofrequency (RF) noise [19]—are a known problem for in vivo electrophysiological recordings.
Motion artifacts are particularly troublesome because they can be highly variable in amplitude across
time, making them difficult to remove with standard filtering techniques and therefore potentially
difficult to distinguish from the measurands of interest [17,20].

There are three primary mechanisms by which a motion artifact can be generated. First, motion
experienced during free behavior is often transferred to connection points, such as where external
instrumentation is plugged into a head-stage on the animal. Atoms interact at the boundary point
where two objects touch each other, generating a charge at both material interfaces. When these objects
move relative to each other, an electrostatic voltage is generated known as the triboelectric effect [21].
Second, motion of the wire induces an artifact current if the wire is subject to intrinsic or extrinsic
magnetic fields [22]. Lastly, artifact can be introduced by motion of the electrode with respect to the
neural tissue at the electrode/electrolyte interface [20]. When an electrode is placed in an electrolytic
solution, a multitude of events takes place. Solvent molecules adsorb to the surface, resulting in the
formation of an electric double-layer; non-specifically adsorbed ions also form a diffuse layer, which is
dependent on the ionic concentration of the solution. A potential difference between the electrode and
electrolyte is also generated by oxidation/reduction electrochemical reactions occurring at the surface
of the electrode [17,23]. Electrochemical reactions continue until the potential difference between
the electrode and the electrolyte drives an equal balance between oxidation and reduction reactions
to generate no net current at the interface [23,24]. When an electrode is moved with respect to the
electrolyte, equilibrium at the electrode/electrolyte interface is disturbed and must be reestablished,
creating an artifact current [25].

Recently, there has been increased interest in developing 7 μm diameter carbon fiber electrodes
for chronic electrophysiological recordings and measurements of electroactive neurochemicals in vivo
using fast-scan cyclic voltammetry (FSCV) [26–44]. The small diameter limits the amount of tissue
displaced during implantation, mitigating local neurodegeneration and damage to synaptic sources of
neurotransmitters of interest [30,44,45]. Moreover, carbon fibers can be manufactured to be flexible
post-implantation, improving the mechanical match with surrounding brain tissue and thereby
decreasing chronic inflammation [28–30,32,33,40]. Although initial results utilizing ultra-small, flexible
carbon fiber electrodes are promising, the impact of these design changes on the representation of
motion artifact during recording remains largely unexplored.

Here we demonstrate on the benchtop and in vivo that motion of carbon fibers while recording can
generate artifact signals that are nearly indistinguishable from neural electrophysiological or neurochemical
signals. In addition, classical signal processing techniques can exacerbate the similarity of these artifact
signals to physiological signals. These findings highlight that one must carefully consider how neural
interface design changes impact unwanted artifact signals in behaving neural recordings, which ultimately
may lead to novel neural interface designs that minimize the impact of these artifacts [20,28].
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2. Materials and Methods

2.1. Electrophysiological Recordings

All experimental protocols were approved by the University of Pittsburgh Division of Laboratory
Animal Resources and Institutional Animal Care and Use Committee, in accordance with the standards
for humane animal care as set by the Animal Welfare Act and the National Institutes of Health Guide
for the Care and Use of Laboratory Animals.

Benchtop data was collected from a single channel microwire, placed in a three-electrode
electrochemical cell (1× phosphate buffered saline (PBS), AgCl reference, Pt Counter electrode).
Recordings were conducted with the microwire within a fully electrically isolated Faraday cage.
To simulate motion, the wire was moved three times using a non-conductive zip tie over the
course of the recording duration (approximately 8 s). To compare benchtop data with in vivo
results, C57BL/6 mice (22–28 g) were implanted with a planar, silicon microelectrode array
(A-1×16-3 mm-100-703-CM16LP, Neuronexus Technologies. Ann Arbor, MI, USA) in left monocular
visual cortex [6,20,32,46,47]. Additionally, artifacts were compared between flexible carbon fiber
arrays and rigid silicon arrays, with simultaneous recordings from an adult male Long Evans rat
implanted with a 16 channel carbon fiber array in right primary motor cortex, and a single shank
silicon electrode array in left primary motor cortex [29,40]. In each recording session, animals were
awake, non-behaving, and non-restrained [20,29,40]. Recordings were conducted from within a fully
electrically isolated Faraday cage. Data was sampled at 24,414 Hz, with a pre-amplifier high pass
filter at 2.2 Hz and an anti-aliasing filter at 7.5 kHz. The raw data was then filtered using a 2nd
order Butterworth filter (300–5000 Hz) to produce spike streams. A threshold set at 3.5 standard
deviations below the mean of each channel’s spike stream data was established for the detection of
single or multiunit activity. Putative electrophysiological artifacts were identified using a custom
MATLAB script (MATLAB R2016b, MathWorks, Inc., Natick, MA, USA), as previously described [20].
Briefly, artifacts were defined as incidents in which threshold crossing events occurred simultaneously
(±0.05 ms) across at least three channels. As the voltage of the extracellular action potential decays
substantially with distance [28,48], threshold crossing events which occurred simultaneously across
three channels are unlikely to be caused by a single neuron, given the 100 μm spacing between
electrode sites [49]. As expected, in corresponding anesthetized studies, threshold crossings were
not detected on multiple channels within 0.05 ms of each other [5–7,20,32,46,47,50]. Additionally,
although certain neurophysiologic events such as spindle activity [51] may be observed across such
distances, lower frequency activity (<300 Hz) was filtered before analyzing spike trains.

2.2. Electrochemical Recordings

Carbon fiber FSCV microelectrodes were built in-house, based on the electrodes described by
Clark et al. [44]. Briefly, a single 7 μm diameter carbon fiber was placed within a silica tube of 100 μm
diameter and one end was sealed with polyimide. The other end was connected to an extension
wire of 300 μm diameter nitinol using an equal parts 99% pure silver powder and polyimide mixture.
The exposed carbon fiber was trimmed to a final length of 100 μm. Reference electrodes (Ag-AgCl)
were constructed using a silver wire immersed in 0.9% NaCl solution and applying a current using
a 9 V battery to form a chlorinated electrode.

To test the carbon fiber electrodes in vitro, multiple experiment vessels—50 mL Falcon tubes—
were filled with 0.6% agarose in tris-buffered saline (140 mM NaCl, 1.25 mM NaH2PO4, 3.25 mM KCl,
1.2 mM CaCl2, 15 mM Trizma Base, 1.2 mM MgCl2, 2 mM Na2SO4) to create an agarose gel solution
that mimics the viscoelastic properties of the brain [52,53]. The concentrations of dopamine in each
gel were varied to characterize motion artifact during FSCV recordings as a function of dopamine
concentration in solution. All chemicals were purchased from Sigma-Aldrich (St. Louis, MO, USA).

A novel experimental set-up was devised to generate controlled movement of the carbon fiber in
the agarose solution without the use of a power source which might also induce artifact. A stereotactic
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manipulator knob controlling movement in the vertical plane was connected to a weight hanging from
a pulley (Figure 1a). This was done such that when the weight was released, the stereotactic knob would
turn and move the electrode down a set distance. A non-conductive zip tie was used to turn the stereotactic
knob, which lifted the electrode up through the solution. Releasing the weight would then lower the
electrode a set distance via free fall acceleration by gravity. Carbon fiber microelectrodes were placed in
a holder secured to this stereotactic manipulator, then initially lowered into the gel solution such that the
electrode tip was centered and at approximately the 25 mL mark on the Falcon tube (half the depth).

Figure 1. Experimental setup and fast scan cyclic voltammetry methodology. (a) Schematic of the
mechanism used to produce motion of the carbon fiber microelectrode through agar solution without
generating electromagnetic interference. (b) Example triangular voltage waveform applied to carbon
fiber microelectrode vs. the Ag-AgCl reference electrode. (c) Example current obtained at all voltage
points during application of triangle waveform (cyclic voltammogram) in (b). The current generated
includes both capacitive and faradaic components. (d) Example cyclic voltammogram obtained via
background subtraction during a transient dopamine concentration change, which emphasizes faradaic
changes such as the oxidation near 0.6 V and the reduction near −0.2 V. (e–h) Known signals for
dopamine and adenosine obtained via measurement in a benchtop flow cell (different than the setup
in Figure 1A) using the methodology described by Shon et al. [54]. Briefly, a flow cell passes buffer
solution by the electrode continuously with transient boluses of electrochemical in order to produce
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a phasic signal. High concentrations (1 μM dopamine and 5 μM adenosine) were passed by the carbon
fiber microelectrode in pure buffer to produce large, idealistic—low noise—signals to emphasize the
characteristic faradaic components (e) Dopamine signal with characteristic oxidation at 0.6 V and
reduction at −0.2 V. (g) Characteristic cyclic voltammogram of dopamine signal from (e) (collected at
dotted vertical line). (f) Adenosine signal with characteristic primary oxidation at 1.4 V and secondary
oxidation at 1.0 V. (h) Characteristic cyclic voltammogram of adenosine signal from (f) (collected at
dotted vertical line).

All experiments were performed in a fully electrically isolated Faraday cage. Data was collected
using the Universal Electrochemical Instrument (UEI, University of North Carolina, Chapel Hill,
NC, USA) starting with a gel solution that had no neurochemicals, and proceeding through multiple
gel solutions containing various concentrations of neurochemical in a randomized order (2, 5, 10 μM
dopamine, n = 6 electrodes and n = 3 of these electrodes included 1 μM dopamine; 10, 20, 50 μM
adenosine, n = 1 electrode). The applied voltage waveform was held at −0.4 V with triangular
excursions to 1.3 V and back at a 400 V/s scan rate every 100 milliseconds for measurements of
dopamine; a similar waveform was used for measurements of adenosine, except the peak voltage
was 1.5 V instead of 1.3 V. Within each solution, the carbon fiber microelectrode was subjected to
a slow upward motion lasting approximately 3 s, a 30 s motionless period, and then a fast downward
motion (~0.250 s) resulting from the free fall of a hanging weight (147 g). Duration of the motion was
measured using a slow motion camera, and the duration (0.25 s) and distance traveled (1 mm) were
used to calculate the acceleration (0.032 m/s2). A minimum of six measurements were collected per
concentration; three measurements were taken during 100 μm movements and three during 1 mm
movements to mimic the distance traveled by the brain during behavior in rodents and non-human
primates, respectively [46].

Data was analyzed using HDCV Analysis (University of North Carolina, Chapel Hill, NC, USA).
Filtering and automatic averaging were turned off. The average of five cyclic voltammograms occurring
one second before motion occurred was used for background subtraction. A background subtracted
cyclic voltammogram collected 200 milliseconds after the start of the motion was used to determine
location of peak oxidation potential. An average of the peak current at the oxidation potential and
the two data points before and after the peak following application of motion was recorded as the
magnitude of the artifact response.

3. Results

Movement can generate robust electrical artifact signal through (1) the triboelectric effect,
(2) electromagnetic flux magnified by active electronics, and (3) disruption of the electrochemical
interface. In the following section, motion artifact is first characterized during electrophysiological
recordings, where active electronics are used to minimize current flow. Then, the impact of motion
artifact is characterized during FSCV neurochemical recordings for comparison. During FSCV a triangle
waveform is applied to oxidize/reduce neurochemicals adsorbed to the carbon fiber electrode surface,
adding additional complexity to the recording system.

3.1. Motion Artifact During Electrophysiological Recordings

Electrophysiological recordings are susceptible to contamination by artifacts, which can appear as
high amplitude voltage deflections that occur simultaneously across multiple channels (Figure 2a).
These non-neural signals demonstrate high variability in shape and amplitude, and in some
cases, may share similar temporal characteristics to single unit or multiunit signals (Figure 2b).
These similarities may result in the misclassification of those artifacts as neural signals. In our awake
free-moving mouse recordings, principal component analysis and k-means clustering failed to separate
all artifacts from action potentials, resulting in the grouping of some artifact signals with single
units (Figure 2c red and blue snippets, respectively). For comparison with in vivo data recordings,
artifacts were also generated on the benchtop without an animal, using an un-implanted single channel
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microwire connected through the same headstage preamplifier and amplifier in a three electrode
electrochemical cell in 1× PBS placed in a fully electrically isolated Faraday cage. The electrode
was moved with a non-conductive zip tie held outside of the Faraday cage. This ensured that
electrical artifacts or line noise originating from outside of the cage did not influence the signal
obtained from within the cage. Movement of the electrode three times generated high amplitude
artifacts (Figure 2d) [20]. In awake free-moving rats, recordings were conducted simultaneously from
a 16 channel carbon fiber array and a single shank silicon electrode array implanted into the right and
left primary motor cortex, respectively [29]. Here, artifacts were more prominent on the carbon fiber
array (Figure 2e,f, red traces) than the silicon array (Figure 2e,f, blue traces), suggesting that differences
in the design of the carbon fiber array contributed to the representation of motion artifact.

 

Figure 2. Animal movement creates artifacts that contaminate electrophysiological recordings.
(a) Sample recordings from a silicon electrode array implanted in an awake, freely moving mouse.
(b) Same as (a), over 80ms. Gray shading highlights artifacts. A true action potential is circled in
blue, while an artifact recorded on the same channel is circled in red. (c) Example spike and artifact
waveforms from (b). In this case, principal component analysis (PCA) and k-means clustering failed
to separate the highlighted artifact (red) from the action potential (blue). The cluster average (black),
as isolated with PCA and k-means clustering, is shown for comparison. (d) Brief recordings from
an un-implanted microwire, where the electrode was moved three times with a non-conductive zip tie.
(e) Sample recording data taken simultaneously from a carbon fiber array (red) and a silicon array (blue)
implanted in right and left primary motor cortex in a rat, respectively. Gray shading highlights artifacts
that were flagged using the detection method described previously. (f) Examples of artifacts from the
carbon fiber array (red) and silicon array (blue). Scalebars: (a,b) 400 μV, (c,d) 100 μV. (a–e): © IOP
Publishing. Adapted with permission from [20]. All rights reserved.

3.2. Motion Artifact During FSCV Recordings

The representation of motion artifact during FSCV recordings has not previously been
characterized. As described in the methods, it was important to ensure that electromagnetic radiation
from motors and pumps did not influence the motion artifact; therefore, a pulley and weight system
was used to generate the motion. Phasic changes in dopamine concentration in vivo generate
corresponding changes in currents measured at 0.6 V and −0.2 V during FSCV recordings, due to
the oxidation and reduction of dopamine respectively. During motion, transient signals were reliably
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produced with current changes observed at the characteristic oxidation and reduction potentials for
dopamine (DA), but only when dopamine was in solution (Figure 3, center column). Without DA in
solution, changes in current due to motion were often not detectable or appeared as low amplitude,
broad changes that bear no resemblance to neurochemicals of interest (Figure 3, right column). FSCV
data was also collected in the absence of motion, and does not contain apparent artifacts (Figure 3,
left column). The amplitude of the artifact signal was dependent on both the concentration of dopamine
in the experiment vessel (Figure 4a) and the distance traveled by the microelectrode (Figure 4b).

To determine whether the artifact signal was specific to dopamine, similar motion in the presence
of adenosine was also evaluated (Figure 5). In contrast to dopamine, adenosine adsorbed to the surface
of the electrode generates a primary oxidation peak at 1.4 V and a secondary oxidation peak at 1.0 V
during FSCV (Figure 1f) [55]. Due to the kinetics of the reaction, the secondary oxidation peak is often
delayed from the onset of the primary oxidation peak by 0.5 s during a phasic change in adenosine [55].
Notably, the motion artifact in dopamine gel solution (Figure 3, center column) strongly resembles
phasic change in dopamine concentration (Figure 1e). In contrast, the motion artifact in adenosine gel
solution (Figure 5, center column) has an increase in current at 1.4 V matching the primary oxidation
peak observed during phasic change in adenosine concentration, but an apparent decrease in current
near 1.0 V. This is the opposite direction of current changes expected at the secondary oxidation peak
during phasic changes of adenosine (Figure 1f).

Figure 3. Motion causes dopamine-like artifact signal in vitro only in the presence of dopamine
(DA); data is from one representative carbon fiber microelectrode. Top row: Pseudo color plots
where x, y, and z are time (s), voltage (V), and current (nA) respectively. Middle row: Current vs.
time plots at the known 0.6 V oxidation potential of dopamine. Bottom row: Current vs. voltage
plots (cyclic voltammograms) collected 200 μs following initiation of motion. For the no-motion
condition, the cyclic voltammogram was collected at the 5 s mark. Left column: Example carbon fiber
microelectrode FSCV recordings in 0.6% agarose with 2 μM dopamine in solution when no motion
is applied. There are no artifact signals apparent in the color plot. Middle column: Example of the
same electrode in the same solution as the left column data but with a 1 mm motion downward at the
5 s mark that lasts approximately 0.25 s. Note the presence of a transient signal following motion that
has the characteristic oxidation and reduction potential changes of dopamine. Right column: Example
of the same electrode as the other columns in a gel solution with no dopamine and a 1 mm motion
downward at the 5 s mark that lasts approximately 0.25 s. There is a transient, broad band disturbance
in the color plot at the time of motion, but with no apparent changes at specific voltages.
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Figure 4. Characterization of fast-scan cyclic voltammetry (FSCV) motion artifacts in vitro in gel
solutions of dopamine. (a) Effect of gel solution dopamine concentration on motion evoked artifact
current at the dopamine oxidation potential 0.6 V (all data points shown as grey dots, mean ± standard
error of the mean shown as horizontal black lines and error bars); 0 μM–0.044 ± 0.018 nA
(mean ± standard error, n = 6 electrodes, 36 measurements), 1 μM–0.816 ± 0.075 nA (n = 3 electrodes,
18 measurements), 2 μM–0.865 ± 0.071 nA (n = 6 electrodes, 36 measurements), 5 μM–1.241 ± 0.103 nA
(n = 6 electrodes, 36 measurements), 10 μM–1.706 ± 0.164 nA (n = 6 electrodes, 36 measurements);
* indicates p-value < 0.05, *** p-value < 0.005, **** p-value < 0.0001, 1 μM vs. 2 μM was non-significant
(p-value > 0.999), 2 μM vs. 5 μM was non-significant (p-value = 0.082), 1 μM vs. 5 μM was non-significant
(p-value = 0.145), one way ANOVA with post-hoc Bonferroni’s multiple comparisons test). (b) Effect of
motion distance on motion evoked artifact current at the dopamine oxidation potential 0.6 V in gel
solutions containing 10 μM dopamine (all data points shown as grey dots, mean ± standard error of the
mean shown as horizontal black lines and error bars); 100 μm–1.294 ± 0.112 nA (mean ± standard error,
n = 6 electrodes, 33 measurements), 1000 μm–2.206 ± 0.148 nA (n = 6 electrodes, 33 measurements);
**** indicates p-value < 0.0001, t-test with Welch’s correction).

Figure 5. Motion causes adenosine-like artifact signal in vitro only in the presence of adenosine (ADO)
that is different than motion induced artifact produced in the presence of dopamine; data is from one
representative carbon fiber microelectrode. Top row: Pseudo color plots where x, y, and z are time (s),
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voltage (V), and current (nA) respectively. Middle row: Current vs. time plots at the known 1.4 V
primary oxidation potential of adenosine. Bottom row: Current vs. voltage plots (cyclic voltammograms)
collected 200 μs following initiation of motion. For the no-motion condition, the cyclic voltammogram
was collected at the 5 s mark. Left column: Example carbon fiber microelectrode FSCV recordings in
0.6% agarose with 10 μM adenosine in solution when no motion is applied. There are no artifact signals
apparent in the color plot. Middle column: Example of the same electrode in the same gel solution
as the left column but with a 1 mm motion downward at the 5 s mark that lasts approximately 0.25 s.
Note the increase in current at 1.4 V resembling that of the known primary oxidation for ADO signal
(Figure 1f), and a decrease in current near the known secondary oxidation for ADO. Right column:

Example of the same electrode as the other columns in a gel solution containing no adenosine and
a 1 mm motion downward at the 5 s mark that lasts approximately 0.25 s. There is a transient, broad
band change at the time of motion, but the signal possesses no apparent changes at specific voltages.

4. Discussion

The data presented in this short communication show that motion can generate electrophysiological
and electrochemical artifacts resembling signals traditionally associated with physiological changes
of interest. Movement can generate robust artifact signal through numerous potential mechanisms.
While the current work does not isolate the individual contribution of each potential mechanism,
this work highlights the necessity and importance of device and experimental design to accurately
interpret the detected signals. The present work characterizes the impact of motion artifact signals
on electrophysiological and neurochemical recordings, as well as emphasizes the existence of
an unexpected trade-off—potentially enhanced motion artifact—inherent to developing flexible devices
for electrophysiological and neurochemical sensing.

4.1. Motion Artifact During Electrophysiological Recordings Using Flexible Carbon Fibers

The electrode system used for recordings in this study may have impacted the manifestation
of motion artifact in several ways. First, in contrast to comparatively more rigid silicon arrays,
small diameter carbon fibers are manufactured with geometries that give them greater compliancy [30].
More compliant electrodes are more likely to bend when subjected to stress [26,31,35–39]. The bending
of the wire can in turn generate electrostatic and electromagnetic artifact current that can be exacerbated
by active electronics [22,56].

Electrophysiological recordings require the use of preamplifier headstage/amplifier stages,
which may also be a source of motion artifact signals [16]. In an ideal recording system, small electrical
potentials are amplified by the preamplifier headstage and amplifier prior to digitization [56].
The preamplifier is placed as close to the electrode as possible to minimize the length of wire prior to
amplification, which minimizes noise introduced by coupling between extrinsic noise sources and the
length of wire. Often a small bundle of wire within the headstage still connects the preamplifier output
to the amplifier input for subsequent analog to digital conversion. Because the wire is part of the active
electronics of the headstage, electrical current is being maintained through the headstage, electrode,
the reference, and ground. Each point of connection represents a potential source of triboelectric
artifact. These results have implications for integrated multiplexers (MUX) on high-channel recording
arrays and on-array powered electronics. Switching across MUX channels requires changes in current
to switch channels, which capacitively couples with and leads to charge injection in the analog signal
path [57]. Switching also disturbs the equilibrium potential of the electrode/electrolyte interface
as a previously floating electrode is connected to the measurement circuit [57]. This issue has the
potential to limit the frequency at which channels can be sampled when using multiplexers for
electrophysiological and neurochemical signal detection.

Signal processing techniques can alter the temporal characteristics of artifacts and thus further
confound the detection and removal of non-neuronal signals. Application of a Butterworth filter to
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remove local field potentials, for example, may change the shape of movement artifacts via ringing
of the filter such that they more closely resemble neuronal action potentials (Figure 6). This issue is
particularly noteworthy as some pre-amplifiers are configured with a hardware high pass filter to
eliminate slow fluctuations (<2 Hz) that may saturate the amplifier.

Lastly, changing the electrode material at the electrode/electrolyte interface has been shown to affect
the magnitude of the artifact created when the electrode/electrolyte interface is disturbed [17,18,58].
For example, Kahn et al. noted only a 1 mV offset potential when flowing a stream of saline solution
across a non-polarizable Ag-AgCl electrode, whereas they observed a 30 mV offset potential when
using a polarizable pure silver electrode of similar dimensions [16]. Similarly, it has been demonstrated
in vivo in chronic rodent studies that electrode sites coated with poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS) [53] or PEDOT nanotubes [59] exhibit notably less low frequency
artifact when compared to control iridium or gold electrode sites in the same animal.

The data presented here demonstrates that artifact signals may share similar temporal
characteristics with relevant neuronal signals and can be erroneously classified as single unit or
multiunit events during standard spike sorting operations [20,60] (e.g., thresholding and clustering in
principal component space). As the number and timing of neuronal signals has important implications
for the transmission of information within the brain, the misclassification of motion artifacts as single
or multiunit signals may influence our interpretation of the data, and ultimately our understanding of
the underlying neurophysiological processes.

4.2. Potential Impact of Differential Recording Strategies

Motion artifact is often minimized in vivo through differential recordings [25]. In a differential
recording set-up, the measurements taken from a reference electrode are subtracted from the
measurements taken by the working electrode [57]. To eliminate motion artifact, the reference electrode
ideally needs to be in a similar location as the working electrode and consist of similar dimensions and
material to observe a similar ‘common’ representation of motion artifact for subsequent subtraction [57].
This subtraction is often known as ‘common-mode’ rejection. Electrophysiological recordings in vivo
have historically used rigid multi-electrode arrays or tethered microwire systems [9–11,25,53,59,61,62],
which have several advantages with respect to minimizing motion artifact. First, the rigid structures
minimize electrical artifacts by resisting bending, and therefore limit artifacts described above [25].
Second, there are multiple electrodes of similar dimension and electrode material located in the same
area of tissue that move in tandem with respect to motion [25]. This maximizes the similarity of
recorded motion artifact for subsequent subtraction via common-mode rejection/common average
reference strategies [25].

As electrodes on a flexible array can potentially move independently of each other, the
representation of artifact on each electrode may differ. For example, electrodes at the most shallow
contact and at the deepest contact on a single-shank electrode array would presumably experience
different stresses with respect to motion of the brain due to tethering [63]. In turn, the motion artifact on
the two contacts would also be different. In this case a common median reference (CMR) [64] may avoid
creating spurious artifacts on channels without signal, or a small Laplacian (sLAP) referencing strategy
could be employed consisting of electrodes with the most similar representation of motion artifact [20].
Nevertheless, due to the extensive variability in artifact amplitude across channels (Figures 1 and 6),
neither common average referencing (CAR), CMR, nor sLAP are likely to be sufficient to completely
eliminate the misclassification of artifacts as units.
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Figure 6. Common average referencing (CAR) helps to reduce motion artifact misclassification.
(a–c) Example data (200 ms) from an awake moving rat, implanted with a linear silicon microelectrode
array. Application of a high frequency band pass filter (2nd order Butterworth filter, passband
0.3–1 kHz) can cause artifacts (a) to resemble action potentials (b). Grey shading highlights artifacts.
(d,e) Circled artifacts and action potentials from (a,b), shown before and after filtering (dashed and
solid lines, respectively). (f,g) Mean waveforms for clustered artifacts (d) and action potentials (e) from
each channel without CAR (dashed line) and with CAR (solid line). (h) Percentage of sorted units
which fit the criteria for artifacts defined in the methods. Scalebar: (a–c) 500 μV. (a–g): © IOP Publishing.
Adapted with permission from [20]. All rights reserved.

To minimize spike sorting errors associated with common noise across channels, algorithms
that compare signals across channels have been proposed. For example, evaluation of inter-electrode
correlation between candidate spike segments as an additional criteria for spike sorting has been
shown to improve clustering in principal component space [60,65]. Although this technique reduces
the instances of correlated noise impacting the signal, actual units may be discarded with this operation,
such as when artifacts occur coincidentally with action potentials or if a neuron’s soma is equidistant
from two electrode sites. Additionally, simply removing the corrupted data surrounding artifacts will
also eliminate detection of coincident spiking activity. Thus, the problem of successfully identifying
and discarding artifactual signals remains an important problem for future investigation. In our data,
the principal component of sorted single units maintained their eigenvalues before and after applying
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a common average reference, while noise typically exhibited dramatic changes in eigenvectors,
signal shape, and even signal amplitude (Figure 6f,g). This discrepancy may therefore represent
an additional strategy to identify artifacts and is currently under further investigation.

4.3. Motion Artifact During Fast Scan Cyclic Voltammetry Measurements Using Carbon Fibers

Like electrophysiological recordings, FSCV neurochemical recordings are also susceptible to
motion artifact issues. FSCV recordings are predicated on sweeping a voltage potential through a very
small, polarizable carbon fiber electrode in reference to a much larger non-polarizable Ag-AgCl
reference electrode to generate a triangle waveform that is repeated at regular intervals [46,47].
The reference electrode must be very large in comparison to guarantee that the impedance of the
reference is trivial with respect to the carbon fiber/tissue interface; this in turn guarantees that almost all
of the voltage drop occurs at the carbon fiber/tissue interface to drive the oxidation/reduction reaction
with electroactive neurochemicals adsorbed to the carbon fiber surface [29,32,40]. The reference is
traditionally a non-polarizable electrode to avoid distorting the applied triangle waveform by a change
of the potential during the FSCV pulse [20].

During FSCV in vivo, the carbon fiber ‘working electrode’ is implanted in a brain region of
interest whereas the Ag-AgCl ‘reference electrode’ is normally placed above cortex. The triangle
waveform voltage pulse applied to the carbon fiber electrode with respect to the Ag-AgCl electrode
causes electroactive neurochemicals adsorbed to the surface of the carbon fiber to oxidize and
reduce, generating a faradaic current. As the carbon fiber is a polarizable electrode, a non-faradaic
capacitive current is also generated. The voltage at which oxidation/reduction currents are observed in
combination with the magnitude of those currents can be used to infer the specific electroactive
neurochemical and the approximate concentration of that neurochemical in the vicinity of the
carbon fiber electrode. As the neurochemical concentration undergoes phasic changes, the faradaic
current changes while the non-faradaic current remains relatively constant. Therefore, the real-time
FSCV waveform can be subtracted by an FSCV measurement at an earlier point in time—known
as background subtraction—to minimize the non-faradaic portion of the observed current. This
helps isolate faradaic changes in current putatively associated with phasic changes in local
neurochemical concentration.

The idea that spurious signals may contaminate even background subtracted FSCV recordings is
not new. The preliminary studies performed by Adams in the 1970s demonstrated that neurotransmitters
are only a percentage of species within the brain able to oxidize/reduce when at the electrode
surface [30]. This led Mark Wightman and his colleagues to propose a set of guidelines often referred
to as the ‘Five Golden Rules’ of electroanalytical chemistry in vivo [28,66]. In brief, these rules
include (1) electrochemical verification of the FSCV signal generated by specific concentrations of the
neurotransmitter of interest in vitro, (2) anatomical verification that the electrode is placed in a region
of the brain in the vicinity of post-synaptic terminals where the neurotransmitter of interest would
be found, (3) physiological verification through behavioral manipulation that would be anticipated
to change the extracellular concentration of the neurotransmitter of interest, for example electrical
stimulation of the pre-synaptic pathway, (4) pharmacological manipulation—e.g., a reuptake inhibitor
specific to the neurotransmitter of interest—that would elicit changes in the measured concentrations
specific to the neurotransmitter of interest, and (5) independent confirmation with a secondary measure
such as microdialysis. Note these rules are predicated on the assumption that measurements of the
neurochemical of interest are primarily confounded by interfering signal caused by the adsorption of
other electroactive molecules in the brain to the surface of the electrode. In general artifacts due to
motion, sources of radio frequency radiation, or electrical/optical stimulation in vivo have previously
been thought to create ‘broad-band’ changes in observed currents. These broad-band changes are
assumed to be roughly uniformly distributed across all voltages applied during the FSCV pulse [67],
instead of changes at the characteristic voltages stereotypical of the oxidation/reduction potentials
of a specific electroactive neurochemical. Consequently, datasets contaminated by motion or other
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artifacts are traditionally identified by a trained operator through visual inspection for broad-band
changes and are removed.

Here we have demonstrated that motion can generate an artifact signal during FSCV
that resembles phasic neurochemical concentration changes regularly measured in vivo if that
neurochemical is present in the recording medium. Motion of the electrode in solution with no
electroactive molecules—buffer solution with only salt ions—produces broad band artifact currents
that bear no resemblance to specific electroactive molecules. Importantly, changes in current at
the oxidation and reduction potential of a neurochemical is defined as a change in concentration
of that neurochemical when using FSCV as a measurement tool, therefore measurement of those
oxidation/reduction potential current changes during motion is unexpected given the concentration
of neurochemical did not change during the motion.

Motion of the electrode/electrolyte interface during FSCV disturbs the established electric double
layer and thus may lead to changes in the capacitive charging current as well as the distribution of
charged species, such as dopamine near the FSCV electrode surface [68,69]. In addition, movement
of the electrode could change the equilibrium concentrations of dopamine and dopamine-o-quinone
(oxidation product of dopamine) near the electrode that is formed as a result of oxidation/reduction,
mass transfer, and adsorption dynamics near the electrode [68,70]. Upon motion, the electrode might
be leaving the equilibrium formed by those dynamics and entering the bulk concentration that has
a higher ratio of dopamine to dopamine-o-quinone, thus resulting in a measured transient increase
that decays back to baseline as equilibrium re-establishes. Finally, disturbing either the working
or reference electrode transiently alters their respective half-cell potentials. As a voltage is actively
being applied between the working and reference electrode to drive redox reactions, disturbing the
electrode/electrolyte interface of either may alter the effective voltage being applied between them.

The finding that motion artifact during FSCV closely resembles phasic changes of electroactive
neurochemicals in the solution may be particularly problematic when inferring in vivo concentrations
from pre and post-operative calibrations performed in vitro. This issue is compounded by the
observation that different neurochemicals produce different motion artifacts, and the magnitude of the
motion artifact depends on the tonic concentration of neurochemical in the recording environment.
Consequently, commonly used reuptake inhibitors for pharmacological validation—which increase the
concentration of the neurochemical of interest in the extracellular environment—may inadvertently
also increase the magnitude of motion artifacts that resemble the neurochemical of interest.

It is important to note the motion artifact produced during these experiments does not always
exactly resemble the neurochemical’s characteristic redox potentials. For example, a decrease in
current was observed at the stereotypical adenosine secondary oxidation peak (1.0 V) during motion
(Figure 5, compare to increase at secondary peak for known adenosine in Figure 1). In addition,
the magnitude of motion artifact was highly variable given multiple electrodes of the same active site
dimensions in a controlled in vitro condition (Figure 4). This suggests motion artifacts may be difficult
to predict in magnitude, especially in vivo. It is also important to note that the lowest neurochemical
concentrations of dopamine and adenosine used in these experiments are at the high end of what
would be anticipated in vivo, with the resulting motion induced current deflections typically in the
1–4 nA ranges. Consequently, the impact of motion artifact on interpreting FSCV becomes more
significant in chronic studies where the observed signal is reduced due to biofouling and may be only
in the 1 nA range [71–73].

The findings presented here serve to underscore the necessity of following Wightman’s “Five Golden
Rules” when interpreting in vivo FSCV recordings. This includes independent confirmation with
a secondary measure, ideally one capable of measuring changes in concentration of the neurochemical
of interest, albeit at slower temporal resolution. Other common sources of artifact that disturb the
electrode/electrolyte interface, such as electrical stimulation or extrinsic sources of electromagnetic
radiation were also preliminarily tested during the execution of these studies (data not shown).
Under the right conditions these traditional sources of electrophysiological artifacts also generate
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characteristic waveforms normally associated with phasic changes of electroactive neurochemicals
during FSCV measurements. These perturbations should be explored in future work.

5. Conclusions

Both the electrophysiological recording and FSCV motion artifact data presented in this short
communication suggest that any change to design or usage-context of a neural interface needs to be
carefully evaluated to determine if meaningful neurological signals can be detected and separated
from sources of artifact. Validation of meaningful neurological signals ideally includes evaluating
a physiological input to drive peri-stimulus neural activity [6,20,31,32,46,47,50,74]. In addition,
the stimulus needs to be evaluated on the benchtop or in a post-mortem control to ensure that
the stimulus itself does not generate an artifactual signal. Moreover, active shielding and signal
processing needs to be carefully evaluated to better identify and remove motion related artifacts as
increasingly flexible devices are developed.
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Abstract: Neural recording systems that interface with implanted microelectrodes are used
extensively in experimental neuroscience and neural engineering research. Interface electronics
that are needed to amplify, filter, and digitize signals from multichannel electrode arrays are a critical
bottleneck to scaling such systems. This paper presents the design and testing of an electronic
architecture for intracortical neural recording that drastically reduces the size per channel by rapidly
multiplexing many electrodes to a single circuit. The architecture utilizes mixed-signal feedback to
cancel electrode offsets, windowed integration sampling to reduce aliased high-frequency noise, and
a successive approximation analog-to-digital converter with small capacitance and asynchronous
control. Results are presented from a 180 nm CMOS integrated circuit prototype verified using in vivo
experiments with a tungsten microwire array implanted in rodent cortex. The integrated circuit
prototype achieves <0.004 mm2 area per channel, 7 μW power dissipation per channel, 5.6 μVrms input
referred noise, 50 dB common mode rejection ratio, and generates 9-bit samples at 30 kHz per channel
by multiplexing at 600 kHz. General considerations are discussed for rapid time domain multiplexing
of high-impedance microelectrodes. Overall, this work describes a promising path forward for scaling
neural recording systems to numbers of electrodes that are orders of magnitude larger.

Keywords: neural recording; neural amplifier; microelectrode array; intracortical; sensor interface;
windowed integration sampling; mixed-signal feedback; multiplexing

1. Introduction

Penetrating microelectrodes that record neural signals currently achieve the highest temporal
and spatial resolution available for measuring nervous system activity in vivo [1,2]. Multichannel
electrode arrays can be implanted into regions of the central and peripheral nervous systems, and
extracellular measurements of neuronal activity can be taken by interfacing the electrodes to signal
acquisition electronics that are composed of amplifiers, filters, and analog-to-digital converters (ADCs).
This general approach is frequently used in experimental neuroscience [3–5], as well as in research
toward prosthetics and brain-computer interfaces that are directly controlled by neural activity [6–8].
Recently, neural interface technologies based on microelectrode arrays have seen dramatic growth and
interest that has been supported by progress in materials, fabrication, electronics, and neuroscience [9].

A key goal for the future is to scale the number of implanted electrode sites up by orders of
magnitude. In neuroscience, this goal is important for accessing larger populations of neurons to
provide a more complete view of information processing in the brain. For medical applications
of neural interfaces, scaling has great potential to provide more effective therapies and prosthetic
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devices. Regions of the human neocortex contain approximately 50,000 neurons/mm3 [10], but neural
interfaces used in human clinical trials [6–8] can only provide cellular-level signals from around 200
different neurons sampled in a roughly 10 mm3 volume of tissue. Today, most microelectrode arrays
have between 16 and 256 electrode sites, typically positioned at a few hundred micrometer spacing
(<10 sites/mm2) [1,2]. There are large ongoing efforts focused on scaling up to thousands of electrodes
and beyond [11–15]. These projects often target orders of magnitude higher density of the electrode
sites (>1000 sites/mm2) [13–15]. Fully implantable acquisition electronics are needed to support this
scaling, because passive wiring of each electrode site to external electronics incurs a number of surgical
and reliability problems [1,16].

Massive system scaling requires reconsideration of the traditional approach to designing
acquisition electronics. The conventional approach is to use individual amplifiers and filters dedicated
to each electrode site (Figure 1a). While this approach offers simple solutions to many of the technical
issues involved in acquiring neural signals, the resulting silicon chip area per channel is too large
to support thousands of electrodes and beyond without dominating the size and form factor of a
fully implantable microsystem. Progress has been made in reducing the size of traditional acquisition
electronics (e.g., there are >2000 articles listed under “neural amplifier” in the Inspec database at the
time of this writing), but state-of-the-art designs still typically result in 0.04–0.1 mm2 of chip area per
electrode channel (10–25 channels/mm2) [17].

Figure 1. (a) Conventional neural recording electronics use individual amplifiers and filters dedicated
to each electrode, and often employ back-end multiplexing to a smaller number of analog-to-digital
converters. (b) Rapid multiplexing directly at the electrodes can be used to share amplifiers and filters
across many electrodes, leading to a drastic reduction in the size of the electronics. Small channel area
enables high-density arrays with active electronics closer to the electrode.

A promising approach for reducing the area of the acquisition electronics is to use time division
multiplexing to rapidly sample multiple electrode sites with a single front-end circuit, without
preamplification (Figure 1b). However, rapid multiplexing directly at the electrodes raises challenges
related to electrode offsets and aliasing of high-frequency noise. These challenges have been shown to
be tractable for non-penetrating microelectrode arrays used in electrocorticography (ECoG) [18,19],
but these low-impedance arrays measure average neural activity from large groups of neurons and
generally do not provide the spatial or temporal resolution needed to observe action potentials.

To the authors’ best knowledge, this paper presents the first in vivo demonstration of a
rapidly multiplexed neural recording system without preamplification, designed for high-impedance,
penetrating microelectrode arrays that provide measurements of action potentials (APs). Time division
multiplexing is often used after amplification to reduce ADC area [17,20–23] (Figure 1a), and has also
been used for serialized analog communication in neural recording systems [24–26]. However, these
prior works all use multiplexing after amplification, which does not reduce the area of the amplifiers
and thus has limited benefit. In the work presented in this report, a 180 nm CMOS circuit was designed
to address issues from electrode offsets and high-frequency noise aliasing that become problematic
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when rapidly multiplexing electrodes directly to a single front-end amplifier, without preamplification,
in order to enable drastic area reductions.

The rest of this paper is organized as follows. Section 2 describes the fundamental theory of
acquiring rapidly multiplexed signals from microelectrode arrays without preamplification, and
presents informative electrode characterization measurements. Section 3 proposes a circuit architecture
for rapid multiplexing directly at the electrodes, along with details of a fabricated prototype. Section 4
presents test results for the prototype, including in vivo experiments with signals recorded from the
rodent cortex. Section 5 provides a discussion and implications for future research.

2. Rapidly Multiplexed Neural Recording: Theory and Practical Issues

Figure 2 illustrates the input signal that arises from rapidly multiplexing multiple electrode sites
to a single front-end amplifier. This paradigm uses time domain multiplexing to switch between
electrodes at a high enough rate (e.g., 600 kHz) such that each different electrode can be sampled at a
frequency that is typically used when acquiring APs (e.g., fch = 30 kHz). Since each electrode is visited
for only a short time (microseconds or less) within the overall sampling period, the total electrode
voltage appears as a step input to the electronics, which confounds traditional filtering. As a result,
the multiplexed signal amplitude is dominated by DC offsets arising from polarization potentials at
the interfaces between electrodes and the tissue [27]. To accurately sample the smaller AP signals,
the bandwidth of the recording electronics must be made large such that the step transients can settle
fully. This large bandwidth creates challenges for achieving adequate signal-to-noise ratio (SNR) in the
presence of high-frequency noise. Overall, rapid multiplexing without preamplification requires more
careful consideration of electrode properties than the traditional approach. This section describes the
fundamental challenges to rapid multiplexing, and offers high-level solutions.

Figure 2. Illustration of the signal that arises from rapidly multiplexing multiple electrodes to the input
of a single acquisition circuit. The amplitude of the signal is dominated by DC offsets from differences
in polarization potentials between recording and reference electrodes. The goal is to acquire much
smaller action potential signals, which are multiplexed in the time domain.

2.1. DC Offsets from the Electrodes

Electrochemical polarization naturally develops an equilibrium potential at the electrode-tissue
interface [27]. Commonly, a single low impedance reference electrode is used when recording from
a multichannel electrode array, e.g., a single platinum wire that is separate from the array itself [27].
The reference electrode develops its own equilibrium potential, which differs significantly from the
equilibrium potentials of the recording electrodes. The difference between the potentials of a recording
and reference electrode manifests as a DC offset signal when recording. These DC offset voltages are
typically much larger than APs, and can be in the 1–50 mV range depending on the materials and
geometries of the recording and reference electrodes (when performing “bipolar” recording between
two identical electrodes, the DC offsets are usually smaller but still often within the millivolt range).
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Unfortunately, quantitative studies of DC offsets seen during recording are generally lacking in the
literature. Differences also exist between the equilibrium potentials of each recording electrode in
a multichannel array, due to manufacturing tolerances that result in physical differences, as well as
differences in the local chemistry around each implanted electrode [27]. The DC offsets observed
during recording also depend on the input impedance of the acquisition electronics and any leakage
currents from protection diodes or other devices [28].

Dedicating an individual amplifier to each electrode site (Figure 1a) [17,20,21,23,29–31] allows
simple high-pass filtering to separate the electrode offsets from APs before amplification up to the full
scale range of the ADC (~1 V). When rapidly multiplexing before amplification, a high-pass filter is not
feasible, because the DC offsets and APs both appear as a step input and do not change appreciably
during the time allotted for generating a sample (microseconds or less). Indeed, applying such a
high-pass filter to the waveform illustrated in Figure 2 would simply remove its average value.

One solution is to limit the overall gain in the signal path and use a high-resolution ADC to
digitize both the modulated offset signal as well as the much smaller APs. However, assuming that
the DC offsets are 50× larger than the APs, this approach requires an additional 6 bits of resolution
(~16 bits in total). While such resolution is achievable, the resulting ADC specifications are challenging
to achieve with low power and low circuit area, since the ADC must also run at a high sample rate
of fs = M· fch, where M is the number of multiplexed electrodes. The architecture presented in this
report uses a mixed-signal DC offset rejection approach that greatly reduces the burden on the ADC
by avoiding the need for increased resolution.

2.2. Noise from Acquisition Electronics

Whether employing rapid multiplexing (Figure 1b) or the traditional approach (Figure 1a),
noise from the acquisition electronics must be made low enough to accurately acquire AP signals.
The target noise specification depends on the intrinsic signal quality that can be achieved with particular
microelectrodes. There is a great incentive to avoid overdesigning the electronics in terms of noise
performance, because circuit power dissipation trades directly with thermal noise power [32]. The most
common philosophy when targeting fully implantable electronics is to roughly match the circuit noise
specification to the background noise level from the electrodes (5–10 μVrms, as discussed in Section 2.3),
so that there is a significant, yet non-dominating, contribution of noise from the electronics. In a
traditional neural recording circuit design, the bandwidth of the signal path is generally chosen in the
5–10 kHz range [17], stemming from the spectral content of APs (0.5–5 kHz) [33]. This low bandwidth
limits noise, and hence allows reduction of power dissipation.

Noise equivalent bandwidth (NEB) is a useful metric for comparing the traditional and rapidly
multiplexed approaches to neural recording. The NEB of a filter response, H( f ), is defined as the
bandwidth of a brick-wall filter that would pass the same amount of noise:

NEB �
∫ ∞

0
|H( f )|2 d f . (1)

For example, a single pole response has a NEB equal to π fp/2, where fp is the pole frequency.
To acquire rapidly multiplexed APs, the bandwidth of the acquisition channel must be large

enough to allow complete transient settling of the multiplexed waveform (Figure 2) in the time period
allocated to each electrode (microseconds or less). The settling requirement necessitates a larger
bandwidth than the traditional approach. Assuming instantaneous voltage sampling with a single
pole low-pass filter response, transient settling necessitates a bandwidth of

fBW =
− ln(εdtol)

2πTs
, (2)

where εdtol is the tolerable dynamic settling error (0.1% for 10-bit accuracy), and Ts is the amount
of time available for settling. To achieve a per-channel sampling rate of fch (~30 kHz) across M
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multiplexed electrodes, the ADC must sample at a rate of fs = M· fch, allowing a maximum settling
time of Ts = 1/ fs for each electrode. The NEB for multiplexed acquisition using instantaneous voltage
sampling thus increases proportionally to M, in order to maintain fch for each electrode:

NEBvs =
π

2
fBW = − fs ln(εdtol)/4 = −M fch ln(εdtol)/4. (3)

This increased NEB necessitates a reduction in the acquisition circuit’s noise power spectral
density (PSD) to maintain the same total integrated noise specification as a traditional neural recording
circuit, since noise at frequencies higher than fch/2 will alias and show up in the samples. Reducing
the wideband noise PSD is achieved by investing more power in the amplifier (Amp in Figure 1b)
to reduce its input-referred thermal noise. Assuming that fch is chosen to be 3× the AP bandwidth
(a typical case), the NEB of a multiplexed acquisition circuit (Figure 1b) that uses instantaneous voltage
sampling increases above the NEB of a traditional acquisition circuit (Figure 1a) according to

NEBvs = −M ln(εdtol)(3/2π)NEBtrad, (4)

where NEBtrad is the NEB of a traditional neural recording circuit (Figure 1a). Assuming εdtol = 0.1% to
allow accurate detection of APs in the presence of large DC offsets, NEBvs ∼= 3.5M·NEBtrad. Assuming
a one-to-one tradeoff between the circuit’s thermal noise PSD and its power dissipation (the typical
case [32]), the NEB enlargement translates to 3.5× higher power per channel for a multiplexed
acquisition circuit that uses instantaneous voltage sampling, compared to a traditional neural recording
circuit with the same total integrated noise. This power penalty is quite large, but can be avoided
by alternative sampling methods. In this work, windowed integration sampling (WIS) was used to
reduce the NEB of the rapidly multiplexed acquisition circuit by ~3.5× versus instantaneous voltage
sampling, restoring the power per channel back to the traditional range.

Windowed integration sampling (WIS) [31,34,35] is an alternative to instantaneous voltage
sampling that breaks the tradeoff between settling accuracy and NEB. The fundamental idea is
to integrate the signal over a finite window of time, and then sample the result. Integration reduces
high-frequency noise according to a sinc characteristic in frequency, which can be understood by
examining the Laplace transform of a continuous moving average function:

y(t) =
∫ t

t−Ts
vin(t′)dt′ (5)

|{y(t)}| = |2 sin(ωTs/2)|
ω

|vin(ω)|, (6)

where {·} is the Laplace transform and ω is frequency. The samples y(nTch) contain aliased
high-frequency noise of vin(ω), but the sinc magnitude response attenuates high frequencies with a
NEB that depends on the duration of Ts, which is shown by analyzing Equation (6) with a normalized
DC gain of 1:

NEBwis =
∫ ∞

0

sin2(π f Ts)

(π f Ts)
2 d f =

1
πTs

∫ ∞

0
sinc2(x)dx =

1
2Ts

. (7)

The NEB of WIS can be written in terms of the NEB of the traditional neural recording approach as

NEBwis = M(3/π)NEBtrad. (8)

Thus, the power consumption per channel of a multiplexed system using WIS can be about the
same as a traditional system, while the area per channel can be divided by M. Multiplexing with voltage
sampling incurs an extra multiplicative penalty of ln(εdtol)/2 compared to WIS (see Equation (4)).
For example, given M = 10, fch = 30 kHz (Ts ∼= 3.3 μs), εdtol = 0.1%, the NEB of instantaneous voltage
sampling is 518 kHz while the NEB of WIS is only 150 kHz, a factor of 3.5× smaller.
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Besides thermal noise, MOSFET devices display 1/f noise (also called “flicker” or “pink” noise),
which originates from trapping and de-trapping of carriers in states close to the interface between the
silicon and gate insulation material [36]. This noise source is substantial in the AP band, and motivates
large transistor sizes to reduce its PSD. Interestingly, the 1/f noise requirements and tradeoffs are
the same for both traditional and rapidly multiplexed acquisition circuits, which can be seen by
considering that each channel is sampled at fch in both approaches, leading to a discrete time spectrum
confined to fch/2 for both. This leads to similar transistor sizes for both approaches, although the area
is amortized across channels when using rapid multiplexing.

With an equivalent power per channel that is neither worse nor better than a traditional
neural recording circuit, the rapidly multiplexed approach can be seen as combining all the power
consumption that would be spent in multichannel circuitry into one faster circuit that uses dynamic
operation (speed) to reduce circuit area. This strategy generally leverages one of the main strengths of
CMOS technology, i.e., high-speed operation, which is not utilized by the traditional approach.

2.3. Noise from the Electrodes

Excluding noise from the acquisition electronics, the noise floor for the traditional approach to
AP recording (Figure 1a) is dominated by biological activity in the AP band [33], with a relatively
minor contribution from thermal noise generated by the electrode, tissue, and their electrochemical
interface. When rapidly multiplexing, however, this thermal noise becomes an increasing concern due
to the larger bandwidth required. High-frequency noise from the electrode-tissue system will alias
into the AP spectrum, and increase the variance of the acquired samples. WIS is effective in reducing
the contribution of high-frequency noise, but residual aliased noise still presents a limit on the number
of electrodes that can be multiplexed while achieving an acceptable noise floor and SNR.

Recently, we performed wideband spectral measurements of implanted electrodes [37–40]
(Figure 3). These measurements characterize the noise at high frequency as thermal in origin, on the
basis of impedance magnitude and phase measurements. The measured high-frequency noise PSD
is generally <20 nVrms/

√
Hz for typical penetrating microelectrodes. Background biological noise is

generally in the 5–10 μVrms range in the AP band [17], which would correspond to 75–150 nVrms/
√

Hz
white noise across 0.5–5 kHz. Our studies [38] have also shown that high-frequency electromagnetic
interference can be eliminated through proper referencing, grounding, and shielding, and that
biological noise is confined to low frequencies (<10 kHz) [37]. Overall, thermal noise is the dominant
concern at high frequencies and can be accurately predicted by impedance magnitude and phase
measurements [38].

The thermal noise originates from the real part of the impedance within the bioelectrochemical
cell, and can be predicted using

vn
2( f ) = 4kTRe[Z( f )], (9)

where vn
2(f ) is the voltage noise power spectral density, k is Boltzmann’s constant, T is absolute

temperature, and Re[Z(f )] is the real part of the impedance between the measurement point and
ground [41]. This prediction is highly accurate for in vitro measurements, as well as in vivo for
frequencies above typical biological bandwidths. Figure 3a,b shows in vitro and in vivo spectral
measurements of a representative 16-channel tungsten microwire array (Tucker-Davis Technologies,
Alachua, FL, USA) and a representative 16-channel silicon “Utah” microelectrode array [42] (Blackrock
Microsystems, Salt Lake City, UT, USA), respectively. The in vivo measurements were performed
under isoflurane anesthesia, which is known to suppress local cortical spiking activity [43], revealing
the baseline noise floor. The real part of the measured impedance was used to predict the thermal
noise (dashed lines), whereas the solid lines are direct spectral measurements [38]. For the in vitro
measurements, the measured noise and predicted thermal noise match well across the spectrum.
For in vivo measurements, there is excess low-frequency noise/activity attributed to biological sources
other than local AP activity [37–39,44].
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Figure 3. Noise characterizations for representative 16-channel microelectrode arrays. (a) Silicon
microelectrodes (Blackrock Microsystems) and (b) microwire electrodes (Tucker-Davis Technologies)
both in vitro (saline, bottom traces) and in vivo (rodent cortex, top traces). The dashed lines indicate
the impedance predicted thermal noise spectrum, the solid lines show measured noise, and shading
indicates the variance. (c) Total integrated noise (TIN) for the representative silicon microelectrode
array and (d) microwire array, in vitro (bottom traces) and in vivo (top traces), with measured noise
(solid) and impedance predicted thermal noise (dashed). Colored shadows show variance within each
electrode array. The predicted thermal noise is shown to accurately reflect the measured TIN at high
frequencies, indicating thermal noise is the dominant noise source for wideband applications like
rapidly multiplexed recording.

Figure 3c,d shows the running integral of the measured PSDs in vitro and in vivo for silicon and
microwire arrays, respectively. The total integrated noise (TIN), which quantifies the noise floor of
the system, is thermally dominated as shown by the accuracy of the predicted and measured TIN.
The accuracy of the predicted thermal TIN indicates that the real part of the impedance can be used as
an accurate estimator of high-frequency noise from the electrode-tissue system.

Because the impedance is a good predictor of noise, it is useful to describe the electrode-tissue
interface with an equivalent circuit that can be used for simulation and design. The overall impedance
is frequently modeled using a Randles equivalent circuit [45,46], often using a constant phase element
(CPE) for accurate representation of both magnitude and phase:

ZCPE =
1

Y0(jω)α , (10)

where ω is radial frequency and Y0 and α are fitting parameters. A simple model is shown in
Figure 4 [27,47], where Rs is the access resistance, Rp represents faradaic reactions, the CPE models the
interface’s double-layer capacitance, and Cin is the input capacitance of measurement instrumentation
or acquisition electronics. Cin can interact with the high impedance of the electrodes to create a
high-frequency pole, and is therefore important to the model matching. Parameters were extracted
using the Gamry E-chem Analyst software (v7.06) for fitting the Figure 4a model to typical electrode
impedance measurements (example parameters are shown in the figure). Figure 4c,d shows an example
in vivo impedance and phase measurement compared to the fitted model for the microwire and silicon
arrays, respectively. There is a high degree of agreement in impedance and low frequency phase.
The high frequency phase shows a roll off incongruent with the input capacitance, but can be modeled
with a capacitor parallel to the electrode model (not shown since the physical mechanism is unclear).
The accuracy of the model in conjunction with the accuracy of the thermal noise prediction using
Equation (9) indicates that an accurately parameterized model is a good method for predicting total
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thermal noise when designing neural recording electronics in general. This prediction is shown in
Figure 4e for both types of arrays, neglecting Cin so that the prediction is system independent.

Figure 4. (a) Randles equivalent circuit electrode model. Rs represents the access resistance, which is
the summation of several factors including electrode material, tissue encapsulation, protein binding,
and cellular morphology between the recording and reference electrodes [47]. Faradaic reactions are
represented by Rp, which is also called the charge-transfer resistance and is representative of electrode
surface oxidation and reduction reactions [27]. (b) Calculated model parameters in vitro and in vivo.
(c) Measured and modeled in vivo impedance magnitude and phase for the representative silicon
microelectrode array. (d) Measured and modeled in vivo impedance magnitude and phase for the
representative microwire array. (e) Model predicted thermal noise neglecting the effect of Cin.

This model can be used to assess the impact of high-frequency noise on rapidly multiplexed
recording. Figure 5 shows how the overall thermal TIN is affected by the multiplexing factor (M),
with a comparison between voltage sampling and WIS (see Section 2.2). The curves were generated
using Equations (3) and (7), and the model parameters in Figure 4. Figure 5 shows that WIS provides
a roughly 3× decrease in the thermal TIN root-mean-square (rms) amplitude compared to voltage
sampling. Since the dominant noise source at high frequencies is Rs, the total integrated noise can
be linearly extrapolated to higher frequencies to assess higher multiplexing factors. It can be seen
that rapid multiplexing using voltage sampling becomes impractical for M values as low as 4 when
budgeting for a <10 μVrms thermal noise contribution, while WIS allows ~7 μVrms for M = 20.
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Figure 5. Comparison of voltage sampling (VS, top pair) and windowed integration sampling (WIS,
bottom pair) for the representative silicon and microwire arrays using the Figure 4 model with a per
channel sampling rate set to fch = 30 kHz. Voltage sampling results in prohibitively large noise even for
M = 4, whereas WIS allows for M = 20 with acceptable noise performance. A design should ideally
account for the thermal noise along with expected biological noise and signal amplitudes in order to
optimize for in vivo signal detection.

3. Rapidly Multiplexed Neural Recording Circuit Architecture

The architecture shown in Figure 6 was developed to address the acquisition issues discussed in
Section 2. The first stage is a capacitive feedback low noise amplifier (LNA) based on an operational
transconductance amplifier (OTA), which is followed by an open-loop transconductance amplifier
(GM) that forms a windowed integration sampler in combination with the input capacitance (CIN,adc)
of a successive approximation (SAR) ADC. The prototype system supports up to 32 multiplexed
electrodes (M = 1–32), and is designed to generate samples of each electrode at fch = 30 kHz by
rapidly multiplexing the electrodes at fs = M· fch, which is 300 kHz to 1 MHz depending on M.

 

Figure 6. Diagram of the proposed rapidly multiplexed neural recording architecture. A capacitive
feedback amplifier is used for pre-amplification with a gain of 10. Windowed integration sampling
(WIS) is implemented with an open-loop transconductor (GM) driving the input capacitance (CIN,adc)
of a successive approximation ADC. Mixed-signal feedback is used to reject DC offsets between the
recording and reference electrodes by injecting correction signals through digital-to-analog converters
(DACs) in the analog signal path.

When each electrode is selected, the DACs in the OTA and GM amplifiers are updated to cancel DC
offsets. The offset correction DAC codes are calculated using a binary search algorithm that processes
the acquired data from the ADC. Since the electrode DC offsets do not change rapidly, the DAC codes
can be recalculated every second (1 Hz). The LNA implements a closed-loop gain of 10 given by
CS/CF, which relaxes noise requirements on the subsequent stages. Since the LNA gain is fairly low,
it allows residual uncorrected offset from the electrodes and the OTA itself to pass without causing
clipping at Vota (Figure 6). The WIS operation provides additional voltage gain given by GMTs/CIN,adc,
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which is designed at 100 with M = 20 (Ts = 1.5 μs). Thus, an overall 60 dB passband gain is used
for amplifying APs. The transconductor (GM) uses a 5-bit DAC to remove residual offset at the LNA
output, in order to maximize the useful dynamic range of the circuit and relax the ADC resolution
requirement. Integration of the signal current onto CIN,adc reduces the high-frequency noise from the
LNA and the electrodes (NEBwis

∼= 333 kHz for Ts = 1.5 μs, M = 20). This WIS operation attenuates
high-frequency noise before it aliases as a result of forming a discrete time sample (see Equations (6)
and (7) in Section 2.2).

The multiplexer itself (MUX in Figure 6) contributes thermal noise due to the on-resistance of the
switches, but this noise can be made negligible without requiring large switch sizes (e.g., 12 × 0.18 μm2

switches were used in this design, corresponding to 160 Ω resistance and 0.94 μVrms noise). With small
switches, charge injection and clock feedthrough are not significant given the 5 pF CS capacitance and
typical electrode double layer capacitances (~1 nF). Simulation and measurements of the fabricated
prototype confirmed that charge injection and clock feedthrough do not significantly affect offset,
noise, or linearity in this design.

Figure 7 shows a timing diagram of the circuit operation, with an illustration of the LNA output
(Vota). When an electrode is selected, a brief period of time (Tconv) is reserved to allow the electrode
signal to settle through the LNA before the GM amplifier is connected and WIS begins. During the
Tconv phase the sample from the last electrode selected is also being digitized by the ADC, which uses
an asynchronous, self-timed controller that does not require a clock [48]. CIN,adc is reset subsequently
before the Ts phase begins. For the current prototype implementation, Tconv > 110 ns is required for
ADC conversion, allowing the WIS integration time (Ts) to be ≥930 ns for M = 1–32. In general,
the NEB reduction from WIS depends on the timing overhead that Tconv takes away from the maximum
possible Ts. However, even at M = 32, Tconv only takes up 11% of the total available period (Tconv + Ts)
and hence does not severely degrade the NEB reduction (~3× versus voltage sampling). The LNA
provides fast voltage settling, since the bias current required to reduce circuit noise results in a large
bandwidth (7.5 MHz translating to εdtol = 0.1% at the end of Tconv).

Figure 7. Illustration of the multiplexed recording circuit operation showing the OTA output (top)
along with timing information. The OTA DAC provides coarse cancellation of the electrode DC offsets.
After a short period of time (Tconv) reserved for settling of the electrode, LNA, and DACs, the electrode
signal is integrated onto the input capacitance of the ADC (CIN,adc).

3.1. LNA Design

A closed loop capacitive feedback topology was chosen for the LNA, since it provides good
linearity, well controlled gain, and ease of input biasing. The transistor level implementation of the
OTA amplifier, shown in Figure 8, is optimized for noise and power efficiency. The topology consists
of a cascoded NMOS differential pair, and resistor-degenerated active loads split into parallel branches
to implement a 4-bit offset correction DAC. The output voltage (Vota in Figures 6 and 7) does not
experience high signal swing, because APs typically produce amplitudes <1 mV peak on extracellular
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electrodes, and electrode DC offsets are suppressed by the LNA’s offset correction DAC (+/−5 mV
residual input referred offset). Thus, an efficient single stage OTA topology can be used, which is
power efficient and easy to stabilize (load compensated).

 

Figure 8. Transistor level design of the OTA in Figure 6. The topology leverages the low output signal
swing requirements by using an efficient single stage structure. Coarse offset correction is achieved
with a 4-bit digital-to-analog converter (DAC) implemented with binary weighted active load slices
that steer current between the differential outputs.

The differential pair transistors (M1a,b) operate in weak inversion and were sized in order to
optimize the tradeoff between thermal noise and flicker noise. This tradeoff is essentially the same as
with traditional capacitive feedback amplifiers used in neural recording (see Section 2.2), and has been
studied extensively [17]. The degenerated active loads have a gmR product of 6, to suppress flicker
noise from the PMOS devices as much as possible given the available headroom (Vdegen ≈ 260 mV).
The LNA was designed for an input referred noise of 5 μVrms within a NEB of 333 kHz (M = 20),
which translates to a 8.7 nV/

√
Hz spectral density. Therefore, each branch of the differential pair was

biased at a drain current of 50 μA, resulting in a unity gain bandwidth of ~7.5 MHz, which is sufficient
for 0.1% settling in 166 ns (Tconv). Since electrode offsets imbalance the differential pair, the noise of
Mtail is not entirely canceled. Therefore, its gm/ID was made relatively low (16 V−1).

A 4-bit current source DAC topology was chosen here for offset correction, which allows high
switching speed (~166 ns settling in this design). One can derive a relation between the input offset
and the compensating current imbalance that the DAC must inject:

Vos,in = VINP − VINM =
CF + CS + CP

CS
nUT ln(ID1b/ID1a), (11)

where VINP,M are the input voltages of the OTA, CF and CS are the feedback network capacitances
shown in Figure 6, CP is the parasitic input capacitance of the OTA, n is subthreshold slope factor,
UT is the thermal voltage, and ID1a and ID1b are the drain currents in the differential pair. The 4-bit
offset correction DAC can compensate ±65 mV of electrode offset, using a least significant bit (LSB)
size of 4 μA that translates to 10 mV input referred offset. This DAC can also correct for the offset
of the amplifier itself, although the OTA’s offset is far below the LSB size (σ = 400 μV input referred
based on Monte Carlo simulation). Residual electrode offset and the OTA’s offset are corrected by the
fine correction DAC in the GM amplifier, described below. The low gain of the LNA (10) ensures that
residual offset does not saturate its output, and the fine correction DAC in the GM amplifier ensures
that the final signal chain output is not saturated by offset despite the 60 dB overall passband gain.

The input node biasing circuit of the LNA (Bias in Figure 6) consists of reset switches, which
periodically (>1 s) connect the input nodes to a reference voltage. The OTA also uses a switched
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capacitor common mode feedback circuit (not shown) connected to Mtail, which is split with a 20%
fixed bias segment to facilitate startup.

3.2. Transconductance Amplifier Design

The output of the transconductance amplifier (GM in Figure 6) swings across the full scale range
of the ADC (+/−0.9 V differential). A folded cascode topology (Figure 9) was chosen to satisfy this
swing requirement while achieving high output resistance to avoid gain error in the WIS operation [34].
Given the relaxed 1/f noise requirements provided by the LNA’s gain, the input differential pair
devices (M1a,b in Figure 9) do not need to be sized large. This led to the choice of implementing the 5-bit
fine offset correction DAC by changing the size of the input pair [28], resulting in low area overhead
and fast settling (<166 ns). An alternative would be a capacitive DAC at the GM input nodes [18],
but this approach would require capacitive coupling between the LNA and GM amplifiers, and the
input pair DAC is a simpler implementation.

 
Figure 9. Transistor level design of the transconductance amplifier used in the windowed integration
sampler (GM in Figure 6). A folded cascode architecture was selected for high output resistance and
moderate output swing. A 5-bit fine offset correction digital-to-analog converter was implemented
through an array of differential pair devices.

For an approximate understanding, the weak inversion current equation can be used to derive
the offset referred to the GM input nodes, which leads to [28]:

Vos = nUT ln(W1a/W1b), (12)

where W1a,b are the total widths of the input pair devices, which change as a function of the DAC
codes. The LNA passes a worst case residual offset of approximately 50 mV at its output. The GM

DAC’s offset correction range was designed for ±57 mV to leave some margin for mismatch effects
and for ease of DAC sizing.

A switched capacitor common mode feedback circuit (not shown) was connected to the output
active load transistors (M2a,b), which were split with a 25% fixed bias segment to facilitate startup.

3.3. SAR ADC Design

A successive approximation register (SAR) ADC was chosen for low power dissipation, adequate
conversion speed, and for streamlined integration with the WIS operation. Moderate resolution
(8–10 bits) is acceptable given the offset correction DACs, which preserve useful dynamic range for AP
signals. Small CDAC unit capacitors (2.4 fF) [49] and asynchronous digital control [48] were used to
reduce power and area in the ADC. The 9-bit design uses top-plate sampling on an 8-bit CDAC, with a
monotonic switching procedure [48]. A fully dynamic latch based comparator was used for low power
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consumption. The CDAC consists of split capacitor elements to maintain a constant common mode
voltage at the comparator inputs [50]. The total CDAC capacitance is approximately 600 fF (CIN,adc in
Figure 6), and is constructed with custom metal-oxide-metal (MOM) capacitors in three metal layers.
The asynchronous, self-timed SAR controller simplifies clocking by only requiring a master sample
clock, and can achieve sample rates up to 9 MHz in this design.

4. Experimental Results

4.1. Bench Testing of the CMOS Prototype

The rapidly multiplexed circuit described in Section 3 was implemented in the ON Semiconductor
180 nm CMOS process with 6 metal layers. The micrograph of the fabricated test chip is shown in
Figure 10. The chip contains a 32:1 input multiplexer, the core circuits described in Section 3, and
programmable bias generator blocks. A master clock is generated externally and used for multiplexer
control, DAC updating, and common mode feedback circuit clocking. Reference voltages for the LNA
input bias, common-mode feedback circuits, and ADC were generated off-chip. The design has a core
circuit area of 245 μm × 315 μm, while the overall test chip itself is pad-limited and is 1.7 mm × 2.3 mm.
The chip was mostly tested for a multiplexing factor of M = 20, with a multiplexing clock rate of
600 kHz. The power supply voltage is 1 V and the total power consumption is 140 μW, which translates
to 7 μW per channel for M = 20. The test chip was packaged in an 80 pin, 12 mm × 12 mm thin quad
frame package (TQFP). Test PCBs consist of a motherboard for various functions and connections, and
a daughterboard to hold the test chip.

  
(a) (b) 

Figure 10. (a) Layout of the core circuitry of the fabricated CMOS design; (b) micrograph of the
fabricated test chip, with core circuitry highlighted in the center.

The digital and analog inputs to the chip as well as the ADC outputs were all processed through
a National Instruments (NI; Austin, TX, USA) platform consisting of a multifunction data acquisition
card (DAQ, PXIe-6368) and a high-performance arbitrary waveform generator (AWG, PXIe-5451).
The test system was controlled with the NI DAQmx API through Python 2.7. The binary search
algorithm for finding offset correction codes (Figure 6) was also implemented in Python for flexibility
when prototyping. Data processing was performed in Python and MATLAB.

Gain was measured using an attenuated sinusoidal input from the AWG, and reading of the ADC
output codes. Gain was measured at 59.1 dB, and is flat up to the 15 kHz channel Nyquist frequency.
Bandwidth limiting for AP detection is accomplished with software digital filters (see Section 4.2
below). The total harmonic distortion (THD) was measured using an input signal from the AWG and a
fast Fourier transform (FFT) of the ADC output codes. Simulations showed a worst case THD at the
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LNA output to be 1.5%, while measurements of the full chain THD (including integrator and ADC)
indicated 2%. The common mode rejection ratio (CMRR) was simulated at the LNA output with an
input offset of 63 mV and the maximum offset correction DAC settings, indicating a worst case CMRR
of 65 dB. The measured worst case CMRR was 50 dB for the full chain, which is likely due to mismatch
in the circuitry.

The input referred noise of the overall circuitry was measured from the ADC output codes with a
grounded input (Figure 11), resulting in 5.6 μVrms. With a total chip current of 140 μA, bandwidth
of 15 kHz (set by the ADC Nyquist frequency), and M = 20, the noise efficiency factor (NEF) [51] is
4.74 when considered on a per channel basis, which is within the range of traditional neural recording
circuitry [17]. The ADC was measured by itself for signal to noise plus distortion ratio (SNDR) with a
1 kHz sinusoidal input delivered through auxiliary test pads, resulting in 53.8 dB (ENOB of 8.3 bits) as
shown in Figure 12a. The power consumption of the ADC is 6.5 μW at 600 kHz (325 nW per channel
for M = 20), corresponding to 37 fJ per conversion step. The DNL and INL were measured using
the histogram method, indicating a DNL of 0.86/−0.89 and INL of 1/−0.91 as shown in Figure 12b.
Parasitic extraction simulations of the OTA demonstrate a gain bandwidth product (GBW) of 7.84 MHz
and phase margin of 90◦, compared to 7.67 MHz and 90◦ from nominal simulations. The higher GBW
after layout extraction is due to differences in device fingering. Monte Carlo simulations indicate
σ = 400 μV input referred offset for the OTA (200 runs), which is consistent with measurement results
across three chips. Parasitic extraction of the overall test chip indicates 270 fF of capacitive loading
from wiring, pads, ESD, and device parasitics, while the 5 pF CS capacitance of the LNA presents
6.7 MΩ impedance when periodically connected to a given electrode at fch = 30 kHz. This input
loading is commensurate with traditional neural recording circuitry [17], and can be reduced if needed
for particular microelectrodes through feedback strategies typically used in chopper amplifiers [52,53].

(a) 

 
(b) (c) 

Figure 11. Full system input-referred noise measured from the ADC output codes. (a) Time domain
plot of 262,144 ADC samples (400 ms time record); (b) Single channel FFT spectrum with sampling
frequency of 600 kHz; (c) Spectrum of demultiplexed samples with 30 kHz sampling per channel.
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(a) (b) 

Figure 12. ADC test results. (a) FFT with 1 kHz input sinusoid showing 53.8 dB SNDR; (b) Linearity
measurements showing DNL of +0.86/−0.89 and INL of +1.00/−0.91.

Table 1 shows the power and area of the individual circuit blocks shown in Figures 6 and 10a.
The power is dominated by the LNA, since it dominates the input referred noise of the design. The area
contributions of the LNA, GM block, and the ADC are similar, with the ADC being the largest because of
its CDAC. It should be noted that the ADC area in particular would be reduced greatly if implemented
in a smaller CMOS process node. Table 2 summarizes the bench measurements of the design for
M = 20 and compares the performance to state-of-the-art traditional AP recording circuits. This
design achieves the lowest area per channel for AP recording, while being competitive in the rest
of the specifications. This was achieved in an older CMOS process node and with a conventional
capacitive feedback LNA design, demonstrating the efficacy of the rapidly multiplexed approach.
Of particular note is that the power per channel and NEF per channel metrics are in the same range
as traditional neural recording circuits, demonstrating that there is no fundamental advantage or
disadvantage to the approach in terms of power dissipation. For offset correction, this work used
dynamic offset correction DACs, similarly to the single channel design presented in [28]. The work
in [54] pursues analog-to-time conversion, with extensive use of digital blocks that benefit from CMOS
process scaling. However, that work needs to be extended to a multi-channel architecture and should
deal with electrode offsets that are modulated by the chopping technique. Finally, this work achieves
over an order of magnitude reduction in the area per channel compared to state-of-the art multichannel
designs [55–57]. The technique of rapidly multiplexed AP acquisition is unique to this work, and the
proof of concept demonstration should be viewed as the starting point for further circuit innovation
and optimization.

Table 1. Area and power of distribution among design blocks.

Block Power Area

MUX 0.6 μW 0.0059 mm2

LNA 110 μW 0.011 mm2

GM 12 μW 0.009 mm2

SAR ADC 6.5 μW 0.025 mm2

Bias-Gen 10 μW 0.0087 mm2
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Table 2. Measured performance of the rapidly multiplexed CMOS design (M = 20) and comparison to
state-of-the-art neural recording circuits.

Parameter [28] [54] [55] [56] [57] This Work

Process 65 nm 65 nm 180 nm 180 nm 65 nm 180 nm
Supply Voltage 0.5 V 0.5 V 0.45 V 0.5–1.8 V 1 V 1 V

Supply Current per Channel 10.08 μA 2.55 μA 1.6 μA 18 μA 3.28 μA
7 μA

(140 μA
total)

Gain [V/V] N/A N/A 52 N/A 52.1 59.1
Bandwidth 10 kHz 11 kHz 10 kHz 9.2 kHz 8.2 kHz 15 kHz

Input-Referred Noise [μVrms] 4.9 3.8 3.2 3.37 4.13 5.6
Noise Efficiency Factor 5.99 2.2 1.57 2.61 3.19 4.74

THD 2% 0.1% N/A N/A 1% 2%
CMRR 75 dB 60 dB 73 dB 60 dB 80 dB 50 dB

Circuit Area per Channel [mm2] 0.013 0.006 N/A 0.098 0.042 0.0039
(0.077 total)

4.2. In Vivo Testing of the CMOS Prototype

One 16-channel (2 × 8) tungsten microwire array (Tucker-Davis Technologies) was implanted
into the cortex of a male Sprague Dawley rat (500 g). The array was customized to have varying shaft
lengths from 1 to 3.8 mm in length, and was positioned perpendicular to the midline to allow for
recording from the more lateral barrel cortex as well as the motor cortex. All studies were conducted
with the approval of the Institutional Animal Care and Use Committee at the University of Utah.
The surgical procedure was similar to that outlined in [38]. Anesthesia was induced using 5% vaporized
isoflurane in a specialized induction chamber and maintained at 1.5–3%. Two incisions (approximately
2.5 mm apart) were made along the midline of the skull. Two more incisions were made to connect
the tops and bottoms and create a rectangular opening. Blunt dissection was used to separate the
skin from the underlying fascia. Four bone screws were inserted into the skull: one in each corner
of the exposed skull surface along the medial face of the temporal ridge. An approximately 3.5 mm
diameter craniotomy was performed over the insertion site using a hand drill. The underlying dura
was then incised and manipulated using a 26 G needle to expose the cortex. The array was slowly
inserted into the tissue using a stereotaxic arm with the longer 3.8-mm shanks most lateral and the
1-mm shanks most medial from the midline. After the desired depth was reached, the craniotomy was
filled with Kwik-Cast silicone elastomer (World Precision Instruments, Sarasota, FL, USA) and the
skull was covered with UV cure epoxy to protect and stabilize the array.

All recordings were performed in the same experimental session (two days after surgery) on
a single rat implanted with one microwire array as described above. During the recording session,
the animal was anesthetized using a ketamine (70 mg/kg)/xylazine (10 mg/kg) cocktail. To better
assess the multiplexed measurements, additional recordings were made using the well-established
Cerebus Neural Recording system (v.6.04.02, Blackrock Microsystems). Each of the 16 recording
channels used in the Cerebus system produced a dual output: a continuous time data stream with an
analog bandpass filter from 0.3 Hz to 7.5 kHz, and a second channel with a digital filter from 750 Hz to
7.5 kHz used for action potential (AP) detection. Both channels used a 30 kHz sampling frequency.

Figure 13 shows continuous recordings from two different electrodes selected for their robust
threshold crossing activity, each recorded from the rapidly multiplexed CMOS test chip and the
Cerebus system (not simultaneously). In Figure 13a,c, data are shown from the two electrodes when
multiplexed and sampled at 600 kHz, corresponding to an effective multiplexing factor of M = 16.
The 300 kHz data streams were then demultiplexed and downsampled to 37.5 kHz by throwing away
samples, using custom MATLAB software. The same two electrodes recorded from the Cerebus system
were sampled from two different channels at a rate of 30 kHz, and data are shown in Figure 13b,d.
All four traces show periodic bouts of high-amplitude bursts strongly correlated with threshold
crossing events. Figure 14 shows the preservation of similar wave shapes and peak-to-peak amplitudes
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across the two recording systems. All events come from the same 4-s recordings shown in Figure 13,
which displays the Figure 14 threshold crossing events with the raster plot at the bottom of each
panel. Spike sorting was performed using custom MATLAB software with time-amplitude window
thresholds similar to the “hoops” described in [58]. Some variations in the averaged threshold crossing
waveforms appear as patterns in the pre- and post-crossing segments. These minor patterns result
from averaging a limited number of threshold crossing events (the number of events is shown in each
panel of Figure 14), and are similar between the two recording systems.

The signal-to-noise-ratio was calculated as the peak-to-peak amplitude of the mean waveform
divided by the standard deviation of noise in the waveform [59]:

SNR =
max

(
W

)− min
(
W

)
SDε

, (13)

where W is the mean waveform and ε is a matrix containing the difference of each point of individual
waveforms from the mean. The two electrodes recorded with the test chip (Figure 13a,b) were found to
have SNRs of 2.1 and 2.2, respectively. The same two electrodes when recorded from with the Cerebus
system had SNRs of 2.4 and 2.2, respectively, showing good agreement between the two recording
systems. The similarity of the acquired data between the CMOS test chip and the Cerebus system
provides confidence in the ability to acquire APs using the rapidly multiplexed approach. The test
chip results in a slightly higher background noise level of 9.9 μVrms for Figure 13a and 10.1 μVrms for
Figure 13c, compared to the Cerebus recordings corresponding to 6.6 μVrms for Figure 13a and 7.8 μVrms

for Figure 13b (computed by removing threshold crossing events from the overall waveform). This
modest increase in the background noise is expected given the additional circuit noise and electrode
thermal noise (5.6 μVrms and roughly 6 μVrms across the 18.75 kHz Nyquist zone, respectively).

Figure 13. Continuous data from the rapidly multiplexed CMOS test chip (left column) and the Cerebus
system (right column). All data were filtered from 800 Hz to 4 kHz using a digital bandpass filter
implemented in MATLAB. Black lines under each plot indicate threshold crossing events. The top row
contains data from the same electrode recorded from the test chip (a) and Cerebus (b). The second row
contains data from a second electrode recorded from the test chip (c) and Cerebus (d).
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Figure 14. Waveforms of threshold crossing events recorded from the rapidly multiplexed chip (left
column) and Cerebus (right column) extracted from the data shown in Figure 14. (a,b) show waveforms
from one electrode, (c,d) are taken from a second electrode. Bold, colored traces represent the mean of
each electrode’s threshold crossing waveforms. Dotted lines indicate the threshold.

5. Discussion

This report describes a new approach to acquiring neuronal action potentials from multichannel
electrode arrays, based on time domain multiplexing of multiple electrode sites to a single integrated
circuit. The implications of electrode DC offsets and high-frequency noise were discussed. Windowed
integrator sampling was presented as an approach to mitigate high-frequency noise from the electrodes
as well as electronics, enabling far higher multiplexing ratios than traditional voltage sampling.
A CMOS integrated circuit architecture was proposed, which incorporates the windowed integrator
sampling technique as well as mixed-signal DC offset cancellation. Transistor level design details of
a proof-of-concept implementation were also presented. Finally, experimental results were reported
from bench testing of the CMOS circuitry as well as acquisition of putative action potentials (possibly
multi-unit) from a standard microwire electrode array implanted in rodent cortex.

The proposed approach replaces traditional multichannel neural recording circuitry with a single
circuit that acquires signals from multiple electrodes. Sophisticated circuit techniques were required
to maintain noise and power performance at levels that are commensurate with traditional neural
recording circuitry, while achieving a dramatic reduction in circuit area. This approach can be viewed
as combining the power dissipation of many traditional neural recording channels into a single circuit
with higher bandwidth, leveraging high-speed operation. The reduction in circuit area, and the
potential for further reduction, is critical for scaling neural recording systems to higher channel counts
by enabling fully implantable electronics that are better matched to the size and density of emerging
electrode arrays technologies [13–15]. Limitations on the multiplexing ratio imposed by high-frequency
electrode noise still dictate that a number of copies of the circuitry be used to support electrode arrays
with hundreds of channels and beyond, but the approach is compelling in terms of reduced area per
channel as well as reduced complexity at the system level.

The rapidly multiplexed acquisition approach is particularly well suited for high channel count
microelectrode arrays, where active circuitry is integrated with the device through homogenous
fabrication [15,19,25] or advanced heterogeneous approaches [29,60,61]. The technique in itself does
not address interconnect limitations that arise when adopting headstage recording architectures where
active circuits (chips) are connected to electrode arrays through standard printed circuit boards and
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connectors (i.e., not fully implantable) [3–5]. Standard CMOS I/O bondpad dimensions often result
in “pad-limited” implementations, such as the test chip shown in Figure 10b. However, the rapidly
multiplexed approach does improve those architectures as well, since it allows for more chip area
that can be used for signal processing, data compression, and communication circuits, which are
increasingly important. The main goal of this report is to provide proof-of-concept evidence that
rapid multiplexing, directly at the electrodes, without preamplification, is feasible for acquiring
action potentials from multichannel electrode arrays. Future work should address fully implantable
integration with arrays, and assessment of long term reliability. Issues must be investigated such as
thermal considerations, dissolution of electrode materials, stability of packaging and encapsulation,
and long term tissue response. These considerations are critical for any fully implantable active array,
and rapid multiplexing does not fundamentally present new barriers (e.g., the power dissipation and
electrode loading are commensurate with traditional neural recording circuitry [17]). Nevertheless,
thorough studies of electrode behavior in the context of rapid multiplexing should be explored, and is
part of our own ongoing work. In vivo characterization of a wider range of electrode array technologies
should also be pursued, with rapid multiplexing in mind.

It is expected that many further improvements can be made. This report is intended to highlight
new avenues of research in integrated circuits, microelectrode array design, and signal processing
methods. Co-design of rapidly multiplexed systems across these three dimensions is a particularly
interesting goal. Directions for future work in CMOS circuit design include offset cancellation
techniques as well as noise mitigation techniques. Windowed integrator sampling and mixed-signal
feedback were shown to be effective approaches, but there are likely others as well. There is also
significant room for improvement in the core amplifier and ADC circuits beyond the prototype
presented in this work, e.g., leveraging more advanced IC process technologies.

The results indicate that rapidly multiplexed action potential acquisition without preamplification
is possible, which to our best knowledge has not been shown before. Overall, this report demonstrates
a compelling candidate approach for scaling up neural recoding systems.
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Abstract: Electrical nerve recording and stimulation technologies are critically needed to monitor and
modulate nerve activity to treat a variety of neurological diseases. However, current neuromodulation
technologies presented in the literature or commercially available products cannot support
simultaneous recording and stimulation on the same nerve. To solve this problem, a new bidirectional
neuromodulation system-on-chip (SoC) is proposed in this paper, which includes a frequency-shaping
neural recorder and a fully integrated neural stimulator with charge balancing capability. In addition,
auxiliary circuits consisting of power management and data transmission circuits are designed to
provide the necessary power supply for the SoC and the bidirectional data communication between
the SoC and an external computer via a universal serial bus (USB) interface, respectively. To achieve
sufficient low input noise for sensing nerve activity at a sub-10 μV range, several noise reduction
techniques are developed in the neural recorder. The designed SoC was fabricated in a 0.18 μm
high-voltage Bipolar CMOS DMOS (BCD) process technology that was described in a previous
publication and it has been recently tested in animal experiments that demonstrate the proposed
SoC is capable of achieving reliable and simultaneous electrical stimulation and recording on the
same nerve.

Keywords: system-on-chip; neuromodulation; bidirectional; closed-loop; sciatic nerve; vagus nerve;
precision medicine

1. Introduction

Electroceuticals is a new research area in bioelectronics that aims to create implants,
including chips that are as small as a grain of rice, and the implants are expected to
simultaneously monitor and modulate nerve activity to treat diseases and augment or replace
drugs [1–4]. With these implants, electrical stimulation is combined with low-noise and artifact-free
recording, enabling closed-loop neuromodulation therapies for a variety of chronic disorders
including hypertension, heart failure, gastrointestinal disorders, type II diabetes, and inflammatory
disorders [5,6]. The effectiveness of electroceutical therapy can be monitored and optimized for
each patient by applying controlled amounts of charge into the nerve while monitoring the neural
responses from the treated organ or system at the same time. For example, vagus nerve stimulation is
emerging as an alternative method for treating multiple health disorders, such as seizures, depression,
rheumatoid arthritis and tinnitus. To minimize side effects and optimize treatment, the stimulation
levels could be titrated to the lowest levels required to elicit the desired spiking activity along the
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ascending and/or descending vagus nerve and also to elicit specific firing patterns in the nerve relevant
for treatment. Another example is in providing better neural prosthetics to amputees for controlling
robotic hands by monitoring motor and sensory neural activity from ulnar and median nerves to
control the hand movements as well as electrically stimulate the nerves to restore sensory sensations
and feedback based on the recorded signals.

Highly effective electroceuticals are not in currently use because state-of-the-art bioelectronics
do not have three critical features [7–10]. First, existing neural recording technologies have sufficient
noise characteristics for sensing action potentials in brain recordings, but this is inadequate for
resolving small neural signals from noise sources in cuff electrode interfaces on nerves [11]. Second,
penetrating electrodes can improve the signal quality by recording closer to the nerve fiber, but the
signals typically decay over time due to the foreign body response caused by electrode penetration
and damage of the nerve as well as the micro-motion of the tethered electrodes relative to the soft
nerve tissue [12]. Third, electrical stimulation produced by adjacent electrodes generates large noise
and recording artifacts on the same nerve that can be multiple orders of magnitude larger than the
spontaneous or evoked nerve activity, making it extremely challenging to perform simultaneous
recording and stimulation on the same nerve [13].

In this paper, a neuromodulation system-on-chip (SoC) is proposed for nerve recording and
stimulation. We have recently pioneered a new neural recorder architecture that does not need built-in
analog filters, thus avoiding the filter noise that is a major noise source in nerve recordings [14–18].
We also propose new techniques that can significantly reduce activity-dependent noise (shot noise)
in the electrode interface, which is another primary noise source. The combination of “filterless”
amplification and shot noise suppression permits an entirely different approach to improve signal
quality at a sub-10 μV range. Thus, we aim to develop an ultra-low-noise recording chip for sensing
nerve activity at a sub-10 μV range, even with electrical stimulation on the same nerve. We will test and
use the SoC in animal experiments to monitor nerve activity in the presence of stimulation artifacts.

The paper is organized as follows. The research background and limitations in the nerve recording
technology field are discussed in Section 2. Section 3 presents the design of the proposed bidirectional
neuromodulation system that was described in detail in the previous publications [16,18,19] and
reviewed in this paper. New animal experimental results obtained with a prototype of our
neuromodulation system are presented in Section 4. Section 5 summarizes this paper.

2. Background and Limitations

It is well known that the ability to simultaneously stimulate and record nerve activity is currently
limited and that new technologies are required to provide high-fidelity chronic recording and
stimulation in animals for basic science studies and, eventually, for human clinical applications.
In particular, there are three limitations that prevent chronically stable nerve recording and stimulation.

Limitation 1: There is poor signal-to-noise ratio (SNR) of recorded signals on nerves.
Epineural electrodes such as cuff electrodes provide a robust and stable interface for recording
whole nerve activity, but the electrical isolation caused by the epineurium/perineurium reduces
the magnitude of detected signals, which translates into low SNR [20,21]. The main reasons for low
SNR are given as follows. (1) The biological noise in epineural electrodes can significantly distort
recordings and require heavy filtering. Due to insufficient recording precision and the difficulty of
resolving nonstationary signals and noise through filtering, residual biological noise can be intermixed
with the desired nerve signals. (2) Part of the electrode-tissue interface noise is ohmic that in principle
cannot be separated from signals. However, several models and more recent measurement data [22–24]
suggest that a large portion of electrode noise is non-ohmic. For example, [25] compared an electrode
with 100-fold increased surface area that should have reduced the ohmic noise by ten-fold, but the
measured total electrode noise was only reduced by 40%. (3) The amount of electronic noise in nerve
recording can be quite large due to elevated filter noise. When recording from a nerve in the abdomen,
for example, the constant motion of viscera guarantees large amplitude motion artifacts. To sufficiently
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attenuate motion artifacts to avoid saturating electronics, a built-in analog high-pass filter with a corner
frequency of at least ten times higher than the artifact frequency is required. This requirement increases
the analog filter noise over the neural signal band to tens of μV and beyond. In some other cases,
circuits and devices that have low-noise characteristics in benchtop testing do not work well in actual
experiments. For example, [26–28] have reported a neural interface based on epineural electrodes and
low-noise neural amplifiers [11,29], where the measured SNR on a sciatic nerve preparation is only
1–3 dB, which is not high enough to isolate the small nerve signals.

Limitation 2: There is an inability to record microvolt-level nerve activity in the presence of
stimulation pulses applied to the same nerve. The stimulation artifacts often produce a shift in the
differential mode signal and the common mode signal, both of which need to be properly rejected.
The subtraction of stimulation artifacts requires compensating for the frequency-dependent amplitude
and phase of the transfer function [8]. This subtraction cannot be routinely done because it requires a
high precision amplifier buffer to store superimposed artifacts and neural signals, and a fast recovery
from stimulation artifacts. We did a survey on recent recording electronics and found that every extra
bit of increased precision requires a four-fold increase in the supply power [30–35]. In other words,
an 8-bit increase in precision translates into a >60,000 times increase in power. Thus, it is not possible
to implant a 10 W nerve recorder into the body. Furthermore, fast recovery from stimulation artifacts is
another challenge. Electrical stimulation saturates the recorder and increases the noise floor in addition
to creating “ringing” in the signals that only slowly stabilizes towards zero. The closer the stimulation
and recording electrodes, the more artifacts and noise appear in the recorded signals. As a result,
a typical nerve experimental setup requires direct electrical stimulation of a portion of the nerve and
recording of the nerve at another distant location. Therefore, current technologies described in the
literature cannot yet support simultaneous recording and stimulation on the same nerve.

Limitation 3: There is an inability to extract signals of individual fascicles with current noninvasive
electrodes. Considerable research effort has been devoted to developing and improving neural
interfaces using a variety of designs and materials. Noninvasive nerve interface approaches provide
small signals from a highly limited number of electrodes. Current technologies have demonstrated
successful recording from the sciatic nerve, where the recorded compound action potentials (CAPs)
are sufficiently greater than the background noise activity [36,37]. However, when using a noninvasive
wire or cuff electrode, it is still not readily possible to acquire more resolved neural activity from the
sciatic nerve or other peripheral nerves (i.e., representing nerve fibers or small groups of fibers that is
possible with penetrating electrodes) using current commercial devices.

In this paper, a bidirectional neuromodulation SoC is proposed for simultaneous nerve recording
and stimulation. With several new techniques that will be presented in Section 3, the proposed SoC is
supposed to be able to overcome many of the limitations described above.

3. Bidirectional Closed-Loop Neuromodulation System Design

Figure 1 shows an exemplary bidirectional neuromodulation system for supporting simultaneous
recording and stimulation without one impeding the other. The neuromodulation system includes
a SoC and auxiliary circuits, where the SoC consists of a fully integrated neural recorder and a
electrical neural stimulator that are implemented in a high-voltage Bipolar CMOS DMOS (BCD)
process technology, and the auxiliary circuits that comprise power management and data transmission
circuits are implemented using consumable components. The operation of the SoC is facilitated by
the customized auxiliary circuits. In this design, the function of the power management circuits
is to provide the required power supply and voltage references for the SoC. The function of the
data transmission circuits is to provide the bidirectional data communication between the SoC and
an external computer via a customized universal serial bus (USB) interface, which is developed
for adjusting system parameters, such as total loop gain, data acquisition bandwidth, stimulation
waveforms & patterns, stimulation rate, stimulation current/voltage, etc. In order to perform
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simultaneous nerve recording and stimulation experiments, both the neural recorder and neural
stimulator are connected to the same sciatic nerve of a guinea pig.

Figure 1. An illustration of the proposed bidirectional neuromodulation system for nerve recording
and stimulation experiments.

3.1. Neural Recorder Design

For the neural recorder design, we have previously presented a frequency-shaping (FS)
technique [17] that can remove electrode offset without requiring a sub-Hz high-pass filter,
increase input impedance by 5–10-fold, compress neural data dynamic range, and support full
bandwidth recording up to several kHz [14,16]. Figure 2 gives the detailed block diagrams
of the proposed recorder that is developed for nerve recording experiments, which includes a
frequency-shaping amplifier (FSA) stage with noise optimization techniques, a programmable low-pass
filter stage, an M-bit analog-to-digital converter (ADC), and a digital signal processor (DSP). The FSA
stage has a frequency dependent gain characteristic such that artifacts appearing at low frequencies
are attenuated and nerve activity at high frequencies is amplified, and the low-pass filter is used to
remove high-frequency noise outside the signal bandwidth. After the recorded signals are digitized
by the ADC, a matched digital filter is then applied to reconstruct data supposedly observed at the
electrode and the reconstruction data are passed to the DSP for information decoding.

Figure 2. Block diagrams of the proposed neural recorder.

To substantially reduce input noise floor at low frequencies, one noise reduction technique of
path splitting is developed in the FSA stage to generate two separate amplification pathways for
low-frequency (1–300 Hz) and high-frequency (300–5000 Hz) signal acquisition. Also, a noise isolation
method is added in the FSA stage to avoid charge transfer from parasitic capacitor Cp to the feedback
capacitor Cf for further noise optimization. To reduce parasitic capacitors, all the switches and amplifier
input-pair transistors are designed with small size, and the amplifier input-pair transistors are biased
in the sub-threshold region. In addition, it is well known that switched-capacitor circuits usually bring
in kT/C noise caused from switch-on resistance. In the proposed neural recorder, to achieve high
input impedance, the value of Cf is set to be tens of fF, thus large kT/C noise will appear on Cf after
the reset switch is turned off. Fortunately, the kT/C noise on Cf is generated during resetting phase
and remains constant during amplification phase. Given the noise generation is not directly correlated
with the signal transfer, an auto-zero kT/C noise cancellation scheme is proposed to reduce the noise
on Cf with three steps: reset the charge, sample the kT/C noise, and remove the kT/C noise.

To extend the signal application range of the designed recorder, the recording bandwidth,
bias current, and sampling frequency are designed to be adjustable from 1–625 Hz to 1–5000 Hz,
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25 nA to 200 nA, and 5 kHz to 40 kHz, respectively. More details about circuit implementation of the
proposed recorder are presented in [16,18].

3.2. Neural Stimulator Design

In our device design, we propose an integrated, current-mode microstimulator that can support
high voltage compliance and high output impedance, where the output waveform, current, timing,
and pattern are fully programmable for each channel in real time [19]. Both passive and active
charge-balancing schemes are implemented to reduce the residual voltage and its accumulation over
time, which are important safety features, especially for chronic applications.

Figure 3a shows the simplified diagrams of one stimulator channel that consists of three major
functional blocks: current drivers, digital circuits, and charge-balancing circuits. Each current driver
includes two matched sub-drivers, namely (SA1, SA2) and (SC1, SC2), which can be independently
controlled to deliver flexible stimulation waveforms. Two charge-balancing schemes are integrated
into the stimulator to remove residual charge on the electrode. In the passive scheme, the output is
connected to the ground electrode through a switch. In the active scheme, a comparator is used to
monitor the electrode voltage after each stimulus and digital circuits are then employed to adjust
stimulation parameters accordingly, including relative anodic/cathodic timing (tA, tC) and current (SA0,
SC0). Figure 3b also shows examples of stimulation waveforms and patterns used in the experiments,
which demonstrate the capabilities of the proposed stimulator for producing a broad range of current
waveforms. The stimulator is programmed through a single-wire customized communication protocol.
Additionlly, the controller utilizes a 32-bit data frame at 1 Mbit/s, where the first 16-bit encodes the
channel identification and the second 16-bit is the instruction set. Thus, the controller can support
216 independent channels and 216 distinct commands. Stimulation parameters are loaded when the
device is powered on. The stimulation waveforms and patterns are then automatically generated by
the internal clock generator. During normal operation, individual parameters can be reprogrammed in
real time with a 32 μs latency by sending the appropriate commands to the device.

Figure 3. (a) Simplified functional block diagrams of one stimulator channel; (b) Examples of
stimulation waveforms and patterns used in the experiments. Reproduced with permission from
Anh Tuan Nguyen, A Programmable Fully Integrated Microstimulator for Neural Implants and
Instrumentation; published by IEEE Biomedical Circuits and Systems Conference (BioCAS), 2016.

3.3. Auxiliary Circuits Design

Figure 4 presents the detailed block diagrams of the auxiliary circuits that include a nano
low power flash field-programmable gate array (FPGA) (AGLN250-CS81, Microsemi Corporation,
Aliso Viejo, CA, USA), a USB chip (FT245R, Future Technology Devices International Ltd., Glasgow,
UK), ultra-low noise voltage reference circuits (ADR445, Analog Devices, Norwood, MA, USA;
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ADA4896-2, Analog Devices), and several low noise voltage regulators (ADP222, Analog Devices;
LTC3260, Linear Technologies, Milpitas, CA, USA). The digital output data of the designed SoC are
sent to the nano FPGA for signal processing and information encoding. Afterwards, the FPGA output
data are transferred to the external computer using a USB to parallel first-in first-out (FIFO) interface.
Meanwhile, control signals from the external computer can be sent back to the SoC for adjusting the
system parameters through the same data transmission protocol. Thus, the designed data interface
can provide bidirectional communication between the SoC and the external computer. Note that the
prototype as shown in Figure 1 is also powered by the external computer through the USB cable. In the
power management circuits, the voltage regulators are used to generate different power supplies (1.8 V,
3.3 V, and ±5 V) for both the SoC and auxiliary circuits, and the voltage reference circuits are designed
to provide ultra-low noise voltage references (0 V, 0.9 V, and 1.8 V) for the SoC.

Figure 4. Block diagrams of the auxiliary circuits, which include a nano flash field-programmable
gate array (FPGA) , a universal serial bus (USB) interface chip, a voltage reference chip, and several
voltage regulators.

4. Experimental Prototype and Animal Experimental Results

4.1. Experimental Prototype

A prototype SoC including both neural recorder and stimulator was fabricated in a one-poly
six-metal (1P6M) high-voltage (HV) 0.18 μm BCD process, and the chip micrograph is given in Figure 5.
The core area of the designed two-channel neural recorder is 2.2 mm × 1.2 mm, where the analog
frontend circuits consisting of an FSA stage and a programmable low-pass filter stage occupy a circuit
area of 500 μm × 600 μm per channel, ADC occupies a circuit area of 1300 μm × 350 μm per channel,
digital circuits occupy a circuit area of 1300 μm × 500 μm, and clock generator occupies a circuit area of
250 μm × 720 μm. The core area of the designed two-channel neural stimulator is 1.4 mm × 0.65 mm,
where the backend current drivers utilize high-voltage (5 V and 20 V) transistors, digital circuits adopt
low-voltage (1.8 V) transistors, and level shifters are added between the stimulator current drivers and
digital circuits.

Figure 6a gives the printed circuit board (PCB) layout illustration of the designed neuromodulation
system prototype with four layers, where the SoC chip and auxiliary circuits are connected with two
flexible layers (analog and digital wires). The power management circuits and designed SoC chip are
placed on the bottom side while the data transmission circuits, a micro USB connector, and several
passive components are designed on the top side. Figure 6b shows the physical photograph of the
designed neuromodulation system prototype. In this design, the miniaturized prototype is developed
for nerve recording and stimulation experiments in a small animal model.
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Figure 5. Chip microphoto of the designed neural recorder and neural stimulator in a high-voltage
0.18 μm Bipolar CMOS DMOS (BCD) process.

Figure 6. (a) Layout illustration (bottom and top side) of the designed neuromodulation system
prototype; (b) Physical photograph (bottom and top side) of the designed neuromodulation
system prototype.

4.2. Animal Surgery and Experimental Preparation

Animal experiments were performed in a sound attenuating, electrically shielded booth,
and guinea pigs (450 ± 50 g; Elm Hill, Chelmsford, MA, USA) were used in accordance with the
policies of University of Minnesota Institutional Animal Care and Use Committee. The animals
were anesthetized with an intramuscular injection of ketamine (40 mg/kg) and xylazine (10 mg/kg)
with 0.1 mL supplements every 45–60 min to maintain an areflexive state. Heart rate and blood
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oxygenation were continuously monitored via a pulse oximeter and body temperature was maintained
at 38.0 ± 0.5 ◦C using a heating blanket and rectal thermometer.

In the nerve preparation as shown in Figure 7, the left sciatic nerve was exposed and separated
from surrounding tissue. Two platinum wires (AS 770-36, Cooner Wire, Chatsworth, CA, USA) were
wrapped around the exposed nerve distal to the spine for delivering constant current pulses (0.5 mA,
biphasic, 500 μs pulse duration) to the nerve. Five silver wires (AS 766-36, Cooner Wire, Chatsworth,
CA, USA) were used to wrap around the sciatic nerve proximal to the spine for recording. The middle
silver wire was used as reference while the other four wires were used as two pairs of recording sites.

Figure 7. Nerve activity recording from a guinea pig’s sciatic nerve, where a two-channel fully
differential nerve recording is performanced on the same nerve with current stimulation in a bipolar
configuration. (a) Physical photograph and (b) illustration of experimental setup for simultaneous
stimulation and recording.

4.3. Animal Experimental Results from the Proposed Prototype

To demonstrate the proposed prototype is capable of acquiring CAPs, Figure 8 presents the
recorded signals from a guinea pig’s sciatic nerve, where 2 mA, biphasic, 500 μs current pulses were
presented to the guinea pig’s left foot to trigger nerve activity along the sciatic nerve. A single-channel
fully differential nerve recording acquired the activity along the guinea pig’s sciatic nerve. The recorded
nerve activity was filtered at 300–5000 Hz, and the peak-to-peak amplitude of the stimulation artifacts
and CAPs is approximately 2.1 mVpp and 250 μVpp, respectively.

Figure 8. Compound action potentials (CAPs) recordings from a guinea pig’s sciatic nerve, where
the stimulation current is presented to the guinea pig’s left foot and a one-channel fully differential
nerve recording is performed on the sciatic nerve. (a) Illustration of experimental setup; (b) Recorded
compound action potentials in response to foot stimulation with 2 mA, biphasic, 500 μs pulse duration
current. In total, 30 trials are plotted, where each colored curve represents a single trial.
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Figure 7a,b show the physical photograph and illustration, respectively, of the experimental setup
for recording and stimulating on the same sciatic nerve. The nerve is exposed and in contact with
platinum and silver wire electrodes. From left (foot) to right (spinal cord), we placed one stimulation
channel and two recording channels, and the spacing between the two recording channels is about
10 mm. One way to verify whether the data consist of actual nerve activity (instead of muscle responses
or other surrounding biological or artifact signals) is to confirm that the signals are propagating
along the nerve, which is a challenging task. Figure 9a shows ten trials of the recorded waveforms
in response to electrical stimulation on the same nerve, where 0.5 mA, biphasic, 500 μs current
pulses were presented to the guinea pig’s sciatic nerve to trigger nerve activity. The signals include
stimulation artifacts, nerve activity, motion artifacts, and electromyography (EMG) signals. The data
were filtered at 300–5000 Hz. Figure 9b–d show the zoom-in of the recorded stimulation artifacts,
nerve activity, motion artifacts/EMG, respectively. As shown in Figure 9, electrical stimulation can
evoke neural responses. However, the stimulation artifacts can be quite large that are likely masking
neural activity immediately evoked after stimulation onset. Note that there is no apparent delay in
recorded stimulation artifacts across the recording channels, which is expected since the current flow
spreads nearly instantaneously from the stimulation electrodes to both sets of recording electrodes.
Interestingly, we observed nerve activity at about 8–20 ms after stimulation onset in which the
recording channel closest to the spinal cord (channel-2, red) exhibited activity before channel-1 (blue;
Figure 9a,c). This suggests that electrical stimulation may activate the sciatic nerve, which initially
propagates towards the spinal cord. We may not have been able to detect those ascending signals
because they were masked by the electrical artifacts. However, there are feedback signals from the
spinal cord that propagate back from the spinal cord to the foot along the sciatic nerve, which would
correspond to the spike activity shown in Figure 9a,c. There is about a 200–300 μs phase delay
between the recorded spike activity from the two channel recordings, which is consistent with the
conduction velocity expected for the sciatic nerve in rodents [38,39]. The EMG or muscle responses
are likely elicited by the initial electrical stimulus activating the sciatic nerve down to the muscles
rather than those feedback signals since the muscle activity exists even when there were no noticeable
feedback signals. There does not appear to be any systematic delay between recording channels for the
muscle activity, which is consistent with the two channels recording far-field muscle signals that reach
both sets of electrodes nearly simultaneously. There also exists additional spike activity with longer
delays after stimulation onset, which predominantly appears to originate from the spinal cord down
the sciatic nerve since the activity appears more frequently on channel-2 before channel-1. Overall,
these data demonstrate the powerful capabilities of our stimulation and recording system in sensing
low amplitude neural signals and conduction delays in sub-populations of nerve fibers using simple
non-invasive wire electrodes around the sciatic nerve, which is enabled by the low noise properties of
our device. Further improvements are being pursued by our collaborative research group to better
reduce and quickly suppress the electrical artifacts to detect any spike activity that may have been
masked immediately after stimulation onset.
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Figure 9. Measurement results of nerve recording and stimulating on the same sciatic nerve. (a) Ten
trials of the recorded nerve activity showing the recorded waveforms in response to electrical
stimulation of the sciatic nerve; (b–d) Zoom-in of the recorded stimulation artifacts, nerve activity,
and motion artifacts/electromyography (EMG), respectively.

4.4. Animal Experimental Results from Commercial System

To demonstrate the performance of the proposed neuromodulation prototype, we also compare
the measurement results with one commercial system (Tucker–Davis Technologies (TDT), Alachua, FL,
USA; PZ2-64 (Amplifier) and RZ2 (BioAmp Processor)). Figure 10 shows the measured nerve activity
at 1.6–7500 Hz with the TDT system when using the same experimental setup as shown in Figure 7,
where the stimulator is connected to the foot and the recorder is interfaced with the left sciatic nerve of
a guinea pig, and the stimulation electrode delivers current pulses to the nerve. The measured noise
floor without (Figure 10a) and with (Figure 10b) the electrical stimuli is similar, and its peak-to-peak
value is ∼40 μVpp. Thus, the stimulation on the foot does not noticeably increase the noise floor of
nerve recording. Figure 11 shows the measured nerve activity at 1.6–7500 Hz with the TDT system
when using the same experimental setup as shown in Figure 8, where both the stimulator and recorder
are connected to the left sciatic nerve of a guinea pig, and the stimulation electrode delivers current
pulses to the nerve. Measurement results show the peak-to-peak value of the recorded noise floor
without (Figure 11a) and with (Figure 11b) the electrical stimuli. The ordinate signal amplitudes and
scale bars are drastically larger when the electrical stimuli are presented versus when no stimuli are
presented (i.e., ∼1800 μVpp and ∼60 μVpp, respectively). It is clearly shown that presenting stimuli
on the same nerve can increase the noise floor by 30-fold, even with high-end standard commercial
physiology devices. Therefore, it has been very difficult for current neuromodulaiton technologies to
simultaneously support electrical recording and stimulation on the same nerve, a challenge that we
have begun to overcome with our neuromodulation system.
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Figure 10. Measured nerve activity with a commercial system (Tucker–Davis Technologies (TDT),
Alachua, FL, USA; PZ2-64 (Amplifier) and RZ2 (BioAmp Processor)) when the stimulation electrode is
connected to the foot and the recording electrode is interfaced with the left sciatic nerve of a guinea pig.
(a) Ten trials of the measured nerve activity when the stimulation electrode does not deliver current.
(b) Ten trials of the measured nerve activity when the stimulation electrode delivers 2.82 mA, biphasic,
205 μs current pulses.

Figure 11. Measured nerve activity with the TDT system when both the stimulation electrode and
recording electrode are connected to the left sciatic nerve of a guinea pig. (a) Ten trials of the measured
nerve activity when the stimulation electrode does not deliver current; (b) Ten trials of the measured
nerve activity when the stimulation electrode delivers 14.13 μA, biphasic, 205 μs current pulses.
Note the drastic change in signal amplitudes and ordinate scale bars in (b) compared to (a).
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5. Conclusions

A bidirectional neuromodulation SoC has been proposed for simultaneous nerve recording and
stimulation. Several methods have been proposed in our device design to reduce both electronic noise
and electrode noise. First, we have pioneered a new switched-capacitor neural recorder architecture
based on the frequency-shaping technique, which does not require any analog high-pass filter in
the frontend circuits. As a result, the filter-related noise, artifacts, and distortions can be avoided
through the frequency-shaping filterless neural amplification. Second, several noise optimization
presented in Section 3.1 have been developed in the frontend circuits to reduce transistor thermal noise
and switched-capacitor noise. Third, to reduce activity-dependent noise (shot noise) in the electrode
interface, high input impedance is designed in the recorder to reduce current passing through the
electrode interface. Fourth, because the recorder is implemented with switched-capacitor circuits,
the electrode shot noise becomes zero when the recorder is disconnected from the electrode. Thus,
the electrode noise can be minimized by adjusting the “electrode-on” duty cycle. These improvements
in the design have enabled the proposed SoC to potentially detect nerve activity at a sub-10 μV range,
even with electrical stimulation on the same nerve.

For verification, the designed SoC has been tested with two sets of animal experiments, in which
the results demonstrate the SoC is capable of acquiring high-fidelity nerve activity along with
stimulation artifacts, CAPs, and motion artifacts/EMG. Further improvements are being pursued
to better suppress the electrical artifact during stimulation to enable more immediate recordings
after stimulation onsent. The successful development of simultaneous recording and stimulation
technologies for nerve interfacing applications with low-noise recording capability will open up new
opportunities to study the function and interactions of nerves and organs, as well as advance clinical
opportunities for precise treatment of various diseases and health conditions.

In the future, wireless and wearable transcutaneous power delivery and data telemetry will
be required to enable the neural devices to be implanted and the subjects to move freely in their
daily activities. To miniaturize the SoC as small as a grain of rice when incorporating all the circuits,
the wireless power deliver and data telemetry would be also designed with custom VLSI circuits.
In addition, new calibration algorithms and shielding methods are required to reduce wireless
interferences. These technical challenges are currently being investigated by our research group.
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Abstract: In optogenetic studies, the brain is exposed to high-power light sources and inadequate
power density or exposure time can cause cell damage from overheating (typically temperature
increasing of 2 ◦C). In order to overcome overheating issues in optogenetics, this paper presents
a neural tool capable of assessing tissue temperature over time, combined with the capability of
electrical recording and optical stimulation. A silicon-based 8 mm long probe was manufactured to
reach deep neural structures. The final proof-of-concept device comprises a double-sided function:
on one side, an optrode with LED-based stimulation and platinum (Pt) recording points; and,
on the opposite side, a Pt-based thin-film thermoresistance (RTD) for temperature assessing in
the photostimulation site surroundings. Pt thin-films for tissue interface were chosen due to its
biocompatibility and thermal linearity. A single-shaft probe is demonstrated for integration in a 3D
probe array. A 3D probe array will reduce the distance between the thermal sensor and the heating
source. Results show good recording and optical features, with average impedance magnitude of
371 kΩ, at 1 kHz, and optical power of 1.2 mW·mm−2 (at 470 nm), respectively. The manufactured
RTD showed resolution of 0.2 ◦C at 37 ◦C (normal body temperature). Overall, the results show
a device capable of meeting the requirements of a neural interface for recording/stimulating of
neural activity and monitoring temperature profile of the photostimulation site surroundings, which
suggests a promising tool for neuroscience research filed.

Keywords: silicon neural probes; LED chip; thermoresistance; temperature monitoring; optogenetics

1. Introduction

The central nervous system is the part of the human body that is least understood, and there is
a constant effort to develop novel and useful tools and techniques to increase knowledge about it.
Advances in microtechnologies allowed the development of micrometer-size devices that promote the
interface between biological neural tissue and physical and electronic components. These instruments,
known as neural probes, are usually invasive and with multiple recording sites [1].

Optogenetics is a recent technology that combines genetics and optics to promote stimulation or
inhibition in specific photosensitive cells of brain tissue when exposed to light [2]. Combined with
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optogenetics, neural probes are now capable of simultaneously performing electrophysiology studies
and stimulation based on light pulses, with increased cell-type selectivity and millisecond-scale
temporal precision [3]. An optogenetic implantable tool is known as optrode.

Optrode designs can be categorized based on its approach to deliver light to the tissue,
i.e., as devices integrating customized optical fibers, waveguide systems or LEDs. Commercial
optogenetics-compatible neural probes, like those available by Neuronexus or Cambridge Neurotech,
integrate exclusively optical fibers as light sources. These approaches present various drawbacks
discussed in a recent review [4], where LED probes stand out by overcoming coupling light losses and
maximizing delivered light power due to the proximity to target cells. Nowadays, there are various
LED-based penetrating optrodes reported in the literature [5–10]. In our work, the LED optrode
distinguishes from those designs due to integration of a temperature monitoring system.

Design requirements to manufacture a relevant optrode have been reported [4,11]. One of
these challenges consists of preventing cell damage from overheating processes in the stimulation
focus area. Thus, it becomes crucial to assess thermal properties of optical sites under various
conditions, avoiding inadequate light-power density or exposure time, which can cause overheating.
Probes providing in situ heat monitoring can be particularly important in academic scenarios, where
photostimulation protocols are frequently customized to each experiment and application.

The core body temperature maintains a near constant (37 ◦C) over a broad range of environment
temperatures. However, the human brain is quite sensitive to fluctuations in temperature [12].
The knowledge on brain temperature fluctuations is limited, and, therefore, there is no established
threshold above which irreversible heat-induced brain injury occurs [13]. Haveman et al. reported
microscopic damage in many brain areas (striatum, cortex, hippocampus and thalamus) when
subjected to temperatures of 39 ◦C [14]. Rises in temperature of approximately 2 ◦C have been used as a
threshold to prevent brain damage [15], corresponding nowadays to the regulatory limit recommended
by the American Association of Medical Instrumentation (AAMI). Nevertheless, this temperature
reference may vary based on different species, animal age and brain activity state [13,15].

By directly exposing light sources to tissue, LED-based optrodes could be easily affected
by overheating, as a light emitter converts energy into heat. Although previous studies using
LED-optrodes have measured rises of temperature in vivo below 1 ◦C (using thermal cameras) [16,17],
monitoring device temperature is crucial, since the lack of monitoring could cause damage of neural
cells and greatly disturb brain functions. In this regard, McAlinden et al. [17] and, more recently,
Dong et al. [18] measured the heating profile of LEDs using thermal cameras. In this paper, an approach
to manufacture a thin-film thermoresistance (RTD) sensor on an LED-optrode body is presented,
capable of monitoring the temperature on the stimulation surroundings, preventing temperature rises
over 2 ◦C.

An RTD is a temperature sensor that operates on the measurement principle that a material’s
electrical resistance changes with temperature. RTDs have been used to add functionality in biodevices
for blood flow [19], heart [20], and superficial [21] and deep [22–25] brain measurement applications.
For high-performance thermal sensing coupled to an optrode, the proposed thermal sensor needs
to meet the following main requirements: (1) Micrometer-size dimensions, so it can be integrated in
the probe body. For this application, thin-film RTDs, which enable smaller dimensions, were used.
Thin-film RTDs allow good time responses, vibration resistance, and are relatively inexpensive and
stable [26]; (2) Good resolution. RTD must be capable of monitoring temperature fluctuations in
the medium that are inferior to the maximum increase in temperature before cell damage (2 ◦C);
(3) Temperature range of 0 ◦C to 60 ◦C. The wide temperature range was chosen for future applications,
e.g., low temperatures required in neurosurgery procedures [27].

In this paper, a Pt RTD was fabricated using microfabrication lithographic methods. Pt RTDs were
previously reported in gas [28] and heat [29] flow devices. Pt was chosen due to its biocompatibility and
linear behavior with temperature variations within the proposed temperature range [30]. Moreover,
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Pt is the material also used for manufacturing the optrode recording sites, which avoids increasing
fabrication complexity of the device.

In summary, the focus in this paper is to demonstrate a simple and robust manufacturing approach
to produce a multifunction single-shaft probe for rodents’ applications, combining optogenetics with
electrophysiology and temperature sensing, avoiding overheating processes. An 8 mm deep and
600 μm wide optrode coupled with a 300 μm long Pt RTD was successfully manufactured, capable of
spanning nearly any mice brain structure. Electrochemical, optical and thermal characterization of
the device is also presented and discussed, which validated the proposed device as a valuable tool in
neuroscience.

2. Probe Design

As a device capable of delivering light to neurons and electrically recording them, the proposed
optrode comprises 10 recording points (50 × 50 μm2) around a single LED chip (ELC-470-37, Roithner
LaserTechnik GmbH, Wien, Austria) with dimensions of 280 × 310 × 85 μm3. The recording points
are metallic Pt thin-films responsible to convert ionic into electronic currents, and therefore record
electrical activity of neurons. The LED chip is the light source, which delivers light to photosensitive
engineered brain cells, so they can express the intended biological effect.

The proposed device also includes a Pt RTD for temperature sensing, aiming to prevent tissue
overheating around the implant (>2 ◦C). RTD is positioned in the shaft on the opposite site of the LED
and recording sites, which would allow the temperature sensor to be positioned even closer to the
stimulation focus of a neighbor shaft. Thus, this design becomes interesting for a close-packed 3D array
by assembled individual shafts on top of each other, as illustrated in Figure 1. The goal of this study
is to demonstrate a multifunctional probe, thus just the fabrication of a single shaft is demonstrated.
The single-shaft configuration could be assembled into an array by the stacking method reported by
Chang et al. [31].

Figure 1. Design of the 3D silicon neural array concept. Pt thermoresistance (RTD) patterning on a
single shaft (bottom view), and on the opposite side 10 recording sites and an LED chip (top view).

RTD design must meet the dimension requirements of the proposed device. Therefore,
its geometry was dimensioned based on Pouillet law—Equation (1)—that computes resistance (R)
from input resistivity (ρ), length (L) and cross-sectional area (t, thickness and W, width) of the resistive
material. To increase RTD’s length, a serpentine geometry (Figure 2) and the following parameters
were chosen: t = 50 nm; W = 20 μm; theoretical ρPt = 1.05 × 10−4 Ω·mm; L = 3.27 mm, which resulted
in an RTD area of 300 × 520 μm2, and a theoretical resistance of 343.35 Ω. The higher the length,
the higher RTD resistance. Higher resistance can improve accuracy in one side but can also increase
device noise. Thus, a sensible trade-off between those factors must be achieved. Top RTD geometry
included a large area to promote a better electrical contact between the serpentine and its pads via
interconnection lines. Pad resistance represents less than 2% of the RTD resistance:

R = ρ
L

t W
. (1)
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The Si probe outline is 8 mm long and 600 μm wide with a sharp tip that facilitates probe
implantation. Probe geometry is accomplished by conventional blade cutting technology, using a
diamond blade (NBC-ZB 2050, Disco, Tokyo, Japan) suitable for Si wafer dicing [32].

Figure 2. Design and geometrical dimensions of RTD patterned on the optrode.

3. Methods

This section includes the fabrication methodology and electrochemical, optical and thermal
characterization processes used to manufacture and validate single-shaft optrodes.

3.1. Microfabrication

Figure 3 summarizes the manufacturing process of the proposed single-shaft device. This process
begins with the fabrication of the Pt RTD (Figure 1 Bottom view) followed by the manufacturing of the
recording sites and the pads for the LED (Figure 1 Top view). This order aims to start with the simpler
fabrication steps first.

In this paper, n-type [100] 525 μm thick Si wafers (with 1 μm of SiO2 at wafer surface) were selected
for producing neural shafts. Si wafers were chosen due to the legacy of microfabrication technologies
used for micromachining Si devices, their compatibility to complementary metal-oxide-semiconductor
(CMOS) processes, and good mechanical proprieties [33]. The chosen Si doping and crystal orientation
ensures the maximum shaft robustness after the dicing step. Initially, Si samples were cleaned with
acetone on a 20 min ultrasonic bath, rinsed with deionized (DI) water and heated at 110 ◦C during
20 min for dehydration. The cleaning step promotes a better adhesion of the substrate surface in the
further fabrication steps.

RTD is patterned by photolithography. Firstly, 10 nm of TiO2 as electrical insulation layer is
deposited over the entire wafer to enhance adhesion between SiO2 surface of wafers and RTD and
pad’s material [34]. Thin-film deposition parameters are shown in Table 1. Then, spin-coating of a
7 μm thick layer of negative photoresist (AZ nLOF 2070, MicroChemicals GmbH, Ulm, Germany) that
is an image reversal resist. The samples are exposed to ultraviolet (UV) light (Figure 3a), using the
lithographic mask in Figure 4b, and immersed in developer (AZ 726 MIF, MicroChemicals GmbH) to
dissolve the unexposed photoresist (Figure 3b). Next, it is performed a metalization step (50 nm Pt)
over the samples (Figure 3(c1)), to create RTD geometry—see Table 1. Then, the negative photoresist
layer is lifted by its immersion in stripper (TechniStrip NI555, MicroChemicals GmbH), so that only
the thin metal films remain in the substrate (Figure 3(d1)). After RTD patterning, steps (a) to (d) are
repeated for interconnection lines and pads fabrication of the RTD using chromium and aluminum
(30 nm Cr/600 nm Al) metallic layers (Figure 3(c2,d2))—see Table 1. For these steps, it used the mask
in Figure 4a. Finally, an 800 nm Si3N4 passivation layer is deposited, thick enough to protect RTD and
its pads (Figure 3e).
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Figure 3. Cross-section view of the neural device fabrication process flow (not to scale).

Table 1. Parameters of the thin-films deposition to manufacture the optrode with RTD.

Material Technology Thickness (nm) Pressure (mbar) Gas injection (sccm) Power (W) Rate (Å/s)

TiO2 RF sputtering 10 2 × 10−3 10 (Ar); 2 (O2) 200 0.1
Pt DC sputtering 50 and 60 6 × 10−3 40 (Ar) 100 3.4
Cr e-beam 30 6.3 × 10−6 – 140 1
Al e-beam 600 and 200 5.3 × 10−6 – 700 23
Ti e-beam 15 4.3 × 10−6 – 350 0.8

Si3N4 RF sputtering 800 and 400 6 × 10−3 7 (Ar); 13 (N2) 150 0.3

After RTD manufacturing, samples undergo lithographic steps (Figure 3f,g), using the lithographic
mask shown in Figure 4c, with the same negative photoresist for the interconnection lines, pads and
recording sites patterning. Then, Ti/Al/Pt (15 nm/200 nm/60 nm) metalization layers (Figure 3h) are
deposited. Deposition parameters are shown in Table 1. Next, samples are again immersed in stripper
(TechniStrip NI555, MicroChemicals GmbH), removing photoresist from the wafer (Figure 3i).

Another photolithographic process is performed to protect the samples against silicon dust during
the dicing phase, sequentially on top and then on the bottom surface (Figure 3j). In this stage, a layer of
20 μm thick positive photoresist (AZ 4562, MicroChemicals GmbH) is deposited by spin-coating. Then,
samples are exposed to UV light, using the mask shown in Figure 4d. Before the developer step in the
pattering process, the cutting phase is performed in order to get the desired probe geometry, carried
on a DAD-2H/6T dicing machine (Disco, Tokyo, Japan) performing cuts 150 μm thick. The cutting
step is performed before passivation step because mechanical cutting of wafers introduces Si dust over
the samples. Thus, the resist layer serves as a debris protective layer. Probe outline is set as 8 mm long,
600 μm wide with a sharp tip. A detailed dicing step for probe shaping is reported elsewhere [35],
and the tip sharpening process is accomplished by using an automatic cutting program of the dicing
machine, which allows the user to set a target cut angle (in this case, 45◦).

The samples are then cleaned with DI water, and the photoresist removed with developer (AZ
351B, MicroChemicals GmbH), exposing only passivation area (Figure 3k). A deposition of 400 nm
thick layer of Si3N4 as the insulation material was performed (Figure 3l), followed by the removal of
the resist layer with acetone (top and bottom), exposing the recording sites and LED pads (Figure 3m).
Finally, the blue-light LED chip is welded with solder paste (EM907, Kester) on the probe. LED’s
contact pads are coated with a thin layer of a biocompatible transparent glue (PERMABOND 102),
in order to protect LED against wet conditions.
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After manufacturing, the optrode is fixed to a Printed Circuit Board (PCB) using cyanoacrylate,
and its contact pads are packaged by Al wire-bonding. The PCB provides connection for external
hardware for the LED chip and the RTD pads, and it is also coupled to an 18-pin connector (A79014-001,
Omnetics, Minneapolis, MN, USA) to ensure external connectivity for recording sites.

Figure 4. Lithographic masks used during fabrication process of the optrode. (a) RTD’s interconnection
lines and pads; (b) RTD; (c) interconnection lines, recording sites, and pads for LED and recording
points; (d) connection pads to external electronics (top) and exposure of recording sites and pads for
the LED (bottom).

3.2. Characterization

The characterization process of the proposed device aimed to validate its threefold goal: record
electrical neural activity; stimulate engineered target cells sensitive to blue light; and monitor
temperature profile around the probe. For this purpose, electrochemical, optical and thermal
measurements were performed in vitro.

Electrochemical impedance spectroscopy (EIS) is a valuable technique in assessing the recording
capabilities of recording sites and, because the voltage excursions at the electrode are small, may
also be a useful and benign method for the in vivo assessment of an electrode [36]. The impedance
measurements were performed in a Gamry system (Reference 600, Gamry Instruments, Warminster,
PA, USA), using a standard three-electrode configuration: 40 × 40 × 0.25 mm3 Pt foil as counter
electrode, Ag/AgCl as reference electrode, and 0.9% NaCl solution as electrolyte at room temperature.
Impedance (Z) was measured for frequencies from 100 Hz to 1 MHz at a constant 10 mV rms alternating
current (AC) voltage.

Photostimulation is validated by measuring power intensity of the light source. Reported
minimum light intensity to promote a biological effect in engineered cells is 1 mW·mm−2 [3].
LED light power was measured using a photodiode sensor (FDS100-CAL, Thorlabs, Newton, NJ,
USA), coupled to a 1 mm diameter pinhole. Power (P) can be obtained by Equation (2), where I is the
current produced by the photodiode and � is the photodiode’s responsivity at a wavelength (λ):

Pλ =
I
�λ

. (2)

The fabricated RTD was validated by measuring its resistance (R) with a four-wire setup.
Temperature measurements were carried out inside a temperature-controlled furnace (0 ◦C to 100 ◦C
and 5 ◦C steps) coupled to an acquisition system (DT800, dataTaker, Scoresby, Australia) and software
interface (DeLogger, dataTaker). A commercial RTD sensor, hereafter refereed as Pt100 (DM-510,
Thorlabs), is used as comparative tool for the temperature measurements with a 600 μm long RTD.
All measurements were carried out with a current of 0.1 mA. RTD’s temperature in ◦C (T) can be
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obtained with its resistance (R), temperature coefficient of resistance (TCR) and resistance at 0 ◦C (R0),
as shows Equation (3) [29]. TCR is given by R0 and R100 (resistance at 100 ◦C)—Equation (4) [37]:

T = (
R
R0

− 1)TCR, (3)

TCR =
R100 − R0

100 × R0
. (4)

RTD’s resistivity (ρexp) was obtained with van der Pauw method [38]. ρexp can be obtained
with Equations (5)–(7). Moreover, the sensitivity of the RTDs can be obtained as the slope of the
second-order polynomial fit [39]:

RA =
V12

2I43
+

V43

2I12
and RB =

V14

2I23
+

V23

2I14
, (5)

e
−πRA

RS + e
−πRB

RS = 1, (6)

ρexp = Rst. (7)

4. Results and Discussion

The fabrication methodology based on lithography, thin-film depositions and blade dicing
successfully accomplished an optrode design with the proposed features: 10 recording sites for
electrical recording of neural activity; integration of one commercial LED chip for optical stimulation;
and, finally, an RTD for temperature sensing of photostimulation site surroundings.

Microfabrication results are shown in Figure 5. Geometrical features of Si optrodes resulted
in 8 mm long, 600 μm wide and 525 μm thick shafts. Maximize length of penetrating interfaces
is important so the device is capable of reaching deeper neural structures than current designs [5].
For rodents’ applications, the probe cross-section must still be optimized. Here, it was demonstrated
a single LED-based probe concept, whose dimensions are mainly limited by the dimensions of the
commercial LED chip.

Figure 5. Results of the fabricated optrode integrating 10 Pt recording sites and commercial LED chip,
and also a Pt RTD on its backside.

Traditionally, μ-LEDs are either (1) monolithical manufactured onto the device structure by
deposition of gallium nitride (GaN) layers on a substrate [5,6]; or (2) integrated in the probe by
LED transfer techniques [7–10]. Here, the latter approach due to employment of a commercial
LED chip was used. While the first approach has the disadvantage of offering limited substrate
choices, manual assembly of LED to substrate represents a harder task and might yield challenges.
Further developments to our probe could include monolithically manufacture LEDs onto the
probe, as demonstrated by other studies [5,40], ultimately leading to probe cross-section reduction.
An interesting approach to address high-footprint commercial LED chips is reported by Ayub et al. [41].
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In that study, LED chips are mounted on a thin polyimide-based substrate, stiffened using a
micromachined ladder-like silicon structure. This approach avoids thicker probes by transfer LED
chip to the surface of a stiff and thick substrate. Although minimizing probes cross-section is a
preferable feature, with our approach, wider probes are necessary to accommodate wide LED chips
and recording sites.

Light intensity tests for the LED chip, performed with the previously mentioned photodiode and
pinhole, measured an average photodiode current of 168.5 μA when a current of 20 mA is applied to
the LED. Considering the LED’s peak emission wavelength (approximately 470 nm—Figure 6) and the
photodiode responsivity of 0.14 A/W (at 470 nm), extracted from its datasheet, LED optical power
measured was 1.2 mW·mm−2—Equation (2). This result is superior to the reported minimum light
intensity (1 mW·mm−2) to effectively promote photomodulation in brain tissue [3].

.

.

.

Figure 6. Experimental LED’s normalized light intensity as a function of the wavelength. LED peak
intensity is at approximately 470 nm.

By using a thermal camera, McAlinden et al. [17] measured the temperature rise profile of
40 μm-diameter GaN LEDS. They reported a maximum temperature rise of 1.5 ◦C over 100 ms light
pulse. More recently, Dong et al. [18] demonstrated temperature variation over pulsed and continuous
illumination regime, using the same forward current (20 mA) and a similar area (240 × 320 μm2) LEDs
as the emitter proposed in this paper (250 × 280 μm2). Their results show a maximum temperature
rise of 2 ◦C for 350 ms pulse light train and 3 ◦C for continuous irradiance over 15 min. Moreover,
this study measured a 400 μm penetration depth (depth that can be attained while still presenting the
optical power of 1 mW·mm−2) for a Lambertian emitter.

Another important geometrical characteristic of the probe is its tip shape. Here, Si shafts present
sharpened tips (opening angle 45◦). Sharp tips on these devices have been reported to result in lower
implantation forces, and thus lower tissue damage [42–44].

Currently, a high-density probe includes more than 1000 channels [45–47], which advantageously
span wider tissue areas and allow unprecedented opportunities for extracellular electrophysiology
studies. On the other hand, they suffer higher signal attenuations by noise and crosstalk wiring.
Conversely to these high-density designs, the proposed approach includes more functionalities (optical
stimulation and temperature monitoring), not only recording capability as those reports. In fact,
Kim et al. demonstrated a multi-functional operation that includes only a single 400 μm2 Pt recording
site [22].

Figure 7 shows EIS average result for the fabricated 50 × 50 μm2 recording sites. At 1 kHz
(neurons firing rate), they show an average of 371 kΩ suitable for electrophysiology studies [48].

RTD was also successfully manufactured on one surface of the device. RTD design includes
its location on the opposite side of the LED, which still makes it possible to monitor vicinity of the
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stimulation focus. In contrast to our approach, RTD could be fabricated next to the LED chip [24].
The downside of this approach is that it takes additional surface space in the shafts and overall
complexity of fabrication to integrate an additional sensor. In this sense, Dehkhoda et al. reported an
interesting study by presenting a temperature monitoring system that uses the LED both as emitter
and its own sensor, taking advantage of the LED reverse current to measure the generated heat at the
surface of the device.

.

p

Figure 7. Impedance results for the Pt 50 × 50 μm2 recording sites.

Experimental Pt resistivity over the temperature range defined in the requirements (0 ◦C to 60 ◦C)
is shown in Figure 8, where higher temperatures result in higher values of resistivity, as expected.
Average RTD resistivity was 2.33 × 10−4 Ω·mm, similar to theoretical value (1.05 × 10−4 Ω·mm).
RTD’s resistance at 0 ◦C and 100 ◦C, R0 and R100, respectively, were also measured to obtain the TCR
coefficient of the fabricated RTD (Equation (4)). Table 2 shows the resistance values for RTD and Pt100.
Pt100 TCR magnitude is consistent with the theoretical value of bulk pure platinum (0.0039 ◦C−1) [49].
RTD’s sensitivity is 2.4 Ω·◦C−1 in the temperature range of 35 ◦C to 40 ◦C. This value is in accordance
with Pt RTDs reported by Fiedler et al., where Pt1000 and Pt5000 sensitivities were 1.7 Ω·◦C−1 and
8.8 Ω·◦C−1, respectively [50]. Table 3 compares the sensitivity and TCR values of the RTD in this work
and previously reported studies.

.

.

.

.

.

Figure 8. RTD’s resistivity vs. temperature. The dashed line results from a processing data
five-point adjacent-averaging smoothing method, which replaces a point using the average of its
five closest points.
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Table 2. Resistance values at 0 ◦C (R0) and 100 ◦C (R100) for RTD and commercial Pt100. The calculated
TCR value is also included.

Sample R0 R100 TCR

Pt100 100.23 Ω 137.71 Ω 0.0037 ◦C−1

RTD 1548.58 Ω 1787.55 Ω 0.0015 ◦C−1

Table 3. Comparison of RTD developed in this work and previous studies.

Ref. Material Sensitivity (Ω·◦C−1) TCR (◦C−1) Resolution (◦C)

[19] Au - - 0.03
[20] Poly-Si - - 0.9
[49] Pt 0.781 0.0028 -
[50] Pt 8.8 - 0.5
[51] Pt - 0.0015 1
[52] Au - 0.0032 0.25
[53] Pt 1.485 0.0035 -

This work Pt 2.4 0.0015 0.19

Figure 9 presents temperature measurements with Pt100 and RTD over a wide range of
temperatures (0 ◦C to 100 ◦C), and at an approximately normal body temperature (35 ◦C)—Figure 10.
These results show RTD’s accurate temperature measurements in the entire range of temperatures.
In addition, it is noticeable that RTD measurements show higher noise amplitudes relative to the Pt100
results, which might be related with higher thermal mass of the Pt100. In particular, at 37 ◦C (normal
body temperature), RTD has an average and maximum error of 0.19 ◦C and 0.64 ◦C, respectively.
This means that temperature recording with the fabricated RTD might provide on average an estimated
difference of 0.19 ◦C from real tissue temperature. These results are suitable for monitoring temperature
variations below 2 ◦C required in this application. In Table 3, it is possible to see the final resolution is
better than most RTD reported. In fact, even the RTD maximum error (0.64 ◦C) presented is lower than
most approaches reported to monitor brain thermal variation. Therefore, we believe a average error of
0.19 ◦C is a promising result for this kind of devices.

.

.

Figure 9. Comparative temperature measurements using Pt100 vs. RTD (green line). Measurement
accuracy is given by error lines: maximum error (blue dashed line) and average error (red dashed line).
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Figure 10. Measurements temperature results with a commercial Pt100 and the proposed RTD when
medium is set to 35 ◦C.

Passivation layer on RTD is a required step with a twofold goal: (1) electrical insulation, and
(2) avoiding electrical stimulation of neurons in its vicinity. Current as low as 10 μA has been reported
to promote microstimulation of neurons as far as four millimeters away [54]. One possible limiting
factor in RTD performance (response time) is the use of Si3N4 as a passivation layer due to low thermal
conductivity. Fekete et al. demonstrated, however, a good thermal monitoring in mice tissue using a
thin-film Pt sensor insulated with a Si3N4 layer [24].

Future work for this optrode-RTD combination design will include initially in vitro measurements
of the environment thermal profile with the LED on, followed by in vivo validation of thermal brain
monitoring in the vicinity of LED-based stimulation and electrophysiology studies.

5. Conclusions

The fabrication and in vitro validation of a single LED optrode was demonstrated in this paper.
Its design accommodates optical stimulation, electrophysiological recording sites and temperature
sensing with an RTD thin-film integrated in a silicon probe. The proposed multi-functional device is
envisioned to help validated neural probes with optical stimulation capability, avoiding overheating
processes. The manufacturing methodology relied on standard microfabrication technologies:
lithography, thin-film depositions and low-cost traditional mechanical blade dicing technology.
Fabrication results suggest a robust probe design, with 8 mm long single-shaft with a sharp tip.
The 2D dicing methodology, applied to silicon wafers, facilitates the integration with patterning
process, frequently used in MEMS and CMOS industry. Low impedance values of recording sites and
sufficient light power results show great potential for this design to modulate neural activity in both
cortical and deeper brain regions. RTD’s average accuracy of 0.2 ◦C suggests that this is a promising
tool for thermal mapping of brain tissue in the vicinity of the stimulation focus.
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Abbreviations

The following abbreviations are used in this manuscript:

RTD Resistance Temperature Detector
e-beam Electron-Beam
EIS Electrochemical Impedance Spectroscopy
UV Ultraviolet
DI Deionized
TCR Temperature Coefficient of Resistance
CMOS Complementary Metal-Oxide-Semiconductor
RF Radio-Frequency
DC Direct Current
AC Alternating Current
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Abstract: We devised a scalable, modular strategy for microfabricated 3-D neural probe synthesis.
We constructed a 3-D probe out of individual 2-D components (arrays of shanks bearing close-packed
electrodes) using mechanical self-locking and self-aligning techniques, followed by electroless nickel
plating to establish electrical contact between the individual parts. We detail the fabrication and
assembly process and demonstrate different 3-D probe designs bearing thousands of electrode sites.
We find typical self-alignment accuracy between shanks of <0.2◦ and demonstrate orthogonal electrical
connections of 40 μm pitch, with thousands of connections formed electrochemically in parallel.
The fabrication methods introduced allow the design of scalable, modular electrodes for high-density
3-D neural recording. The combination of scalable 3-D design and close-packed recording sites may
support a variety of large-scale neural recording strategies for the mammalian brain.

Keywords: electrode array; microelectrodes; neural recording; silicon probe; three-dimensional;
electroless plating

1. Introduction

Silicon microfabricated neural probes [1–10] offer the capability of scalable neural recording
in acute and chronic neuroscience experiments [8–11], since hundreds of, or more, electrode
recording sites can be created on an implantable 1-D or 2-D shank using scalable microfabrication
techniques. Recently we designed, implemented and used 2-D silicon microelectrode arrays bearing
close-packed recording sites, designed with small enough spacing to enable spatial oversampling
of extracellular action potentials—and thus, scalable, tetrode-style analysis to be performed on the
data obtained [12]. Here we explore another key aspect of scalability, namely how to fabricate silicon
microfabricated neural probes with electrode pads distributed in 3-D, not just 2-D, patterns. 1-D and
2-D microfabricated silicon probes primarily record in a small part of the brain and by design cover a
one- or two-dimensional subset of the brain. Most silicon based probe technologies have the ability to
record in 2-D, either in a vertical plane (“Michigan probes” [2]) with recording sites along each shank
using in-plane microfabrication, or a horizontal plane (“Utah array” [13]) with recording sites at the
shank tips, using bulk micromachining techniques.

1.1. Overview of 3-D Approaches

To record from an entire region of the brain, or across multiple regions simultaneously, the neural
recording sites need to cover a 3-D volume. Therefore, a 3-D probe needs to consist of many shanks,
each bearing multiple electrode recording sites that record at many points along its length. But, because

Micromachines 2018, 9, 436; doi:10.3390/mi9090436 www.mdpi.com/journal/micromachines259
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microfabricated devices are currently inherently two-dimensional, combining them into a 3-D structure
presents engineering challenges, such as the question of how to create mechanical and electrical
connectivity between individual 2-D parts, in a scalable, modular way. Since the introduction of the
first 3-D neural probes comprised out of individual 2-D parts [14], different technologies for assembling
arrays have been explored: ultrasonic bonding [15–17], pressed contacts [18–20], solder reflow [21]
(also used in early explorations for 3-D integrated circuits (ICs) [22]), conductive silver paste [23],
post-packaging nickel or gold electrolytic plating [24,25], folding parts [26,27], self-assembly [28],
electrostatic- [29] or magnetic-field [30] assisted assembly, die stacking with wirebonding [31] and
different types of packaged stacking [10,32–35]. These solutions all share the principle of combining
(or, in the case of [26–30], folding) individual 2-D probes in order to create 3-D arrays and are
summarized in Table 1. The above studies primarily focus on pioneering new modalities of 3-D
assembly. Our primary focus is to explore the scalability of 3-D assembly of modular microfabricated
neural probes, aiming to develop robust, powerful methods for assembling probes bearing many
thousands of electrode recording sites and beyond. We approach this by introducing electroless plating
as a way of forming, in a simple single step, all of the electrical connections at the same time—thereby
enabling a new efficient and scalable fabrication method.

Our methods can subsequently be combined with heterogeneous integration of amplifier circuits [36]
to reduce the total number of actual wires leaving the device, for example, through wirebonds to a circuit
board, because the external package size determines which in vivo recording scenarios the probe can be
used in and can additionally govern the scale that is meaningfully achievable with a given probe design.

Table 1. 3-D Probe Fabrication Technologies.

Reference Method a Design b Total Sites Connection k Count Pitch

Nordhausen 1996 [9] Monolithic 10 × 10 × 1 100 n/a n/a
Hoogerwerf 1991 [14] Electrolytic 4 × 4 × 16 256 16 g -
Hoogerwerf 1994 [24] Electrolytic 4 × 4 × 8 128 16 g -

Barz 2013 [25] Electrolytic 4 × 4 × 4 64 64 70 μm
Herwik 2009 [18] Pressed 4 × 4 × 5 80 80 70 μm
Kisban 2010 [20] Pressed 2 × 4 × 5 80 80 35 μm d

Aarts 2011 [19] Pressed 4 × 4 × 5 80 80 70 μm e

Bai 2000 [16] Ultrasonic 4 × 4 × 4 32 32 g -
Yao 2007 [17] Ultrasonic 4 × 8 × 32 1024 32 g -

Perlin 2008 [15] Ultrasonic 4 × 4 × 4 64 64 40 μm
Malhi 1987 c [22] Solder 9 × 1 × 22 198 198 -
Cheng 2014 [21] Solder 5 × 4 × 5 100 100 150 μm

Lee 2009 [23] Silver Paste 4 × 4 × 1 16 16 800 μm e

Takeuchi 2004 [30] Folding 2 × 3 × 3 18 n/a n/a
Wang 2010 [28] Folding 2 × 2 × 4 32 n/a n/a
John 2011 [26] Folding 3 × 3 × 2 18 n/a n/a
Chen 2011 [29] Folding 2 × 2 × 2 8 n/a n/a

Merriam 2011 a [27] Folding 4 × 4 × 4 64 n/a n/a
Chiou 2010 [31] Die Stacking 4 × 4 × 4 64 n/a n/a
Rios 2016 [37] Die Stacking 4 × 4 × 64 1024 256 200 μm
Du 2009 [33] Package 4 × 2 × 8 h 64 n/a n/a

Langhals 2009 [35] Package 4 × 4 × 4 64 n/a n/a
Merriam 2011 b [32] Package 5 × 4 × 8 160 n/a n/a

Barz 2014 [34] Package 2 × 2 × 8 32 n/a n/a
Barz 2017 [34] Package 2 × 2 × 8 32 n/a n/a

Shobe 2015 [10] Package 4 × 4 × 64 f 1024 n/a n/a
Michon 2016 [38] Micro-Drive 16 × 2 × 8 256 n/a n/a

a Abbreviated methods, we define as “Package” assembly a method that uses non-microfabricated parts to combine
2-D probes. b Inserts/probe × Shanks/insert × Sites/shank. c Not used in a neural probe but relevant 3-D IC
exploration. d Design conditions had a very strong impact on connection yield. e Not specified in the paper but
inferred from images and drawings or previous work. f Design varies slightly from a uniform 4 × 4 × 64 configuration
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to accommodate brain region under study. g Active probe that uses multiplexing to reduce the connection
count. h Double sided shanks. k The need for fine-pitched connection will vary, depending on the total
number of recording sites, the target animal model and recording volume (which sets the space in which
the connections must be made).

1.2. Creating a Scalable 3-D Probe Design

Virtual reality awake head-fixed setups [39], for example, for mouse behavior, have become
widespread in neuroscience because they enable neural recording and imaging during animal
behavior experiments, without the weight and size constraints of freely moving animal behavior
experiments [40]. A design example of a 3-D scalable probe appropriate for such an experiment is
shown in Figure 1. The need for scalability is particularly important for 3-D probe arrays, because to
tile a 3-D volume, one needs a far greater number of recording sites than required to tile a 2-D section.

 

Figure 1. Photograph of a high-density 3-D probe, consisting of a 6 × 11 grid of shanks. Each shank
contains a set of 2 × 34 close packed recording sites (as seen in the scanning electron microscope (SEM)
inset), for a total number of 4488 sites across a volume of 5 × 8.5 × 0.4 mm.

We describe new principles for scalable, modular mechanical and electrical assembly of 3-D
structures, using self-locking mechanical components that allow easy by-hand assembly and we
introduce the use of electroless nickel (EN) plating to form orthogonal electrical connections between
individual parts in a scalable way. The electrical connections are formed without the need for electrical
access to the sites, relieving potential constraints on future monolithic or heterogeneously integrated
neural amplifier circuits (as outlined in [36]). Our method therefore supports equally well passive and
active probes (i.e., probes without and with integrated amplifiers or other circuitry, respectively) and is
carried out prior to probe packaging, relieving constraints on the final packaging steps.

We utilize our close-packed 2-D probe technology of [12] as the unit building block for our 3-D
arrays. With probe designs scaling possibly into the thousands of recording sites and beyond [41],
the close-packed recording sites can be of benefit in automating the large-scale data analysis that will
be necessary when recording from a large number of sites across many brain regions.

1.3. Scope of the Design

We focus this paper only on the design and fabrication challenges of probe arrays but not on
the downstream packaging and in vivo testing—which will partly depend on the final application;
such testing may then require refinement or alteration of the design depending on how well the
probe performance matches the goal. For example, awake headfixed extracellular recordings in
rodents can utilize probe arrays attached to printed circuit boards with conventional methods such
as wirebonding or flip-chip assembly. In contrast, chronic applications may require flexible cables
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to be used (e.g., as described in [20,42–45]), although this may dictate a lower channel count due
to packaging restrictions. Our goal is to demonstrate methods of creating highly scalable Si based
electrode arrays and we accordingly uncouple their design from the packaging choice. But for
highly-scaled 3-D probes aimed at in vivo headfixed recordings, we can draw on existing solutions
used in the semiconductor probe card industry, where systems face even more complex packaging
constraints and designs connect and route over 10,000 high-speed wires out from a small space to
sophisticated test equipment [46]. The semiconductor industry roadmap also sets out to increase the
maximum number of pins to around 50,000 by 2028 [47], with each connection supporting significantly
higher bandwidth than a passive probe or active neural amplifier requires. Probe-card packaging
technologies can inform us about the current technological limits relevant for awake headfixed
experiments, where the size and weight of the setup is not a determining factor.

2. Materials and Methods

2.1. Fabrication and Assembly Overview

The process for fabricating the silicon parts for the 3-D probes described in this paper is nearly
identical to that for the 2-D probes previously reported [12]. We will refer to that work for detailed
fabrication methods, while noting the differences here. The key innovation reported here involves the
mechanical and electrical assembly of individual 2-D probes into a 3-D structure and the necessary
layout changes required for accomplishing this. The overall principle of the mechanical assembly is
shown in Figure 2.

We build a 3-D array from four types of components: individual 2-D probe inserts (point A in
Figure 2a,b) which are placed into a slotted holder plate (point B in Figure 2a,b), similar in principle
to [14,48]. The 2-D inserts as well as the holder plate contain electrical wiring and exposed pads for
electroplating, packaging and neural recording. The electroplating pads (point J in Figure 2a) are later
connected with electroless nickel plating. We identify the two sides of the holder plate according to
how the array is shown in Figure 1, with the probe shanks pointing up. Thus, the top side of the holder
plate is on the same side as the probe shanks, while the bottom side of the holder plate contains the
pads and wiring. The choice for placing the pads on the bottom side of the holder plate is not critical
but it helps to increase the space available to redistribute wires from the shank to the contact pads
(point J in Figure 2a) within each 2-D insert. We can also imagine a holder plate with metal pads on
both sides, in an effort to double the wiring density (or, for active 2-D probes, to assist in spatially
isolating different signal types).

The 2-D inserts are placed into the opening slots from the top side. In contrast to our previous
work on 3-D waveguide arrays [48], we introduce a self-locking hook (point C in Figure 2a,b) that
locks the 2-D inserts into place. This hook is inserted on the bottom side of the holder plate, through a
set of openings etched into the 2-D inserts (point H in Figure 2a). The hook is a simple deep reactive
ion etched (DRIE) silicon structure. Finally, on the top side of the holder plate, a pair of self-locking
tapered comb structures (point D in Figure 2a,b) is inserted to help with self-aligning the 2-D inserts to
all point in the same direction.

The different components and their respective cross sections are shown in Figure 3, along with a
comparison of the process steps in Table 2. Once the parts are fabricated and mechanically assembled
into a 3-D structure, electroless nickel deposition forms the electrical connections and prepares the
probe for wirebonding or other packaging steps. To wirebond these probes, a dedicated wirebond
chuck will need to be prepared, so that after attaching the probe to a printed circuit board (PCB),
the shanks are protected. We used a similar approach when carrying out the electrical measurements
on an assembled probe (using an aluminum block with a recessed area for the shanks). The cross
section and side-view of an assembled probe is shown in Figure 4. The next two sections explain the
design and process choices made for the mechanical and electrical assembly.
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(a) (b) 

Figure 2. (a) Principle of the mechanical assembly for the probe shown in Figure 1. The 2-D inserts
(A) are slid into the openings in the holder plate (B). A slight taper (E) on the 2-D insert facilitates the
hand-assembly and a small bump (G) protects the shanks when pushing the 2-D inserts down with
tweezers. On the bottom, a self-locking hook (C) with two guide beams (K) and locking beams (L) is
then pushed through the openings in the 2-D inserts (H). A pair of self-locking alignment structures
(D) is inserted on the top. Its tapered combs (N) push the 2-D inserts (A) into alignment and lock
themselves into place: vertically confined by an indent (F) and horizontally by interlocking beams (M).
The recording sites on the 2-D insert are wired down to the contact pads (J) and are described in the
electrical assembly section. The fabrication steps for the individual parts are shown in Figures 3 and 4.
(b) The top and bottom photographs show an assembled device from above and below, respectively,
with the individual components labeled. Scale bars are 10 mm. A typical step-by-step assembly
sequence is: (step 1) lay out the individual components for assembly, (step 2) grip holder plate (B) with
reverse tension tweezers, (step 3) sequentially pick up the inserts (A) with fine tweezers and insert
through the slots in (B), (step 4) inspect and tap down with tweezers onto the inserts to make sure they
are fully inserted into the holder plate, (step 5) pick up the self-locking hook (C) with fine tweezers and
insert the guide beams (K) through the openings of the inserts (H). It can help to lift the reverse tension
tweezers with the probe to better see, or place a mirror below the probe for visual guidance. (step 6)
once the guide beams are inserted, use either tweezers or your finger to gently push the hook through
completely. As the guide beams pass through each insert, a small resistance can be felt when pushing,
due to the hooks (L) going through the openings (H) of each insert. (step 7) using tweezers, pick up the
two alignment structures (D) and place on the top side of the probe body (B), roughly aligning them.
(step 8) using two sets of tweezers, one in each hand, push the two structures (D) closer until they slide
into position. The tweezers should be open in this step, allowing both pushing and rotating of the two
parts (D) as they approach and lock. Avoid pushing both parts forward at the same time but alternate
between them. Use your dominant hand for the last fine push that locks the beams of (D) together and
aligns the probe.
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Figure 3. The three different design components, with photographs of the finished 150 mm diameter
wafers (top) and process cross-sections (bottom). The cross sections are not to scale. Parts (A), the 2-D
inserts, are fabricated identically to our 2-D probe components reported in [12] with the exception
of using 400 nm Al as the optical lithography metal (instead of 250 nm Au). Part (B) is the holder
plate and identical to A except that the DRIE etch consists of a single through-etch from the front-side,
instead of a front- followed by a back-side etch in A. Finally, part (C) is a single silicon deep reactive
ion etch (DRIE) step to create the self-locking hooks and the alignment comb structures.

  
(a) (b) 

Figure 4. (a) Cross-section schematic of the assembled probe, with the different parts from Figure 3
labeled (drawing not to scale). (b) SEM image showing a close-up side-view of the probe in Figure 1,
with the corresponding parts labelled. The scale bar is 1 mm. After completed assembly, the probe
can subsequently be encapsulated in epoxy (not shown here), protecting the electroplated and
external connections, while leaving the thinned shanks free from encapsulation (similar to how we
epoxy-encapsulate our 2-D probes in [12]).

264



Micromachines 2018, 9, 436

Table 2. Overview of Processing Steps. Summary of the process steps to fabricate the components of
Figure 3. The process is adopted from and uses the same tools as our 2-D probes in [12].

Step 2-D Inserts (A) Holder Plate (B)
Mechanical Supports

(C,D)

Starting material
150 mm SOI wafer, thicknesses: 15 μm

device layer, 0.8 μm buried oxide,
510 μm handle

150 mm wafer, 525 μm thick,
double-sided polished

150 mm wafer, 525 μm
thick, double-sided

polished

Clean wafers and
insulation

Piranha clean
1 μm of PECVD SiO2

Piranha clean
1 μm of PECVD SiO2

Omitted

Electron beam
lithography

metallization (liftoff)

10 nm Ti/150 nm Au/5 nm Ti, mask
is 400 nm of PMMA 495A8

10 nm Ti/150 nm Au/5 nm Ti
mask is 400 nm of PMMA 495A8 Omitted

Optical lithography
metallization (liftoff)

50 nm Ti/400 nm Al, mask is 1.5 μm
of AZ5214E

50 nm Ti/400 nm Al
mask is 1.5 μm of AZ5214E Omitted

Upper insulation 1 μm of PECVD TEOS 1 μm of PECVD TEOS Omitted

Electron beam
lithography small
recording site etch

CF4/CHF3 based SiO2 etch, mask is
800 nm of PMMA 495A11

CF4/CHF3 based SiO2 etch, mask
is 800 nm of PMMA 495A11 Omitted

Optical lithography
large pad etch

CF4/CHF3 based SiO2 etch, mask is
1 μm of SPR-700

CF4/CHF3 based SiO2 etch, mask
is 1 μm of SPR-700 Omitted

Frontside DRIE etch a

CF4/CHF3 based etch of frontside
SiO2, then 15 μm etch of Si device

layer to buried oxide. Mask is 8 μm
of AZ4620.

CF4/CHF3 based etch of frontside
SiO2, then 15 μm etch of Si device

layer to buried oxide. Mask is
8 μm of AZ4620.

Etch 525 μm through
wafer, mask is 8 μm of

AZ4620

SOI wafer buried
oxide etch

CF4/CHF3 based etch of 0.8 μm of
buried oxide. Omitted Omitted

Backside DRIE etch Etch 510 μm through wafer from the
backside, mask is 8 μm of AZ4620 Omitted Omitted

Clean wafers Barrel ash in oxygen plasma Barrel ash in oxygen plasma Barrel ash in oxygen
plasma

Insulation on full
wafer Omitted Omitted 0.1 μm c of PECVD SiO2

1 μm of Parylene-C

Remove parts Break out devices Break out devices Break out devices

Insulation on
individual parts

(optional) Place dies facing down
onto a Si wafer and deposit 100 nm
PECVD Si3N4 to insulate backside b

Place dies facing down onto a Si
wafer and deposit 100 nm PECVD

Si3N4 to insulate backside b
Omitted

a For the 15 μm frontside SOI etch, because the etch depth is sufficiently shallow we now use 1 μm of SPR-700 resist
for improved alignment accuracy. b This step needs to be carefully tested, to avoid any deposition on the front
side where the recording sites or metal pads could be impaired by a film of dielectric. Only a thin film should be
used, sufficient to provide insulation but not thick enough to risk accidental covering of the front-side. If necessary,
a dilute HF dip can be performed to remove any accidental, thin, front-side deposition. c Optional deposition, used
to color-code different wafers.

2.2. Mechanical Assembly Procedures

2.2.1. Inserts and Holder Plate

The mechanical assembly is designed to be simple and done by hand using mechanical tweezers,
without a need for robotic assembly. The holder plate (point B in Figure 2a,b) can be fixed in space
using forceps or by using a customized holder. The individual 2-D inserts (point A in Figure 2a,b) are
placed into the holder plate slots, which is an easy task as long as these openings are wider by about
5 to 10 μm. The inserts have tapered sides (point E in Figure 2a) to allow initial misalignment when
inserting them into the openings. Once inserted, we tap down on the inserts with tweezers and ensure
they are placed all the way into the holder plate.

2.2.2. Self-Locking Hook

Once all of the 2-D inserts are in place, a self-locking hook is inserted on the underside of the
holder plate, locking all of the 2-D inserts into position (point C in Figure 2a,b). We use a design
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with at least three beams. The pair of outer beams is longer and solid and they function as guide
beams (point K in Figure 2a). The inner beam(s) each contain a pair of locking beams (point L in
Figure 2a), which will self-lock once inserted through the 2-D probe openings (point H in Figure 2a).
The purpose of the guide beams is to enter first and align the insertion. Without the guide beams, it is
very difficult to insert the hook by hand, because any off-angle insertion will easily break the fragile
center hook pair. Any initial misalignment is self-corrected by the guide beams and they are strong
enough to not break during this process. Once the guide beams are inserted, the self-locking hook
can be pushed through, either using tweezers or the tip of a finger (this has the benefit of feeling the
changes in mechanical resistance when the locking beams pass each insert—helpful at least initially
when practicing the assembly).

The geometry of the locking beams was initially chosen using a simple cantilever beam formula
(to get the necessary displacement of the tips yet stay well below the stress limits of silicon) and then
experimentally optimized using a range of different designs. In our current designs, the locking beam’s
length is always identical—with an aspect ratio of L/W = 4500 μm/95 μm = 47. During insertion,
the hook tip is displaced by as much as 50 μm, resulting in a maximum simulated stress of 0.07 GPa
(calculated using finite element methods), well below the silicon fracture strength of around 1.5 to
2.0 GPa [49].

2.2.3. Self-Alignment Combs

The final step in the mechanical assembly is to insert a pair of self-aligning and self-locking
tapered combs on the top side of the holder plate (point D in Figure 2a,b). We introduced these
structures in [48] but show important improvements in their design here.

Because the openings in the holder plate must be slightly larger than the 2-D inserts placed
through them, it is possible for each insert to point in a slightly different direction. The purpose of the
tapered combs is to prevent misaligned shanks because they can result in excessive tissue damage.
The opening will be larger than the insert for three reasons: First, there can be variations in the 2-D
insert’s thickness caused by wafer thickness variations. But these are small and can be adjusted for
in the design, thus posing no major concern. Second, variations can be by design. The dimensions
of the opening in the holder plate are lithographically defined and thus set precisely. However,
to facilitate insertion, some tolerance is necessary (e.g., on the order of 10 μm for hand-assembly).
Third, variations can be due to non-vertical sidewalls of the etched openings, which is harder to control.
The sidewall angles of the DRIE depend on the tool and recipe optimization and can add significant
uncertainty. When etching through 525 μm thick wafers, the bottom of the trench is wider than the top;
we observed around 30 μm of widening (or a 3.3◦ tilt from the vertical). The precise value can vary with
tool condition and etch recipe parameters. While recipe optimization could reduce the trench widening,
an effective solution is to etch half-way through the wafer from each side with the trenches meeting
up in the middle (e.g., as done in [15]). This adds another lithography step and some front-to-back
alignment uncertainty (up to a few μm) can remain. Even with robotic assembly and near-perfect etch
precision, small non-vertical DRIE sidewalls or process misalignments can still allow probes to rotate.
Consequently, the alignment structures remain beneficial even when assembly and process conditions
are improving and their presence allows us to avoid challenging optimization and monitoring of
processing tolerances and instead build in a 5 to 10 μm gap that greatly facilitates assembly.

2.2.4. Improvements to the Self-Alignment Combs

Our initial use of the self-alignment combs in [48] was a single design of alignment beams,
where two identical structures self-interlocked. Rather than having many hook pairs between each
insert (as done in [48]), we found two interlocking hooks located at the ends of the structure were
sufficient to provide mechanical stability (point M in Figures 2a and 5). Placing the interlocking hooks
only at the ends allows us to reduce the pitch between the 2-D inserts.
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(a) (b) 

Figure 5. (a) Different locking designs for the self-alignment combs. For narrow distances,
the symmetric design is acceptable but as the two combs are spaced further apart, rotations can
cause problems and an asymmetric design instead is preferred. (b) The SEM on the right shows
detailed views of the tapered comb (D) locked between the 2-D inserts (A) and holder plate (B) in the
bottom image and its beams (D) locked onto itself in the top image. The scale bar is 1 mm.

The symmetric interlocking hook design is suitable for smaller inserts (e.g., inserts of 5 mm size).
However, for larger inserts such as the ones we are presenting here (the base of the insert in Figure 1 is
1.9 cm wide), a problem arises: when sliding the structures into place, the symmetry of the interlocking
structures means that small rotations in one direction can result in a lack of self-locking (bottom of
Figure 5a). We adjusted the design to use asymmetric structures: one with the locking beams on the
outside and another with the beams on the inside (top of Figure 5a). This removes the freedom to rotate
and ensures that the structures will stay interlocked in place since small rotations will be counteracted
in either direction.

A further improvement made relates to the contact between the self-alignment combs and the 2-D
insert. The comb structure has a slightly tapered shape, so that the comb gradually presses against
the 2-D inserts. If the surfaces touching are both silicon, they cannot be pressed well into each other
and their points of contact will be minimal. We decided to coat the combs with a 1 μm layer of
Parylene-C, to provide a thin, soft coating on the alignment combs. When pressed against the silicon
2-D inserts, the soft Parylene-C provides a press-fit type mechanism. Pushing in the alignment combs
becomes easier and adds stability as the point of contact between the combs and the inserts is now
larger. We chose Parylene-C because it is easy to deposit uniformly on finished wafers with DRIE
through-etched patterns. We use Parylene-C only to provide a press-fit coating for the assembly and
do not deposit it on the shanks, or any other neural recording related parts of the probe.

2.2.5. Alternative Assembly Methods

The assembly described above is done by hand but a robotic or micromanipulator based assembly
could be developed in the future and would allow reduction of tolerances, useful for more aggressively
scaled electrical connections. Our initial 2-D insert design had additional features, which we eventually
omitted from the final design. However, we describe these initial design features briefly here, because
they may become relevant in the future if robotic assembly is used.

In our initial design, the 2-D probe inserts were not locked into place until the bottom hook was
inserted. If, however, the inserts needed to be held in place temporarily, a small set of hooks could
be included, as shown in Figure 6. These smaller side-hooks snap into place when the 2-D insert is
inserted through the holder plate. The single large opening shown in Figure 2 can also be interrupted
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with a number of bridges, to utilize more than two side-hooks. These bridges can also help give
mechanical strength to the holder plate if the pitch between inserts is very small, although we did
not notice that to be a problem. However, we discovered that the main problem with the side-hooks
is their fragility (being very thin yet stiff beams). During manual assembly, the natural shaking of
the hand resulted in an estimated two-thirds of the side-hooks breaking. By itself, this may not be
problematic but the side-hook length is much larger than the wafer thickness and broken side-hooks
therefore create a significant challenge: with the hook broken, the 2-D insert now has substantial space
to move around, easily creating a horizontal misalignment between the electrical pads on the holder
plate and those on the 2-D insert. This can make the electrical assembly impossible. Thus, we decided
not to use the bridges or side-hook concepts and instead went with a simpler, tapered insert design.
A robotic assembly method may however find the side-hooks beneficial, because robotic precision may
avoid breaking them.

Figure 6. Design drawing of a 2-D insert with side-hooks.

2.3. Electrical Assembly Procedures

To electrically connect the 2-D probe inserts with the holder plate, a connection across a gap and
between pads on two orthogonal surfaces (the holder plate and the 2-D insert) must be made. Our goal
was to create a scalable approach that could easily form thousands of connections. The mechanical
constraints (because the points of connection are in a “canyon” which does not allow easy mechanical
access) rule out ultrasonic bonding as a practical method. We also decided against solder based
methods, because we thought that connections at a pitch at tens of microns would be extremely
challenging and because sample preparation with solder would require additional process steps prior
to DRIE. Instead, we focused on different ways of electroplating to form connections (e.g., similar
to [24]). The layout for each method is shown in Figure 7 and we compare their merits in Table 3.

Figure 7. Layout illustrations for the different electroplating methods: (A) packaged and electroless
plating, (B) seed and masked plating and (C) design with short-circuit beams. All cases aim to electroplate
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the small pads near the opening in the holder plate, shown as (2) but differ in how plating current
is supplied to these pads. The larger external contact pads (5) can be plated as well, facilitating final
packaging. The design in (A) has the lowest complexity. In (B), a seed is masked with exposed pads only
at the desired plating sites. Plating current is then supplied at the contact (1), for example, by attaching a
temporary clip. For short-circuit beam plating (C), no seed layer is used but instead all sites are routed
and connected to a wiring frame (4), which consists of several wiring rings, resulting in a tree-like
structure to balance the voltage drop for each pad. After plating, the shorts are disconnected by breaking
off the external short circuit beams at (3).

Table 3. Comparison of Electroplating Approaches.

Detail Packaged Plating
Short-Circuited
Breakout Beams

Seed and Mask Electroless

Method Electrolytic Electrolytic Electrolytic Electroless

Common metal
choices Au, Ni, Cu Au, Ni, Cu Au, Ni, Cu Ni, Cu

Holder plate
design type (see

Figure 7)
“A” “C” “B” “A”

Can be plated
before packaging No Yes Yes Yes

Requires further
processing after

plating
No Yes Yes No

Minimum pitch a Wpad + 2 Wgap Wpad + 2 Wgap Wpad + 2 Wgap Wpad + Wgap

Requires direct
wiring access to

plating pads
Yes Yes No No

Advantages

• Pads can be
plated individually

• Ability to
electrically detect
plating endpoint,
especially if pads
are individually
plated

• No seed layer or
plating mask
needed

• Controlled plating
of all pads
in parallel

• Most common
plating method
in microfabrication

• Tightest pad pitch
• Aluminum pad

compatible
• Zincate and brief

Ni plating can be
done on full
wafer before
assembly

Disadvantages

• Devices must be
fully packaged
before plating

• Package must be
compatible
with plating
chemicals

• Temporary short
circuit wiring
requires extra space

• Breaking the
short-circuit beams
can be difficult

• Careful resistance
balancing needed

• Requires chemical
etching of mask
and seed

• Mask and seed
must be DRIE and
O2 plasma ashing
compatible

• Pad cleanliness is
very important, to
avoid uneven
plating

a Wpad is the width of the contact pad and Wgap is the distance between the 2-D insert and the contact pad on the
holder plate. The minimum pitch is the width of the pad and the spacing. For electrolytic plating, a distance of Wgap
needs to be covered, so that the minimum spacing to avoid short-circuiting pads is 2 Wgap. For electroless plating,
the gap is bridged from both sides and thus only Wgap/2 is plated per side, with a minimum spacing of Wgap.

2.3.1. Post-Package Electrolytic Plating

In packaged plating (e.g., [24,25]), the probe is first assembled and packaged (e.g., to a PCB),
so that individual sites on the holder plate can be electrically accessed through the package connector.
This allows flexibility in the plating: each pad can be individually plated, or pads can be plated in
parallel. Individual plating can allow end-point detection of the plating but this approach does not scale
well with the number of pads. Because the probe must first be completely packaged, any electroplating
yield problems will not be identified until after packaging, increasing the time and cost caused by
non-yielding devices. The package also needs to be compatible with the electroplating chemicals.
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2.3.2. Electrolytic Plating with Seed Layer and Mask

A common approach for electroplating in microfabrication is to use a masked seed layer to plate
from, shown in Figure 7B. The seed blankets the entire device (in our case the holder plate) and is
selectively covered by an insulating mask with only the desired plating sites exposed. Photoresist is
often used as a convenient mask material. By plating with a seed and mask, a single point of contact to
the seed can supply the plating current for all sites in parallel, independent of what devices or wiring
is implemented in the actual silicon below the seed. After plating, the mask and seed are chemically
removed. In our process, the mask and seed must be fabricated prior to the DRIE etch. Therefore,
it is not possible to use photoresist as a plating mask. This restriction complicates the choice of mask
material. We initially implemented this approach with electrolytic Cu plating using a thin evaporated
Cu seed (e.g., 100 nm), masked by a thin film (e.g., 150 nm) of plasma-enhanced chemical vapor
deposition (PECVD) SiNx or SiO2. The Cu seed required either Ti or Cr to be used as an adhesion layer
(e.g., 10 to 20 nm). However, our choice of Cu was not ideal, because of metal adhesion and removal
issues (caused by the presence of difficult to remove Cu/Cr or Cu/Ti intermetallics). The mask layer
removal in diluted HF was also not ideal, because it attacked the probe insulating dielectric films.
Thus, switching from Cu to Ni or Au as the seed and plating metal could help to reduce some of these
problems. But the requirement for chemical etching to remove the mask would remain.

2.3.3. Seedless Plating with Temporary Short Circuits

We also investigated an intermediate step between packaged plating and plating with a seed
and mask (Figures 7C and 8). In this approach, we modify the wiring layout on the holder plate and
short-circuit all of the pads together, so that they can be plated in parallel. This method removes the
need for a seed or mask layer and also the need to first package the device. The short-circuits must be
temporary and we route the wiring to the outside of the holder plate, where they are short-circuited
together and connected to a single plating access site. This approach requires balancing of the line
resistance and we implemented a tree-like structure along the short circuit ring’s perimeter. If a
simple short circuit ring is used, distant plating sites will fail to plate due to significant potential
drops along the way. After plating, short-circuits are removed by physically cleaving the beams with
side-cutting pliers. The disadvantage we found with this method is a lack of scalability and added
design complexity. The space on the short circuit beams is fixed, requiring either a larger number of
wider beams, or finer metal traces as we scale up the pad count. We also found that breaking off the
short circuit beams poorly can sometimes result in broken metal wires short-circuiting because of the
ductility of the metal. An alternative may thus be to use laser-cutting rather than cleaving.

 

Figure 8. SEM image of an earlier electrolytic plating design, showing 2-D insert (A), holder plate (B)
and self-locking hook (C). The scale bar is 400 μm.
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2.3.4. Electroless Plating

The previous methods all relied on electrolytic plating, where plating current is supplied externally.
In contrast, electroless (or autocatalytic) plating is able to deposit metal without the need for an external
current supply. This method is ideal for our designs, because it minimized the process complexity and
avoids the handling complexities to make a temporary single electrical contact on the assembled 3-D
probe. The design of the holder plate is shown in Figure 7A. We decided to use electroless nickel (EN)
plating, because it provides a well-established plating protocol compatible with plating on Al pads.
We use a standard phosphorous nickel solution (Fidelity 9012, OMGroup Inc., Piscataway, NJ, USA).
The process starts with a pre-treatment for Al substrates: 5 min in OMG 3152 soak cleaner, 15 seconds
in OMG 3133 acid etch, 30 s de-smut in 50% v/v nitric acid and 25% v/v sulfuric acid, 60 s in OMG
3116M zincate, 30 seconds de-smut in 50% v/v nitric acid, 60 seconds OMG 3116M zincate—with
deionized (DI) water rinsing between steps. All solutions are mixed and operated according to the
manufacturer’s specifications. The pre-treatment prepares the Al pads with a seed layer of zinc and
is followed by EN plating. The plating time depends on the gap that needs to be bridged but will
typically be between 30 and 60 min.

To hold the probe during plating, we use a Teflon carrier, custom-made by the Massachusetts
Institute of Technology (MIT) Central Machine Shop (Figure 9). The carrier allows easy handling while
protecting the probe and accommodates different inserts, one for each holder-plate design. In the
carrier, the probe is held at a 45◦ angle to facilitate H2 gas evolution during plating and to avoid getting
evolving gas trapped on or under a horizontal surface.

.

Figure 9. Teflon-based holder (A) for electroless plating. The darker insert (B) is specific to the probe
(C) and holds the assembled probe at a 45-degree angle, to facilitate the removal of evolving gas from
the plating sites to avoid gas getting trapped under a horizontal surface. The insert (B) can also be used
to hold the probe during mechanical assembly steps (see section). The scale bar is 1 cm.

While the main purpose of the plating is to form the connections between the holder plate and
the 2-D probe inserts, the external wiring pads also are plated (see Figure 7). Once the EN plating is
complete, we follow with an immersion-gold step (Bright Electroless Gold, Transene, Danvers, MA,
USA) to protect the Ni from corrosion and to make the external pads packaging compatible (e.g.,
for wirebonding).
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Electroless nickel does not catalyze on the materials present on the probe shanks (Au recording
sites, SiO2 insulator, Si shank). It is nonetheless a good idea to protect the probe shanks during plating
with photoresist and removing the resist with acetone when plating is complete (as also suggested
by [24]). Otherwise, stray Ni deposits may occasionally form especially on rough surfaces—for
example, the DRIE sidewall or indented Au pad may trap contaminants in the plating bath that can
then act as plating seeds.

2.3.5. Comparison

The above electroplating methods are summarized in Table 3. Based on our experience with the
different methods, we find that electroless plating can enable scalable probe fabrication, by minimizing
microfabrication process complexity and because plating can occur before packaging all in a single step
regardless of the number of connections to be made. EN plating is also compatible with integration or
attachment of complementary metal–oxide–semiconductor (CMOS) integrated circuits (e.g., similar
to [7,17]) to the holder plate, because no electrical access to the plating sites is needed. However,
the plating process is sensitive to substrate cleanliness. Organic contamination (e.g., from photoresist
residues or the DRIE handle-mounting) must be properly cleaned, otherwise some pads may not plate.
Regardless of the plating method used, the finest connection pitch that can be achieved depends on
the gap that has to be bridged. The minimum pitch depends on the width of the pad and the spacing.
Electrolytic plating needs to grow metal for a distance of Wgap (see Figure 8) and the minimum spacing
to avoid short-circuiting neighboring pads is 2Wgap. In contrast, electroless plating bridges the gap
from both sides (Figure 10) and only Wgap/2 is plated per side, giving a minimum spacing of Wgap.
These dependencies are summarized in Table 3.

   
(a) (b) (c) 

Figure 10. (a) SEM image of the 40 μm pitch connections of a 4480 recording site probe (design 3b
in Table 4), with the 2-D insert (A), the holder plate (B) and the self-locking hook (C). (b) Electrical
connections and shown with more detail. (c) An earlier test-design, also using a 40 μm connection
pitch, with a narrow gap indicates the potential for a much narrower connection pitch. Scale bars are
200 μm (a) and 20 μm (b,c) respectively.

We currently first assemble the 3-D probe before plating any of the parts. If a larger number of
probes are required, it may become more time-efficient to initiate plating on the entire wafer—cleaning,
zincate pre-treatments and a thin (e.g., 1 μm) initial EN plating—before breaking out the structures
and assembling them into individual 3-D probes. After assembling the pre-plated structures, the probe
can then be immediately placed into EN plating to form the final connections, simplifying the
post-assembly processing.

We found that the protrusions at the end of the holder plate in Figure 7C make handling the
device much easier and we introduced smaller protrusion on the edges of all our holder-plate designs.
Similarly, the long bridge for seed/mask plating (Figure 7B) provides an easy way to pick up the
device with tweezers. Our final designs use EN plating and while functionally equivalent to Figure 7A,
have the physical outline of the holder plate in Figure 7C.
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Table 4. Design summary of example designs in this paper.

ID
Design (Part

Names)
Recording Site
Configuration a

3-D Array
Configuration b

Connections
per 2-D
Insertc

Total
Connections

Connection
Pitch

Device
Purpose

1a B160–F160 2 × 20 @ 13.0 μm 9 × 4 160 1440 60 μm Conservative
design

1b B160–F20 2 × 2 @ 9.5/14 μm 9 × 40 160 1440 60 μm
Large shank

count,
tetrode tips

2 B160–F30 1 × 9 @ 250.0 μm 9 × 17 160 1440 60 μm Optical-only
lithography

3
3a B408–F408 2 × 34 @ 13.0 μm 11 × 6 408 4488 40 μm Standard

design

3b B409–F408 2 × 34 @ 13.0 μm 11 × 6 408 4488 40 μm Compact
holder plate

4 B1000–F1006 4 × 42 @ 13.0 μm 10 × 6 1008 10,080 26 μm Aggressive
design

5 B1000–F1010 2 × 50 @ 13.0 μm 10 × 10 1008 10,080 26 μm Aggressive
design

6 B10–F10 1 × 1 8 × 80 149 1192 16.5 to
113.7 μm

Pitch and
DRIE etch

testing
a Rows/shank × Columns/shank @ Site pitch in μm (identical for columns and rows except 1b). b Inserts/probe
× Shanks/insert. c For more connections than recording sites per insert (e.g., design 5 and 6), the layout code
leaves some connections open, yet the connections are still formed in the electrical assembly. Configurations of the
different probes fabricated in this paper. Part names begin with B for the holder plates and F for the 2-D probe
inserts. Electrical characteristics are shown in Table 5.

Table 5. Electrical Characterization of Probe Components. Measurement accuracy is ±5%, driven
by the quality of the contact to the metal pad during measurement, rather than the measurement
equipment itself. One measurement was taken per point.

Design Wire Length (mm) Wire Aspect Ratio (nsq = L/W) Resistance (kΩ) Capacitance (pF)

Holder B10 5.6 1900 1.02 0.56
Insert F10 a 1.9 1050 n/a 0.08
Holder B160 11.3 7200 8.53 1.39

Insert F30 2.1 950 0.29 0.09
Insert F160 4.0 7700 9.30 0.28

Holder B408 13.0 14,200 21.7 1.82
Holder B409 13.9 34,750 55.1 1.28
Insert F408 5.3 8700 9.45 0.48

Holder B1000 15.8 39,400 66.1 1.88
Insert F1006 8.2 14,100 18.1 0.71
Insert F1010 5.4 11,300 12.8 0.63

a No resistance measurement for F10 because only 1 site/shank. Design names correspond to the details shown
in Table 4.

3. Results

3.1. Example Designs

We have built a number of different sample designs, summarized in Table 4. Each shank has
close-packed recording sites (except for designs B160-F30 and B10-F10). The connection pitch ranges
from a conservative 60 μm (B160-F160) to an aggressive 26 μm pitch (B1000-F1006, B1000-F1010).
Testing was carried out on design 6, with was created with the goal of testing the minimum
electroplating pitch and to demonstrate an aggressive number of very narrow shanks to test the
DRIE etch capabilities. The following sections show the mechanical and electrical characteristics of
these designs.
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3.2. Mechanical Characterization

To measure the alignment accuracy of the probe shanks, we mapped out the probe tip locations
under an optical microscope with a digital stage. This allowed us to track the actual versus expected
locations of the shank tips, with results shown in Figure 11. For these measurements, we placed a
3-D probe under the microscope and moved the stage in well-defined steps. At each step, we took
microscope images focused on the shank tips and processed the results by measuring the actual
versus expected pixel location of the tip, with a resulting measurement accuracy of around 3 μm.
After mapping all of the probe’s inserts, we moved the stage back to the first position to verify that
the probe had not shifted relative to the first image. Based on the characterization of six probes
of three different designs, we find that the self-alignment method is effective with less than 0.2◦

misalignment. However, we noticed several probe inserts where the position was significantly
different from its expected value (seen as the tail-end in Figure 11). Closer inspection of these
probes revealed that they were using 2-D inserts from two wafers that had very different dielectric
film stress (caused by a temporary tool problem that resulted in high stress instead of zero-stress
in the final 1 μm tetraethoxysilane (TEOS) film deposited). While the inserts were well aligned,
the probe shanks had different radii of curvature depending on the wafer they came from. Therefore,
either all of the inserts should come from the same wafer or batch, or the shank bending should be
characterized with an optical profilerometer before the devices are broken out of the wafer. Ideally,
though, the dielectrics should be properly stress-balanced with minimal bending, thus avoiding the
mismatch we encountered.

 

Figure 11. Measurements of the alignment accuracy based on six assembled 3-D probes. The strongly
tilted shank tips were due to probe parts from wafers with different film stresses, resulting in an
increased misalignment due to shank bending. For inserts with identical film stress, the shank tips are
pointing within ±0.2◦ of their mean, equivalent to the tip of a 5 mm long shank being within 20 μm of
the intended position.

3.3. Electrical Characterization

Because the electrode recording sites are identical to that of our previously published 2-D
designs [12], we here focus on the electrical and mechanical connectivity from 2-D to 3-D. Electrical
measurements of line resistance and parasitic capacitance for the individual 2-D components, using a
microprobe station and an impedance meter (HP4284A), are shown in Table 5. Measurements of the line
resistances were done by connecting some of the ends of adjacent wires together on each component.
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We tested electrically assembled 3-D probes by measuring the resistance of wire pairs running
from the holder plate and connected together on the 2-D insert. The electroplated contacts showed a
resistance of 43 Ω. Wire pairs not connected were confirmed to be open circuits.

To characterize the smallest electroplating pitch, we used a test design where each insert had a
graduation of pitch values ranging from 16.5 μm to 113.7 μm (partially shown in Figure 12). We found
that a pitch of 35 to 40 μm was easily achieved. The 26 μm pitch of the aggressive design turned
out to be slightly too aggressive to allow successful contact formation with the 10 μm tolerance gap
used. An SEM of the electrical connections of our standard design (design 3b in Table 4 and shown in
Figure 1) with a 40 μm pitch is shown in Figure 9. We believe that by reducing the width of the pads
and reducing the opening gap, a connection pitch down to 25 μm should be feasible (e.g., based on
using an 8 μm wide pad and an 8 μm gap, which allows for a good overplating tolerance). Further
increases in the number of connections may also be achieved by widening the base of the 2-D inserts
(rather than reducing the pitch between connections).

 

Figure 12. Example of a plating pitch test, showing several 2-D inserts (A) after electrical connections
were formed to the holder plate (B). The self-locking hook (C) is visible. Each insert has a very fine
pitch on the right and then relaxes the pitch towards the left. The finest pitch pads are visibly merged
and overplated. Pads towards the left are clearly separated. The transition in this example occurred at
around 35–40 μm but depends on the amount of plating necessary to bridge the gap (see Table 3). Scale
bar is 500 μm.

4. Discussion

In this paper, we have focused on creating a scalable architecture for 3-D microelectrodes for
neural recording. Scalability was demonstrated for both for the number of shanks and the number of
recording sites per shank. Increases in the number of recording sites per shank are generally achieved
through innovating the microfabrication process (the focus of our previous work [12]), while increases
in the number of shanks requires a simultaneous innovation of scalable mechanical and electrical
assembly methods, which has been the focus of this paper.

Increasing the number of shanks on an individual 2-D insert is relatively simple, because only
adjustments in the layout need to be made. Increasing the number of 2-D inserts is possible as
well, yet requires a tighter pitch between inserts. This can be achieved by using thinner 2-D inserts.
The inserts can be entirely thinned back by the second DRIE etch step, similar to how the shanks
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themselves are thinned in our existing process—resulting in an identical thickness (here, 15 μm) of
both the shanks and the 2-D insert’s base. However, this introduces conflicting requirements between
the desire for thin shanks and a thicker base to simplify handling and avoid thin-film stress-induced
bending of the base. But, these requirements can be uncoupled: by inserting a back-thinning step prior
to the second DRIE, one can allow the base portion of the 2-D insert to be thinned back independently
from the shanks and thus achieve an optimal thickness for both the shank and the base. For example,
a base thickness of 50 to 100 μm may provide a suitable tradeoff between an array with tight pitch (e.g.,
150 μm) and the mechanical stability to handle the inserts in assembly process (e.g., the waveguide
arrays built in [48] used inserts of 50 μm thickness).

With automated layout generation (see [12]), many different probe geometries can be included on
the same wafer (see Figure 3). This will enable us to readily create many designs that are targeted to
different specific applications. Each 3-D probe can also consist of a set of unique 2-D inserts to span
a more complex, or behavior-specific brain region (e.g., as demonstrated by [10]). The placement of
recording sites can be individualized for each shank and the location and length of each shank can be
tuned to perfectly suit a specific neuroscience goal.

The mechanical properties of Si shanks allow further scaling of the cross-sectional geometries [50],
enabling a larger number of shanks for a constant tissue displacement of, for example, under 1%.
Previous multielectrode designs have successfully used tissue displacement ratios of 2% for 100 Si
shanks [13] and 2.8% for 30 microwires [51] in vivo and designs as low as 0.1% were suggested in [14].
Rapid insertion has been used for 100-shank designs with cone-shaped tips [52]. However, both the
shape of the tip and the diameter of the shank have a strong impact on the optimal insertion speed and
thus the chisel-tip geometries of the shanks presented in this paper may enable a slow and gradual
insertion, similar to the design and analysis described in [53].

5. Conclusions

We have demonstrated fabrication and assembly technologies for 3-D probes and showed new
methods to build scalable and close packed electrode recording sites, focusing on scalability of both
the number of shanks as well as the number of recording sites per shank. Advanced packaging
technologies in the semiconductor industry can enable these probes to be connected to and used for
awake headfixed recordings in the future. The use of scaled 3-D probes in vivo will benefit from recent
advances in surgery and experimental design (e.g., [39,54]) that will allow scaling up the number of
recording sites without the constraints that chronic implant systems require.

The designs we introduced may help with explorations of the scalability of 3-D microelectrodes
and the possibilities of wafer thinning and amplifier/multiplexer integration (either monolithic or
heterogeneous) points towards a continued ability to scale in the future. A combination of these
methods with our 3-D array assembly can significantly increase the number of recording sites beyond
what we introduce here, we envision by two orders of magnitude or more, for the same number of
external wires. Such scaling will bring along new engineering design challenges in packaging, thermal
and power management and experimental design and data analysis. But the promise of extreme
scalability is the capability to record a significant portion of the neurons in the mouse brain, obtaining
and analyzing orders of magnitudes more information than currently possible.
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Abstract: The development of innovative tools for neuroscientific research is based on in vivo tests
typically applied to small animals. Most often, the interfacing of neural probes relies on commercially
available connector systems which are difficult to handle during connection, particularly when
freely behaving animals are involved. Furthermore, the connectors often exert high mechanical
forces during plugging and unplugging, potentially damaging the fragile bone structure. In order to
facilitate connector usage and increase the safety of laboratory animals, we developed a new magnetic
connector system circumventing the drawbacks of existing tools. The connector system uses multiple
magnet pairs and spring-suspended electrical contact pads realized using micro-electromechanical
systems (MEMS) technologies. While the contact pad suspension increases the system tolerance
in view of geometrical variations, we achieved a reliable self-alignment of the connector parts at
±50 μm provided by the specifically oriented magnet pairs and without the need of alignment pins.
While connection forces are negligible, we can adjust the forces during connector release by modifying
the magnet distance. With the connector test structures developed here, we achieved an electrical
connection yield of 100%. Based on these findings, we expect that in vivo experiments with freely
behaving animals will be facilitated with improved animal safety.

Keywords: neural interfacing; micro-electromechanical systems (MEMS) technologies;
microelectromechanical systems; neuroscientific research; magnetic coupling; freely-behaving

1. Introduction

The goal of neuroscientific research is to analyze brain functionality, and to understand and
treat neuronal disorders. For this, neuroscientists and physicians use neural implants to record or
trigger neural activity on the brain surface as well as directly within the brain tissue. During the past
decades, extensive research in the field of neurotechnology targeting the continuous development and
improvement of neural implants has helped to establish appropriate diagnostic methods and clinical
treatments for a broad variety of neural diseases. Exemplary disorders such as Parkinson’s disease,
epilepsy and dystonia, for which drug treatment might become ineffective over time, can nowadays
be successfully targeted by deep brain stimulation or diagnosed by neural implants followed by a
subsequent surgical resection of the affected brain areas [1–4], respectively. Furthermore, auditory
and visual prostheses such as the well-established cochlear implants or innovative retina implants are
based on the ongoing improvement in recording and stimulation techniques [5–8].
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Basic neuroscientific research is most often performed on small animals such as rodents [9]. In the
case of translational efforts towards clinical applications, neuroscientific tools and procedures need
to be further approved in larger animals such as non-human primates (NHP) [10–12], sheep [13] or
pigs [14]. Depending on the complexity and duration of these experiments, probes to be implanted
and validated are interfaced either by transcutaneous connectors [15] or via fully implantable, wireless
recording systems [16].

Figure 1a illustrates a recording experiment using a silicon-based neural probe implanted into the
cortex of a rat. As sketched, the neural probe is attached to a printed circuit board (PCB) carrying a
small strip connector, e.g., of the Omnetics Nano Series (Omnetics, Minneapolis, MN, USA) [17,18] or
MOLC/FOLC (Samtec, New Albany, IN, USA) type [19]. Following probe implantation, the probe
and PCB are permanently anchored to the skull using dental cement, which at the same time seals the
craniotomy that exposed the brain surface prior to probe implantation. Obviously, the skulls of mice
and rats require careful handling during surgery. In particular, when connecting and disconnecting the
external instrumentation either directly or via a longer tether cable (Figure 1a) using the aforementioned
connectors, excessive force may easily damage the fragile bone structure.

 

Figure 1. Silicon-based probes (a) directly interfacing a printed circuit board (PCB) fixed to the skull
using dental cement, and (b) floating with the brain interfacing a PCB fixed to a recording chamber.
The electrical interface between probe and an external instrumentation is accomplished via small strip
connectors providing a tethered connection (Fcon and Fdiscon represent forces exerted during connection
and disconnection, respectively).

The example of a recording chamber, as often used in the case of NHP experiments to mechanically
protect the surgical area as well as the connectors between the various recording sessions, is shown
in Figure 1b. In this case, the neural implant is interfaced to a small connector fixed in the recording
chamber via a highly flexible ribbon cable connected to an intermediate PCB [10,20]. When the
connector is being plugged in, connecting forces Fcon are effectively distributed across the chamber
sidewalls avoiding local mechanical stress peaks on the skull surface. In contrast, unintended forces
pulling the cable in different directions relative to the connector orientation might induce torque on
the connector, eventually damaging the cable or the connector itself.

The interconnections formed in the case of these specific animal experiments are often quite rigid
and need comparably large connection forces. As an example, Omnetics Nano Series connectors require
connection and disconnection forces up to 2 N per contact [21]. Forces exerted during connection and
disconnection potentially harm the fragile skull of small animals while unintended forces applied
during experimental use might damage the connectors or interfacing cables, or harm the bone structure
by large mechanical torque. In addition to issues related to excessive or unintended forces and torque,
some connector variants are often not intended for repeated connection and disconnection. Wear may
result in unreliable electrical connection. Thus, innovative connector systems circumventing the
aforementioned issues are required. They need to be laid out for experiments on small animals such
as mice and rats, require minimal connection and disconnection forces, and also enable simple and
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fast handling in the case of experiments with freely behaving animals. Furthermore, the connector
needs to be compatible with a broad variety of different devices such as silicon-based probes [20,22],
flexible polymer-based electrode arrays [23,24], and other devices. Even the above-mentioned wireless
recording systems may benefit from an enhanced connector system, as any headstage—may it be
wireless or not—has to be connected to the neural probe in some way.

One technical solution to reduce connecting/disconnecting forces implies magnetic coupling
of the two connector parts. Such a magnetic break-away connection was initially introduced for a
deep fryer equipped with a magnetic power cord [25]. This connector variant was spread to a broader
audience when Apple applied it in its laptops as the magnetically attached power supply MagSafe®

(Apple, Cupertino, CA, USA). The connection is designed such that unintended forces acting on the
power cord immediately unclasp the connection, therefore preventing the laptop from being pulled and
damaged unintentionally. The connector unit applies a ferromagnetic material and five gold-plated,
spring-mounted contacts on one side. The counterpart contains five concave contact pads surrounded
by a permanent magnet which provides the force needed to fix both connector parts and at the same
time shields the electrical pins. This connector is approximately 17 mm wide and 5 mm tall. MagSafe
was granted a patent in 2007 [26].

To the best of our knowledge, there are only a few magnetically-coupled connector systems
available for neural implants. One example, a magnetic fiber stub for optogenetic stimulation
experiments has been developed by Plexon (Dallas, TX, USA) [27]. It is intended to be combined with
either a magnetic head-mounted light-emitting diode (LED) or an optical patch cable which contains
a magnetic ferrule. The interface comprises a stainless steel tubing and a ring magnet enabling free
rotation while being connected to the external component. This effectively reduces the torque on the
implant which is highly beneficial for experiments with freely behaving animals.

A percutaneous connector with up to 128 channels using spring-loaded pin contacts has been
introduced by Smith and Guillory [28]. The magnetic coupling system comprises a ferrous ring on
one connector part and several magnets in the respective counterpart. The precise alignment of both
connector halves is achieved by an alignment pin. The magnetic connector system presented by
Shah et al. [29] features up to 64 channels. It consists of several magnets circularly mounted around
the connector center with alternating magnetization directions of the individual magnets. This design
includes an additional anisotropic conductive film (ACF) placed between the two connector halves
acting as an interconnect sheet to guarantee a good electrical contact. The alignment of the connector
parts is again achieved by means of passive alignment features. Both percutaneous connector variants
fulfill the above-mentioned requirements to some extent. Connection and disconnection seem to work
without the need of large forces while providing a stable electric transmission. However, the connector
dimension renders these devices impractical for experiments with small animals. The alignment pins
reduce the ease of operation and prevent disconnection by lateral forces in experiments with freely
behaving animals, thus reducing the safety of the animals.

In the present work, we propose a new magnetic connector system offering minimal connection
and disconnection forces, a secure disconnection when unintended lateral forces are applied, and fast
and easy device handling during connection. The latter advantage is achieved by the omission of
alignment pins. Although the connection is less rigid, and thus, the risk of animal harm or device
failure is reduced to a minimum, the mechanical system is strong enough to ensure a stable electrical
connection. The initial idea of implementing spring-suspended contact pads in a MEMS-based
connector and its fabrication were previously presented in [30]. Here we provide a comprehensive
description of the novel connector system and the underlying fabrication process, an in-detail
mechanical and electrical characterization, as well as an analytical model of the spring-suspended
contact pads. The insights gained from this model in conjunction with the experimental system
characterization enable the definition of an optimal connector design for future modules to be applied
in neuroscientific experiments.
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2. Materials and Methods

2.1. Module Design

The aim of this work is to develop a novel connector system for neural implants. In contrast to
most of the existing interconnection technologies, the system is designed to work with low connection
and disconnection forces, and thus, to be suitable for experiments with small rodents, among other
applications. As illustrated in Figure 2, the connector system comprises two connector parts. They are
pulled together by small magnets enabling a reliable signal transmission between adjacent electrical
contact pads. While the lower part interfacing the neural probe is permanently fixed to the skull of the
animal, the counterpart is equipped with a tether cable giving access to the external instrumentation.
As magnets are used, connection forces are negligible while the disconnection force is defined by
the strength and number of magnets applied. By installing the magnets in different directions of
magnetization, the two connector parts self-align once in close proximity. As no alignment features
are needed, the connection is easily released as soon as external forces parallel to the plane of
connection exceed a threshold value. This magnetic break-away connection prevents animal harm and
device failure.

Figure 2. Schematic of basic connector concept applying small magnets to magnetically pull the
connector parts together. Different magnet orientations are exploited to self-align the parts when being
brought in contact.

In addition to the magnetic break-away connection, the study compared different contact pad
compliances, as illustrated in Figure 3. Protruding gold (Au) bumps realized, e.g., by electroplating
were used as electrical contacts. In the case of the stiff connector variant (Figure 3b1), both parts
comprise silicon (Si) chips of the same thickness. In contrast to this approach, the connector variant
shown in Figure 3b2 applies spring-suspended pads on the upper connector part to account for possible
module bow and warp, and for differences in the electroplated pad heights.

 

Figure 3. (a) Cross-section of connector parts illustrating the adjacent contact pads and (b) respective
pad compliances using either (b1) a stiff pad contact or (b2) spring-suspended pads on the upper
connector part.
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Connector test modules, as schematically shown in Figure 4, were designed and fabricated
in order to investigate the relevant connection forces, contact resistance and interconnection yield.
They comprise a module carrier that can be interfaced via zero-insertion force (ZIF) [31] connectors
enabling a time-efficient electrical validation of the connector system. A circular module cover
(diameter 10 mm, thickness 380 μm) constitutes the upper connector part shown in Figure 2. Depending
on the connector variant, as shown in Figure 3b, 32 rigid or spring-suspended contact pads are
integrated in the module cover at a center-to-center distance of 1250 μm while the same number of
rigid pads are used in the module carrier. In a real connector system used for animal experiments,
the module carrier and cover are interfaced to the implantable probe and a tether cable, respectively,
as indicated in Figure 2.

Figure 4. Connector modules seen from (a) above and (b) below. The module cover comprises
spring-suspended pads and three magnets integrated on its top side. The module carrier contains
quadratic contact pads connected to a zero insertion force (ZIF) interface and magnets on its bottom side.
Cover and carrier comprise additional alignment notches for inspection purposes; magnet orientation
is indicated by the red and green color. (c) Cross-section of connected modules along line A-A in (a).
Magnet distance is denoted tsep. Adapted from [30].

The module carrier and cover each comprise three circular cavities (diameter 1 or 1.2 mm,
depth ≥ 180 μm) for cylindrical magnets. The cavities are implemented in the module face opposite
to the contact pads. As illustrated by the different colors in Figure 4, one of the three magnet pairs
is mounted with opposite direction of magnetization. This guarantees that the two halves of the
connector can only be mated in a unique orientation.

In order to enhance the compliance of the contact pads and to increase the system tolerance
towards deviations in the contact pad heights, as well as the potential bow and warp of the
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connector modules, one variant of the module cover is equipped with spring-suspended contact
pads. The metallized contact pads with a diameter of 150 μm are integrated on quadratic structures
with a side length of 250 μm. As shown in Figure 4b, each pad is symmetrically suspended on four
meander-shaped beams (total length 2455 μm, width 40 μm, thickness tb) within a rigid, quadratic
frame (side length 970 μm). The number of meander beam sections and their respective lengths were
determined with the help of an analytical model and finite element (FE) simulations. All corners of the
meander structure are rounded in order to avoid mechanical stress concentrations. While the rigid
frame has a thickness of 380 μm equivalent to the wafer thickness twa f er, beams and contact support
structures are thinned down to tb = twa f er − tetch, where tetch represents the etch depth of the magnet
cavities. The beam thickness corresponds to half of the magnet distance tsep, as indicated in Figure 4c.

While the rigid contact pads on the module carrier are of quadratic shape (length 930 μm), circular
pads (diameter 150 μm) are implemented on the module cover. The relatively large size difference of
the pads allows to compensate for in-plane misalignments of both connector parts of up to 840 μm.
For test purposes, the electroplated pad heights on the carrier and cover were varied between 1 and
8 μm. Metal lines on the carrier base connecting the pads with the ZIF section along the 4-mm-wide
shaft are made of chromium (Cr) and Au.

To facilitate and accelerate the electrical characterization, the test modules were designed in a
way that contact pads on the module cover are short-circuited in pairs. In this way, mated connector
parts can be efficiently interfaced via the ZIF interface on the module carrier enabling the extraction of
connection yield and contact resistance. The lateral alignment of the module cover and carrier relative
to each other is validated by optical inspection under a microscope using two semi-circular alignment
notches (diameter 500 μm) implemented in the rim of carrier and cover (see Figure 4b).

Cylindrical, nickel-plated neodymium magnets (Supermagnete, Gottmadingen, Germany;
height and diameter of 1 ± 0.1 mm) were used for the test modules. They weigh 6 mg and have a
maximum energy product of 342–358 kJ/m3.

2.2. Module Fabrication

The test structures are designed so that module carrier and cover can be fabricated on a common
Si substrate using a single process flow. Both module variants presented in Figure 3b were fabricated
simultaneously in the same process. Figure 5 summarizes the main clean room fabrication steps for
these Si test structure modules. As substrates, 380-μm-thick Si wafers covered by a 1-μm-thick thermal
silicon oxide (SiO2) layer on both sides were used.

Following the initial cleaning of the wafers in acetone, isopropanol and Piranha solution, a lift-off
process was used to pattern the metallization. This applies hexamethyldisilazane (HMDS) as an
adhesion promoter, and spin-coating and hard-baking of the 700-nm-thick photo-insensitive resist
LOR5A (MicroChem Corp., Westborough, MA, USA) and the 1.8-μm-thick positive photoresist AZ1518
(Microchemicals GmbH, Ulm, Germany). During ultra-violet (UV) light exposure, only the AZ1518
resist is modified, which results in a locally increased solubility. During the subsequent development
using tetramethylammonium hydroxide (TMAH), the AZ1518 is dissolved in areas exposed to UV light.
In contrast, LOR5A is dissolved isotropically where the structure of the AZ resist gives access to the
TMAH solution. Due to this isotropic behavior and a strictly time-controlled development, an undercut
of about 1 μm was obtained (see Figure 5a), which facilitated the subsequent lift-off of the metal layer.
The metallization, i.e., 50 nm chromium (Cr) and 200 nm Au were sputter-deposited (Figure 5b) with
the Cr layer used as an adhesion promoter between the SiO2 and Au layers. The resist strip lifts the
metal on top of the patterned AZ1518, resulting in well-defined contact pads and conducting leads on
the Si substrate.

Patterning the metallization was followed by the plasma enhanced chemical vapor deposition
(PECVD) of a 1-μm-thin passivation layer (Figure 5c). Similar to an established fabrication process
of Si-based neural probes [32], the passivation comprises a stack of multiple silicon oxide (SiOx) and
silicon nitride (SixNy) layers providing an optimal stress compensation. This passivation also serves
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as a protection layer for the metal structures during the subsequent process steps carried out on the
wafer rear, which brings the wafer front into contact to wafer chucks.

The photolithography on the wafer rear applied another dehydration bake and the adhesion
promoter HMDS. Next, a 10-μm-thick layer of the positive photoresist AZ9260 (Microchemicals GmbH)
was spin-coated and structured using UV lithography. This serves as the etch mask for the rear SiO2

layer patterned using reactive ion etching (RIE). This was followed by deep reactive ion etching (DRIE)
of Si (see Figure 5d) to define the magnet cavities, the areas under the ZIF pads on the carrier modules,
and the areas where the spring-suspended contact pads will be realized in the module covers. To obtain
test structures with different suspension beam thicknesses, the etch depth was varied between 200 μm
and 330 μm. In addition, the outer rear shape of the individual components was defined in this step.

Figure 5. Fabrication process to realize the connector modules by means of microsystems processes
performed on the wafer front (a–c,h) and rear (d–g), followed by the separation of the individual
parts (i,j). Adapted from [30].

Stripping the photoresist in acetone and isopropanol, the wafer processing continued with a
further photolithography step on the front to open the passivation at the contact pads that will be
thickened by electroplating. Again, a 10-μm-thick layer of AZ9260 was spin-coated and structured by
UV lithography (Figure 5e) followed by RIE to open the passivation. Subsequently, the contact pads
were electroplated at a current density of 0.75 mA/cm2 resulting in a deposition rate of approximately
0.0475 μm/min according to Faraday’s law of electrolysis. Using the AZ9260 resist as a masking
layer, wafers of different contact pad heights were realized. Following electroplating, the AZ9260
resist was stripped and the wafer was transferred onto a handle wafer fixed using the resist AZ4533
(Microchemicals GmbH) (see Figure 5g). The handle wafer is needed for stability reasons, especially
for the final front etching, where the Si parts are separated from each other.
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The next photolithography step was carried out on the wafer front, again using a dehydration
bake, HMDS-based adhesion promotion as well as spin-coating and patterning of a 10-μm-thick
layer of AZ9260. The resist was used as a mask in the RIE process to open the passivation layer.
This was followed by a wet etch to remove the electroplating feed lines of the individual connector
parts. The Au was etched with a potassium iodide (KI)-iodine(I2)-solution (100 g KI and 25 g I2 plus
deionized (DI) water for 1 L of etch solution), whereas the Cr was removed with a ceric ammonium
nitride ((NH4)2Ce(NO3)6)-nitric acid (HNO3) solution (165 g (NH4)2Ce(NO3)6 and 90 mL HNO3(69%)
plus DI water for 1 L of etch solution). By means of DRIE, the wafer was then etched through to a
depth ≤ 180 μm to achieve the trenches defining the geometry of the individual parts, which have
already been pre-etched from the wafer rear (Figure 5h). The struts used to suspend the connector
parts in the fabrication wafer were not etched from the wafer front.

After a final resist strip and release of the handle wafer, the Si components were suspended inside
the fabrication wafer by the struts (Figure 5i). Individual parts were separated by applying torsional
forces with the aid of a pair of tweezers (Figure 5j). This was then followed by the assembly and the
fixation of the magnets in their cavities.

2.3. Modeling of Spring-Suspended Contact Pads

2.3.1. Analytical Model

An analytical model was derived to describe the mechanical behavior of the meander-shaped contact
pad suspension. It considers both bending and torsion of the individual sections of the suspension beam
and is based on the schematic shown in Figure 6a. As the suspension system with its four identical
suspension beams is symmetric, only one of the beams is modeled, as illustrated in Figure 6b.

Figure 6. (a) Symmetric suspension beam system comprised of four identical meander beams fixed to
the rigid frame and lengths of the individual beam sections. (b) Mechanical model of one meander
beam consisting of eight beams sections (lengths li (i = 1, . . . , 8)) of width wb and thickness tb.
The model applies the Young’s modulus ESi, area moment of inertia I, shear modulus GSi and torsional
moment of inertia It. The force Fpad applied to the complete suspension system is translated into the
force Fz = 0.25 Fpad and the moments Mx and My acting on a single meander beam (Fz, Mx and My are
defined in the global x-y-z-coordinate system).
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Each of the meander-shaped beams has one fixed support where the eighth beam section is
connected to the Si frame which is assumed to be perfectly rigid. The other end is connected to the
quadratic contact pad support onto which the force Fpad acts in the positive z-direction when the
connector modules are brought into contact. Each beam section i (i = 1, . . . , 8) is described by its
respective length li, the area moment of inertia I = wbt3

b/12 where wb and tb denote the beam width and
height, respectively, the torsional moment of inertia It = tbw3

b/3
(
1 − 0.630wb/tb + 0.052w5

b/t5
b
)

[33],
as well as the Young’s modulus ESi, Poisson’s ratio νSi, and the shear modulus GSi = ESi/2(1 + νSi)

of Si. Local coordinate systems xi-yi-zi (i = 1, . . . , 8) are used in each beam section i to define local
internal forces and moments.

As indicated in Figure 6a, the pad suspension comprises four identical meander-shaped beams
connected to a quadratic structure supporting the contact pad. In order to analyze the mechanical
behavior of this beam system when a vertical force Fpad is applied in its center (see red dot in Figure 6a),
the model evaluates one quarter only, obtained by cutting the pad suspension along the dashed
lines shown in Figure 6a. The external force Fpad acting on the entire suspension is translated in
forces Fj and moments Mj with j = x, y, z acting on each individual meander beam. For symmetry
reasons and because beam deflections were kept small, the model assumes that Fx = Fy = 0 and
Mz = 0. This leaves the two moments Mx and My, shown in Figure 6b, as unknowns while the
force Fz in z-direction equals Fpad/4. The moments together with the mating force Fz can now be
transferred through the meandering suspension beam to calculate the internal forces and moments
along the influence line resulting in the bending and torsional moments Myi and Mxi as functions of xi
(i = 1, . . . , 8), respectively. They are listed in Table 1.

Table 1. Bending and torsional moments Myi and Mxi , respectively, of the individual beam sections
i (i = 1, . . . , 8) used in the analytical model shown in Figure 6 assuming that the force Fz and the
moments Mx and My are applied on a single, meander-shaped suspension beam.

i Myi
(xi) Mxi (xi)

1 −Fzx1 − My −Mx
2 −Fzx2 − Mx Fzl1 + My
3 −Fz(l1 + x3)− My −Fzl2 − Mx
4 −Fz(−l2 + x4) + Mx −Fz(l1 + l3)− My
5 −Fz(l1 + l3 + x5)− My Fz(l2 − l4)− Mx
6 −Fz(l2 − l4 + x6)− Mx Fz(l1 + l3 + l5) + My
7 −Fz(l1 + l3 + l5 + x7)− My −Fz(l6 − l4 + l2)− Mx
8 −Fz(−l6 + l4 − l2 + x8) + Mx −Fz(l1 + l3 + l5 + l7)− My

Equation (1) in Table 1 can be summarized for k > 0 to

Myk (xk) = −Fzxk − (−1)
k(k+1)

2 Mxk−1 (1)

Mxk (xk) = (−1)
k(k+1)

2 Myk−1(lk−1) (2)

with My0(l0) = Mx and Mx0 = −My as used in Table 1. The term (−1)k(k+1)/2 generates the sequence
(−1, −1, 1, 1, −1, −1, 1, 1, . . . ) for all natural numbers k > 0.

In order to calculate the deflection of the pad suspension shown in Figure 6, the analytical model
applies the energy theorem of mechanics that states that the work W done by external loads on a
deformed body equals the stored elastic energy ∏ [34]. All further formulas in this section are taken
from [35]. Consequently, the work carried out on the beam system by applying a force Fpad during
connector mating is entirely transformed into elastic energy.
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The specific strain energies ∏∗
b,i and ∏∗

t,i of bent and twisted beams, respectively, are given by

∏∗
b,i =

1
2

M2
yi

ESi I
(3)

∏∗
t,i =

1
2

M2
xi

GSi It
(4)

where Myi and Mxi denote the bending and torsional moments acting on the i-th beam section, as given
in Equation (1). The specific strain energies, which are given per unit length, are integrated over the
total beam length lb = ∑i li to achieve the total strain energy ∏tot of the spring-suspension given by

∏tot =
∫ lb

0

(
∏∗

b +∏∗
t

)
dx (5)

With the bending and torsional moments from Equation (1), one separately calculates the
respective contributions of the individual beam sections i to the bending and torsional energies
∏b,i and ∏t,i. They are listed in Table 2, normalized by (2ESi I)

−1 and (2GSi It)
−1, respectively.

Table 2. Specific strain energies ∏∗
b,i and ∏∗

t,i of bent and twisted beam sections i normalized by

(2ESi I)
−1 and (2GSi It)

−1, respectively.

i 2ESiI ∏b,i 2GSiIt∏t,i

1 l1
(

l2
1 F2

z /3 + l1Fz My + M2
y

)
l1 M2

x

2 l2
(
l2
2 F2

z /3 + l2Fz Mx + M2
x
)

l2
(

l2
1 F2

z + 2l1Fz My + M2
y

)

3 l3(
(
3l2

1 + 3l1l3 + l2
3
)

F2
z /3(2l1 + l3)Fz My + M2

y) l3
(

l2
2 F2

z + 2l2Fz Mx + M2
x

)

4 l4(
(
3l2

2 + 3l2l4 + l2
4
)

F2
z /3+(2l2 + l4)Fz Mx + M2

x) l4(
(
l2
1 + 2l1l3 + l2

3
)

F2
z 2((l1 + l3)Fz My + M2

y)

5
l5((3l2

1 + 6l1l3 + 3l1l5+3l2
3 + 3l3l5 +

l2
5)F2

z /3+(2l1 + 2l3 + l5)Fz My + M2
y)

l5(
(
l2
2 − 2l2l4 + l2

4
)

F2
z 2((l4 − l2)Fz Mx + M2

x)

6
l6((3l2

2 − 6l2l4 + 3l2
4−3l4l6 + 3l2l6 +

l2
6)F2

z /3+(2l4 − 2l2 − l6)Fz Mx + M2
x)

l6((l2
1 + 2l1l3 + 2l1l5+l2

3 + l3l5 +
l2
5)F2

z 2((l1 + l3 + l5)Fz My + M2
y)

7
l7((3l2

1 + 6l1l3 + 3l2
3 + 6l1l5+6l3l5 + 3l2

5 +
3l1l7+3l3l7 + 3l5l7 +

l2
7)F2

z /3+(2l1 + 2l3 + 2l5 + l6)Fz My + M2
y)

l7((l2
2 − 2l2l4 + 2l2l6+l2

4 − l4l6 +
l2
6)F2

z 2(l2 − l4 + l6)Fz Mx + M2
x)

8
l8((3l2

4 − 6l4l6 + 3l2
6+6l2l6 − 3l2l4 + 3l2

2 −
3l6l8+3l4l8 − 3l2l8 +

l2
8)F2

z /3+(2l6 − 2l4 + 2l2 − l8)Fz Mx + M2
x)

l8((l2
1 + 2l1l3 + 2l1l5+2l1l7 + l2

3 + 2l3l5 +
2l3l7 +l2

5 + 2l5l7 +
l2
7)F2

z +(l1 + l3 + l5 + l7)Fz My + M2
y)

Summarizing over all beam sections, the total strain energy ∏tot is given by

∏tot = 1
ESi I

(
A1F2

z + A2Fz My + A3M2
y + A4Fz Mx + A5M2

x

)

+ 1
GSi It

(
B1F2

z + B2Fz My + B3M2
y + B4Fz Mx + B5M2

x

) (6)

with Am and Bm being functions of the beam lengths li (i = 1, . . . , 8), i.e., Am = fm(l1, . . . , l8) and
Bm = gm(l1, . . . , l8) for m = 1, . . . , 5.

The result is an expression of the total strain energy ∏tot with three unknowns acting on the
central pad support, i.e., the force Fz, the bending moment My and the torsional moment Mx.

Castigliano’s first theorem calculates the displacement or the angular rotation at the point of
application of a force and moment in the direction of the force line of the causative force and the
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rotation axis of the causative moment, respectively. For this purpose, the derivatives of the total strain
energy ∏tot(Fi, Mi) as a function of the applied external forces and moments are taken with respect to
the relevant forces or moments. Here these are the vertical displacement,

Δz =
∂ ∏tot

∂Fz
(7)

and the two rotation angles ϕn, with n = x, y, given by

ϕn =
∂ ∏tot
∂Mn

(8)

Due to symmetry considerations at the contact pad support, torsion around the x1- and y1-axis
is zero at the transition from the meander beam to the contact pad. Castigliano’s first theorem can
therefore be used to calculate My and Mx as a function of Fz to fulfill this request. In other terms one
has to solve

∂ ∏tot
(

Fz, My, Mx
)

∂My
= 0 (9)

and
∂ ∏tot

(
Fz, My, Mx

)
∂Mx

= 0 (10)

It can be shown that Mx and My are linear functions of Fz through the origin, i.e., Mx = C1Fz and
My = C2Fz with Cp = hp(l1, . . . , l8) for p = 1, 2.

As a consequence, one obtains an expression for the total strain energy ∏tot which only depends
on F2

z . By taking the derivative of this expression with respect to Fz, one obtains the displacement of
the contact pad support in the z-direction given by

Δz =
∂ ∏tot

∂Fz
(11)

Following Equations (6) and (11) with a quadratic dependence of ∏tot on Fz, one obtains a linear
relation between Δz and the applied force Fz.

2.3.2. Finite Element Simulations

To validate the analytic results and for a fast estimation of the influence of certain parameters, a FE
analysis was carried out using COMSOL (Version 5.2a, Burlington, MA, USA). The spring-suspension
of an individual contact pad with four symmetrically positioned meander beams was simulated.
With a beam width of wb = 40 μm, a beam thickness of tb = 200 μm, and the lengths of the individual
beam sections as specified in Figure 6a, the geometrical dimensions were chosen in accordance with
the fabricated test structures. As boundary conditions, fixed ends of the meander beams were assumed
at the rigid Si frame. A vertical force of Fpad = 200 mN corresponding to the total strength of three
magnet pairs was applied to the center of the contact pad. The whole structure was defined to be made
of Si with a Young’s modulus of 170 GPa and a Poisson’s ratio of 0.28. Passivation layers and metal
lines were neglected. The FE simulation was carried out with a free tetrahedral mesh with minimum
and maximum element sizes of 0.1 and 10 μm, respectively, a maximum element growth rate of 1.3,
a curvature factor of 0.2, and a resolution of narrow regions of 1.

2.4. Module Characterization

2.4.1. Mechanical Tests

The mechanical force Fmag, which is needed to overcome the attractive force of the magnets
and to separate the two connector halves was measured using a tensile test setup (Z2.5 zwicki-Line,
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Zwick/Roell, Ulm, Germany). In order to fix the connector module components in the test setup
using pneumatic clamps, plastic cylinder supports were glued onto the rear sides of individual parts
comprising three magnets each (Figure 7a). The magnetic force Fmag was recorded as a function
of displacement Δz while separating the two connector parts in the vertical direction at a speed of
0.1 mm/min.

Figure 7. Schematic representation of mechanical testing using a tensile test device; characterization of
(a) magnetic disconnection force Fmag and (b) mechanical yield of beam suspension.

In order to characterize the mechanical behavior and strength of the spring-suspended contact
pads, the same tensile test setup was used as well. In this case, we mounted the plastic cylinders
used for device clamping off-center on the connector modules comprising the spring-suspensions.
With this arrangement we prevented any adhesive entering the trenches between the suspension
beams during the assembly process. While the connector module is mounted on the lower clamp,
a metal pin (500 μm diameter with sharp tip) is fixed to the movable clamp. The positioning of the
pin with respect to the spring suspension is optically controlled using a video microscope. By moving
this pin vertically onto the pad, the displacement-force curve Fpad

(
Δzpad

)
is recorded. It serves to

extract the range of forces that can act perpendicularly on the connector plane without breaking the
meander beams. As the fixation pin is glued off-center, we compensated for the compliance of the
experimental setup by recording displacement-force curves Fq

(
Δzq

)
with q = 1, 2 when loading the

connector module at two positions on the Si substrate next to the suspension frame, as indicated in
Figure 7b. Beam suspension and frame compliance were tested at a speed of 0.1 mm/min of the pin
for different meander beam thicknesses.

2.4.2. Electrical Tests

The electrical connection yield was determined by a two-wire resistance measurement.
As described in Section 2.1, the contacts on the module cover are short-circuited in pairs. Hence,
a two-wire resistance measurement on the ZIF section of the module carrier can determine whether
two pairs of Au pads have electrical contact. Should any one of them fail, the measurement will
reveal an open loop. A measured resistance below 15 kΩ was rated as a stable electrical connection.
This comparably high resistance is explained by the only 6-μm-wide electrical leads between the ZIF
section and the contact pads. Different combinations of contact pad heights on the module carrier and
module cover were tested.

In order to characterize the contact resistance between two pads, we used three corresponding
pads P1 to P3 on the module carrier and cover each. While the three pads on the cover are short
circuited with pad P2 being positioned in the middle, pads P1 and P3 on the carrier are interfaced to
ZIF pads Z1 and Z4, respectively. In contrast, pad P2 of the module carrier is connected to ZIF pads
Z2 and Z3. This enables a four-contact resistance measurement at the mating pads P2 using a wafer
prober. A constant current I1,3 was applied between the ZIF pads Z1 and Z3 while the voltage drop
ΔV2,4 across the corresponding pads P2 on the module carrier and cover was determined via the ZIF
pads Z2 and Z4. This allows the calculation of the contact resistance omitting the line resistances on
both connector parts.
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3. Results

3.1. Module Fabrication

The test structures for the novel connector system were successfully fabricated, as shown in
Figure 8. The scanning electron micrograph in Figure 9a shows in detail the spring suspension of a
contact pad. By varying the etch depth during rear DRIE, we obtained test modules with meander
beam thicknesses of 200 μm, 100 μm, and 50 μm. Consequently, the vertical distance tsep between two
magnets in the mated connector state (Figure 4c) was set to 400 μm, 200 μm, and 100 μm.

 

Figure 8. Fully assembled 32-channel Si test structure in the (a) separated and (b) connected state.
Adapted from [30].

 

Figure 9. (a) Scanning electron micrograph of a spring-suspended contact pad. (b) Optical inspection
of the self-alignment accuracy of two connector parts using respective alignment notches.

Using the notches implemented in the rim of the connector parts, the alignment accuracy was
optically inspected during repeated connector mating. Following the system idea of magnetic
self-alignment described in Section 2.1., no particular care was taken for a precise pre-alignment
of the connector halves during the manual connection procedure. The optical inspection of mated
connectors revealed a lateral alignment accuracy of better than 50 μm for each of the individual tests
(cf. Figure 9b). It has to be kept in mind that the misalignment originates from a combination of relative
translation and rotation of the two connector halves. As the misalignment is measured at the connector
rim, the observed value represents the worst case, in particular for a pure rotational misalignment.

3.2. Modeling

The analytical model demonstrated that the displacement Δz of a spring-suspended contact pad
depends linearly on the mating force Fpad. With the geometrical beam dimensions given in Figure 6a
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and the material properties of Si, i.e., ESi = 170 GPa, νSi = 0.28 and GSi = 66.4 GPa, the spring constant
cmodel of the meander beam system is extracted on the basis of Equations (6) and (11) as

cmodel = 4
Fz

Δz(Fz)
= 31.5

mN
μm

(12)

Using realistic magnetic forces of the three magnet pairs of 264 mN and the fact that 32 contact
pads are implemented, the force Fpad per contact is 8.25 mN equivalent to a displacement of only
Δz = 0.26 μm. This displacement might not be sufficient to overcome device bow, warp, and potential
differences in the electroplating pad height, to form a stable electrical connection. To compensate
for a certain under-dimensioning of the magnets used in this study we added an additional force of
460 mN by means of an additional weight placed on top of a connector cover. This results in a force of
approximately 23 mN per contact and a theoretical pad displacement of 0.72 μm using the modelled
spring constant.

Figure 10 shows the results of the COMSOL finite element simulations for a contact force of
200 mN acting on a single spring-suspended pad. As indicated in Figure 10a, a vertical displacement
of 5.67 μm is obtained. This corresponds to a spring constant of csim = 35 mN/μm, slightly higher than
cmodel above. For this contact force, a maximum von Mises stress of 339 MPa is obtained in the surface
of the beam suspension using the FE simulations (Figure 10b). This stress level is below the mechanical
yield strength of Si reported to be in the range of 1 GPa [36] up to 7 GPa [37], depending on surface
quality. Taking into account that the force used in the FE simulations is well above the applicable force
using the chosen magnets, we expect that the mechanical strength of the suspension beams is more
than sufficient.

 

Figure 10. COMSOL FEA of a spring-suspended contact pad (vertical load 200 mN). (a) Displacement
of the meander beam system. (b) Von Mises surface stress due to bending and torsion.

3.3. Module Characterization

Figure 11 shows the vertical disconnection force Fmag of the realized test structures as a function
of the vertical displacement Δz for different magnet distances tsep. For tsep = 200 μm and 400 μm,
maximum forces of 227 mN and 106 mN have been extracted, respectively. The fact that the two
curves do not match exactly is explained by an unknown amount of epoxy inside the magnet cavities
increasing the distance between the two magnets in the mated connector state.

Figure 12 shows the deflection of three representative spring-suspended contact pads under a
vertical load Fpad (symbols). It is compared to the modeled and simulated data, indicated by the
solid and dashed lines, respectively. The meander structures typically collapsed at vertical deflections
between 11.9 μm and 13.6 μm and a respective force in the range of 300 mN. Following the FE
simulations, the maximum force can be translated into a maximum von Mises stress in the beam
structure of ca. 500 MPa. The fact that this value is below the data in the literature data [36,37] can be
explained by the increased surface roughness of the DRIE processed beam sidewalls.
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Figure 11. Magnetic disconnection force for two values of tsep as a function of the vertical distance
between the magnets. Adapted from [30].

Figure 12. Vertical deflection of suspended contact pads vs applied force comparing experiment
(three different pads), analytical model and FE simulations. Beam fracture is indicated by asterisks.
Adapted from [30].

The electrical characterization of connector modules with different contact heights hcover and
hcarrier on the module cover and carrier, respectively, is summarized in Table 3. It provides the
connection yield as the percentage of successful electrical interconnection of 16 pairs of dual pad
connections for the cover modules with spring-suspended (bold) and stiff contact pads (Figure 3b).
It should be noted that the actual yield might be higher than the given numbers as a successful contact
requests two pads to be effectively interfaced (see Section 2.1) In addition to the connection force
exerted by the integrated magnets, an additional force of approximately 460 mN had to be applied
to achieve a stable connection in the case of the spring-suspended contact pads. Depending on the
pad height combination and thickness of the meander beam, an electrical connection yield of up to
100% was achieved for the spring-suspended variant. In the case of the stiff contact pads, despite the
additional force weight applied, we could not achieve adequate percentages of stable electrical contacts.

Each connector configuration, i.e., combination of pad heights hcover and hcarrier and beam
thickness tb, was tested with one module comprising 32 channels, equivalent to 16 pairs of dual
pad connections. As the statistical significance of our data is low, only certain trends in view of
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promising pad height combinations can be extracted. The contact resistance extracted using the
4-point-measurements, as described above, is in the range of 11 to 20 mΩ.

Table 3. Connection yield in % for different combinations of pad thicknesses h1 and h2, and beam
heights tb for spring-suspended (bold) and stiff contact pad variants. Due to the limited magnetic force
of the magnets applied, an additional load of 460 mN was exerted on top of the modules. The heights
of the circular and quadratic pads on the module cover and carrier are labeled as hcover and hcarrier,
respectively. Meander beam systems are thinned to tb = 200 μm except (*) with tb = 50 μm and (**) with
tb = 100 μm.

hcover (μm)

hcarrier (μm)

1 2 4 8

1 NA/7 NA/13 NA/0 NA/50
1 * 90/NA 53/NA 40/NA 0/NA
1 ** 35/NA 83/NA 100/NA 0/NA

2 94/0 100/17 94/13 0/73
4 100/0 100/6 100/13 0/38
8 84/20 92/25 92/13 16/53

4. Discussion

The analytical model and the FE simulation provided slightly different spring constants cmodel
and csim (see also curves in Figure 12) of 31.5 and 35 mN/μm, respectively. A reason for this difference
is certainly that the area moment of inertia used in the analytical model is assumed to be constant
along the entire meander length. However, the beam corners have a considerably larger area moment
of inertia than the beams. This likely explains the larger stiffness extracted from the FE simulation
compared to the analytical model.

The discrepancy between FE simulations and the experimental tests of the beam suspension
(Figure 12) can be explained by geometrical variations in the test structure dimensions due to the
DRIE fabrication process, e.g., slightly tapered sidewalls, and the fact that the passivation layer and
metal leads have not been included in the FE model. In the current design, the pad suspensions are
somewhat stiff and this will be addressed in a future design optimization, where modified design
parameters as well as alternative suspension geometries will be considered. Such alternative design
may be based on helical designs with a reduced number of beams, ultimately enabling a size reduction
with potentially smaller pad distances.

In view of system applicability, one has to consider the mechanical strength of the beam
suspension, the forces exerted by the integrated magnets, the resulting connection yield and the
alignment accuracy of both connector parts. For the given system dimensions, we extracted maximum
vertical pad deflections between 11.9 and 13.6 μm at forces of ca. 300 mN per contact pad, i.e., a total
force of 9.6 N for an entire connector comprising 32 pads. In that sense, the total pad height h1 + h2

of the module cover and carrier pads has to be limited to approximately 12 μm assuming that the
magnetic force per pad can reach values of 300 mN. However, implementing the given small cylindrical
magnets and a separation distance of 400 μm between the magnets, a maximum connection force of
264 mN for 32 pads, i.e., 8.25 mN per pad, cause beam deflections of only 0.26 μm. These deflections
are well below the experimentally determined yield strength. Assuming a separation distance of
tsep = 0 μm achievable for tetch = twa f er, the connection force is increased to 1029 mN, still far below the
maximum applicable deflections. Consequently, stronger, yet similarly compact magnets are required
and have to be chosen such that the system dimensions are not increased too much.

The higher electrical connection yield of the spring-suspended connector variant in comparison to
the stiff version successfully demonstrated the chosen connector concept. A connection yield of 100%
for certain pad height combinations was, however, only achievable by applying an additional load of
460 mN on the entire connector. This clearly indicates that either more or stronger magnets need to be
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implemented in a redesign of the connector. The data summarized in Table 3 indicates that thicker
pads on the module carrier, i.e., up to 8 μm, are not suitable for a stable electrical connection between
the connector halves. Instead, using slightly protruding pad metallization on the cover module with
hcover = 4 μm provides the best results for hcarrier between 1 and 4 μm. As discussed in Section 3.3,
these findings need to be further validated by a statistically more significant number of test devices.

The lateral self-alignment accuracy of 50 μm is far better than needed for the applied pad sizes
of 970 × 970 μm2. A pronounced reduction in the pad size is thus possible. However, the current
bottleneck in size reduction is the area occupied by the pad suspension relying on the proposed
meander beam design.

The disconnection forces, in the range of several hundred mN per connector, are much
smaller than those reported for other state-of-the-art magnetic connector systems. As an example,
Shah et al. reported a normal disconnection force of 4.9 N for their connector system [29]. Hence,
the implementation of stronger magnets as indicated by the applied models and the connection yield
tests is still feasible without affecting animal safety.

5. Conclusions

A novel connector system for the safe electrical interconnection of neural implants based on a
magnetic break-away mechanism was designed, fabricated, and extensively characterized. The system
comprises spring-suspended contact pads compensating for the potential bow and warp of the
connector components and differences on electroplated pad heights. The disconnection forces of
the connector system are clearly reduced compared to other state-of-the-art devices. Therefore,
the proposed design offers increased safety for future in vivo applications with freely moving animals.
In addition, excessive lateral forces are inherently prevented, thus avoiding the action of mechanical
torque on the connectors. Such undesired mechanical loads potentially harm the bone structure of the
animal to which the connector is fixed. Safety is further increased by the omission of alignment pins,
which is a unique feature of the new connector system.

The high self-alignment accuracy of better than 50 μm during connector mating clearly facilitates
system handling when preparing the animals for a recording session. The correct positioning of the
connector parts is inherently achieved by the specific arrangement of three magnet pairs. No manual
pressure or any mechanical alignment features are needed. Compared to compact connectors as
typically used in neuroscientific research, the connection procedure is straightforward and requires no
specific training of the end-user.

Our study successfully demonstrated that the spring-suspension provides a high connection yield
compared to a stiff connector variant. We identified pad height combinations on the two connector
halves that showed the best performance regarding height compliance and thus electrical connection
yield. As the high yield was only achieved by applying additional load exceeding the mating forces
provided by the integrated magnets, future design optimizations of the connector need to implement
more or stronger magnets.

So far, our magnetic, micro-spring-suspended system meets every demand of neuroscientific
in-vivo experiments. Still, this has to be verified under real conditions.

The experimental findings regarding the mechanical suspension beam behavior were supported
by a simplified analytical model derived in this study to describe the meander-like beams and by finite
element simulations. Both the model and simulation predict similar spring constants. This knowledge
will be used to define an optimal, application-specific design and respective fabrication parameters for
future connector modules directly applicable in neuroscientific research.
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Abstract: The use of implanted microelectrode arrays (MEAs), in the brain, has enabled a greater
understanding of neural function, and new treatments for neurodegenerative diseases and psychiatric
disorders. Glial encapsulation of the device and the loss of neurons at the device-tissue interface are
widely believed to reduce recording quality and limit the functional device-lifetime. The integration
of microfluidic channels within MEAs enables the perturbation of the cellular pathways, through
defined vector delivery. This provides new approaches to shed light on the underlying mechanisms
of the reactive response and its contribution to device performance. In chronic settings, however,
tissue ingrowth and biofouling can obstruct or damage the channel, preventing vector delivery.
In this study, we describe methods of delivering vectors through chronically implanted, single-shank,
“Michigan”-style microfluidic devices, 1–3 weeks, post-implantation. We explored and validated three
different approaches for modifying gene expression at the device-tissue interface: viral-mediated
overexpression, siRNA-enabled knockdown, and cre-dependent conditional expression. We observed
a successful delivery of the vectors along the length of the MEA, where the observed expression
varied, depending on the depth of the injury. The methods described are intended to enable vector
delivery through microfluidic devices for a variety of potential applications; likewise, future design
considerations are suggested for further improvements on the approach.

Keywords: microfluidic device; chronic implantation; gene modification

1. Introduction

An increasing prevalence of patients affected by neurodegenerative diseases and psychiatric
disorders places an economic, social, and psychological burden on society [1–6]. In research settings,
there has been a significant rise in the use of microelectrodes implanted in the brain to record neural
activity and reveal the underlying mechanisms of these diseases. Moreover, brain-machine interfaces
(BMIs) and closed-loop deep brain stimulation (DBS) are emerging applications of recording arrays,
in preclinical and clinical trials [7–11]. However, their signal qualities are notoriously unstable and
are prone to loss over time, which undermines the efficacy of decoding algorithms, the accuracy of
data collection in basic science studies, and the detection of conditioning signals necessary to drive
the closed-loop strategies [12–15]. The brain initiates a tissue response, following implantation, that
is characterized by a progressive glial encapsulation and neuronal loss, which is widely believed to
contribute to the diminished recording quality and signal loss [14,16,17]. However, despite recent
findings, both, the nature of the relationship between the tissue response and recording quality, as well
as the underlying mechanisms responsible, remain unclear [18].

In recent years, an increasingly complex view, of tissue response to neural implants, has emerged,
where changes in the structure and function of the responding cell-types accompany well-known
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effects on cellular density (glial encapsulation and local loss of neurons). Recent evidence suggests
that the local shifts in ion channel expression, synaptic transporter expression, and astrocyte subtype
follow from a device implantation [14,19]. Additionally, Eles et al. noted new evidence that mechanical
trauma accompanies prolonged, localized calcium influx, post-implantation [20]. For non-neuronal
responses, a recent study employed a mouse bone marrow chimera model as an innovative approach
to delineate the roles of resident microglia versus blood-derived macrophages, in determining the
microelectrode performance. The study revealed that the knockout of CD14 from blood-derived
macrophages improved the recording quality, over 16 weeks [21]. Further, new approaches using
extracellular matrix-based intracortical arrays have reduced inflammatory responses, demonstrating
the important role of acellular elements in modulating the tissue response [22,23]. While these
findings provide insight on the fundamental mechanisms of the tissue response, they also illustrate the
complexity of the device-tissue interactions and the significant unknowns that remain, with respect to
the signaling pathways responsible.

Advances in the development of new genetic tools provide opportunities to identify the precise
pathways of cellular responses, where devices are being designed and fabricated with increasingly
sophisticated means of delivering the necessary reagents to the surrounding tissue. Multifunctional
microelectrode arrays offer the ability to interrogate the cellular events surrounding the device, via
electrical, chemical, and optical modes of stimulation [24–27], and integrated microfluidic channels
permit the vector delivery for genetic modification of the local neural network [27,28]. The resulting
upregulation or downregulation, of the specific signaling pathways, is a potentially powerful means of
investigating the mechanisms of the tissue response. However, difficulties can arise in chronic settings,
since biofouling and tissue ingrowth can compromise the patency of the infusion channel, making
repeated dosing, and vector delivery at long-term time points, challenging [27,29,30].

Here, we present data illustrating a proof-of-principle for delivering vectors capable of modifying
gene expressions (siRNA and viral vectors), via a functional microfluidic device capable of recording
neural activity in the primary motor cortex of adult rats. By delivering reagents designed for
gene knockdowns (BLOCK-iTTM siRNA, Thermo Fischer, Waltham, MA, USA), overexpressions
(AAV8-GFAP-mCherry, UNC Vector Core, Chapel Hill, NC, USA), and conditional expressions
(AAV2-Cre-GFP, Vector Biolabs, Philadelphia, PA, USA), our results provide a methodology for
the genetic modification, of the tissue response, at the neural-electrode interface.

2. Materials and Methods

2.1. Injection Protocol (In Vitro)

The workflow of the injection protocol developed is illustrated in Figure 1A. A custom 16-channel
single shank microfluidic microelectrode array (Neuronexus, Ann Arbor, MI, USA) was pre-threaded
with a 40 gauge SS316L wire (KidneyPuncher, Mesa, AZ, USA). Due to the slight bend in the
microfluidic channel, near the electrical connector (Figure 1F), an infusion cannula (33 gauge internal
cannula, C315LI/SPC PlasticsOne, Roanoke, VA, USA) was used as a guide for the wire insert.
For initial in vitro testing and methods development, the MEA was inserted into a brain tissue
phantom, consisting of a 0.6% agarose hydrogel, cast into a 10 cm cell culture petri dish, and was held
in place using a hemostat and C-clamps (Figure 1B,C) [31]. Subsequently, the wire was inserted 1 mm
past the tip of the MEA into the agarose medium, to clear the microfluidic channel and reduce the
back pressure. To infuse, the infusion cannula was first attached to a 10 uL Hamilton syringe, with
7 cm silicon tubing (C313CT, PlasticsOne, Roanoke, VA, USA). Using a Quintessential Stereotaxic
Injector (Stoelting, Gelsenkirchen, Germany), 4 μL of mineral oil was withdrawn at 0.1 μL/min,
followed by 2 μL of air, and finally, 2 μL of saline, tinted with fast green (Electron Microscopy Sciences,
Hatflied, PA, USA), at the same rate. Using hemostats, the cannula was carefully inserted into the
microfluidic channel and glued in place. The saline was then infused into the agarose medium at a
rate of 0.1 μL/min (a standard infusion rate for vector injection into brain tissue) [32].
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2.2. Adapter Circuit

Due to the close proximity of the microfluidic channel, an adapter circuit was designed and
fabricated to allow added clearance between the connector and the infusion channel, and facilitate
the collection of neural recording data. Using the EAGLE schematic software (Autodesk, San Rafael,
CA, USA), the circuit board was designed to extend the connection site 1 inch away from the device
(fabricated by Gold Phoenix PCB, Wuhan, China) (Figure 1D,E). Electrical connectors (Omnetics,
Minneapolis, MN, USA) with through-hole style leads were chosen for ease of assembly, and connection
pads were determined based on manufacturer specifications.

 

Figure 1. (A) Microfluidic device implantation and infusion protocol. (B) In vitro saline infusion into
0.6% agarose. Saline was tinted with fast green to confirm delivery. Inset displays the microfluidic
device. (C) In vivo infusion of the AAV8 viral load. (D) Top view of the adapter board layout.
Green circles indicate the plated through-holes through which the electrical connector (Omnetics,
Minneapolis, MN, USA) leads were inserted. Electrical traces were placed on the top (red) and bottom
(blue) to prevent traces from overlapping. Dimensions indicated in the figure are in millimeters.
(E) Fabricated adapter board. (F) Cross section of a microfluidic probe. Red arrow indicates a slight
bend in the microfluidic channel.
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2.3. Surgical Procedure

For the conditional expression, we purchased a reporter rat strain from the National BioResource
Project (Kyoto University, Kyoto, Japan) which enables high-resolution imaging of dendritic spines
in ex vivo brain slices [33]. For the reporter strain, female Long Evans rats were generated
with a floxed STOP tdTomato to allow conditional expression of the red fluorescent reporter,
via viral delivery of Cre recombinase (4.0E12 GC/mL AAV2-Cre-GFP in 5% Glycerol in PBS,
Vector Biolabs, Philadelphia, PA, USA). For overexpression and knockdown studies, adult male
Sprague–Dawley rats (Charles River, Wilmington, MA, USA) were delivered an AAV vector, with
a GFAP promoter and mCherry reporter (AAV8-GFAP-mCherry 2.7E12 virus molecules/mL in
350 nM NaCl and 5% D-Sorbitol in PBS, UNC Vector Core, Chapel Hill, NC, USA) and BLOCK-iTTM

siRNA (200 nM Invivofectamine-BLOCK-iTTM-Complexation solution, Thermo Fisher, Waltham, MA,
USA), respectively. Animals were unilaterally implanted in the motor cortex, using a commercially
manufactured 16-channel single shank MEA, with a microfluidic channel (NeuroNexus, Ann Arbor, MI,
USA) that was pre-threaded with a 40 gauge SS316L wire (KidneyPuncher, Mesa, AZ, USA), based on
previously published methods that used single shank standard (non-microfluidic) Michigan arrays [19].
The majority of the implanted microfluidic devices were nonfunctional. All devices were modified so
that the plastic tubing was ~2 cm long. Animals were anesthetized with ~2% isoflurane, throughout
the surgery. Using a motorized drill, a 2 mm × 2 mm craniotomy was performed to expose the cortex
(3 mm anterior, 2.5 mm lateral to bregma). The dura was resected and the MEA was implanted at a
2 mm depth, in the cortex. Subsequently, the wire was manually threaded and inserted ~1 mm past
the tip of the MEA. A dental acrylic headcap, anchored by three bones screws, was used to support
the MEA. Excess dental acrylic was used to attach the wire to the plastic tubing of the microfluidic
channel. Bupivacaine was administered for topical analgesia, at the wound site, and meloxicam was
administered for systemic analgesia, via an intraperitoneal injection during recovery. All surgical
procedures were approved by the Michigan State University Animal Care and Use Committee (Project
identification code AUF # 11/17-196-00).

2.4. Injection Protocol (In Vivo)

Animals were infused 1–3 weeks, post-implantation. Animals were anesthetized with ~2%
isoflurane for the duration of the procedure. Oil, air and 2 μL of viral load were withdrawn, as described
in the Injection Protocol section. The wire was removed from the microfluidic channel and the cannula
was inserted, using hemostats, and was glued in place. The viral load was infused at 0.2–0.4 μL/min.
For troubleshooting techniques, see Box 1.
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Box 1. Troubleshooting techniques for in vivo infusions.

Troubleshooting Techniques

The channel became clogged

If the wire insert was pulled out, tissue could infiltrate and clog the microfluidic channel, preventing a successful
infusion. In order to clear the channel, a new wire must be inserted; however, a blunt wire might not be able to
pierce through the debris. Filing the tip of the wire to a point could help clear the debris from the channel and
might require multiple attempts.

The plastic tubing broke off

The plastic tubing could be damaged or completely broken through contact with the environment, as the animal
explored its cage. If the plastic tubing could be recovered from the enclosure, it could be reattached with super
glue, immediately before infusion. If the tubing could not be recovered, a guide cannula (PlasticsOne, Roanoke,
VA, USA) could be used as a substitute.

The microfluidic channel became damaged

If the plastic tubing was broken, the microfluidic channel could become damaged or could be removed, as well.
If a portion of the microfluidic channel was still attached, the channel could be straightened out and reattached,
or the plastic tubing could be replaced. If the microfluidic channel had broken off completely, the channel had to
be reconstructed. First, it had to be ensured that the microfluidic channel was clear of debris. A cannula could be
threaded with a wire insert, and inserted into the plastic tubing/guide cannula, until the ends were aligned. The
wire should be extended far enough, past the opening, so that it could be easily manipulated. Using forceps, the
wire could be guided into the microfluidic channel to align the cannula and plastic tubing/guide cannula. Super
glue could be applied to the bottom of the plastic tubing/guide cannula to allow it to set. Finally, the cannula
and wire insert could be removed.

The virus did not infuse

If the virus did not infuse, it was possible that the wire was not inserted far enough and the channel was blocked
with tissue. A wire could be re-inserted through the channel until it extended approximately one millimeter
past the end of the microfluidic channel. If the virus still did not infuse, the infusion rate was increased slightly,
until successful.

2.5. Immunohistochemistry

Two to three weeks post-injection, animals were deeply anesthetized with an overdose of sodium
pentobarbital, and transcardially perfused with 4% paraformaldehyde (PFA). Brains were extracted,
stored in 4% PFA overnight and cryoembedded, following sucrose protection. Cryosections were
collected at a 20 μm thickness and hydrated with PBS, prior to blocking in a 10% normal goat serum in
PBS for 1 h. Tissue was subsequently incubated overnight, at 4 ◦C, with the mouse anti-glial fibrillary
acidic protein (GFAP) (Cell Signaling Technology, Danvers, MA, USA). The following day, cryosections
were rinsed with PBS and incubated with the goat anti-mouse IgG (H+L) Alexa Fluor 488 conjugate
(1:200, Thermo Fisher Scientific, Waltham, MA, USA), for two hours, at room temperature. Finally,
nuclei were counterstained with Hoechst and coverslipped with ProLong Gold antifade reagent (Fisher
Scientific Company, Hampton, NH, USA). An Olympus Fluoview 1000 inverted confocal microscope
was used to image samples with a 20× PlanFluor dry objective (0.5NA). For comparison, GFAP-stained
tissue from “traditional” (non-microfluidic) single shank Michigan-style arrays, implanted in the motor
cortex, was assessed using images collected during a previous study [34].

2.6. Image Analysis

All images were analyzed using a MATLAB script adapted from Kozai et al. [15] with
modifications previously reported [19]. A hand-traced outline of the injury was used to define
concentric 10 μm-thick bins. The average intensity of the fluorescent markers within each bin was
calculated using the corners of the image as a reference. Bin intensity was normalized to the most
distal bin. Results were assessed using a mixed model ANOVA and SPSS software (IBM, Chicago, IL,
USA) as previously described [19].
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2.7. Signal Processing

Neural recording data were acquired with a Tucker-Davis Technologies RZ2 system (Alchua,
FL, USA) and processed using a MATLAB script. Wideband data was sampled at ~48 kHz, in
isoflurane-anesthetized rats placed in a Faraday cage, and analyzed offline as described [34,35].
A combination of bandpass filtering and identification of threshold crossings (at 3.5 standard deviations
from the mean of the sampling distribution) were used to collect and store 3 ms snippets, centered at
the minimum of the recorded segment. Local field potentials (LFPs) were filtered between 1–100 Hz.
LFP amplitude was calculated by multiplying the standard deviation of the signal by six, yielding 99.7%
of the signal amplitude. Principal component analysis and fuzzy C-means clustering (membership
index > 0.8) were performed to identify putative units, in combination with visual inspection of the
mean waveforms. Common average referencing [36] was used to mitigate noise sources common to
every electrode site (such as line noise and movement artifacts).

3. Results

3.1. Development of Injection Methods (In Vitro)

Optimal infusion methods were determined through trial and error in vitro, prior to
implementation in vivo. The rate of withdrawal or infusion of each component (oil, air, and virus) was
found to be a critical determinant of success for the overall procedure. When withdrawn at a rate higher
than the optimum (0.1 μL/min), bubbles would form within the oil, preventing a successful infusion.
Additionally, due to the viscosity of the oil, higher rates of withdrawal resulted in inaccuracies in the
volume of oil collected. Subsequently, if the air was withdrawn at a higher rate, bubbles would form
in the oil. Likewise, withdrawing the viral load at higher rates could result in withdrawal of air into
the sample and an unsuccessful infusion.

3.2. Increased GFAP Expression Surrounding Microfluidic Devices

The inclusion of a microfluidic channel on the device necessarily increased the footprint of the
implant. Given the evidence for a relationship between device architecture and tissue response [37,38], we
explored the level of astrogliosis surrounding the microfluidic devices, in comparison to “traditional”
single shank, silicon probes. Microfluidic devices created larger injuries compared to traditional
devices, with average injury areas of 0.056 mm2 and 0.004 mm2, respectively (Figure 2A). Although the
width of the microfluidic device was 185 μm, injury sizes were noticeably larger. Hoechst staining
confirmed the absence of cells within the injury area (not shown). This exacerbated injury size could be
due to the removal of the tissue that adhered to the device while extracting the brain. This larger injury
size was accompanied by increased astrogliosis. Quantification of GFAP fluorescence surrounding
microfluidic devices showed significantly elevated levels of GFAP expression (p < 0.05), up to 130 μm
of the insertion site boundary (relative to the distal bin intensity values). Traditional devices showed
a slightly more spatially restricted response, with significantly elevated levels of GFAP expression
(p < 0.05) detected up to 100 μm from the device tract. Furthermore, a trend toward an overall elevation
in GFAP expression was detected in microfluidic devices, in comparison to the traditional devices
(p < 0.1) (Figure 2B). These results indicated that the larger footprint of the microfluidic device could
slightly exacerbate the reactive astrogliosis.
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Figure 2. (A) GFAP staining surrounding microfluidic and traditional devices indicates astrogliosis and
a larger injury footprint related to the microfluidic device. Scale bar = 100 μm. (B) Microfluidic devices
show significantly elevated levels of GFAP expression within 130 μm of the injury, in comparison to
the distal control values (p < 0.05). Traditional devices have a slightly more compact region of gliosis,
with significantly elevated levels of GFAP within 100 μm (p < 0.05). * denotes injury center.

3.3. Signal Quality of Microfluidic Devices

We observed an initial increase in LFP amplitude one day, post-implantation, followed by a
gradual decrease in the amplitude, before stabilizing at four weeks, post-implantation (Figure 3B).
These observations follow a general trend of decreasing signal quality over time. Additionally, a
cursory observation yielded limited identification of unit activity, with the units being detected only at
5 days, post-implantation (Figure 3A). While the sample size was limited, the observation confirms the
ability to successfully detect unit activity with microfluidic devices, in a chronic setting.

Figure 3. (A) Recorded units. All scale bars are 10 μV amplitude, 0.5 ms timescale. (B) Average
LFP amplitude.

3.4. Microfluidic Devices Successfully Deliver Virus along the Length of the Injury

Animals were infused 1–3 weeks, post-implantation according to the methods developed in vitro.
Some alterations to the infusion protocol developed in vitro were necessary to successfully deliver the
viral load in vivo. An infusion rate of 0.1 μL/min proved insufficient to overcome the back pressure in
an in vivo setting. Increasing the infusion rate to 0.2 μL/min was sufficient for most animals; however,
variations between animals required infusion rates up to 0.4 μL/min for successful virus delivery.

Animals were sacrificed 2–3 weeks after infusing, and cryosections were imaged with an Olympus
Fluoview 1000 confocal microscope to assess the expression of the infused virus. All successfully
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infused animals showed expression of the delivered fluorescent reporter surrounding the injury site
(Figure 4). We observed a qualitative increase in the amount of expression, and diffusion of the vector
at deeper sections of the injury, compared to the superficial sections. This pattern of dispersion is most
likely due to the channel having a single opening at the tip of the probe.

 

Figure 4. Spread of fluorescent reporter expression (appears white) of AAV8-GFAP-mCherry
(overexpression), BLOCK-iTTM siRNA (knockdown), and AAV2-Cre-GFP (conditional) at superficial
(~100–650 μm), mid (~750–1000 μm), and deep (~1100–1300 μm) sections of the injury.
Reporter expression is spatially broader in deep sections of the injury (near the infusion tip) in
comparison to more superficial sections. Control images were taken from the contralateral hemisphere;
* denotes injury center. Scale bar = 100 μm.
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4. Discussion

While it is widely believed that the biological response to implanted electrodes is intimately linked
to their function [16,17], direct evidence for this relationship is surprisingly scarce. Multiple studies
have explored correlations between a specific measure of recording quality (such as the number of
units detected), impedance data, and/or an isolated metric of the biological response (for instance,
local neuronal density) to gain insight into the association between functional characteristics and
cellular responses. However, the variability in the outcomes reported in these studies underscores
the complexity and multi-faceted nature of the underlying source(s) of recorded signal loss, interface
instability, and shifting stimulation thresholds [18,39,40]. Likewise, while new device designs
incorporate increasingly sophisticated features and materials [41], the relationship between each
of these design features, the impacts on tissue response, and chronic device performance remain poorly
characterized. The development of new tools and test beds, to understand the basic science governing
tissue-device interactions, could provide a direct link between biological mechanisms and device
function, ultimately delivering guiding principles for the design features necessary to enable improved
tissue integration.

In the current study, we developed and validated methods to modify gene expression using
multiple techniques (silencing, conditional expression, and overexpression). Each of these approaches
provides a new “knob” to turn, to tune the biological response to devices in controlled ways, potentially
providing a mechanistic link between observations of localized changes in gene and protein expression
and device performance. This approach builds on previous work that has used drug-based strategies
to modulate the biological response to electrodes, either through exacerbation or mitigation of
effects, to explore the role of neuroinflammation in signal loss. For example, microelectrodes in
animals administered lipopolysaccharide, a common pro-inflammatory stimulus, had a notably
lower signal-to-noise ratio and fewer units detected, as compared to the control rats; whereas,
anti-inflammatory drugs have been shown to decrease neuroinflammation and improve recording
quality [17,42–45]. However, targeting specific signaling pathways, through a perturbation of the
gene expression, may offer a more granular view of the key biological mechanisms mediating the
neurotoxicity and inflammation that occur at the neural-electrode interface.

As more information on the genes differentially expressed at the device interface becomes
available, new opportunities to identify relevant candidate pathways will emerge. Recent studies
evaluating gene expression surrounding implanted devices noted an increased expression of GFAP,
TNFα, NOS2, HMGB1, CD14, and numerous members of the IL gene family [46–48]. Additionally,
Bennett et al. showed genes regulating tight junction and adherens junction proteins in the blood-brain
barrier were downregulated, after 72 h, post-implantation [48]. Manipulation of gene expression, by
upregulation or downregulation, could reveal potential breakthroughs in improving device function
and integration in the brain. Further, Cre-recombinase allows an added layer of control of the local
gene expression, by enabling the conditional knockout and genome editing [49].

While the approaches developed in this study were successful in the localized modulation of
gene expression, several areas for future improvements were identified. The epoxy used to attach
the plastic tubing to the probe was brittle and prone to cracking. This resulted in the potential loss
of the plastic tubing during the natural exploratory behavior of the subject, ultimately leading to the
microfluidic channel becoming damaged. A more flexible epoxy could reduce the likelihood of this
issue. Additionally, the proximity of the microfluidic channel to the electrical connector necessitated
the use of an adapter, in order to avoid damaging the channel, while recording the neural activity.
While not affecting our ability to infuse, having a single opening at the tip of the probe resulted in
an unequal distribution of the delivered virus, along the length of the probe. Alternative designs
that enable more control over the distribution and location of viral delivery would be beneficial for
applications that seek to perturb the environment, at specified sites, along the length of the probe.

Recent efforts in neural engineering have accentuated the need for understanding the basic
science behind the biological mechanisms at the device interface. Next-generation device design is
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contingent on identifying these unknown device-tissue interactions. This work provides an approach
to interrogate and understand the local environment around an implanted device, enabling new
opportunities to investigate the tissue response to implants, and identify improved device designs.
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Abstract: Since the 1940s electrocorticography (ECoG) devices and, more recently, in the last
decade, micro-electrocorticography (μECoG) cortical electrode arrays were used for a wide set
of experimental and clinical applications, such as epilepsy localization and brain–computer interface
(BCI) technologies. Miniaturized implantable μECoG devices have the advantage of providing
greater-density neural signal acquisition and stimulation capabilities in a minimally invasive fashion.
An increased spatial resolution of the μECoG array will be useful for greater specificity diagnosis
and treatment of neuronal diseases and the advancement of basic neuroscience and BCI research.
In this review, recent achievements of ECoG and μECoG are discussed. The electrode configurations
and varying material choices used to design μECoG arrays are discussed, including advantages
and disadvantages of μECoG technology compared to electroencephalography (EEG), ECoG,
and intracortical electrode arrays. Electrode materials that are the primary focus include platinum,
iridium oxide, poly(3,4-ethylenedioxythiophene) (PEDOT), indium tin oxide (ITO), and graphene.
We discuss the biological immune response to μECoG devices compared to other electrode array types,
the role of μECoG in clinical pathology, and brain–computer interface technology. The information
presented in this review will be helpful to understand the current status, organize available
knowledge, and guide future clinical and research applications of μECoG technologies.

Keywords: electrocorticography; ECoG; micro-electrocorticography; μECoG; neural electrode
array; neural interfaces; electrophysiology; brain–computer interface; in vivo imaging; tissue
response; graphene

1. Introduction

Multichannel neural interfaces provide a direct communication pathway between the central
nervous system and the ex vivo environment. These front-end devices are critical tools that
enable breakthroughs in neuroscience research and the diagnosis/treatment of many neurological
disorders like epilepsy and stroke. Another exciting technology that makes use of these devices is a
brain–computer interface (BCI) or brain–machine interface (BMI). BCIs are restorative devices that
aim to replace functionality an individual lost to neural injury or disease, and they demonstrate the
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variability and versatility of multichannel neural interfaces [1–4]. The methods of interfacing with
the cerebral cortex and their corresponding electrodes can be mainly divided into four categories:
external scalp recordings from electroencephalography (EEG), surface cortical recordings from
electrocorticography (ECoG), surface cortical recordings from micro-electrocorticography (μECoG),
and intracortical recordings from within the cortex and brain parenchyma using penetrating electrode
arrays. Each type of neural interface methodology has its own advantages and disadvantages.
EEG records neural signals through electrodes placed on the scalp. Due to its relative ease of use
and non-invasive nature, EEG is a relatively well-known and commonly used method of acquiring
neural signals. However, the information acquired from EEG is quite limited because the neural
signal quality is diminished by the overlying tissues (i.e., scalp, soft tissues below the scalp, and bone)
between the neuronal cells and the EEG electrodes. In contrast, ECoG electrodes are placed on the
cerebral cortex, measuring local field potentials directly from the contact surface. This eliminates the
attenuation/filtering of signals as they are transmitted through the skull and scalp, creating a more
information-rich signal than EEG. However, conventional ECoG devices that are clinically available
have an electrode site size of approximately 1 cm in diameter, which limits the spatial resolution of
neural recording and stimulation [5].

Micro-ECoG electrode arrays utilize micro-scale electrodes with contact site diameters many
orders of magnitude smaller than traditional clinical ECoG electrode sites and minimized
inter-electrode spacing, allowing greater spatial resolution of the measured signals (Figure 1). Moreover,
typical μECoG devices have ultrathin structure, thereby offering less invasive implantations [6].
Depending on the application, a μECoG device could have hundreds to thousands of electrode sites [7].
Lastly, intracortical electrode arrays can record individual action potentials from within the cortex
or from deep brain regions. They give the most information-rich signal by recording individual
action potentials in addition to intracortical local field potentials, but have the highest degree of
invasiveness by penetrating into the tissue and eliciting an immune response to the foreign material.
Among these device types, μECoG provides an appealing balance of information acquisition and
spatial resolution with an acceptable degree of invasiveness (Figure 2). This article reviews the recent
evolution of ECoG into μECoG, as well as the current direction these technologies are taking in the
fields of engineering, neural interface research, and clinical medicine. Electrode array material choice
is discussed, as is the role of ECoG and μECoG in the diagnosis and treatment of clinical disease
pathologies, and current uses in BCI technologies, in addition to the host response to μECoG devices,
in vivo imaging, and optical or electrical stimulation.

2. Evolution of ECoG into μECoG

Prior to the advent of μECoG, ECoG showed its advantages over EEG, providing greater temporal
resolution than EEG, particularly regarding high gamma modulations (70–105 Hz) as the skull
attenuates higher-frequency signals [5,8–12]. A gamma wave is a pattern of neural oscillation in
humans or animals with a frequency between 25 and 100 Hz (and even above), although 40 Hz
is typical. According to a popular theory, gamma oscillations are linked with high-level cognitive
functions such as memory, attention, volitional movement, and conscious perception, which led to
the theory that gamma activity plays a role in higher-level cortical processing [13,14]. Penfield was
the first to describe the use of intraoperative ECoG to record localized abnormal neural activity in
a seizure patient in 1947 [15]. Since this pioneering work, ECoG was used as a standard of care for
clinical mapping of eloquent cortex prior to therapeutic resection of brain tissue.

ECoG rests on the surface of the cortex and is, by nature, less invasive than traditional
intracortical microelectrodes by eliciting less of an immune response, and demonstrates better signal
longevity [16–18]. ECoG BCIs concentrate on both restoring communication [19] and the control
of prosthetic limbs [20,21]. ECoG devices further demonstrated their clinical applicability for BCI
control with chronic implantation in animal models [22,23] and acute implantation in humans [21,24].
Most notably, Shimoda et al. demonstrated the signal stability and longevity of ECoG for decoding of
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continuous three-dimensional (3D) hand trajectories in non-human primates over several months [25].
Equally importantly, Breshears et al. demonstrated that pediatric brain signals for hand movement
could be easily and accurately decoded using ECoG (70–99% accuracy with ~9 min training) [26].
Chronic ECoG implantation in humans is currently being investigated as a treatment/warning system
for epilepsy with limited success [27]. Chronic BCI testing using ECoGs to control devices is limited,
as most subjects are epilepsy patients fitted short-term with ECoG for diagnostic reasons, which are
then recruited into research projects [11,28–30]. The major caveat to this model is that, within these
small experimental groups, there is huge variability in patient age and health status, as well as the site
and number of electrodes implanted [31]. High-density ECoG was also used to decode motor imagery
of sign language gestures as an alternative mode of communication [29].

Figure 1. (a) Picture of a clinical electrocorticography (ECoG) grid underneath a micro-ECoG (μECoG)
array. Side-by-side comparison of the regular macro-ECoG and μECoG arrays showing difference in
electrode spacing. (b) X-ray image showing the implanted ECoG and μECoG electrode. (c) Coherence
analysis to characterize independent neural signals recorded from both macro-ECoG and μECoG.
This suggests μECoG offers higher spatial resolution for neural signal recording. (a) Photo was taken
at Neural Interfaces Research (NITRO) lab at University of Wisconsin (UW) Madison; (b,c) reprinted
with permission from Reference [6].

Micro-ECoG is becoming increasingly popular for its ability to provide higher temporal and spatial
resolution than typical ECoG [6,17,32,33], often comparable to intracortical microelectrodes [33,34].
A major advantage is the smaller size of the electrode site, which allows for more precise and accurate
readings and less invasive implantation than its ECoG predecessor [17,33,34]. The reduction in
invasiveness predominantly refers both to the reduced size of the craniotomy required, as well
as the amount of bulk material that is implanted, regardless of its implantation site. Bundy et al.
suggested that μECoG should be implanted subdurally to avoid reduction in signal amplitude in
humans [35], but μECoG arrays can also be implanted atop the dura with only a slight loss in
signal quality. Chronic epidural μECoG implants for BCI control were successfully demonstrated
in non-human primates [36]. Micro-ECoG was also applied to read local field potentials from
below the cortical surface. By applying a sparse linear regression algorithm to μECoG readings,
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Watanabe et al. demonstrated decoding of the hand trajectories in 3D space from depths of 0.2 to
3.2 mm, comparable to readings from more invasive microelectrode arrays [37]. Like ECoG, μECoG
demonstrated applications for restoring communication and controlling prosthetic limbs. Kellis et al.
demonstrated the effectiveness of μECoG to classify spoken words and distinguish between phonemes
in humans [33,34]; however, these studies demonstrated limited success (<50% accuracy). The major
caveat to decoding speech with μECoG relates to the spatiotemporal dynamics [30,38]. Speech involves
a plethora of functional domains including motor, visual, auditory, and language domains in the high
gamma range alone [30,36,38,39]. Brain activity becomes even more complex when the results are
generated in real-life social settings, rather than the typical heavily controlled laboratory setting
performing pre-determined tasks [28]. The continued research into decoding speech using both macro-
and micro-ECoG is likely to be mutually beneficial. Alternatively, ECoG over the motor cortex is
used for restoration of communication via BCI control of a computer cursor on a digital keyboard.
Control of cursors on computers can be easily and rapidly learned with exceptional accuracy in both
non-human primates [40] and humans [30,41]. Rouse et al. demonstrated that non-human primates
could rapidly learn (days) to control velocity of a computer cursor with closed-loop recording of
differential gamma-band amplitude (75–105 Hz) via μECoG [36].

Figure 2. Spatial resolution versus invasiveness for various types of neural electrodes. Micro-ECoG
has a balanced spatial resolution and invasiveness.

3. Micro-ECoG: Electrodes and Substrates

Each of the configurations mentioned above can utilize a wide variety of materials to obtain
specific electrical recording types. These materials range from traditional biocompatible metals such
as platinum, as well as new advances in the use of advanced two-dimensional materials such as
graphene [42–44]. Not only do the materials themselves behave differently, but their properties can be
further tunable via surface treatments or modifications. In this review, we categorize μECoG electrodes
in terms of the electrode materials and review their usage.

3.1. Platinum

Platinum is a common material used in various applications of neural stimulation and recording
due to its ability to resist corrosion and its long history of biocompatibility in the brain. This allows
for long-term reliability of electrodes to be used in chronic studies [42]. Also, platinum is common in
general microfabrication due to the ease of its fabrication process, which makes it readily amenable to
most electrode construction protocols [43].

Furthermore, platinum is able to inject current into the brain through reversible reactions limiting
damage or harm to the cortex. This current injection is achieved through a combination of Faradaic
and double-layer charging, with the Faradaic component being the driving force under most neural
stimulation conditions [43]. This Faradaic component is primarily from a displacement current
component of the injected current achieved when the electrode is behaving as a capacitor.
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These properties make platinum a viable material for use in many studies. One downside
is that the materials are not transparent, which makes it impossible to do optical imaging of the
cortex directly at the contact site [44,45]. Current uses for platinum electrodes include restoring or
improving impairments in the visual, auditory, and somatosensory regions of the cortex through neural
stimulations. With advances in technology throughout the field of neural engineering, improved
platinum electrodes may show promise in prosthesis technology [42].

3.2. Sputtered Iridium Oxide

Iridium-oxide films are emerging as a technology in neural stimulation electrodes as a means
to increase the electrode’s ability to inject charge. These electrodes are able to inject charge via
reversible reduction and oxidation between Ir3+/Ir4+ valence states within the oxide film. By changing
the thickness of the iridium-oxide layer, the electrical characteristics of the electrode can be tuned.
This leads to a large variety of properties that can be obtained for the electrode [46].

One downside to iridium oxide is that it is more brittle compared to platinum, which prevents
it from being used in flexible electrodes. This can prevent good contact with the cortical surface
electrodes, as well as reduce the biocompatibility of the electrode due to the difference in the mechanical
compliance of the electrode versus that of the brain tissue [43,45,47].

3.3. ITO

Indium tin oxide (ITO) is another potential candidate for transparent electrodes as it is used for
commercial transparent electrodes in displays such as liquid crystal displays (LCDs) or active-matrix
organic light-emitting diodes (AMOLEDs) [48,49]. Ledochowitsch et al. reported fabrication and
characterization of a 49-channel ITO-based μECoG array [48]. Kwon et al. demonstrated an
opto-μECoG array based on ITO epidural electrodes and integrated light-emitting diodes (LEDs)
for optogenetics [49]. Due to the transparency of ITO (~80%), optical stimulation to brain tissue
through the electrode was enabled. Kunori et al. demonstrated cortical electrical stimulation (CES)
through ITO-based μECoG to investigate activation profiles of the cortex using a voltage-sensitive dye
(Figure 3) [50]. CES is a technique that already reached clinical use in human patients through
macro-ECoG devices. The implementation of CES through μECoG provides a useful tool in
determining many of the effects that electrical stimulation has on the brain [51].

Figure 3. Anodic stimulation via indium tin oxide micro-ECoG. Neural activity captured via fluorescent
voltage sensitive dye. (A) The white circle (a) indicates a clear electrode used for stimulation. Activation
profiles captured after delivering single pulses of current intensity of 0.5, 0.3, and 0.25 mA. (B) Duplicate
of experiment in (A) with a pulse train of five pulses at 500 Hz. (C) Comparison of spatial activation
spreading due to different stimulation settings. The spatial extent of activity was evaluated by the
number of pixels above threshold. A, anterior; L, lateral. Scale bar, 1.0 mm. Reprinted with permission
from Reference [50].
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However, in vivo studies with ITO electrode arrays are limited to acute animal experiments.
In fact, the brittleness, limited transparency near ultraviolet (UV) light, and process dependency of
ITO appear to be the limitations in terms of chronic in vivo studies and the compatibility of specific
neural imaging modalities [49–51].

3.4. Graphene

In recent years, optical imaging of the cortical areas of the brain while recording the electrical
activity through surface electrodes became possible [44,52–54]. This is due to the availability of
conductive, optically transparent materials, unlike conventional metal-based conductive materials.
Graphene’s optically transparent nature and electrically conductive properties make it a good material
for cortical electrode implementation. Graphene-based clear electrode arrays were used for a variety
of optogenetic studies where light-evoked potentials could be measured on the same cortical areas
that the light was administered [44]. Specifically, mouse species expressing light-sensitive proteins,
either passed down genetically or through transfection, could undergo neuronal stimulation in the
presence of certain wavelengths of light [55]. This makes clear μECoG appealing since it permits optical
stimulation of the cortex directly below the recording site. This allows for more thorough probing
of neural circuitry within the cortex, as well as other imaging modalities, simultaneously [44,54].
Generation of light-induced artefacts is one of the challenges in an integration of optical modalities
with electrical recordings. However, this type of artefact could be minimized to enable cross-talk-free
integration of two-photon microscopy, optogenetic stimulation, and cortical recordings in the same
in vivo experiment [56].

In addition, graphene’s mechanical compliance may help improve the long-term biocompatibility
of the electrode. It is reported that graphene electrodes remain viable for chronic recording for extended
time periods (70 days) [44].

In most cases, μECoG electrode electrical properties can be modeled by a constant phase element
(ZCPE), Warburg impedance (ZW), charge transfer resistance (RCT), and a solution resistance (RS),
as presented in Figure 4 [57]. Graphene’s high transmittance and low electrical impedance make it
a prime candidate for optically clear electrodes. According to Li et al. (2009), improved graphene
development processes can make graphene sheets with low resistances. Similarly, graphene is able to
achieve transmittances above 96% for single-layered graphene between the wavelengths of 400 nm
and 1000 nm [58]. Park et al. characterized optical transparency of a four-layer graphene electrode at
~90% transmission over the ultraviolet-to-infrared spectrum, and demonstrated its utility for use in
in vivo imaging and optogenetics (Figure 5) [44].

Graphene electrodes, like most electrodes, are electrically characterized with a resistive–capacitive
model [54,59]. Therefore, as in all biological/electrical interfaces, resistance of the electrode changes
with frequency. Typically, electrodes are characterized by this frequency response. Neural electrodes
are also commonly characterized by their resistance at 1 kHz. [59] This is a common benchmark for
neural electrodes due to the fact that the fundamental frequency of the neural action potential is at this
frequency. While electrodes are typically characterized by their impedance at 1 kHz, this impedance
can be quite variable, and ranges in vivo from approximately 50 kΩ to 1 MΩ [44,54,60], depending on
the site size and material.

Figure 4. The representative equivalent model of a μECoG electrode. WE, working electrode; CE,
counter electrode; ZCPE, constant phase element; ZW, Warburg impedance; RCT, charge transfer
resistance; RS, solution resistance.
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Figure 5. (a) Illustration depicting experimental ensemble combining optical stimulation with μECoG
in a mouse model. (b) Optical illumination and stimulation spatially control over the mouse brain
and μECoG via an optical fiber. (c) Spatial mapping of local field potentials obtained from a graphene
μECoG throughout an optically evoked potential on the cortex of a channel rhodopsin positive
mouse; x-scale bars represent 50 ms, y-scale bars represent 100μV. (d) Post-mortem control depicting
photo-electric artefact generated during blue-light optical stimulation; x-scale bar, 50 ms; y-scale bars,
100μV. Reprinted with permission from Reference [44].

Previously reported μECoG devices are summarized in Table 1. For reference, penetrating
electrode works are also summarized in Table 2.

Table 1. Comparison of different electrocorticography (ECoG) and micro-ECoG (μECoG) electrodes
with regards to various parameters.

Layout
Substrate
Materials

Recording Site
Materials

Size/Impedance Notes Reference (Year)

2D planar array Polyimide Pt 1 mm2

1.5–5 kΩ

255 channels
LFP and ECoG recording

awake monkey for 4 months
[22] (2009)

2D planar array Parylene C Au-PEDOT:PSS 10 × 10 μm2

0.2 MΩ

LFP and ECoG recording in
freely moving rat and

humans
256 channels

[61] (2015)

2D planar array Parylene C Graphene Diameter: 150–200
μm, 100–600 kΩ

Transparency
evoked potential by light

(Optogenetics)(lifetime >70
days)

[44] (2014)

Parylene C Pt
Diameter: 150–200

μm
50–300 kΩ

(lifetime >70 days)

2D planar array Silicone rubber Pt - SEP recording (μECoG) and
stimulation [62] (2011)
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Table 1. Cont.

Layout
Substrate
Materials

Recording Site
Materials

Size/Impedance Notes Reference (Year)

2D planar array Parylene C Sputtered indium tin
oxide (ITO)

49-channel
(Pitch of 800 μm )

16-channel
(Pitch of 200 μm)

Design, fabrication,
and characterization [48] (2011)

2D planar array Parylene C Sputtered indium tin
oxide (ITO)

Diameter: 200 μm
100–200 kΩ

Optogenetics with
integrated LEDs [49] (2013)

2D planar array Polyimide Au-PEDOT 100 μm × 100 μm
~2.1 kΩ

recording from rat
somatosensory cortex

in vivo
[63] (2015)

2D planar array Parylene C PEDOT:PSS 10 × 10 μm
210–50 kΩ

Spike recording from surface
(NeuroGrid),256 channel [61] (2015)

2D planar array Polyimide Pt 300 × 300 μm2

~20 kΩ

Multiplexing with
integrated transistors

Electrographic seizures
[7] (2011)

2D planar array
in a chamber

system
Polyimide Au Diameter: 200 μm

24–45 kΩ

124-channel μECoG and
32-channel microdrive,

Multi-unit, LFP,
μECoG comparison

[64] (2015)

2D planar array,
perforated Parylene C Pt Diameter: 200 μm 16 channel, optimizing

vascular imaging. [65] (2013)

2D planar array Polyimide Pt and Au Diameter: 300 μm
5–10 kΩ 32-channel μECoG [66] (2011)

2D planar array Parylene C Pt Diameter: 200
μm<1000 kΩ

16 channel μECoG arrays,
varying array footprint. [67] (2014)

2D planar array Silk Au 30 electrodes Mesh structure for
conformal contact [68] (2010)

2D planar array Polyimide Pt
360 channels each

electrode
300 um × 300 um

Multiplexed using Si
transistors [7] (2011)

2D planar array PLGA Si 256 channels overall
3 cm × 3.5 cm Bioresorbable [69,70] (2016/2012)

2D, two-dimensional; Pt, platinum; Au, gold; Si, silicon; LED, light-emitting diode; LFP, local field potential;
PLGA, poly(lactic-co-glycolic acid); PEDOT, poly(3,4-ethylenedioxythiophene); PSS, poly(styrenesulfonate); SEP,
somatosensory evoked potential.

Table 2. Comparison of different penetrating electrodes with regards to various parameters.

Electrode
Type

Layout
Substrate
Materials

Recording Site
Materials

Size/Impedance Notes
Reference

(Year)

Micro wire
3D array N/A Stainless 50 μm ×50 μm

64 channels
Primary auditory cortex

(rat, ECoG recording) [71] (2006)

3D array N/A Stainless
Or Tungsten

50 μm × 50 μm
Teflon coated

Single cortical
neurons (monkey) [72] (2003)

3D array N/A Tungsten 35 μm2 Cerebral cortex (rat) [73] (1999)

Michigan Assembled
3D array Si Ir 100 μm2,

2 MΩ
LFP [74] (2000)

Michigan Assembled
3D array

15 μm thickness
of Si Ir 177 μm2, 0.72 MΩ

312 μm2, 1.65 MΩ

Cerebral cortex (rat)
Chronic recording

(127 days)
[75] (2004)

Michigan 2D array Si PEDOT & Au Gold, 9.1 MΩ
PEDOT, 0.37 MΩ

Single unit
implanted in layer V (rat) [76] (2011)

Michigan 2D array Si PEDOT -

PEDOT VS Carbon
A new set of materials

to make
fundamental

Chronic single unit spikes
in cortex

[77] (2012)

Utah 10 × 10
3D array Doped Si Ti/Pt (50/240 nm) Width 80 μm, length

1500 μm Insulated with polyimide [78] (1992)

Utah 10 × 10
3D array Doped Si Pt/Ir 100–300 kΩ

Tip exposed (500 μm)
Cat auditory &
visual cortex

[79] (1999)

Utah 10 × 10
3D array Doped Si Pt/Ir 1600 μm2 100–750 kΩ

Tip exposed (40 μm)
Primary motor cortex

(M1, monkey)
[80] (2005)

Utah
10 × 10
3D array

Doped Si Pt 125 kΩ
2 mC·cm−2

Cortical
stimulation/recording

(>90 days in vitro) [43] (2010)

Doped Si Sputtered iridium
oxide film (SIROF)

6 kΩ
0.3 mC·cm−2

Cortical
stimulation/recording

(>90 days in vitro)

Utah
Unrestricted
freedom in

the 2D probe

300 μm
thickness of Si

Ti/Au/Pt
(30/200/100 nm) 1–2 MΩ

72 channels
Recording LFP in layers 1,

2, and 3 for 15 days
[81] (2009)

3D, three-dimensional; Ir, iridium; Ti, titanium.
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3.5. Bioresorbable Silicon

In clinical neurological monitoring involving μECoG with the abovementioned materials, a second
surgical procedure for removal of the device is typically performed after the recording is over. Whether
the implant is extensive or not, such a second procedure often adds cost and risk. In most cases,
one to three weeks of recording is required. Ideally, a temporary monitoring system that can
dissolve or disappear after the suggested period of implant time would eliminate such a second
surgical procedure. Recent advances in silicon devices demonstrated bioresorbable forms of silicon
sensors and electronics, where ultrathin silicon nanomembranes disappear after a certain period
of time in fluids. For instance, a hydrolysis demonstration of block silicon nanomembrane (initial
dimensions: 3 mm × 3 mm × 70 nm) in phosphate-buffered saline (PBS) at 37 ◦C suggests that a
complete dissolution occurs after 12 days. It was also demonstrated that the constituent materials
comprising such bioresorbable sensors and electronics are biocompatible, which is suitable for
biomedical applications [70].

Precise recordings of brain signals from the cerebral cortex were achieved utilizing bioresorbable
silicon electronics [69]. With an array of electrodes made of silicon nanomembranes mounted on
bioresorbable poly(lactic-co-glycolic acid) (PLGA) substrate, the flexible μECoG device could achieve
conformal contact with the cortex, owing to the ultrathin structure of the device. This technique of
utilizing bioresorbable substrate was also demonstrated with traditional metal electrodes where the
conformability of the electrodes was improved by eliminating the normal substrate, such as polyimide,
and replacing it with bioresorbable silk [68]. Furthermore, sophisticated bioresorbable silicon μECoG
arrays with actively multiplexed electronics involving silicon transistors were demonstrated for large
array-based spatial mapping of cortical activity. The multiplexed electrode array using flexible silicon
electronics was proven to achieve extremely high density (up to 25,600 channels) for precise mapping of
the brain activity. Such a concept provides a robust foundation for bioresorbable implantable electrode
technology, especially as the use of silicon aligns well with mature semiconductor manufacturing
infrastructure [7].

Drawing from the Tables 1 and 2, a multitude of different studies can be formulated. Overall,
the use of different materials within the microarrays is still up for debate, and wide varieties are
still in testing. Additional materials such as graphene and poly(ethylenedioxythiphene) (PEDOT)
were added to the traditional materials. These vary greatly from the traditional metallic electrodes
in composition, but strive to imitate the electrical characteristics that are desirable [60]. In all cases,
the general characteristics are known, but with each material having its own specific drawbacks.
Overall, neuro-recording and stimulation are emerging fields, as a greater understanding of brain
processes is required. Given this push, along with precise manufacturing techniques, the variety of
implementation will go up. However, until long-term studies can be completed, the use of the original
metallic electrode microarrays (Pt, Ir, and Tn) will remain the clinical standard.

4. Host Response to μECoG Devices

The brain has a unique and complex response to trauma that is heavily mediated by neurogenic
inflammation. The complex inflammatory response to brain injury following trauma can be
neuroprotective, but can also result in secondary injury, driving chronic neural injury. Neurogenic
inflammation in response to trauma is beyond the scope of this review, and was best described
elsewhere [47,82–84]. Of particular interest to this review is the chronic foreign body response (FBR),
as implanted electrodes often incite an FBR, which can both affect the performance of implanted
electrodes and the surrounding brain tissue itself [47,85,86].

Whilst host cells immediately respond to the surgical injury itself, the foreign body (electrode)
induces chronic inflammation at the biotic–abiotic interface [47,87]. At the biotic–abiotic interface,
microglia (resident immune cells of the central nervous system (CNS), analogous to macrophages in
the rest of the body) become activated, undergo gliosis, and eventually encapsulate the implanted
device [47]. The primary cause of this reaction is yet to be elucidated; however, the strongest evidence
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indicates that a mismatch between implanted materials and tissue compliance heavily mediates
the activation of microglia, as demonstrated by several eloquent in vitro studies [88,89]. Increasing
evidence demonstrates the importance of material properties on cell fate, including neural stem and
progenitor cells, which holds implications for neural regeneration around the electrode site [90].

The most invasive electrodes, such as penetrating electrode arrays, cause the most trauma at
the time of implant, and also elicit the greatest FBR response as a result of increased surface area
between the implanted foreign body and the native tissue [85,86]. In contrast, less invasive devices,
such as μECoG, are thought to generally elicit less of a response, demonstrated by greater electrode
longevity [66,67,91].

Most commonly, implanted devices (particularly penetrating devices) become encapsulated in a
glial scar similar to macrophage-induced fibrosis in other organs [92]. The foreign body response is
dynamic, and considered an evolutionary survival mechanism to either remove or compartmentalize
foreign objects (not self), preventing their interaction with surrounding tissues (self) as a means of
self-preservation. The glial scar, astrocytes and microglia responding to a foreign body, can isolate
the electrode from the desired neurons and insulate it from the rest of the cortex. This can lead to
an increase in impedance, and make it harder for the electrode to record the electrical activity of the
underlying tissue [47,59,85,86]. Astrocytes can be identified by increased expression of glial fibrillary
acidic protein (GFAP) and vimentin [93,94]. Microglia are often identified by immunostaining for
ionized calcium-binding adaptor molecule 1 (Iba1). Glial scars consist of an excess of extracellular
matrix, including collagen IV and chondroitin sulfate proteoglycans [95]. The increase in inflammatory
cell density and extracellular matrix deposition both lead to increased impedance and decreased
recording capability [59].

Aside from the cellular elements of scarring, molecular elements such as proteins are known to
adhere to the surface of recording sites (biofouling). These protein layers typically have no reactive
impedance on signals below 5 MHz. Therefore, the buildup of protein can be modeled as an increase in
series electrolytic resistance in the equivalent circuit. The electrode–electrolyte interface impedance is
comparable to that of a high-pass filter, with larger impedances for low-frequency signals. This increase
in electrolytic resistance increases the impedance for signals of all frequencies. This causes an upward
shift in the virtual cutoff frequency, making the device more susceptible to noise at lower frequencies,
and decreases the amplitude seen by the amplifier circuit, lowering the signal-to-noise ratio (SNR).
Electrode design factors such as geometry, materials, and level of invasiveness all play important roles
in the longevity of electrodes by reducing glial scar formation and biofouling. Providing open space
as opposed to solid electrodes was shown to reduce scar formation [77,96]. Reducing invasiveness
(μECoG vs. penetrating arrays) may also reduce scaring through reducing trauma, both to the
parenchyma and the blood–brain barrier [67,87].

The host response can significantly affect the performance of the electrode. Typically, the implanted
neural electrodes show a large increase in the impedance of the electrode after implantation for the first
7–10 days [44,59,65]. This is speculated to primarily be due to the host response to the implantation
surgery rather than electrode degradation.

5. Role of ECoG and μECoG in Human Disease and BCI

The role of macro- and micro-ECoG for the clinical treatment of human patients is expanding.
Seizure focus localization is the major traditional role for ECoG clinically [97,98]. Intraoperative ECoG
can be used to identify abnormal interictal discharges as a proxy for the epileptic focus, but numerous
constraints, especially limited time, make identification of a seizure focus in the operating room
unreliable. Instead, temporarily implanted subdural ECoG arrays, often in conjunction with depth
electrodes, provide longer-term monitoring, during which withdrawal of antiepileptic drugs and
recording of multiple seizures can help localize the region of seizure onset [11,18,97].

In addition to localizing the source of seizures, ECoG can also be used to localize the eloquent
cortex that must be spared during surgical resection. Traditionally, this is achieved with intraoperative
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mapping via bipolar cortical stimulation and identification of corresponding motor/sensory response
or speech arrest, with ECoG arrays utilized to monitor for stimulation-induced after-discharges,
which raise concern for stimulation-induced seizures. Performing eloquent cortex mapping with
stimulation via an implanted ECoG array outside the operating room removes time constraints and
results in a more detailed functional map. Cortical mapping using implanted ECoG arrays outside the
operating room also negates the need for awake surgery, a key concern to maximize patient comfort
especially for those patients unable to tolerate awake surgery [8,9,11,18,30,99,100].

The unpredictability of seizures is one of the sources of morbidity in epilepsy. If a patient
has some warning of an impending seizure, they may be able to prepare for the event by making
modifications to their physical environment or medication dosing. An implanted subdural ECoG array
(NeuroVista, Seattle, WA, USA) linked to a subcutaneously implanted battery and telemetry unit that
communicates with a patient advisory device was used to provide patients with an early warning of a
possible impending seizure, with promising results reported in 2013 in an early feasibility human trial
involving 15 patients [101].

The ability to detect impending seizure activity also opens the possibility of potentially
interrupting that activity with direct responsive neurostimulation (RNS). In patients with seizure
foci that are not amenable to surgical resection (e.g., foci involving the eloquent cortex or bilateral
hippocampi), responsive neurostimulation (NeuroPace, Inc., Mountain View, CA, USA.) was shown in
a randomized multicenter double-blinded controlled trial involving 191 patients to significantly
decrease the frequency of partial-onset seizures, with a median reduction of 53% at two years.
This system utilized either ECoG strip electrodes (1 × 4) or depth electrodes to provide continuous
monitoring of electrical activity with subsequent stimulation based on specific abnormalities associated
with seizure onset [102,103].

In an investigative fashion, subdural ECoG was used in humans to evaluate cortical activity
surrounding areas of brain injury in patients with ischemic stroke, traumatic brain injury,
and aneurysmal subarachnoid hemorrhage. These studies demonstrated frequent episodes of cortical
spreading depolarization and depression around the area of injury and the resultant increased
metabolic demand was associated with neurological worsening. It is uncertain at this time whether
interventions based on detecting these episodes of cortical spreading depolarization or preventing
them can be used to improve clinical outcomes [104–107].

Cortical stimulation via ECoG, coupled with rehabilitation therapy, was also postulated to aid
functional recovery after stroke. Despite promising animal studies [57,108–113] and early human
trials [114–117], a large multicenter randomized controlled human trial using a fully implanted
epidural ECoG array and battery (Northstar Neuroscience, Inc, Seattle, WA, USA) to deliver continuous
stimulation over an area of chronic infarct, combined with intensive therapy, failed to demonstrate
clinically significant benefit [118,119].

The application of BCI for the control of prosthetic limbs exploded in the last decade,
predominantly encouraged by the Defense Advanced Research Projects Agency’s (DARPA)
Revolutionizing Prosthetics Program [120]. Several groups demonstrated various applications
for μECoG in the decoding of upper limb movements for control of prosthetics by humans,
including virtual hand opening and closing [32], finger movements [6], and wrist movements [121].
Leuthardt et al. demonstrated that μECoG can be used to identify and separate motor movements
in the wrist from <5 mm of motor cortex in humans [121], whilst Wang et al. showed that μECoG
can be used by a patient with tetraplegia to control a cursor on a computer in both two and three
dimensions [122]. Micro-ECoG is yet to be tested for the range of applications of its macro predecessor,
such as for controlling the latest multifaceted, modular upper prosthetic limbs [123].

6. Discussion and Future Direction

The development of multichannel neural interfaces, including μECoG, allowed for great advances
in understanding the link between neural activity and body function, as well as exploring the cause
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of neurological disorders such as epilepsy. Furthermore, these technologies enable the development
of neuroprosthetic devices and therapies that hold tremendous potential to restore an individual’s
motor and sensory function that was lost to disease or traumatic injury. Due to its balance between
invasiveness, spatial resolution, and biocompatibility, μECoG is a technology that is ideally placed to
provide stable, reliable neural interfaces for years to come in both the research and clinical domains.

The use of μECoG in basic science and pre-clinical research gained significant momentum over
the past decade especially for work exploring brain–computer interfaces and examining the viability
of cortex following neural injury. However, μEcoG is still not the preferred method for recording
cortical neural activity in the majority of neuroscience research, as it struggles to isolate the spiking
activity of individual neurons, especially those from deeper cortical layers. The relationship between
spiking activity in deeper cortical layers and the signal recorded by μECoG is an active area of research
for many in vivo biophysical and computational modeling studies. We expect that results of these
experiments could result in new techniques for localizing and predicting individual sources of neural
activity leading to the greater usage of μECoG technology.

Despite the potential of μECoG alone, we see its greatest potential when used in concert
with optical stimulation/imaging techniques to dissect the function of neural circuits. As we
discussed above, the development of optically clear μECoG electrodes enables the simultaneous
recording of cortical potentials and neural stimulation via optogenetic techniques (see Figure 5).
More exciting is the combination of optically clear μECoG electrodes, advanced optical imaging
modalities (i.e., multiphoton imaging and light sheet microscopy), and animal models with genetically
encoded sensors offering the opportunity to interrogate structures located farther from the cortical
surface. These techniques offer the ability to explore the relationship between electrophysiology,
cellular metabolism, and vascular dynamics, which will be necessary to understand the etiology of
many neural diseases like epilepsy.

Although μECoG shows great promise for clinical application, it has yet to reach widespread
utilization in the diagnosis and treatment of human disease. The underwhelming use of μECoG in
clinical settings stems from two factors. Firstly, there is currently no Food and Drug Administration
(FDA)-approved device/indication for μECoG. While challenging, gaining the approval of regulators
seems a matter of time given the similarity of μECoG with its technological cousin, ECoG. We expect
that this obstacle will be overcome in the near future. Secondly, there is currently no pressing clinical
need for μECoG, as current-generation ECoG technology satisfies today’s clinical usage. For example,
the use of ECoG in epilepsy patients drove much of what is currently known about the functional
organization of the human cortex. We expect the use of μECoG to further push the boundaries
established by conventional ECoG due to its ability to measure more detailed electrophysiological data,
and the less invasive nature of μECoG has the potential expand the patient population appropriate for
implanted devices. We believe that the application of μECoG for BCI will soon replace macro-ECoG as
the new standard, due to its higher spatio-temporal resolution and reduced manufacturing limitations.

Aside from replacing current-generation ECoG with μECoG, new clinical indications requiring
μECoG are on the horizon. Implanted devices, such as deep brain stimulation for movement disorders
and responsive neurostimulation for the treatment of epilepsy, moved out of labs and are now
standard-of-care treatment for thousands of patients. Micro-ECoG will most certainly be used to
add closed-loop stimulation capabilities to the future generation of neuromodulation devices. Here,
μECoG could provide a richer stream of electrophysiological information that will fine-tune decisions
regarding when and where to initiate therapeutic stimulation. Furthermore, μECoG could most
certainly be used to monitor neural signals in the first-generation clinical neuroprosthetic devices
due to its relatively high spatial resolution and biocompatibility. However, the clinical viability of
neuroprosthetic devices hinges on improvements in the wireless transmission of data and power, which
will allow for a fully implantable form factor. We see a potentially bright future for μECoG technologies,
one where many patients will see benefits from future generations of implanted neuromodulation
and neuroprosthetic devices. The use and utility of μECoG is clearly ascending, as its core and
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supporting technologies are being refined and new applications are being imagined. Next-generation
technologies could be catalyzed by the development of μECoG devices that are fully untethered
from the external world and include all of the necessary electronics (i.e., data acquisition, power
transmission, and communication) directly on the device [124–127]. Such developments will enable
integrated neuroprosthetic and neuromodulation systems that will have the ability to function for the
lifetime of the patient.
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Abstract: Advanced electrode designs have made single-unit neural recordings commonplace
in modern neuroscience research. However, single-unit resolution remains out of reach for the
intrinsic neurons of the gastrointestinal system. Single-unit recordings of the enteric (gut) nervous
system have been conducted in anesthetized animal models and excised tissue, but there is a large
physiological gap between awake and anesthetized animals, particularly for the enteric nervous
system. Here, we describe the opportunity for advancing enteric neuroscience offered by single-unit
recording capabilities in awake animals. We highlight the primary challenges to microelectrodes in
the gastrointestinal system including structural, physiological, and signal quality challenges, and we
provide design criteria recommendations for enteric microelectrodes.

Keywords: microelectrodes; in vivo electrophysiology; neural interfaces; enteric nervous system;
conscious recording; electrode implantation

1. Introduction

The enteric nervous system is a subdivision of the peripheral, autonomic nervous system that
resides in the gastrointestinal tract (Figure 1A–C). The small intestine alone has been estimated to
contain more than 733,000 neurons in the mouse, 3.7 million neurons in the guinea-pig, and 88 million
neurons in the sheep [1]. The human enteric nervous system is estimated to contain between 200 and
600 million neurons, roughly as many as the spinal cord [2]. For over a century, the enteric nervous
system has been known to regulate gastrointestinal motility, and the circuitry controlling basic motor
patterns is relatively well understood [3]. Pathologies of the enteric nervous system include functional
and motility disorders, developmental disorders, and neurological disorders [4,5].
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Figure 1. Anatomy of the enteric nervous system. A segment of the gastrointestinal tract and the
anatomical tissue layers. Pan-neuronal marker HuC/D (A) and neuron tubulin marker Tuj-1 (B) imaged
in whole intestinal tissue by light sheet microscopy, adapted from [6]; (C) Immunoreactive labelling of
cell nuclei (DAPI, blue) and neuron tubulin (Tuj-1, red) in sections of the intestine, adapted from [7];
(D) Histology of (i) healthy colon; (ii) inflamed colon; and (iii) inflamed small intestine with crypt
abscess (arrowhead) and granuloma (arrows).

Despite its size and importance, the enteric nervous system is under-examined compared to other
systems in neuroscience. Our knowledge of enteric neuroscience remains antiquated compared to
the central nervous system because of the lack of specialized tools and methods. For instance, it has
been possible to record cortical neurons intracellularly in freely-moving animals [8], and calcium
activity from populations of cortical neurons in head-fixed animals [9] for over a decade. In contrast,
recordings from the enteric neurons have been conducted almost exclusively in excised tissue.

Classical enteric electrophysiology is conducted using flat-sheet preparations, a method that has
remained largely unchanged for decades. As enteric neuroscience progresses, flat-sheet preparations
are not sufficient to investigate the interactions of the enteric nervous system with other systems,
including the gut-brain axis, neuro-immune crosstalk, interaction with microbiota, etc., in living
systems. For proper context, our understanding of these systems will be enhanced by measurements
in live animal models, which offer greater physiological fidelity and greater potential for translational
research. However, technology for awake, single-unit recordings in the gastrointestinal system
is underdeveloped.

Currently, in vivo neural recordings from the gastrointestinal tract must be conducted under
anesthesia, presumably during acute, non-survival surgical procedures. Anesthesia and invasive
surgical procedures greatly alter the physiology of the gastrointestinal environment, directly affecting
neurotransmission and motility. To fully realize the advantages of in vivo enteric electrophysiology,
neural recording and stimulation must be conducted in conscious animal models. Advancing
neurogastroenterology with the tools for single-unit recordings in awake animal models demands new
and innovative neural microelectrode technology.

First, we review the traditional methods for enteric electrophysiology, discussing ex vivo
preparations and the limitations of anesthetized in vivo neural recordings. Secondly, we discuss
the current challenges to single-unit recordings from enteric neurons in awake animal models, such
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as gastrointestinal pathophysiology (Figure 1D). Finally, we consider design criteria for novel enteric
microelectrodes and potential applications of single-unit recordings from conscious animals and the
potential synergy with other novel technologies.

2. Classical Methods for Enteric Electrophysiology

Electrophysiology in the enteric nervous system has largely been conducted in excised tissue
(Figure 2). Excised tissue can be kept alive and functional for several hours, often with direct access
to enteric ganglia. More complex preparations have been developed to capture neural activity with
greater physiological relevance, such as suction electrodes for whole-organ recordings. Enteric neuron
recordings are rarely conducted in vivo. In this section, we discuss the advantages and limitations of
flat-sheet and whole-organ preparations, and the challenges of anesthetized recordings.

Figure 2. Classical methods for enteric electrophysiology. (a) Flat-sheet LMMP preparation; (b)
Full-thickness flat-sheet preparation; (c) Whole-organ preparation; (d) Anesthetized in vivo preparation.
M: mucosa, SM: submucosa, SMP: submucosal plexus, CM: circular muscle, MP: myenteric plexus, LM:
longitudinal muscle.

2.1. Neural Recordings in Excised Tissue

Enteric neural recordings are most commonly conducted ex vivo, using flat-sheet preparations
in organ baths. In these preparations, the gastrointestinal tract is dissected out, opened along the
mesenteric border, and pinned flat in a Sylgard dish. The mucosa, submucosa, and circular muscle
is frequently dissected away, leaving only the myenteric plexus attached to the longitudinal muscle
(LMMP) [10]. The flat-sheet LMMP preparation was fundamental for the intracellular recordings
that first classified electrophysiology in enteric neurons as S (Type 1) or AH (Type 2) neurons [11,12].
Although the electrophysiology classification system is less frequently used than neurochemical or
functional classification [13,14], it is often used to characterize patient biopsies [15]. The primary
advantage of this preparation is the accessibility of myenteric ganglia for pharmacological assays
with extracellular recordings, patch clamp recordings, etc. [16]. However, the flat-sheet LMMP
preparation has limited applications because the submucosal plexus, circular muscle, lamina propria,
and epithelium have been dissected away. Therefore, this preparation is not suitable for examining the
effect of intraluminal stimuli or communication with epithelial cells, resident immune cells, submucosal
neurons, or circular muscle.

Alternatively, the full-thickness flat-sheet preparation maintains the connections to circular
muscle, submucosal plexus, lamina propria, and epithelium. As a result, the full-thickness flat-sheet
preparation is ideal for examining intraluminal stimuli and interactions between enteric neurons and
the epithelium, resident immune cells, and smooth muscle. For example, Spencer and colleagues have
revealed novel firing patterns in enteric neurons that drive coordinated smooth muscle response
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using the full-thickness flat-sheet preparations [17,18]. The full-thickness flat-sheet preparation
is also advantageous for calcium imaging because it captures either plexus in a single imaging
plane [19,20]. However, myenteric and submucosal neurons are enclosed within the smooth muscle
layers and the lamina propria in the full-thickness flat preparation, making single-unit and intracellular
recordings prohibitive in this preparation. A fundamental limitation of all flat-sheet preparations is
the longitudinal incision along the mesenteric border. This incision disrupts the electrical syncytium,
particularly in the circular muscle, and severs many circumferentially projecting fibers. Further,
the flat-sheet preparation is not well equipped to propel luminal contents.

Gastrointestinal motility patterns are better examined in whole-organ preparations [21,22].
Whole-organ preparations maintain the intrinsic connections of the enteric nervous system, leaving
the smooth muscle, lamina propria, and epithelial layers intact. Whole-organ preparations consist of
intact segments of the gastrointestinal tract in organ baths, and they are well-suited for examining
gastrointestinal motility patterns or intraluminal stimuli because the longitudinal and circular
smooth muscles remain functional and intact. As with the full-thickness flat-sheet preparation,
the enteric neurons in whole-organ preparations are inaccessible by classical electrophysiology
methods. Suction electrodes on the serosal surface provide an alternate method by measuring smooth
muscle activity in whole-organ and full-thickness flat-sheet preparations, but they are inadequate to
describe enteric neural activity directly [23–25].

Neural recordings from excised tissue present a convenient platform for examining single-unit
response under a variety of conditions and stimuli. However, several limitations exist for all excised
tissue preparations, including, most notably, the lack of peripheral innervation and extrinsic circuitry.
In some ex vivo preparations, peripheral fiber recordings are possible, but they lack extrinsic circuits
in the central nervous system [26,27]. The limitations of ex vivo preparations can be addressed by
studying the enteric nervous system in live animal models.

2.2. Challenges of Anesthetized Recordings from Enteric Neurons

Anesthesia allows for recordings from live animal models, which provide more
physiologically-relevant conditions compared to excised tissue. Due to current technological
limitations, flat-sheet preparations are better suited for single-unit recordings than anesthetized
recordings. Additionally, anesthesia greatly changes gastrointestinal function, making results from
anesthetized preparations difficult to interpret. We discuss two direct effects of various anesthetic
agents on gastrointestinal function: the effect of anesthesia on various receptors of the enteric nervous
system, and the effect of anesthesia on gastrointestinal motility.

First, several neuron species in the enteric nervous system act on receptors that
are directly affected by various anesthetic agents. Here, we review the inhibiting and
potentiating effects of common anesthetic agents on some of the primary receptor classes in
the enteric nervous system: nicotinic cholinergic, P2X, 5-HT3, N-methyl-D-aspartate (NMDA),
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), gamma-Aminobutyric acid (GABA),
and glycine receptors (Table 1). Agonists to these receptors are expressed by common neuron
species in the myenteric ganglia and submucosal ganglia [13,28–30]. Although glutamate
and glycine are less well-studied in enteric ganglia in comparison to acetylcholine, serotonin,
and purinergic neurotransmitters, their role as enteric neurotransmitters are strongly supported
by electrophysiological responses to pharmaceutical stimuli [30,31]. The receptor-specific responses
for several forms of anesthesia have been reviewed by [32]. In addition to the direct effects of
anesthesia, [33] have reported that common anesthetic agents (isoflurane, sevoflurane, ketamine,
and urethane) modulate glutamate receptors, voltage-dependent calcium channels, and voltage-gated
potassium channels, suggesting that anesthesia may have prolonged effects on neural activity.
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Table 1. The effect of common anesthetic agents on various receptors of the enteric nervous system.

Neuron Species Approximate Percentage
Affected

Receptors
Inhibiting

Anesthetic Agents
Potentiating

Anesthetic Agents

Cholinergic

ChAT-positive neurons:

◦ 80% of myenteric neurons [29,34,35]
◦ 50% of submucosal neurons [29,34,35]

Neuronal nACh

Ketamine [36],
pentobarbital [37],

propofol [37],
isoflurane [37,38],
halothane [37,38],
sevoflurane [37]

Urethane [39]

Purinergic

ATP-releasing neurons:

◦ 2–25% of myenteric neurons [28,40]
◦ 40–60% of submucosal neurons [28,40]
◦ Other: Enteric glia (P2X7) [41]

P2X2 Sevoflurane [42] -

P2X3 Pentobarbital [43] -

P2X4 - Propofol [44]

P2X7 - Ketamine [45],
propofol [45]

Serotinergic
5-HT-positive neurons:

◦ 2% of myenteric neurons [13]
5-HT3

Ketamine [46,47],
pentobarbital [46],

propofol [46]

Isoflurane [38,48],
halothane [38,48]

Glutamatergic

NMDA-positive neurons:

◦ Almost all myenteric neurons [30]
◦ Almost all submucosal neurons [30]

NMDA
Ketamine [49],
urethane [39],

pentobarbital [50]
-

AMPA-positive neurons:

◦ 30–60% of myenteric neurons [30]
◦ Almost all submucosal neurons [30]

AMPA
Urethane [39],

pentobarbital [51],
propofol [50]

-

GABAA-positive neurons:

◦ 3–8% of myenteric and submucosal
neurons [52,53]

GABAA -

Ketamine [54],
urethane [39],
pentobarbital

[55,56],
propofol [54,57],

isoflurane [54,58],
halothane [54,58]

Glycinergic
Glycine-responsive:

◦ 57% of colonic myenteric neurons [31]
Glycine -

Urethane [39],
propofol [57],

isoflurane [59],
sevoflurane [59],
halothane [59]

Secondly, commonly used anesthetic agents impair gastrointestinal motility. Here, we review the
effects of commonly used injected and inhaled anesthetic agents (ketamine, urethane, pentobarbital,
propofol, isoflurane, sevoflurane, and halothane) on gastrointestinal motility during anesthesia
(Table 2). Generally, anesthetic agents have been shown to impair gastrointestinal motility by delaying
gastric emptying or decreasing intestinal transit time.

In addition to the effects of anesthesia, invasive abdominal surgery has been shown to impair
gastrointestinal motility. For example, human patients who have undergone laparotomy often
experience motility disorders such as postoperative ileus or pseudo-obstruction [60,61]. In horses,
surgery has been shown to disrupt gastrointestinal motility for 8 to 12 h [62]. Furthermore,
complications during surgery can lead to acute acidosis, which has been shown to directly reduce
gastrointestinal motility [63]. To mitigate the adverse effects of invasive surgery on gastrointestinal
function, animals should be allowed to recover prior to neural recordings or other experiments.
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Table 2. The effect of common anesthetic agents on gastrointestinal motility during anesthesia.

Anesthetic Agent Route of Administration Gastric Emptying Intestinal Transit

Ketamine Injection Unaffected [64,65] Unaffected/slight
decrease [64–67]

Urethane Injection Decrease [68–71] Decrease [68,69]

Pentobarbital Injection Decrease [70] Dose-dependent
increase/decrease [66]

Propofol Injection Decrease [72,73] Slight decrease [66,67]

Isoflurane Inhalation Decrease [74,75] Decrease [62,76]

Sevoflurane Inhalation Decrease [77] Decrease [77,78]

Halothane Inhalation Decrease [79] Decrease [79–81]

In summary, the flat-sheet preparation is a fundamental tool for enteric electrophysiology, and it
will not be replaced by new technology. However, the versatility of ex vivo preparations are limited,
and they lack the necessary context to examine more physiologically complex behaviors. Although
anesthetized, in vivo animal models are more physiologically relevant, however, anesthesia and
invasive surgery alter neurotransmission and impede gastrointestinal motility. Therefore, the effect
of various anesthetic agents and sufficient recovery time should be considered in the design of
experiments. Importantly, this demonstrates the potential advantages of conducting neural recordings
in conscious animals, particularly for neurogastroenterology.

3. Challenges to Gastrointestinal Neuro-Electrophysiology in Conscious Animals

Recently, new technology has been developed for myo-electrophysiology in the gastrointestinal
system of anesthetized animals and patients. L. K. Cheng and collaborators at the University of
Auckland examine smooth muscle function and electrical slow wave, using methods originally
developed by [82]. Arrays featuring multiple surface electrodes can be used to build spatiotemporal
maps of slow wave propagation with high resolution in anesthetized animal models [83] and in patients
during surgery [84]. In vivo myo-electrophysiology has led to an improved understanding of electrical
slow wave activity in healthy and diseased models. Although high-resolution myo-electrophysiology
has not yet reached conscious animals, it shows great promise, particularly for improved diagnosis
of gut pathophysiology. Simultaneously, in vivo gastrointestinal neuro-electrophysiology remains
largely out of reach, especially in awake animals. There are several barriers to in vivo gastrointestinal
neuro-electrophysiology, most of which are not unique to the gastrointestinal environment, such as
fibrosis and biofouling. In this section, we focus on the challenges that are greatly exacerbated in
the gut.

We identified six key challenges to in vivo gastrointestinal neuro-electrophysiology across three
categories: structural, physiological, and signal quality challenges (Table 3). The structural challenge is
the movement of the gastrointestinal tract within the abdomen, worsened by the lack of accessible
skeletal structures on which to mount a device. The two physiological challenges describe the
risks of disrupting gastrointestinal function: the issue of ischemia and reperfusion, and maintaining
gastrointestinal homeostasis. The three signal quality challenges are contamination from the electrical
slow wave, smooth muscle action potentials, and artifact due to tissue movement.
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Table 3. Key challenges to in vivo gastrointestinal neuro-electrophysiology.

Categories Challenges

Structural Large tissue displacements and no rigid structures on which to mount a device

Physiological
Ischemia and reperfusion injury

Maintaining gastrointestinal homeostasis

Signal Quality
Electrical slow waves

Smooth muscle action potentials
Artifact due to tissue movement

3.1. Structural Challenges in Neurogastroenterology

Animal movement is problematic for all methods of awake electrophysiology; movement
adds noise to the recording, damages the recording device, and harms the test subject. Generally,
the effect of conscious movements on neural recordings can be mitigated in two ways: restraining
the animal, such as head-fixed recordings, or minimizing aberrations in movement by fixing the
recording device to the skeleton. Restrained recordings pose fewer movement-related problems than
unrestrained (a.k.a. freely-behaving) recordings, but the restraint method may alter natural neural
activity. For example, single-unit recordings from freely-moving rats led to the discovery of place
cells in the hippocampus [85]. These methods have proven useful tools for probing the brain, and are
adaptable for other systems; head-fixed preparations, for example, have led to spine-fixed recordings
and spinal recordings in awake, moving rats [86,87]. However, these advancements have not led to
similar innovation in enteric neuroscience because of unique movement-related challenges posed by
the gastrointestinal environment.

Awake, single-unit recordings from enteric neurons are limited by structural challenges in the
gastrointestinal system. First, there are no accessibly skeletal structures below the stomach on which to
mount rigid devices, as used in brain and spine research. Additionally, enteric neurons are not fixed in
place within the abdominal cavity. Enteric neurons are located within the wall of the gastrointestinal
tract. In the gastrointestinal wall, smooth muscles drive macroscopic tissue motion in the form of
stationary or propagating waves of contractions, known as segmentation and peristalsis, respectively.
Smooth muscle contractions can induce tissue displacement several orders of magnitude greater than
micromotions observed in the brain. For example, micromotions in the brain have been observed on
the order of 10 to 100 μm in rats [88]. Meanwhile, maximum distension in the colon can deform the
circular muscle up to 10 mm in guinea-pigs [89].

Movement-related challenges are amplified in the gastrointestinal system. Future implantable
devices must consider the mechanical characteristics at the tissue, organ, and body scales. Such devices
will likely combine flexible electrode arrays and interconnects, and rigid headstages mounted far from
the recording site. Additionally, the inflammation and irritation caused by sutures or adhesives must
be considered.

3.2. Disrupting Gastrointestinal Physiology

The gastrointestinal tract has evolved defense mechanisms that pose significant challenges for
medical device implants, particularly neural microelectrodes. In addition to the foreign-body response
associated with all medical implants, the gastrointestinal system poses unique challenges. Here, we
discuss the general principles of maintaining homeostasis in the gastrointestinal tract and the potential
challenges of intestinal injury caused by implanting neural microelectrodes. Intestinal injury and
inflammation induced by resident immune responses and ischemia reperfusion injury pose challenges
for enteric in vivo neuro-electrophysiology because they greatly alter the behavior of enteric neurons,
enteric glial cells, and resident immune cells, and disrupt gastrointestinal function.

The mammalian intestine encounters trillions of innocuous foreign antigens, symbiotic microbes,
and pathogens daily. The intestinal immune system is able to tolerate innocuous antigens and
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simultaneously respond to pathogens using three layers of regulation: physical barriers, antimicrobial
reagents, and immune cells [90]. First, the intestine is covered by a single lining of intestinal
epithelium cells, and specialized intestinal epithelium cells secrete mucus to protect the epithelium
from microbiota [91,92]. Second, specialized intestinal epithelium cells also release antimicrobial
compounds. For example, Paneth cells express antimicrobial peptides such as RegIIIγ and α-defensin
to inhibit luminal microbe growth and colonization in intestine [93]. Third, antigen-presenting cells,
including dendritic cells and macrophages, are responsible for immune surveillance and maintaining
homeostasis. Intestinal dendritic cells make up the most complex dendritic cell populations in the
body, and they are essential for establishing tolerance in the homeostatic environment by promoting
regulatory T cells [94,95]. Gastrointestinal macrophages are unique; unlike most tissue-resident
macrophages, which are yolk sac or embryo derived with self-renewal capacity, gastrointestinal
macrophages are continuously replenished by circulating monocytes and are exquisitely sensitive to
environmental stimuli [96,97]. Mature gastrointestinal macrophages maintain epithelial cell integrity,
and limit bacteria-induced inflammatory responses by constantly secreting inhibitory cytokines and
low levels of tumor necrosis factor (TNF), and engulfing penetrating bacteria via efficient phagocytosis,
respectively [98,99]. The intestinal immune system carefully titrates the inflammatory response to
innocuous antigens, symbiotic microbes, and pathogens, but it may be dysregulated by implanted
neural microelectrodes.

Implanted neural microelectrodes in the intestine have the potential to cause severe intestinal
inflammation by disrupting epithelial barrier function and activating antigen-presenting cells. First,
epithelial barrier function is importance for homeostasis, and has been implicated in inflammatory
bowel disease patients [100,101]. Breaking down epithelial cells in animal models, such as with
dextran sulfate sodium or 2,4,6-trinitrobenzenesulfonic acid, has been shown to induce severe colitis
and intestinal inflammation [102–105]. Barrier function can also be disrupted by ischemia reperfusion
injury, a common gastrointestinal disease in which hypoxia-ischemia and reperfusion in the epithelium
leads to epithelial cell death caused by enhanced reactive oxygen species production once blood
flow is re-established in hypoxic regions [106,107]. Disrupted barrier function can lead to bacteria
translocation and directly activate enteric neurons and glial cells that express innate pattern recognition
receptors, such as toll-like receptors [108,109].

Additionally, intestinal inflammation may be induced by antigen-presenting cells in response to
pathogens, translocated bacteria, or when they are dysregulated. For example, intestinal inflammation
developed spontaneously in mice after knocking out A20, a nuclear factor kappa-light-chain-enhancer
of activated B cells (NF-kB) signaling pathway inhibitor [110]. Distinct dendritic cells, pro-inflammatory
monocytes, and pro-inflammatory macrophages promote the intestinal inflammation response, increase
differentiation of pro-inflammatory monocytes and macrophages, and production of pro-inflammatory
cytokines [111–114]. Chronic inflammation can mediate enteric neuron cell death, posing additional
challenges to in vivo neuro-electrophysiology [115]. Neural microelectrode implants have the potential
to disrupt homeostasis and barrier function, induce cell death and bacteria translocation, and lead to
chronic inflammation.

3.3. Signal Quality

The signal-to-noise ratio of enteric neuro-electrophysiology will likely be contaminated by three
main sources of noise specific to the gastrointestinal tract. First, electrical slow waves will introduce
low-frequency noise. Second, action potentials from surrounding smooth muscle tissue will contribute
high-frequency noise. Third, peristalsis and segmentation will create motion artifact, introducing
additional high-frequency noise.

Electrical slow waves propagate through smooth muscle along the length of the gut, from
esophagus to rectum, and they are driven by pacemaker cells known as interstitial cells of
Cajal [116]. Populations of interstitial cells of Cajal vary along the length of the gut and occupy
the myenteric, intramuscular, and submucosal layers and have individual pacemaker frequencies [117].
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The pacemaker potentials conduct through the smooth muscle syncytium, generating electrical slow
waves [118]. The smooth muscle layers directly border the myenteric and submucosal plexuses,
and any recording from the plexus layers will contain signals from electrical slow waves [119].
The slow waves will contribute low-frequency noise, because they occur at 2–40 cycles per minute,
depending on animal species and location along the gastrointestinal tract [29]. Therefore, high-pass
filtering will remove most slow-wave noise from neural recordings.

Smooth muscle action potentials and motion artifact will contribute physiological noise to neural
recordings at high frequencies. Smooth muscle fibers border the myenteric and submucosal plexuses,
and recordings from the plexus layers will likely contain neural action potentials and muscle action
potentials [120]. For single-unit recordings, it will be difficult to filter out muscle action potentials and
claim with certainty that the spiking signals are of neural origin. Extracellular action potential shape
analysis or template matching will likely be the most effective way to differentiate these signals [121].

Coincident with smooth muscle activity are macroscopic movements in gastrointestinal tissue,
causing artifacts in electrical recordings. Motion artifact is a long-standing issue for gastrointestinal
electrophysiology in excised tissue, and it continues to pose challenges for understanding
electrical slow waves and characterizing smooth muscle action potentials [122,123]. In classical
neuro-electrophysiology in excised tissue, slow waves, smooth muscle action potentials, and motion
artifact can be blocked pharmacologically [15]. However, these sources of noise cannot be blocked
during in vivo neuro-electrophysiology without disrupting gastrointestinal physiology. Instead,
limiting these sources of noise during in vivo neural recordings may be achieved by improved implant
design and various signal processing techniques.

4. Enteric Microelectrode Design Criteria

The gastrointestinal environment poses unique challenges that have slowed progress in enteric
neuroscience. Novel neural microelectrodes designed specifically for the gut may overcome these
unique challenges and provide access to single-unit activity for the first time. In this section, we suggest
design criteria for enteric microelectrodes for awake, single-unit recordings. The design criteria target
the six key challenges to in vivo gastrointestinal neuro-electrophysiology by focusing on: intrinsic
material properties, extrinsic design parameters, and the implant procedure (Table 4).

Table 4. Enteric microelectrode design criteria for awake, single-unit recordings.

Design Criteria Features

Material Properties Low Young’s modulus
High elasticity

Design Parameters
Low cross-sectional area

Tethered recording platform
Multiple recording sites along the length of the shank

Implant Procedure
Implant along longitudinal axis

Shallow insertion angle
Undisturbed submucosa and epithelial layer

4.1. Intrinsic Material Properties

The gastrointestinal tract has high elasticity, and enteric microelectrodes will need to withstand
large tissue displacements and strain without failure. Gastrointestinal tissues have an isotropic elastic
modulus ranging from 0.3 kPa to 5 MPa depending on species and tissue segment [124]. For example,
the rat distal colon and human small intestine have a Young’s modulus as low as 0.3 kPa and 1.0 kPa,
respectively [125]. The Young’s modulus of the porcine and human rectum can reach up to 1.8 and
5.2 MPa, respectively, and the tissues can elongate up to 2.1 and 1.6 their original length before failure,
respectively [126].

339



Micromachines 2018, 9, 428

Due to the high elasticity of the gastrointestinal tract, enteric microelectrodes may benefit from
flexible substrates with greater compliance and decreased bending stiffness [127]. Ultra-soft microwire
electrodes, for example, have Young’s modulus reportedly less than 1 MPa and may reduce the risk of
intestinal injury [128]. Traditional microelectrodes such as monolithic silicon would be problematic due
to their intrinsic stiffness, and would inevitably lead to increased cell death and pathophysiology [129].
Beyond the unique challenges of the gastrointestinal system, device characteristics such as electrical
and insulative properties must also be considered. These material properties are discussed in detail
by [130], and are summarized as: single-unit activity is better captured by low impedance and low
surface area recording sites, with enough insulation to minimize parasitic capacitance.

4.2. Extrinsic Design Parameters

Extrinsic design parameters, such as probe geometry, electrode density, etc., can reduce the risk
of disrupting gastrointestinal function and improve the signal-to-noise ratio of single-unit activity.
First, enteric microelectrodes can increase flexibility with decreasing cross-sectional area, particularly
probe thickness. For example, nanoelectronic thread electrodes are less than one-micron thick
and “ultra-flexible”; the bending stiffness and mechanical interactions are on the order of cellular
forces [131–133]. Ultrathin probes with a small cross-sectional area will be crucial to withstand the
constant forces and movement within the gastrointestinal tract.

The macroscopic tissue movement in the gastrointestinal tract, and lack of nearby anchoring
locations (i.e., skull, spine, etc.) pose additional challenges for enteric microelectrode design.
The gastrointestinal environment will almost certainly demand a flexible tether between the anchored,
transcutaneous connector and a recording platform [130]. The recording platform and enteric
microelectrode must be anchored to the gastrointestinal wall without obstructing motility. Scaling up
the mounting techniques from peripheral nerve interfaces, such as the spiral cuff [134] or locking-buckle
cuff [135] are inappropriate, because they will prevent gastrointestinal distension and obstruct
motility. Anchoring the recording platform with sutures through the serosa and muscular layers
of the gastrointestinal wall will be less likely to obstruct the gastrointestinal tract and not directly
disrupt barrier function [136–138].

Enteric microelectrodes should contain multiple recording sites along the length of the shank.
To reach the myenteric plexus, the enteric microelectrode must penetrate the serosa and longitudinal
muscle. Multiple recordings sites along the shank will allow a greater margin of error for probe depth
and increase the likelihood of positioning a recording site near an enteric ganglion. The spacing
between recording sites requires experimental optimization, and it will vary based on the insertion
angle of the microelectrode. Importantly, multiple recording sites within the plexus layer will improve
single-unit isolation [139]. Positioning additional recording sites in neighboring longitudinal or
circular muscle layers may provide auxiliary physiological signals such as muscle action potentials or
electrical slow wave activity. The additional recording sites and physiological signals could provide
greater context for single-unit recordings or be used in signal processing techniques to increase the
signal-to-noise ratio of single-unit recordings.

4.3. Implant Procedure

The implant procedure will greatly impact gastrointestinal physiology, and the procedure should
be designed to reduce the risk of intestinal injury. A flexible microelectrode shank inserted into the
gastrointestinal wall will be difficult to reliably position, and chronic macroscopic tissue motion will
cause the electrode to drift over time, causing significant tissue damage [140,141]. To minimize the
dimensions of tissue displacement relative to the probe, enteric microelectrodes should theoretically
be implanted along the longitudinal axis, instead of the circumferential axis. However, this approach
would be well-supported by experimental analysis.

Finally, enteric microelectrodes should be inserted at shallow angles relative to the serosa of the
gastrointestinal wall. Microelectrodes should be designed to penetrate the longitudinal muscle layer
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without penetrating the submucosal layer. Piercing the epithelial layer or compromising barrier
function will cause inflammation and sepsis [142]. Therefore the length of the microelectrodes
and insertion angle should be designed specifically for the anatomy of the target species, because
gastrointestinal dimensions scale across species [143].

5. Discussion

The available methods in enteric neuroscience are largely limited to excised tissue. While flat-sheet
and whole-organ preparations are reliable tools to examine enteric neurophysiology, they are
inadequate to study the interactions with the immune system, microbiota, extrinsic nervous system,
etc. Anesthesia, on the other hand, modulates neurotransmission and impedes gastrointestinal
motility, which confounds the interpretability of anesthetized in vivo recordings. Previously,
we reported electrical activity from the enteric nervous system in anesthetized mouse, supported by
simultaneous calcium imaging [144]. Although we observed increases in activity as expected with
pharmacological stimulation and strong correlation with calcium activity, the source and robustness
of the electrical activity remains disputed. This previous account demonstrates the challenges of
anesthetized recordings, as well as the structural, physiological, and signal quality challenges in the
gastrointestinal environment.

Single-unit recording capability from enteric neurons in awake animals has the potential
to improve our understanding of the enteric nervous system, neurogastrointestinal function,
and nutrition-mediated behavior. Single-unit resolution in awake animals will lead to computational
models that better capture enteric neurophysiology which could guide future therapeutics [145,146].
Additionally, single-unit recordings pose great opportunities to synergize with advancements in
other neurophysiology tools. Calcium imaging has been used reliably to monitor enteric neurons
simultaneously in excised tissue [147,148] and anesthetized animals [144]. Furthermore, optogenetic
stimulation and inhibition techniques have been adapted for enteric neurons [149], and have
already been used to modulate motility in awake, freely-moving mice [150]. Additionally, neural
microelectrodes designed for chronic, in vivo conditions have applications in electrical stimulation as
an alternative to optogenetic stimulation.

6. Conclusions

In vivo electrophysiology in awake animals provides several opportunities and advantages over
in vitro, ex vivo, and anesthetized in vivo recordings. Single-unit recordings from awake animals
will require novel devices and methods to overcome the unique technical challenges posed by the
gastrointestinal system. Importantly, single-unit recordings from awake animals have great potential to
synergize with recent developments in optogenetics and in vivo imaging, but they will not completely
replace traditional electrophysiology methods.
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Abstract: Microscale neural technologies interface with the nervous system to record and stimulate
brain tissue with high spatial and temporal resolution. These devices are being developed to
understand the mechanisms that govern brain function, plasticity and cognitive learning, treat
neurological diseases, or monitor and restore functions over the lifetime of the patient. Despite
decades of use in basic research over days to months, and the growing prevalence of neuromodulation
therapies, in many cases the lack of knowledge regarding the fundamental mechanisms driving
activation has dramatically limited our ability to interpret data or fine-tune design parameters
to improve long-term performance. While advances in materials, microfabrication techniques,
packaging, and understanding of the nervous system has enabled tremendous innovation in the
field of neural engineering, many challenges and opportunities remain at the frontiers of the neural
interface in terms of both neurobiology and engineering. In this short-communication, we explore
critical needs in the neural engineering field to overcome these challenges. Disentangling the
complexities involved in the chronic neural interface problem requires simultaneous proficiency
in multiple scientific and engineering disciplines. The critical component of advancing neural
interface knowledge is to prepare the next wave of investigators who have simultaneous
multi-disciplinary proficiencies with a diverse set of perspectives necessary to solve the chronic
neural interface challenge.

Keywords: micromachine; neuroscience; biocompatibility; training; education; diversity; bias; BRAIN
Initiative; multi-disciplinary; micro-electromechanical systems (MEMS)

1. Introduction

Neurotechnologies that are capable of stimulating or recording from a small population of neurons
have revolutionized quality of life by enabling the deaf to hear [1,2], the blind to see [3,4], and the
paralyzed to write, grasp, and walk [5–11]. The advancement of this technology has seen a dramatic
growth over the past decade which has attracted additional attention and increasing promises of
what these devices can accomplish to further improve quality of life. These neurotechnologies can
range from implants that are inserted deep within the nervous system to non-invasive wearable
technologies that generally have more limited capabilities. Key progress feeding into the growth of this
field is the investment from major pharmaceutical and start-up companies to provide alternatives to
drugs with side-effects as well as increased congressional and government support in developing and
maintaining the infrastructural apparatus for technology development. In parallel, advancements in
batteries, wireless recharging, miniaturization, sensors, computer chips, and advancements in decoding
algorithms and machine learning promise potential for dramatic advances in the coming decades.
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These neural interface technologies were originally employed as tools for basic science research
in order to study how the brain works [12–15]. Basic science mapping experiments were carried
out by using neural interfaces to electrically stimulate various regions of the brain or the nervous
system and observing muscle twitches [16–20]. Mapping was also carried out in the opposite
direction by applying sensory stimulation or driving motor activity and recording ionic currents
from action potentials using microscale neural recording interfaces [21–23]. From these experiments,
academic researchers discovered that specific functions of the nervous system were encoded in
specific regions of the brain and nerve bundles [24–29]. Furthermore, they discovered that the
frequency of action potentials recorded generally corresponded to the intensity of activity (sensation
or muscle activation) [13–15,30,31]. These basic science discoveries have led to numerous neural
interface applications from brain-computer interfaces that extract brain signals from paralyzed
patients and allow them to control robotic limbs and computer cursors to electrical stimulation
technologies that restore sensory function or treat Parkinson’s tremors [2,3,5,7–9,11,32,33]. The present
short-communication takes a brief glance at the history of the field as well as a wide-angle perspective
of the emerging challenges and opportunities on the horizon along the frontier of neural engineering.

2. Brief History of Microscale Implantable Neural Technologies

Microscale neural interfaces were originally developed as research tools for academic investigation
into the neural mechanisms that regulate attention, movement, and behavior [12]. Classically,
these microscale interfaces have fallen into three categories: (1) microwire arrays (Figure 1a),
(2) microfabricated planar arrays (Figure 1b), and (3) micromachined arrays (Figure 1c).

Figure 1. Classes of microscale implantable neural technologies: (a) 50 μm polyimide-insulated
tungsten microwire with chiseled tips (Tucker–Davis Technologies, Alachua, FL, USA);
(b) microfabricated silicon Michigan array with iridium electrode sites (NeuroNexus Technologies,
Ann Arbor, MI, USA), scale = 100 μm; (c) macromachined boron-doped silicon array (Blackrock
Microsystems, Salt Lake City, UT, USA), each needle is electrically separated at the base with glass.
Scale = 400 μm.

Microwire electrodes have two key components: (1) a conductive core wires, and (2) an insulator
such as glass, parylene, teflon, or polyimide. Generally, the insulation is exposed at the recording site at
the tip. Sometimes, other electrode site materials are deposited on the tip of the wire, before insulation
or after removal of the insulation from the tip, in order to improve the electrical properties of the
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microelectrode. These wires are typically manually assembled into bed of needle arrays with several
different strategies employed to align the wires [34].

Microfabricated planar arrays are typically engineered through photolithography of silicon,
metals, and polymers [35]. These arrays are generally microfabricated through layering of multiple
conductive and non-conductive materials leading to a planar configuration. While early planar
arrays were made from rigid silicon (such as the Michigan arrays), flexible configurations have been
developed, including planar arrays that can be rolled, folded, or stacked into 3D configurations [36].

Micromachined arrays are similar to microwire arrays. Instead of assembling individual wires
into an array, a block of silicon is micromachined into a pillar of needles [37]. Band-saws are used
to mill large blocks of conductive (boron-doped) silicon into individual pillars. During the milling
process, non-conductive glass is used to hold the pillars in a bed of needle configuration. Once the
square pillars are etched into round pillars, the electrode tip material and insulation are deposited onto
the array in a manner similar to microwires. Due to the band-saw micromachining process, it is much
more difficult to develop arrays that have staggered configurations when compared to microwire
arrays. However, it is much easier to precisely align all of the needles to have the same angle.

These three array technologies form the basic classes of implantable microscale neural interfaces;
however, the diversity within these classes has dramatically increased in both functionality and
application (Figure 2). Advances in materials and biomaterials, microfabrication techniques,
and packaging have enabled a large breadth of distinct configurations over a wide range of design
space parameters [36,38–57]. Still, it is crucial to recognize that optimizing one key parameter often
leads to trade-offs on other critical parameters, and failure to maintain the functional domain in each
of the crucial parameter spaces will lead to a non-functional device [36]. For example, while flexible
polymer devices are hypothesized to reduce tissue inflammation and improve the electrode-tissue
interface, the materials and designs behind these compliant devices typically result in more brittle
implants, increased resistance and lower signal conductivity, higher impedance, greater shunt leakage,
and enhancement of motion related electromagnetic artifacts [36,58]. A comprehensive examination
of technical advances and trade-offs in microscale technology design space parameters has been
covered in a separate review [36]. While much of the technological development of neural interfaces
has focused on improving electrically stimulating and recording from central nervous system (CNS)
targets, some recent advances have fundamentally altered the traditional limits of neural implants.

For example, optogenetics has dramatically altered the functionality of what once were exclusively
electrical neural interfaces. Optogenetics includes transgenically expressing photon-gated ion
channels called opsins in neuronal and non-neuronal cells whose cell activity are dependent on ion
concentration [59]. Today, optogenetics also includes transgenically expressing fluorescent indicators
into cells where the intensity level of the indicator changes based on the activity of the cells [60].
This is typically carried out by creating chimera proteins with a fluorescent protein, such as green
fluorescent protein. The chimera is created such that the fluorescent protein is slightly denatured at rest.
The other half of the chimera protein is designed to bind to key molecules of interest, such as calcium
(released during action potentials) or glutamate [61–63]. The binding of the effector molecule leads to
a conformation change in the binding site in the chimera, which rearranges the fluorescent protein into
a conformation that allows the protein to fluoresce brightly, compared to the denatured state at rest.
The adoption of optogenetic technology in the neuroscience community has motivated incorporation
of waveguides as well as light-emitting and sensing diodes into microscale neural interfaces [36,40].
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Figure 2. Advances in microscale neural interfaces: (a) 64-channel Buszaki Array (Neuronexus);
(b) 128-channel Matrix Array (Neuronexus); (c) 24-channel ultra-small carbon fiber array on silicon
stacks (courtesy of Paras Patel/Cynthia Chestek), scale = 100 μm; (d) high-density ultra-small microwire
array (Paradromics Inc., San Jose, CA, USA), scale = 500 μm; (e) μLED silicon optoelectrode (courtesy of
NeuroNex MINT Hub at University of Michigan, Ann Arbor, MI, USA (http://mint.engin.umich.edu)),
scale = 100 μm; (f) a standard-sized 1.27 mm diameter Lawrence Livermore National Laboratories
(LLNL) DBS-style penetrating probe constructed using microfabrication techniques, allowing for
a higher-density of electrodes and avoiding typical hand-assembly techniques; and (g) A LNLL
128-channel microelectrocorticography (μECoG) array used for language mapping on awake patients.
This 20-μm-thick flexible electrode array is constructed using thin-film polymers and metals and
features 1.2 mm diameter electrodes.
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Similarly, a better understanding of the nervous system and foreign body response in the central
nervous system has motivated the development of peripheral nerve interfaces. The central nervous
system (CNS) is separated from the rest of the body by the blood-brain barrier (BBB). It was once
believed that the brain was “immune privileged”. Today, this is understood to be an inaccurate
dogma [64,65]. However, the inflammatory response and immune response that are triggered during
surgical implantation of brain neural interfaces, as well as the threat of serious consequences from
brain tissue infection along percutaneous connectors, have led investigators to search for less invasive
neural interface approaches [66,67]. In parallel, new discoveries about the autonomic nervous system
have led to the validation that modulating activity of peripheral nerves that feed into the brain can
cause systemic physiological changes [24,25]. While early proof-of-concept studies utilized brain
neural interfaces or modified brain neural interface technologies, interfacing with peripheral nerves
requires dramatic differences in structure and design criteria compared to brain neural interfaces that
are more suited to recording signals from neuronal cell bodies rather than axons.

Advancements in genetic engineering, biophysics, and a better understanding of functional
connectivity and anatomy has opened up novel modalities for interfacing with the nervous system.
In addition, as basic science understanding of the nervous system increases, it becomes possible
to identify new targets for interfacing with the body and different aspects of physiology. Each new
nervous system target requires a custom design in order to optimally interface with the nerve or neuron.
This is especially true when interfacing the same peripheral physiological target across different animal
models or different ages of the same model. Furthermore, it may be necessary, depending on the
target, to consider “personalized device designs” similar to personalized medicine which accounts for
person-to-person variability in clinical applications.

3. Challenges on the Horizon

Despite these numerous success stories, many challenges, and as a result, great opportunities
remain unexplored [36,58,68]. There remains large variability in performance even between identical
devices [69] due to both biological [58,67,70–72] and material integrity variance [73–75], even within
the same subject [71,72]. Nevertheless, the field of neural engineering has reached a tipping point
due to pioneers in neuroscience, technology development, and neurosurgery. Although many of
the foundational components are primed for commercial growth of neural interfaces, there are
still constraints in neural technology translation due to the unpredictability of discovery science.
In addition, it remains highly risky to build a business plan around basic science breakthroughs.
Therefore, big pharmaceutical companies have only recently started to gain confidence in foundational
neural engineering science in order to invest in neurotechnology development. It is important to
recognize that the considerable work necessary to advance the frontiers of neural interface science and
lay the foundation for neural engineering had to come from tax-payers, government organizations
(e.g., United States Department of Veterans Affairs (VA), Department of Defense (DoD), National
Institute of Health (NIH), National Science Foundation (NSF)), and donors, rather than businesses.
This foundational academic research is an educational and cultural process that is necessary but difficult
to evaluate in terms of technology development due to the long time-scales between basic science
discovery and developing technology applications [76]. However, because of the long time-scales, it is
crucial to advocate for investing today, especially in order to avoid losing the tremendous academic,
government, and industry momentum that has built up in the neural engineering field.

4. Need for the Science of Neural Engineering

Neural engineering is at crucial point, in which, unlike other established engineering industries,
the basic scientific knowledge foundational for neural engineering is disproportionately incomplete.
This limited understanding of the human brain shrouds undiscovered opportunities for advancement
in neurotechnology. Biology is perhaps the most complex regulatory system known, and within
biology, the nervous system is perhaps the most sophisticated control system that exists. As such, it is
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not possible to overpower biology with rudimentary physics and engineering. Instead, development of
microscale neural interfaces requires a more challenging titration of increasing information bandwidth
while minimizing injury and inflammation of the host tissue. Therefore, it is critical to continue
advancing both technology development and neurobiology in parallel.

Currently, the advancement of neuroscience is limited by the current capabilities of
neurotechnology tools. Similarly, the development of devices is limited by the inadequate
understanding of which designs and parameter trade-offs need to be optimized in order to
maximize the extraction of meaningful neural signals [36]. Due to the long-time scales between
basic science research and development of technology applications, the neural engineering field
has long experienced deep criticisms on the shortage of clinical applications and aiding patients.
Today, greater emphasis in neural engineering is placed on clinical impact over basic science
research. However, in order to dramatically advance neural engineering, it is necessary to advance
the science of neural engineering. In other words, it is necessary to continue to invest in the
development of technology and studies that are designed to expand scientific knowledge rather
than for therapeutic applications [22,46,58,74,77–96], even when the market segment is currently too
small to support commercialization.

For example, the standard Blackrock arrays have 400 μm shank pitch [97]. This is not because
400 μm is the optimal pitch to maximize signal detection or the optimal pitch to record from
neighboring cortical columns. Studies in the hippocampus CA1 of rats showed that acutely the
maximum recording radius of an extracellular electrode was 80–160 μm [98]. The 400 μm pitch was
chosen because it was the width of the band-saw available at the time [37]. To this day, despite
technological advancements that enable greater ranges of pitches, the physiologically optimal pitch
for electrodes remains unknown. A major challenge for elucidating this optimal pitch is that it is
necessary to evaluate a battery of different pitches individually. One might expect that a single design
with a small pitch could easily allow oversampling to identify the optimal pitch for minimizing
overlap. This would in theory identify the minimum pitch for enabling the densest recording
configuration. However, the act of implanting the denser array leads to greater tissue strain, tissue
response, and neurodegeneration, which ultimately alters the pattern of functional neurons around
the implant [36,94].

The level of tissue response is also not limited to pitch, but also depends on the footprint of the
probe, shape of tine, and surface chemistry of the interface, making it difficult to translate findings
from one design to another [96,99]. Furthermore, there is an additional layer of complexity that
is added due to the fact that the tissue response is dynamic and as a result, the optimal pitch is
expected to also be dynamic over time [100,101]. The basic science discovery of identifying the optimal
pitch has long-range impact on technology development. However, brain injury, neurodegeneration,
neural regeneration, limited translatability across device designs, and immediate clinical impact and
innovation is deemed to be too limited for current peer-review processes and commercial research.

Similarly, a major focus of research surrounding implantable neural interfaces are on neurons,
implantable devices, and scar tissue around implants. However, rapidly growing evidence
point to vasculature and glia as important regulators of neuronal health, network activity,
and brain health [66,67,102–105]. Unfortunately, basic science studies aimed at understanding how
glia and vascular dysfunction contribute to neural interface failure remain as long-range investments
for improving neural interfaces and do not have immediate commercial value. These are only a few
examples of many important topics that are critical to the overall advancement of the field, such as
packaging (hermetic sealing) and glial-vascular interface technologies (as opposed to neural interface
technologies) [36,68].

5. Need for Scientific and Engineering Convergence

Neural interface engineering requires a confluence of basic science, applied science,
and engineering. For example, each anatomical target in the brain has distinct structures and circuit
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organization. Different brain regions are also composed of different structures of vascular network
and different glial cell types as well as different ratios of neurons to glial cells. Even within neuronal
cell-types, different regions of the nervous system are composed of uniquely diverse combination of
excitatory and inhibitory neurons. This means that answering specific basic neuroscience questions
can require technology designed for a specific target brain region and optimized to answer the specific
question at hand. In other words, long-standing unanswered scientific questions could be better
addressed by custom designs instead of a one-size-fits-all design. Unfortunately, from a financial
point of view, a design that can only be applied to one specific experimental paradigm has limited
commercial value due to a small and restricted market segment. Therefore, it is necessary to support
academic infrastructures to accommodate technology development specifically designed to answer
basic science questions.

The first steps to achieving this goal is that the engineers need to understand the anatomy,
physiology, unintended consequences or “side-effects” of their designs, and the scientific
principle behind the question their technology intended to answer. Similarly, scientists need to
understand the limitations of materials, microfabrication techniques, failure modalities “in the field”,
and design-driven technology development. Scientists need to guide technology development
to optimally answer scientific questions without adding confounding variables to their study.
Because functional microscale neural interfaces require fine titration of design parameters that are
interdependent on each other [36], it is necessary for scientists to understand how achieving one
optimal parameter can break functionality of other interdependent parameters. Therefore, engineering
scientists and scientific engineers are both necessary in advancing the frontiers of the nervous system
and integrating the newly found discoveries into technologies that interface directly or indirectly
with the nervous system. For clinical applications, additional specialists are necessary including
clinicians, patients, and caregivers or other “end-users” that interact with individuals who receive
the neurotechnology.

The development of neurotechnologies requires a convergence of multiple disciplinary
backgrounds including electrical engineering, electrochemistry, mechanical engineering, computer
science, physics, biochemistry, biomechanics, material science, optics, biomaterials, packaging,
ergonomics, molecular and cellular neurobiology, clinical science, and health care services.
This requires both a wide breadth of expertise as well as enough cross-training depth to be able
to integrate multiple engineering and scientific fields as well as end-user needs. While it is necessary
to draw on multiple disciplines in the form of teams, the delays of the feedback loop between
team members are limited by the speed in which team-members can communicate with each other.
A commonly sought strategy to shorten that loop is to house multiple expertise in a single mind.
However, this requires considerable cross-training time and effort on behalf of the individual. Given the
growing scientific knowledge and accelerated advancement of engineering, it is becoming increasingly
demanding for an individual to be fully proficient in all relevant scientific, engineering, and clinical
expertise. Therefore, it is crucial for neural engineers to form teams of engineers, scientists, clinicians,
and end-users as well as develop efficient communication techniques to reach the next level of
technology development. While an increasing number of labs and programs strive to achieve this
integration of science and engineering, this requires substantial contribution from individuals to learn,
incorporate, and pass on training.

In turn, this means that the critical challenge for neural interface education and training is in
converging neurobiology and neural engineering. Biology and engineering are often taught divergently
with minimal overlap instead of being taught in an integrated and convergent manner. The nervous
system is one of the most sophisticated computational systems, whose neural network activity is tightly
regulated by the neural vascular unit and glia. Therefore, it stands to reason, as engineers, that by
understanding the mechansims of how neurons, glia, and the neurovascular units regulate the neural
network, it will be possible to identify new targets and means for interfacing with the nervous system
in order to treat and repair diseases and injuries. However, in order to achieve this, it is necessary
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to bring together a diverse set of expertise, perspectives, and problem solving approaches, but have
the capability to rapidly communicate with a common set of neuroscience and neural engineering
“language”.

6. Need for Diversity

While the ultimate goal of the BRAIN Initiative (NSF, NIH, etc.) and commercial Bioelectronic
Medicine (Galvani Bioelectronics (GSK and Verily), NeuraLink, Kernel, etc.) is to understand
brain function and treat neurological and physiological disease via the nervous system, the critical
hurdle is placed on unreliable neuroelectronic interfaces over relevant time scales and the limited
understanding in the neural interfacing field [36,67,68,97,106–109]. Just as a diversity of expertise
is necessary to develop the next-generation microscale neural interfaces, it is necessary to have
a diversity of perspectives and problem-solving approaches. The consequence of lack of diversity
translates into limited diversity of opinion and perspectives, the blind spread of popular dogma,
and the quenching of minority views. For example, a prevailing hypothesis in the field is that
flexible devices will out preform traditional stiff implants. While plenty of evidence suggests that
tissue injury is reduced around softer biomaterials, 50 years of polymer microelectrode research
and limited success support the unpopular view that flexible polymer implants suffer from higher
electrical impedance, higher resistivity, lower material strengths, higher shunt capacitance, larger
device sizes, and new delamination issues that result in poorer performance compared to traditional
devices [36,58]. This demonstrates issues in diversity as emphasized by NSF, “Diversity—of thought,
perspective, and experience—is essential to achieving excellence in 21st century science and engineering research
and education” [110]. Multi-disciplinary training in science and engineering are necessary, as well
as diversity in perspective to understand the underlying problem and diversity in the approach of
solving the problem. It is crucial to recognize that diversity in perspective and approach often stem
from diversity in cultural and socio-economic backgrounds.

This diversity in approach to understanding the underlying problem and approach to
problem-solving are deeply entangled with cultural and social backgrounds [111]. One study showed
that gender diversity is correlated to 41% higher productivity compared to all-female or all-male
teams [112]. Another study found that companies were 15% more likely to gain financial returns
for companies in the top quartile of gender diversity and 35% more likely for companies in the
top quartile for racial/ethnic diversity [113]. These studies add to a growing body of research
that demonstrates gender, cultural, and ethnic diversity improves productivity, medical research,
and clinical outcomes [114–170]. While similar studies in neural interface engineering have not been
carried out, evidence in other fields suggest a potential for growth in the field by addressing gender
and ethnic diversity. In a multi-disciplinary field such as microscale neural interface engineering, it is
important for teams to have a diverse multi-disciplinary portfolio of ideas, skills, interests, technical
background, and cultural and social backgrounds [111].

Therefore, it is crucial to protect and nurture researchers and prospective-researchers of
underrepresented minorities who have been the victims of biases. In a seminal study by Rosenthal
and Fode [171], half of wild-type littermates were randomly labeled “smart rats” and researchers were
asked to compare the performance of these “smart rats” he “discovered” against the other half of the
litter. What he showed was that the “smart rats” significantly out-performed their littermate clones in
maze-tasks. He further described the Experimenter Expectancy Effect in which the experimenter’s
bias leads to unconscious behavioral cues that in turn influence the behavioral outcome of the subject.
While the potential of these clones should be statistically identical, the “normal rat” group did not
reach their potential due to the interactions with the experimenter. Therefore, in promoting diversity,
it is crucial to recognize the metrics, which are measures of past performance, do not represent future
potential, in individuals who grew up in environments of bias including women, non-binary gender
minorities, and ethnic minorities [172]. This further extends to the fact that “equal opportunity” cannot
equate “equal distribution” until such time that all implicit biases are eliminated [172]. Similarly,
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multiple studies have demonstrated that affirmative action admittees with lower incoming scores have
a higher predisposition to success [173–175]. Therefore, it is necessary to provide for underrepresented
minorities to counter the history of bias, facilitate reaching their full potential, and contribute to the
diverse perspectives and problem-solving approaches necessary to address the multifaceted challenges
surrounding neural interfaces.

7. Conclusions

Microscale neural interfaces have demonstrated great potential in basic neuroscience research and
clinical neuroprosthetics. While these early results have generated enormous enthusiasm, limitations,
and challenges in reliability and large performance variability remain. In other words, there is much
more to be explored and discovered at the frontiers of microscale neural interfaces. Pioneers that are
advancing these frontiers will be better positioned with cross-training in microfabrication/biomaterials
engineering and neurobiology/neuroscience, as well as assembling teams with a diverse set of technical
expertise as well as culture backgrounds. This is because fundamental basic science research is
an academic and cultural process, and as greater cultural diversity is intermingled into this process,
richer and deeper discoveries will be generated.
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