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Turbulent flow over a natural streambed is complex in nature, especially in the near-bed flow zone,
because a natural water-worked bed exhibits a spatially complex, three-dimensional structure [1–3].
This echoes the organization of the bed particles by transport processes. The orientation, imbrication,
sorting, and layering of the deposited bed particles are governed by the continual deposition and
reworking by several flood cycles. Besides, the bedload transport rate is often predicted from the flow
induced bed shear stress with respect to the threshold shear stress, which represents the bed shear stress
required for particle entrainment by the flow [4]. Our knowledge on how sediment is transported under
such a complex situation is still insufficient, which triggers a good deal of experimental, theoretical,
and computational efforts. The near-bed flow is greatly affected by a complex, colossal, fluid–sediment
interface giving rise to a spatial flow heterogeneity together with a significant temporal intermittency in
the vicinity of the bed. In a natural stream, such a complex flow plays a decisive role in developing its
morphological environment. In this process, a so-called water-worked bed is formed in a natural stream.
By contrast, in laboratory scale experimental studies, a simulated streambed in a flume is generally
created by arbitrarily dumping the sediment particle mixture to a given thickness. The sediment bed
surface is then worn and levelled, preparing a screeded bed. Even though if the distribution of sediment
particle size used in the laboratory experimental study is same as that of the particle size in a natural
streambed, the simulated streambed (bed surface characteristics) cannot be deemed to be acceptable as
analogous to that in the natural streambed. To be specific, the screeded bed is essentially a mixture of
randomly sorted sediment particles and its statistical distribution in terms of bed surface topography
is incompetent to mimic a water-worked bed. The bed surface topography and the flow characteristics
in water-worked and screeded gravel beds were explored by several researchers [1,5–12]. However,
a series of recent studies by Padhi et al. [13–15] indicated a clear distinction in turbulence characteristics
in water-worked and screeded gravel bed flows. Therefore, the research on water-worked beds,
in addition to the related hydrodynamics and transport processes, being the topic of this Special Issue,
demands further attention.

The application of the water-worked bed concept to fluvial hydraulics is developing rapidly and
it has already been successful in a number of laboratory scale model studies, including data analysis
and interpretation, and supervising conceptual framework and parameterizations by a number of
research groups around the world. To be specific, the impact of water-work on transporting sediment,
especially as a bedload, is of primary importance. Moreover, sediment transport by the modification of
flow at a river protection structure, such as a groyne or a spur dike, has a detrimental effect of forming a
scour hole around it. Therefore, the topic of scours at a river protection structure has been a continued
interest of research over several decades. Furthermore, investigators have not been restricted to the
laboratory scale model studies. They have been, on several occasions, more interested in conducting
field studies in natural streambeds, where the beds are water-worked. This tendency in the current
research trend is reflected in this Special Issue. It includes nine papers, which can be classified into four
categories. The first category is comprised of two review papers from Mrokowska and Rowiński [16] on
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bedload transport by unsteady flow and Padhi et al. [17] on water-worked gravel beds. These papers
deliver an excellent background that is useful for understanding and modeling bedload transport
under unsteady flow conditions and for the morphological and flow characteristics in water-worked
beds. Both studies are mostly based on experimental investigations. The second category includes
studies on river protection structures by Möws and Koll [18] on groynes (one paper) and by Zhang
et al. [19,20] on spur dikes (two papers). The former focuses on backwater effect and resistance to
flow, and the latter two on scours at spur dikes. Both studies are important from the perspective of
designing river protection structures. One paper, by Antico et al. [21], is dedicated to the velocity law
in hydraulically rough flow over mobile granular beds, which falls into the third category. The fourth
category presents important field studies by Radecki-Pawlik et al. [22] on the Mlynne and Lososina
streams in the Polish Carpathians; Huang et al. [23] on the Three Gorges Reservoir (TGR) in China;
and Przyborowski et al. [24] on the Jeziorka River and Swider River in Poland.

The Editors finally hope that this Special Issue will be beneficial to advance future research studies
and to further develop the water-worked bed concept, including other related issues in laboratory
scale models and field studies, and its applications in sedimentology, geophysics, fluvial hydraulics,
and environmental and hydraulic engineering.
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mountain catchments: Mlynne and Lososina Streams, Polish Carpathians. Water 2019, 11, 272. [CrossRef]

23. Huang, L.; Fang, H.; Ni, K.; Yang, W.; Zhao, W.; He, G.; Han, Y.; Li, X. Distribution and potential risk of heavy
metals in sediments of the Three Gorges Reservoir: The relationship to environmental variables. Water 2018,
10, 1840. [CrossRef]

24. Przyborowski, Ł.; Łoboda, A.M.; Bialik, R.J. Experimental investigations of interactions between sand wave
movements, flow structure, and individual aquatic plants in natural rivers: A case study of Potamogeton
Pectinatus L. Water 2018, 10, 1166. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

3



water

Review

Impact of Unsteady Flow Events on Bedload
Transport: A Review of Laboratory Experiments

Magdalena M. Mrokowska and Paweł M. Rowiński
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Abstract: Recent advances in understanding bedload transport under unsteady flow conditions are
presented, with a particular emphasis on laboratory experiments. The contribution of laboratory
studies to the explanation of key processes of sediment transport observed in alluvial rivers, ephemeral
streams, and river reaches below a dam is demonstrated, primarily focusing on bedload transport
in gravel-bed streams. The state of current knowledge on the impact of flow properties (unsteady
flow hydrograph shape and duration, flood cycles) and sediment attributes (bed structure, sediment
availability, bed composition) on bedload are discussed, along with unsteady flow dynamics of the
water-sediment system. Experiments published in recent years are summarized, the main findings
are presented, and future directions of research are suggested.

Keywords: experiments; flood; hysteresis; river; sediment; bedload; bed shear stress

1. Introduction

Unsteady flow events are intensive phenomena occurring in streams and rivers in various climatic
and geomorphic settings [1]. They can be triggered by snowmelts [2], glacial processes, excessive
rainfall, dam water releases, or hydropower operations [3,4] and very often entail catastrophic
consequences, falling into the category of flood events. Unsteady flows differ in terms of frequency,
magnitude, and hydrograph shape and duration, depending on the region and flood origin. Pulsed
hydrographs lasting from a few hours to a few days with a steep rising arm [1,5–7] are characteristic
for abrupt flows, e.g., dam water releases or flashfloods, while flat hydrographs lasting up to several
hundred hours [8,9] are characteristic for flood waves triggered by snowmelt or precipitation.

The quantification of the mobile riverbed response to these changing flow conditions poses
a challenge since the effect of temporal flow variability overlaps with the effect of bed structure,
bed material composition, and sediment supply. This complexity makes it difficult to separate the
effects of flow and the effects of sediment characteristics and availability on bedload transport. Attempts
have been made to overcome this difficulty by applying the existing theory of sediment transport in
steady flow conditions to unsteady flow problems, e.g., by approximating unsteady flow as a step-wise
steady flow. However, this approach has proved to be inadequate in transient flows (dam-break flows,
flashfloods) [10]. It is nowadays acknowledged that findings for steady flow cannot be fully transferred
to unsteady flow events [11–13] and, as such, a branch of research on sediment transport in unsteady
flow conditions has been developing rapidly.

Although unsteady flow events have an enormous impact on fluvial morphodynamics,
the academic discussion has still only had a small impact on engineering and water management.
The reason for this is because the vast complexity of the problem limits the development of bedload
calculation equations that could be applied, e.g., in numerical models. These issues make the topic
of sediment transport in unsteady flow conditions one of the most significant and urgent research
problems in environmental and engineering hydraulics.

Water 2019, 11, 907; doi:10.3390/w11050907 www.mdpi.com/journal/water4
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Our knowledge of riverbed morphodynamics and the fate of pollutants [14] during flood events
remains insufficient. One reason for this is that the violent character of unsteady flow is a serious
constraint preventing field measurements of sediment transport [15]. Nonetheless, some monitoring of
bedload in rivers has been conducted and has provided valuable field data [3,7,16]. However, both flow
and transport processes are highly variable in time and space, and observations and measurements of
detailed processes, such as dynamics of bed morphology during unsteady flow events, still pose a
technical challenge.

While safety considerations very often constrain observations in the field, the laboratory assures
safe conditions for researchers and apparatus and enables control over measured variables, and,
as such, is advantageous over field measurements. Laboratory conditions provide the opportunity
to observe and measure detailed processes from reach- to grain-scale, with the capabilities of the
measurement equipment being the only limiting factor. There is a certain exception to this in large
scale flood experiments, showing, for example, that controlled floods in debris fan-affected canyons
of the Colorado River basin redistribute fine sediment and change the local channel morphology by
bar-building and bed scour [4]. However, such experiments, although very informative, provide
data at a completely different level of accuracy than those discussed in this review. Oscillatory flow
experiments simulating sediment transport under waves and currents in coastal zones are another
large group of laboratory investigations [17,18], which study grain motion and bedload transport in
unsteady flow. However, details of these studies are beyond the scope of this review.

Numerical methods provide another rapidly developing research approach, one which is tightly
connected with laboratory data. These numerical methods very often involve a one-dimensional
description of the phenomenon due to its smaller numerical cost (see, e.g., Fang et al. [19]), but intensive
research has also been conducted on sophisticated 2D numerical methods [20,21]. However, despite
the existence of such advanced numerical methods, their progress is limited due to gaps in theory
and difficulties in obtaining reliable measurements for calibration. Laboratory studies, in addition
to addressing fundamental knowledge gaps, provide the data necessary for the development of
numerical models.

Experiments are, therefore, a promising research approach that advances our understanding of
sediment transport mechanisms and also complements field and numerical studies. Experimental
investigations are indeed in the mainstream of research on sediment transport in unsteady flow since
advances in instrumentation and measurement techniques are making it possible to conduct more
and more sophisticated experiments [15] that may address challenging research problems. Laboratory
studies rarely model conditions in a particular river (a prototype). Instead, they usually have a general
context and aim to identify the mechanisms underlying fundamental processes [11].

The literature on laboratory experiments touches upon a number of detailed problems, to be
addressed further on in this paper, from grain-scale to bulk transport processes, additionally complicated
by the temporal and spatial variability of water flow. This may give the impression that the state of
research in the field is chaotic; hence, we believe that overviews of specific areas of this complex topic
will be useful. Laboratory research on sediment transport in unsteady flow has been summarized to
some extent in a few review papers. They focused on sediment transport characteristics in relation to
pollutant transport in unsteady flow [10], factors affecting the hysteretic relationship between flow rate
and sediment transport [22], and presented current laboratory techniques applied in bedload studies,
both in steady and unsteady flow conditions, and dedicated a few sections to the impact of sediment
supply, armoring, and hydrograph on bedload transport in unsteady flow [15].
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The present review focuses on the transport of coarse-grain bedload from the perspective of
experimental studies, and the aim is to summarize existing directions in laboratory research on
sediment transport in unsteady flow conditions and to point out future perspectives for experimental
investigations developing this research topic. This review does not aim to be exhaustive and focuses
on selected issues: (1) to summarize recent laboratory studies in terms of experimental conditions
and modeling issues; (2) to present existing interpretations of the hydrodynamics of unsteady flow;
(3) to present current knowledge on the interaction between unsteady flow and riverbed, and (4)
to discuss the research questions addressed in previous studies and future needs and perspectives.
Laboratory studies are presented within the wider context of sediment transport research including field,
numerical, and theoretical studies since experiments are inherently connected with these researches.
They all contribute to the understanding of bedload transport processes and generate new research
questions that may become topics of laboratory experimentation.

2. Experimental Conditions

Laboratory experiments are designed so that certain, independent variables can be controlled
to assess their impact on other, dependent variables, which is not possible in field observations.
Hydrograph characteristics, initial bed composition and structure, and sediment supply are usually
taken as independent variables, and their effect on sediment transport characteristics is measured.
The number of combinations is endless, and Table 1 summarizes some of the experimental conditions
considered in recent studies, with a focus on experiments looking at coarse-grain and bi-modal bed
material composition.

The hydrographs applied in experimental studies vary in shape, duration, flow magnitude,
time-to-peak flow, and proportion between rising and falling limb duration, so as to model various
types of flood waves occurring in natural conditions (Figure 1). Triangular [13], trapezoidal [23],
and step-wise [24–26] hydrographs have been considered. Other researchers have designed more
naturally-shaped hydrographs in the form of smooth curves [27–29]. The duration of hydrographs
has varied from a few minutes [12] to a few hours [5]. Cycled hydrographs have been designed to
model the influence of successive floods or other unsteady flow events on the bed texture and sediment
transport [11,25,27,30–33].

The bed of experimental channels has been composed of unimodal sand or gravel [11,13,27,34],
sand–gravel [12,25,35], silt-gravel and silt-sand mixtures [26,32], and tri-modal sand–gravel
mixtures [36]. An idealized bed structure, i.e., well-mixed and screeded, has been applied to exclude
the influence of initial bed morphology prior to single [24,34] and cycled hydrographs [32]. A bed
water-worked by antecedent flow prior to a single hydrograph has been applied to simulate conditions
similar to those in nature [12,23,28]. Other studies have combined structured water-worked gravel
beds with cycled hydrographs [31]. Some studies have applied a more complex planar morphology,
for instance, to simulate alternate bar topography [27].

Sediment supply has been controlled in laboratory studies to simulate sediment feeding or
sediment starving conditions [24,30]. Sediment-feeding conditions occur when a sediment load from
upstream is provided, and the rate of supply is larger than the bedload transport capacity; in the
converse, as in the case of flow below dams, sediment-starved conditions occur. Sediment supply also
has a technical motivation, as a way to control scour and deposition during an experiment when the
variation of bed level is undesirable [11,30,31,34]. Erosion processes may considerably affect the water
surface level when the water depth is relatively small in laboratory flumes [34].
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Table 1. Laboratory studies on sediment transport under unsteady flow conditions.

Study
Type of

Hydro-Graph 1

Channel
Dimensions 2

and Slope
Flow

Initial Bed
Conditions

Sediment and
Supply

Hyste-Resis 3

Bombar et al., 2011 [23] S, triangular,
trapezoidal

18.6 × 0.8 × 0.75
slope: 0.005

peak about 80 L/s
duration: 67–270 s

screeded and
water-worked

gravel,
d50 = 4.8 mm N/A

Curran et al., 2015 [37] S, stepped 11 × 0.6 × 0.5 duration: 76 min well-mixed,
screeded

70% sand,
30% gravel;

d50 = 0.5 mm;
sediment

recirculation

N/A

Ferrer-Boix, and Hassan.
2015 [31] S, pulsed 18 × 1 × 1

slope: 0.022

variable duration
(1–10 h) low flow

0.065 m2/s,
followed by 1.5 h
constant high flow
pulse 0.091 m2/s

water-worked

dmean = 5.65 mm;
20% sand;

constant feed rate
2.1 g/m/s

N/A

Guney et al., 2013 [12] S, triangular 18.6 × 0.8
slope: 0.006

base flow: 9.5 L/s;
peak flow: 49.6

L/s; duration: 10
min

well-mixed,
water-worked

gravel/sand
mixture; d50 = 3.4

mm, no supply
C, CC

Hassan et al., 2006 [5] S, stepped
triangular 9 × 0.6 × 0.5

0.012–0.055 m3/s;
duration: 0.83–64

h
water worked

range of grain size:
0.180–45 mm;

no supply
N/A

Humphires et al., 2012
[27]

S,
naturally-shaped

(lognormal)
28 × 0.86 × 0.86

peak flow: 35 L/s,
25 L/s; duration:

14.5 h, 8.5 h
armored d50 = 4.1 mm

sediment pulses S

Lee et al., 2004 [13] S, triangular 21 × 0.6 × 0.6
slope: 0.002

base flow: 0.04
m2/s; peak flow
0.05–0.14 m2/s;

duration: 21–80
min

d50 = 2.08 mm
no supply CC

Li et al., 2018 [29]

S,
naturally-shaped

(smooth
sinusoidal curves)

35 × 1.2 × 0.8
slope: 0.003

peak flow 0.018
m2/s and 0.038

m2/s

gravel (2–4 mm),
sand (0.1–2 mm),

100% gravel; 100%
sand; 53% gravel

and 47% sand;
22% gravel and

78% sand;
constant feed rate

2.1 g/(m s)

N/A

Mao, 2012 [24] S, stepped
symmetrical

8 × 0.3
slope: 0.01 0.024–0.085 m2/s

mixed and
screeded sediment

20% sand, 80%
gravel, d50 = 6.2
mm, continuous

recirculation

C

Mao, 2018 [25]
C, three types of

stepped
symmetrical

8 × 0.3
slope: 0.01 0.024–0.085 m2/s

water-worked by
steady antecedent

flow

20% sand, 80%
gravel, d50 = 6.2

mm, supply
C, CC

Martin and Jerolmack,
2013 [38]

S, pulsed and
triangular

15 × 0.92 × 0.65
slope: 0

peak flow: 81.4,
111.7 L/s; low flow:

39.1, 63.3 L/s,
duration: several

hours

water-worked by
low flow

d50 = 0.37 mm
no supply N/A

Mrokowska et al.,
2018 [34]

Mrokowska et al.,
2016 [39]

S, triangular 12 × 0.49 × 0.6
slope: 0.0083

base flow:
0.0035–0.0131

m3/s; peak flow:
0.0387–0.0456

m3/s; duration:
400–800 s

well-mixed,
screeded, without

and with
antecedent flow

dmean = 4.93 mm
supply C

Nelson et al., 2011 [40] S, square-wave 6 × 0.25 × 0.4
slope: 0.002 peak: 0.02 m3/s well-sorted

sand
d50 = 0.58 mm

no supply
N/A

Orru et al., 2016 [36] S, one step 14 × 0.4 × 0.45
slope: 0.0022

stepped increase
form 0.0465 m3/s

to 0.0547 m3/s
water-worked

tri-modal
sediment mixture

d50 = 1 mm,
d50 = 6 mm,

d50 = 10 mm;
no supply

no

Perret et al., 2018 [26] C, stepped
symmetrical

18 × 1 × 0.8
slope: 0.01 -

loose and packed
gravel beds,

infiltrated with
fine grains

gravel
d50 = 6.8 mm and

bimodal
gravel–sand and

gravel–silt

N/A
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Table 1. Cont.

Study
Type of

Hydro-Graph 1

Channel
Dimensions 2

and Slope
Flow

Initial Bed
Conditions

Sediment and
Supply

Hyste-Resis 3

Phillips et al., 2018 [11]
C, four different

shapes: triangular
and rectangular

30 × 0.5 - -
unimodal

well-mixed,
dmean = 7.2 mm

N/A

Piedra et al., 2012 [41]
S, stepped,
increasing
discharge

7 × 0.9
slope: 1/150 peak: 29–34 L/s -

gravel
d50 = 6.6 mm

no supply
No

Redolfi et al., 2018 [30] C, square-wave
and triangular

24 × 2.9, 24 × 0.8
slope: 1.0%

square-wave:
1.2–2.5 L/s, 1.5–2.5

L/s;triangular:
0.5–2.5 L/s

well-sorted sand,
water-worked by
antecedent low

flow

sand d50 = 1 mm
supply C

Shvidchenko and
Kopaliani, 1998 [42] S, stepped

outdoor plot:
84 × 10;

flume: 100 × 1;
recirculating
tilting flume:

18 × 2.46

- braided channel

dmean = 0.69 mm
dmax = 5–8 mm

recirculating
flume:

d50 = 4.3 mm

No

Waters and Curran,
2015 [32] C, stepped 9 × 0.6 × 0.5

duration: 76 min,
cycled with 2 h

base flow between,
peak flow: 0.073,
0.131 m2/s, base
flow 0.029 m2/s

well mixed
screeded flat,
antecedent
low flow

70% sand, 30%
gravel, d50 = 0.55

mm and 70% sand,
30% silt, clay d50 =

0.27 mm
no supply

F8, CC most
frequent

Wang et al., 2015 [28] S, natural-shaped 8 × 0.3 × 0.3
slope: 0.0083

base flow 8 L/s,
peak flow

13.5–18 L/s;
duration:
120–141 s

screeded,
antecedent flow

range of grain size:
1–16 mm;

d50 = 5 mm,
unimodal and

bimodal

C

Wong and Parker,
2006 [33] C, triangular 22.5 × 0.5

peak flow:
0.065–0.102 m3/s;

duration
15–60 min

well-sorted
gravel,

d50 = 7.1 mm,
constant feed

N/A

1 S—single, C—cycled; 2 length (m) ×width (m) × depth (m); 3 Hysteresis in the relationship between total sediment
transport rate and flow rate; C—clockwise, CC—counterclockwise, F8—figure-8 shape.

Undistorted mobile bed models based on Froude similitude have usually been applied to model
sediment transport in unsteady flow. A general rule applies to unsteady flow experiments: When
fully rough flow occurs in a river; it is enough to assure that scaled flow is also fully rough to satisfy
the Reynolds number criterion. Then the Froude number becomes the main criterion to calculate
scaling between the model and the prototype [43]. The similitude of boundary shear stresses is usually
obtained by applying the Shields number to satisfy the similarity of forces acting on sediment particles
in a prototype and a model [43]. Mao [24] used Froude scaling to prepare a model that represents
a narrow gravel-bed river. The model at a scale 1:30 represented a 10-m wide stream with a bed
composed of material with d50 = 200 mm, while flow corresponded to a flashy flood lasting 10 h and
a snowmelt flood lasting 83 h. Redolfi et al. [30] constructed a model representing a typical gravel
bed river with d50 = 50 mm and flood duration of 1 h in a model corresponding to 7 h in a prototype.
Shvidchenko and Kopaliani [42] provided in-depth theoretical commentary on similitude laws and
their study presented a model of Laba River at a scale of 1:50. Lee et al. [13] commented on the
applicability of Froude similitude to hydrograph design, concluding that this law can be adopted in
unsteady flow even if equilibrium conditions of bed morphology are not met.
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Figure 1. Main types of unsteady flow hydrographs tested in laboratory experiments. The dotted red
line denotes a base flow.

3. Hydrodynamic Aspects of Sediment Transport

Bed material is set into motion as the result of forces exerted by flowing water, usually represented
by drag and lift on a grain scale and friction on a larger scale. Thus, proper evaluation of these forces
is necessary to assess sediment transport. Forces acting on sediment depend on the flow attributes,
such as turbulence characteristics and mean flow characteristics. A variety of studies in steady flow
conditions have shown that there is mutual interaction between flow properties and movement of
sediment, demonstrating that flow properties are modified in the presence of bedload as compared
to the clear water (an absence of sediment transport) counterpart [44–46]. For example, near-bed
velocity fluctuations, and consequently Reynolds shear stresses, diminish when the channel bed is
movable [47].

A better understanding of grain scale mechanics is necessary to improve the assessment methods
of bed load transport [48]. Detailed laboratory measurements have demonstrated the impact of
pressure gradients around grains and turbulence events on the entrainment of sediment grains in
steady flow [15]. Although unsteadiness is an immanent feature of river systems, its impact on the fate
of single particles has yet to be sufficiently understood. But one has to acknowledge the attempts to
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understand the influence of unsteadiness (hydrograph characteristics) on particular forces, for example,
the magnitude of lift [49]. Another related example is a study considering the effect of turbulent flow
parameters on the movement of particles in natural conditions, which has shown that flow acceleration
affects bedload transport [50].

Contrasting results have been reported concerning the impact of sediment transport on flow
resistance. On the one hand, bedload transport has been found to enhance flow resistance, due to
additional flow energy dissipation through interactions between sediment grains and the extraction of
momentum from the flow [51]. On the other, however, a large body of research has reported the reverse
trend, showing decreased flow resistance or a negligible effect in movable bed conditions [44,52,53].
Since flow resistance varies due to the evolution of bed structure as water flows over movable bed, it has
been proposed to apply a flow-dependent roughness factor instead of a fixed roughness coefficient
to calculate bedload using resistance equations [54]. Our understanding of the abovementioned
phenomena in steady flow is still incomplete and much less is known about flow resistance in unsteady
flow with a movable boundary.

It has been well known that flood hydrograph characteristics affect sediment transport capacity
through time-variable bed shear stresses. Recently, some progress has been made with methods to
evaluate bed shear stresses in unsteady flow conditions [55–58], but these are mostly indirect methods.
It is quite unfortunate that the techniques used to measure instantaneous values of shear stresses are
not well developed [59]. Flow resistance in unsteady flow has been widely considered using bed shear
stress τ (N/m2) or friction (shear) velocity u∗ (m/s) (Equation (1)) to quantify friction.

u∗ =
√
τ
ρ

(1)

where ρ—water density (kg/m3).
The first report on the friction velocity in unsteady flow over a rough gravel bed was presented

by Tu and Graf [60]. They found that friction velocity achieves the peak value along a rising limb
before peaks of water depth and discharge, and that bed shear stress is larger along the rising limb
than along the falling limb of the hydrograph (Figure 2). Similar results were later obtained by Graf
and Song [56,61] and Nezu and Nakagawa [62]. Although this relationship was observed for immobile
bed conditions, it appears to be significant for research on bedload transport. Since the peak of bedload
is most likely around the peak of bed shear stress, the most intensive sediment transport is expected
before the discharge peak, provided sediment is available. It is also more likely that armored bed is
destroyed in the region of increased shear velocity.

 

Figure 2. Schematic representation of temporal variation of flow parameters, indicating the sequence
of peak values. Based on [56,61], u*max—maximum friction velocity (m/s), Umax—maximum mean
flow velocity (m/s), Qmax—maximum flow rate (m/s), hmax—maximum flow depth (m).
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The shear velocity in unsteady flow conditions may be conveniently evaluated from the
following formula:

(u∗)SV =

[
gR
(
I +

U
gh
η+

(
U2

gh
− 1
)
ϑ− 1

g
ζ

)] 1
2

(2)

where η = ∂h
∂t ,ϑ = ∂h

∂x , ζ = ∂U
∂t , t—time (s), U—mean cross-sectional velocity (m/s), x—horizontal spatial

coordinate (m). This formula may be derived from flow equations—the momentum conservation
equation and the continuity equation in the form of the Reynolds 2D model [56] or 1D Saint–Venant
model [60]. It should be kept in mind that the Saint-Venant model was derived for immobile
bed conditions, and the movement of bed elements may introduce some degree of uncertainty.
Generally, there is a high level of ambiguity in the definition of bed shear stresses in a mobile channel
boundary [63,64].

Equation (2) may be simplified in a number of cases by neglecting particular terms. For rapidly
varied flows, which may occur in the case of dam-break flows or ephemeral floods, all terms of the
equation are significant. However, in many cases of seasonal floods and related laboratory models,
the acceleration terms are significantly smaller than the others, and they may be removed; for further
information see, e.g., Mrokowska et al. [57]. Shear velocity has been evaluated with formula derived
from flow equations in a number of unsteady flow studies [57,58,65–67] as well as in studies on
sediment transport in unsteady flow conditions [12,28,34].

It should be noted that water surface slope (I−ϑ) is present in each form of the equation irrespective
of the simplifying assumptions. Water surface slope has a pronounced impact on sediment transport
assessment especially in the case of high-yield ephemeral streams [68]. At the same time, this variable
is difficult to control in laboratory mobile bed conditions, where water surface fluctuations tend to
occur in relatively shallow flow [34].

4. Impact of Unsteady Flow on Bed Structure and Composition

The texture of the riverbed may evolve rapidly during floods due to the combined effect of variable
shear stresses and the availability of sediment grains. When coarse-grained riverbed is examined
in natural conditions, it is almost impossible to distinguish which aspects of bed structure are the
effect of steady or unsteady flow [11], since it has been shown that both types of flow trigger the same
fundamental phenomena involving grain organization. An example is the formation of an armor
layer (i.e., a bed surface layer of grains coarser than subsurface material). Three well-documented
mechanisms of armor formation are horizontal downstream preferential transport of finer grains
(winnowing), kinematic sieving, moving grains in a vertical direction, and spontaneous percolation
when the coarse fraction is immobile [15,69]. A recent laboratory study considered the armoring
process in the context of dense granular flow and found that vertical segregation of grains may occur
not only due to the action of flowing water but also due to granular bottom-up segregation [70].

Much attention has been paid to the formation and persistence of an armor layer in steady and
unsteady flows. It has been shown that low steady flow promotes channel bed consolidation and
the formation of an armor layer [15,71]. However, experimental research has demonstrated that not
only steady but also unsteady flows may trigger the formation of armor conditions [5]. An armoring
effect has been identified for flat flood waves (as in snowmelt floods) with a long falling limb. Another
laboratory study has shown the formation of coarse-grain clusters under increasing discharge [41].
A similar stabilizing effect has been demonstrated for a low magnitude hydrograph occurring before
another flood wave [25]. It has been demonstrated that armoring is more likely in sediment starving
conditions than when sediment is available [5]. Thus, antecedent steady flow without sediment feeding
is usually applied in the laboratory to prepare an armored bed for unsteady flow experiments [12,27,36].

Bertin and Friedrich [72] reported that total mobilization of coarse sediments is only possible
during high-magnitude floods [73], indicating that partial transport promoting stable armor layer
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formation prevails in coarse-grained riverbeds. Armor layer destruction has been observed for peaky
dam water release hydrographs with high variability of flow and large stream power [74].

Various effects of unsteady flow on bed composition have been reported in the literature. Some
field studies have indicated that bed composition after a flood event remained the same as before
the flood [75,76]. A possible explanation is the constant supply of sediment from upstream enabling
mobile armor layer formation [75]. Conversely, the laboratory experiments presented in Mao [24]
showed that bed surface composition and arrangement were modified after a simulated flood event
with a mobile armor layer.

It has been demonstrated that the stability of an armor layer depends on the grain size distribution of
the sediment supply, with a mobilizing effect when grains finer than the bed material are provided [15,77].
Mobility of grains changes considerably in bi-modal sediments. Steady flow experiments have
demonstrated that the threshold for gravel transport is reduced when sand is added [78,79]; when
sand content exceeds 35 to 40% then sediment behaves like sandy material [80]. Similar effects have
been revealed in unsteady flow experiments. Li et al. [29] demonstrated that transport of gravel is
higher in a gravel–sand mixture than in a pure gravel bed and the transport of sand is lower due to a
hindering effect. Wang et al. [28] compared the total sediment transport rate for unimodal sediments
and bi-modal gravel–sand mixture and found that the mixture is transported at higher bedload rates
than the unimodal counterpart. Moreover, experiments with sand–silt and gravel–sand mixtures
have demonstrated that bedload transport is larger in the first case since gravel has a stabilizing effect
on the second mixture [32]. Perret et al. [26] investigated the effect of infiltration of sand and silt
experimentally into a gravel matrix on sediment transport in an unsteady flow event. Their approach
differed from that of previous studies in that they did not use mixed sediment but instead infiltrated
fine grains into the gravel matrix. They reported that cohesive sediment consolidates the bed and,
thus, reduces sediment flux compared to bed composed of gravel, whereas infiltrated sand enhances
sediment transport.

5. Total and Fractional Bedload Transport

The impact of flow unsteadiness on sediment transport manifests itself in the total weight of
sediment transported during a flood (total sediment yield). Laboratory experiments comparing total
yield for a given hydrograph and for the equivalent-volume steady flow have shown that sediment
yield is higher for unsteady flow than for the equivalent steady flow counterpart, indicating that
unsteadiness enhances sediment transport [13,28,29]. It has been demonstrated that total sediment
yield was up to an order of magnitude higher for the naturally-shaped hydrograph (peak flow rate
18 L/s and duration 7200 s) than for the equivalent steady flow (flow rate 13.45 L/s and duration the same
as for the unsteady flow hydrograph) [28]. Li et al. [29] presented data extending these observations
and reported, among other findings, that for a naturally-shaped unsteady flow hydrograph (duration
7 h and flow rate peak 0.038 m2/s) and its volume-equivalent steady flow counterpart, total yield of
unimodal sediment decreased from 114.8 kg to 11.4 kg for gravel and from 440.2 kg to 271.6 kg for sand.
However, Yager [15] reported a few studies that found smaller total yield during a flood event than in
equivalent steady state conditions. This is indicative of the fact that other factors, such as sediment
availability, have to be considered in addition to the flow characteristics in such comparisons.

Wang et al. [28] claimed that flow unsteadiness and hydrograph magnitude, and not hydrograph
shape, are major factors influencing sediment transport yield, while Redolfi et al. [30] found hydrograph
magnitude and shape to be the main factors influencing the averaged bedload transport.

The structure of the bed surface, sediment supply conditions, and unsteadiness of flow seem to
be major factors affecting temporal bedload and fractional transport [28,32]. Bedload rate varies in
time during flood wave propagation, exhibiting hysteresis in the relationship between total sediment
transport rate and flow rate with time lag effects. Both a clockwise hysteresis, with the bedload peak
preceding the discharge peak, and a counterclockwise hysteresis, with the reverse trend, have been
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observed in nature and in the laboratory, and a more complicated figure-8 shape has also been reported
(see Table 1 and Figure 3).

Various factors affect the loop-shaped relationship between bedload rate and discharge,
e.g., the availability of sediment, including supply from upstream and the organization of bed
sediments. In-depth analysis of these issues can be found in a review by Gunsolus and Binns [22].
A clockwise hysteresis has been reported most often in intact coarse-bed conditions [12,24,25,27,28,30,34].
A counterclockwise hysteresis has been observed mainly for initial armored or well-sorted conditions,
where the bedload peak occurred after the breakup of consolidated material along the receding limb of
the hydrograph [12,32] or, as in the case of sand [13], where it has been associated with bed forms.

Laboratory studies on bi-modal gravel–sand sediments have revealed the variation in grain size
transported during a flood event, i.e., fractional transport [12,24,25,28]. The clockwise bedload–discharge
relationship reported for these mixtures has been accompanied by a counterclockwise hysteresis in
fractional bedload transport, that is, finer grains predominate in sediment transported along the rising
limb and coarser grains dominate along the receding one. Conversely, a counterclockwise hysteresis in
total bedload appeared along with clockwise loop in fractional transport [12].

 
Figure 3. Types of bedload transport hysteresis. Arrows denote hysteresis direction.

Although existing data are not sufficient to quantify the effect of hydrograph shape on hysteresis
in the bedload rate–discharge relationship [22], it is important to stress the significance of flow
unsteadiness itself since the literature reports that hysteresis has been observed only for rapidly
changing flows [11]. Wang et al. [28] demonstrated that unsteadiness affects both total and fractional
bedload. Their findings show that hydrographs with a higher rate of unsteadiness (short peaky flows)
transport relatively more sediment than gradual events. More significantly, the authors have suggested
that in these flashy hydrographs, sediment transport may be initiated for lower flow than in the case of
flat hydrographs. These observations are in line with the theory of unsteady flow, which says that bed
shear stress achieves its peak along a rising limb (see Section 3), thereby making favorable hydraulic
conditions for maximum bedload transport. Whether a bedload peak appears around the peak of bed
shear stress or not depends on other sediment and bed-related factors, e.g., sediment availability.

6. The Impact of Flood History on Bedload Transport

Field observations have shown that single unsteady flow events may considerably modify riverbed
morphology [81]. However, riverbeds evolve continuously as a result of successive periods of low
flow disrupted by flood events, or repeating flashfloods, as for instance occur in ephemeral streams
in arid regions [1,6,7], or pulsed flows below dams [3]. The cycles of low and high flows, i.e., flood
history, have a significant influence on riverbed morphodynamics on a long-term scale [3,11,25].

Laboratory studies on the impact of preceding flow events on sediment transport during a flood
have been increasingly reported in the literature in recent years. In this approach, multiple flood events
are considered to check what memory a fluvial system may exhibit. A sequence of floods varying
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in duration, magnitude, shape, and intraflood flow have been simulated in laboratory channels to
study the effects of previous flows on sediment grain arrangement in gravel or bi-modal riverbeds.
Hassan et al. [5] claimed that a few cycles of flat hydrographs per year promote armoring. Experimental
studies on the effect of cycled pulsed hydrographs have shown downstream fining of surface sediment
and demonstrated that bed structure and bedload transport are affected by the frequency of unsteady
flow and duration of low flow periods [31]. Similarly, Redolfi et al. [30] observed downstream fining
and highlighted the role of low flow periods when finer material is winnowed.

Mao [25] ran a sequence of stepped hydrographs of different magnitudes on a bi-modal bed
composed of gravel–sand mixture to show that high magnitude hydrographs affect the sediment
transport rate during subsequent high- and low-magnitude flood events, while the preceding
low-magnitude hydrograph affects the sediment transport rate only when it is followed by a
low-magnitude event. The study indicated potential reasons for the reduction of the sediment transport
rate during a subsequent hydrograph when the first one has a high magnitude: (1) mobilization
of coarser grains from the thicker layer of active sediments and (2) kinematic sieving reducing the
availability of fine grains. The reduction of sediment transport during a low-magnitude event when
it is preceded by a low-magnitude event was attributed to (1) the formation of clusters and patches
which stabilize the bed and (2) the effect of coarse grain protrusion. The stabilizing effects of antecedent
low-flow have been observed earlier in studies on single hydrographs with low antecedent flows,
e.g., in Waters and Curran [32]. Mao [25] also reported decreasing bedload hysteresis through successive
flood events and associated it with the vertical winnowing of fine grains. Phillips et al. [11] performed
an experiment with unimodal sediment and observed no memory effects, which, along with the studies
mentioned above, indicates that sediment composition seems to be a major factor contributing to the
memory of a fluvial system.

7. Recapitulation, Open Questions, and Outlook

It should be evident from the material discussed above that understanding bed load transport
under unsteady flow conditions is central to understanding the impact of flood events in water courses.
Bearing in mind the complexity of the physics underlying these processes, especially when temporal
changes are taken into account, we argue that the best approach to increase our knowledge of bed load
transport involves laboratory flume experiments. While there are opportunities to move forward at
increased pace, there are also significant challenges faced by hydraulic researchers, which have been
discussed in this paper.

In principle this paper has sought to summarize the current knowledge on the dynamics of bed
load transport and interactions between flow unsteadiness and riverbed. This review has discussed
only a few selected topics, a selection necessarily biased by the interests and/or involvement of the
authors. As mentioned in the introduction, a few reviews of this topic already exist, and they are
recommended for a more complete overview of the field.

Significant advancements have been made, particularly in the last ten years, in understanding the
impact of flood events in watercourses with gravel or bi-modal sediment. One reason for such interest
in the subject is the practical significance of unsteady flow events in mountain regions, which are
prone to flooding and serious alteration of fluvial system morphodynamics. Another reason is the
eagerness to solve the complex fundamental two-phase flow problem involving water and grains
with multimodal size distribution in unsteady flow conditions. Sediment transport in sand bed
rivers, where the evolution of bed forms instead of grain organization affects the transport rate, has
gained much less attention; however, this trend seems to be changing [82]. Even with the mentioned
advancements, challenges remain, and we are far from being able to posit possible generalizations
due to the limited number of various conditions studied and too few experiments performed under
similar conditions.

We can, however, point out some of the limitations of the works described in this paper. First,
we have assumed the sediment to be cohesionless, and we have discussed only research dealing with
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such situations, although we realize that such a condition does not have to be satisfied in many natural
settings, particularly when the bed is covered by clay or mud. A second major assumption concerns the
quite artificial shape of most of the hydrographs created in laboratory flumes. However, the variation
in those hydrographs, in terms of such factors as shape, duration, and flow magnitude, does provide
insight into their impact on bed load transport.

Almost every published study has brought a few open questions showing how much effort is
still necessary to gain a basic understanding of sediment transport processes on a local grain scale,
a reach scale, and on the scale of the whole basin. Based on those studies and our own experience and
intuition, we may point to the following goals and directions of future experimental studies. There are
often issues that are conceptually very straightforward but would still pose technical problems; a good
example is the experimental evaluation of the gradient of flow depth and consequently friction velocity
and the bed shear stress. This is associated with difficulties in avoiding water surface slope fluctuations
under unsteady flow conditions in a flume. New techniques allowing the above to be solved are still
in great need. If this can be satisfactorily resolved, the next task of crucial importance seems to be
quantifying the effect of flow unsteadiness and variable shear stresses during the hydrograph on the
sediment transport rate and hysteresis in the relationship between bedload rate and the discharge.

It is expected that trials to elucidate how sediment transport dynamics in an unsteady flow event
depend on the flow memory of the system (e.g., associated with a flood event sequence) remains an
active area of research for the foreseeable future. After all, we realize that the alterations in flood
patterns forecast by climate change models [83,84] may enhance the variability of unsteady flow events
and intraflood conditions, and the complexity of flow-sediment interactions may increase. It may
be equally important to quantify the effect of kinematic sieving occurring in multi-modal grain size
distributed sediment during a sequence of flood events [25].

We still do not know if it is possible to quantify sediment transport in unsteady flow given
the sediment composition and characteristics of transient flow conditions—so far we are able to
qualitatively observe the relationships between various quantities. Going forward, it is crucial to study
how various supply conditions in terms of supply rate and grain size affect sediment transport during
a flood event and a sequence of events [25]. Apart from its basic importance, this issue has practical
implications for experiment design: The effect of initial bed conditions is evident in the analyses of
the total supplied and transported sediment mass. Most experiments do not include complex bed
configuration involving bed forms and alternate bars, but such extension seems to be absolutely
necessary if we want to apply our knowledge to real rivers. Along these lines, Perret et al. [26] pointed
to the study of the effect of multimodal sediment composition, considering the effect of fine sediment
infiltration into the gravel matrix.

We are also convinced that the major problem in our understanding of bed load transport under
unsteady flow conditions lies in the limited understanding of the hydrodynamics of unsteady flows
and its interrelation with mass transport phenomena. Therefore, much attention has to be paid to
quantifying the effect of flow unsteadiness and variable shear stresses during a given hydrograph on
the sediment transport rate and hysteresis in the relationship between bedload rate and discharge, to
studying the mutual influence between turbulence and sediment transport in unsteady flow and, last
but not least, to correlating flow velocity distributions with bed load discharge.

Author Contributions: Conceptualization, M.M.M and P.M.R.; methodology, M.M.M.; resources, M.M.M
and P.M.R.; writing—original draft preparation, M.M.M.; writing—review and editing, M.M.M. and P.M.R.;
visualization, M.M.M.; supervision, P.M.R.

Funding: This work was supported within statutory activities No 3841/E-41/S/2019 of the Ministry of Science and
Higher Education of Poland.

Conflicts of Interest: The authors declare no conflict of interest.

15



Water 2019, 11, 907

References

1. Fielding, C.R.; Alexander, J.; Allen, J.P. The role of discharge variability in the formation and preservation of
alluvial sediment bodies. Sediment. Geol. 2018, 365, 1–20. [CrossRef]

2. Millares, A.; Polo, M.J.; Monino, A.; Herrero, J.; Losada, M.A. Bed load dynamics and associated snowmelt
influence in mountainous and semiarid alluvial rivers. Geomorphology 2014, 206, 330–342. [CrossRef]

3. Aigner, J.; Kreisler, A.; Rindler, R.; Hauer, C.; Habersack, H. Bedload pulses in a hydropower affected alpine
gravel bed river. Geomorphology 2017, 291, 116–127. [CrossRef]

4. Mueller, E.R.; Schmidt, J.C.; Topping, D.J.; Shafroth, P.B.; Rodriguez-Burgueno, J.E.; Ramirez-Hernandez, J.;
Grams, P.E. Geomorphic change and sediment transport during a small artificial flood in a transformed
post-dam delta: The Colorado River delta, United States and Mexico. Ecol. Eng. 2017, 106, 757–775.
[CrossRef]

5. Hassan, M.A.; Egozi, R.; Parker, G. Experiments on the effect of hydrograph characteristics on vertical grain
sorting in gravel bed rivers. Water Resour. Res. 2006, 42. [CrossRef]

6. Billi, P. Flash flood sediment transport in a steep sand-bed ephemeral stream. Int. J. Sediment Res. 2011, 26,
193–209. [CrossRef]

7. Reid, I.; Laronne, J.B.; Powell, D.M. Flash-flood and bedload dynamics of desert gravel-bed streams.
Hydrol. Process. 1998, 12, 543–557. [CrossRef]

8. Sui, J.; Koehler, G.; Krol, F. Characteristics of Rainfall, Snowmelt and Runoff in the Headwater Region of the
Main River Watershed in Germany. Water Resour. Manag. 2010, 24, 2167–2186. [CrossRef]

9. Kampf, S.K.; Lefsky, M.A. Transition of dominant peak flow source from snowmelt to rainfall along the
Colorado Front Range: Historical patterns, trends, and lessons from the 2013 Colorado Front Range floods.
Water Resour. Res. 2016, 52, 407–422. [CrossRef]

10. Tabarestani, M.K.; Zarrati, A.R. Sediment transport during flood event: A review. Int. J. Environ. Sci. Technol.
2015, 12, 775–788. [CrossRef]

11. Phillips, C.B.; Hill, K.M.; Paola, C.; Singer, M.B.; Jerolmack, D.J. Effect of Flood Hydrograph Duration,
Magnitude, and Shape on Bed Load Transport Dynamics. Geophys. Res. Lett. 2018, 45, 8264–8271. [CrossRef]

12. Guney, M.S.; Bombar, G.; Aksoy, A.O. Experimental Study of the Coarse Surface Development Effect on the
Bimodal Bed-Load Transport under Unsteady Flow Conditions. J. Hydraul. Eng. 2013, 139, 12–21. [CrossRef]

13. Lee, K.T.; Liu, Y.L.; Cheng, K.H. Experimental investigation of bedload transport processes under unsteady
flow conditions. Hydrol. Process. 2004, 18, 2439–2454. [CrossRef]

14. Muirhead, R.W.; Davies-Colley, R.J.; Donnison, A.M.; Nagels, J.W. Faecal bacteria yields in artificial flood
events: Quantifying in-stream stores. Water Res. 2004, 38, 1215–1224. [CrossRef]

15. Yager, E.M.; Kenworthy, M.; Monsalve, A. Taking the river inside: Fundamental advances from laboratory
experiments in measuring and understanding bedload transport processes. Geomorphology 2015, 244, 21–32.
[CrossRef]

16. Rickenmann, D. Variability of Bed Load Transport during Six Summers of Continuous Measurements in Two
Austrian Mountain Streams (Fischbach and Ruetz). Water Resour. Res. 2018, 54, 107–131. [CrossRef]

17. Hallermeier, R.J. Oscillatory bedload transport: Data review and simple formulation. Cont. Shelf Res. 1982, 1,
159–190. [CrossRef]

18. Ribberink, J.S.; Katopodi, I.; Ramadan, K.A.H.; Koelewijn, R.; Longo, S. Sediment transport under (non)-linear
waves and currents. In Proceedings of the 24th International Conference on Coastal Engineering, Kobe,
Japan, 23–28 October 1994. [CrossRef]

19. Fang, H.W.; Chen, M.H.; Chen, Q.H. One-dimensional numerical simulation of non-uniform sediment
transport under unsteady flows. Int. J. Sediment Res. 2008, 23, 316–328. [CrossRef]

20. Caviedes-Voullieme, D.; Morales-Hernandez, M.; Juez, C.; Lacasta, A.; Garcia-Navarro, P. Two-Dimensional
Numerical Simulation of Bed-Load Transport of a Finite-Depth Sediment Layer: Applications to Channel
Flushing. J. Hydraul. Eng. 2017, 143. [CrossRef]

21. Soares-Frazao, S.; Zech, Y. HLLC scheme with novel wave-speed estimators appropriate for two-dimensional
shallow-water flow on erodible bed. Int. J. Numer. Methods Fluids 2011, 66, 1019–1036. [CrossRef]

22. Gunsolus, E.H.; Binns, A.D. Effect of morphologic and hydraulic factors on hysteresis of sediment transport
rates in alluvial streams. River Res. Appl. 2018, 34, 183–192. [CrossRef]

16



Water 2019, 11, 907

23. Bombar, G.; Elci, S.; Tayfur, G.; Guney, S.; Bor, A. Experimental and Numerical Investigation of Bed-Load
Transport under Unsteady Flows. J. Hydraul. Eng. 2011, 137, 1276–1282. [CrossRef]

24. Mao, L. The effect of hydrographs on bed load transport and bed sediment spatial arrangement. J. Geophys.
Res. Earth Surf. 2012, 117. [CrossRef]

25. Mao, L. The effects of flood history on sediment transport in gravel-bed rivers. Geomorphology 2018, 322,
196–205. [CrossRef]

26. Perret, E.; Berni, C.; Camenen, B.; Herrero, A.; Abderrezzak, K.E. Transport of moderately sorted gravel at
low bed shear stresses: The role of fine sediment infiltration. Earth Surf. Process. Landf. 2018, 43, 1416–1430.
[CrossRef]

27. Humphries, R.; Venditti, J.G.; Sklar, L.S.; Wooster, J.K. Experimental evidence for the effect of hydrographs
on sediment pulse dynamics in gravel-bedded rivers. Water Resour. Res. 2012, 48. [CrossRef]

28. Wang, L.; Cuthbertson, A.J.S.; Pender, G.; Cao, Z. Experimental investigations of graded sediment transport
under unsteady flow hydrographs. Int. J. Sediment Res. 2015, 30, 306–320. [CrossRef]

29. Li, Z.J.; Qian, H.L.; Cao, Z.X.; Liu, H.H.; Pender, G.; Hu, P.H. Enhanced bed load sediment transport by
unsteady flows in a degrading channel. Int. J. Sediment Res. 2018, 33, 327–339. [CrossRef]

30. Redolfi, M.; Bertoldi, W.; Tubino, M.; Welber, M. Bed Load Variability and Morphology of Gravel Bed Rivers
Subject to Unsteady Flow: A Laboratory Investigation. Water Resour. Res. 2018, 54, 842–862. [CrossRef]

31. Ferrer-Boix, C.; Hassan, M.A. Channel adjustments to a succession of water pulses in gravel bed rivers.
Water Resour. Res. 2015, 51, 8773–8790. [CrossRef]

32. Waters, K.A.; Curran, J.C. Linking bed morphology changes of two sediment mixtures to sediment transport
predictions in unsteady flows. Water Resour. Res. 2015, 51, 2724–2741. [CrossRef]

33. Wong, M.; Parker, G. One-dimensional modeling of bed evolution in a gravel bed river subject to a cycled
flood hydrograph. J. Geophys. Res. Earth Surf. 2006, 111. [CrossRef]

34. Mrokowska, M.M.; Rowinski, P.M.; Ksiazek, L.; Struzynski, A.; Wyrebek, M.; Radecki-Pawlik, A. Laboratory
studies on bedload transport under unsteady flow conditions. J. Hydrol. Hydromech. 2018, 66, 23–31.
[CrossRef]

35. Curran, J.C.; Waters, K.A. The importance of bed sediment sand content for the structure of a static armor
layer in a gravel bed river. J. Geophys. Res. Earth Surface 2014, 119, 1484–1497. [CrossRef]

36. Orru, C.; Blom, A.; Uijttewaal, W.S.J. Armor breakup and reformation in a degradational laboratory
experiment. Earth Surf. Dyn. 2016, 4, 461–470. [CrossRef]

37. Curran, J.C.; Waters, K.A.; Cannatelli, K.M. Real time measurements of sediment transport and bed
morphology during channel altering flow and sediment transport events. Geomorphology 2015, 244, 169–179.
[CrossRef]

38. Martin, R.L.; Jerolmack, D.J. Origin of hysteresis in bed form response to unsteady flows. Water Resour. Res.
2013, 49, 1314–1333. [CrossRef]
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Abstract: In a natural gravel-bed stream, the bed that has an organized roughness structure created
by the streamflow is called the water-worked gravel bed (WGB). Such a bed is entirely different
from that created in a laboratory by depositing and spreading gravels in the experimental flume,
called the screeded gravel bed (SGB). In this paper, a review on the state-of-the-art research on WGBs
is presented, highlighting the role of water-work in determining the bed topographical structures
and the turbulence characteristics in the flow. In doing so, various methods used to analyze the
bed topographical structures are described. Besides, the effects of the water-work on the turbulent
flow characteristics, such as streamwise velocity, Reynolds and form-induced stresses, conditional
turbulent events and secondary currents in WGBs are discussed. Further, the results form WGBs and
SGBs are compared critically. The comparative study infers that a WGB exhibits a higher roughness
than an SGB. Consequently, the former has a higher magnitude of turbulence parameters than the
latter. Finally, as a future scope of research, laboratory experiments should be conducted in WGBs
rather than in SGBs to have an appropriate representation of the flow field close to a natural stream.

Keywords: fluvial hydraulics; gravel-bed stream; turbulent flow; water-worked gravel bed

1. Introduction

The topic of natural gravel-bed streams remains a continued research interest for several decades
owing to its practical importance. The multifaceted fluid–particle interfaces yield spatial flow
heterogeneities, in addition to temporal intermittencies, especially in the near-bed flow zone. It is
therefore imperative to comprehend the turbulent flow physiognomies that arise from these complex
turbulence mechanisms in natural streams to accurately estimate the resistance to flow and/or sediment
transport rate. In fact, the bed surface topography in a natural gravel-bed stream possesses a spatially
multifaceted, but coherently organized bed structure, because it is created by the natural erosion and
deposition processes governed by continual flood cycles. In this process, a water-worked gravel bed
(WGB) is developed in a natural gravel-bed stream (Figure 1). Specifically, water-worked refers to the
work done by the flowing water on the sediment bed, for which the transport of sediments occurs
in a natural stream. Hence, the gravel-bed produced by the action of flowing water is called a WGB.
In contrast, in laboratory experimental studies, manmade gravel-bed is prepared by depositing and
spreading gravels into the flume for a given thickness. Such a bed is called a screeded gravel bed
(SGB) (Figure 2). The bed surface topography for such a bed is unorganized and randomly poised,
being different from that of a WGB, even for a given identical gravel size distribution in both beds.
Nonetheless, in the laboratory, a WGB can be produced if an SGB is water-worked, which can mobilize
the surface gravels over a sufficiently long period until the transport of gravels ceases. To the best of
the authors’ knowledge, a review on the studies done on WGBs has not yet been compiled, although
there exist several compilations on the studies done on SGBs.

Water 2019, 11, 694; doi:10.3390/w11040694 www.mdpi.com/journal/water20
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(a) (b) 

Figure 1. Photograph of a natural gravel-bed stream with a flow direction right to left (a); and close
view of the natural gravel-bed stream with a flow direction left to right (b).

  
(a) (b) 

Figure 2. Photograph of an SGB in a laboratory flume (a); and a close view (b).

The aim of this article is therefore to compile a comprehensive state-of-the-art review of the most
important laboratory experimental research on WGBs by analyzing the results scientifically. Attention
is primarily paid to the WGB topography structures, time-averaged flow field, turbulent stresses,
conditional turbulent events and secondary currents. In some cases, the results in WGBs are compared
with those in SGBs.

2. Analysis of Bed Roughness Structures in WGBs

As an earlier practice, river engineers used the particle-size distribution curve to characterize
the bed roughness. Bathurst [1] proposed the Nikuradse’s equivalent roughness ks approximately
to be 3–3.5 d84, where d84 is the 84th percentile of a particle-size distribution belonging to the range
of 240–500 mm. However, the roughness height ks cannot be estimated considering only a single
gravel size, e.g., d84, because other factors, such as gravel shape, orientation, alignment and structural
arrangements, are of equal importance, providing significant impact on the estimation of the roughness
height ks [2–7]. Considering this fact, Kirchner et al. [5] were the first to measure the friction angle
of the sediment mixtures having median size d50 ranging 1.2–12 mm in both WGBs and SGBs. They
observed that the difference in friction angles increases with a decrease in gravel size. Tp To quantify
the impact of water-work on the bed roughness structures, they compared the difference between the
bed roughness structures in WGBs that were created by the water action and SGBs that were manmade.
The results reveal that, for an identical particle-size distribution, the distributions of friction angles in a
WGB and an SGB are different, because the friction angles in the former are smaller than those in the
latter. They argued that the difference in the friction angles occurs owing to the difference in gravel
packing geometries in these beds. Hence, they concluded that the friction angle measured in an SGB
cannot be directly applicable to a WGB.
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2.1. Use of Probability Density Function

Skewness and kurtosis coefficients are deemed to be important properties, as they provide
useful information about the distributions of roughness structures. Kirchner et al. [5], Nikora et al. [8],
Marion et al. [9] and Aberle and Nikora [10] performed preliminary analysis of the roughness structures
in WGBs and SGBs. They found that the probability distribution functions (PDFs) of roughness
structures in both beds follow the normal distribution, but possess skewness values of opposite signs.
The PDFs in WGBs are positively skewed, while they are negatively skewed in SGBs. Marion et al. [9]
analyzed the PDFs of roughness structures at different time intervals during the creation of a WGB by
the sediment transport process. The PDFs of roughness structures were narrow at the initial periods,
but, as time elapsed, they became flatter having increased skewness. Although in their study the
PDFs of different roughness structures were unable to identify the particle scale features uniquely,
the WGB PDFs are positively skewed and the SGB PDFs are negatively skewed. Aberle et al. [10] also
had similar observations. They postulated that, in a WGB, the roughness structure is composed of
course gravels with finer particles filling the interstices of gravels. This causes the reduction of the
surface elevation of the roughness structure with respect to the mean bed level. As a result, the PDF is
positively skewed. Buffin-Bélanger et al. [11] also reported similar results. Later et al. [12] performed
experiments in WGBs and an SGB. In their study, the WGBs were created by feeding sediment at
the upstream end of the flume. Besides, to understand the impact of feeding rate on the roughness
structures, they generated three WGBs at three different feeding rates. These WGBs, namely Fed
bed 1, Fed bed 2 and Fed bed 3, were created at feeding rates of 0.0624 kg m−1, 0.0922 kg m−1 and
0.152 kg m−1, respectively. The PDFs of these four beds revealed that the SGB has a slightly negatively
skewed distribution of the roughness structure, while the WGBs have a very slightly positively skewed
distribution (Figure 3). Moreover, they found that, with an increase in feeding rate, the skewness value
decreases. Interestingly, in both the WGBs and the SGB, the kurtosis coefficients were found to be
positive, indicating a leptokurtic curve.
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Figure 3. Probability density functions of bed surface fluctuations with respect to the mean surface
level in WGBs (namely, Fed bed 1, Fed bed 2, and Fed bed 3) and an SGB (data extracted from Cooper
and Tait [12]).
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2.2. Use of the Second-Order Structure Function

Although the PDFs of the roughness structures provide information about the bed surface
features and the difference between a WGB and an SGB, they do not provide any information about
the degree of organization of the surface particles. For an immobile gravel-bed with a Gaussian
distribution of roughness structure, a quantitative evaluation of roughness structure can be done
by using a second-order structure function. Nikora et al. [8] were the pioneers of applying the
second-order structure function to ascertain the behavioral features in a WGB. They argued that,
if a roughness structure is treated as a random field, then the roughness description can be reduced
to two-dimensional spectrum, correlation function and structure function, by using the hypothesis
of local spatial homogeneity. The advantage of using the second-order structure function is that it
can consider all the important parameters that influence the roughness structure. The second-order
structure function is expressed as follows:

D(lx, ly) =
1

(N − n)(M−m)

N−n∑
j=1

M−m∑
k=1

[
∣∣∣z′(xj + nδx, yk + mδy) − z′(xj, yk)

∣∣∣]2, (1)

where D(lx, ly) is the second-order structure function of the bed elevation, z′ is the bed surface
fluctuation with respect to the mean bed elevation z, lx is the sampling interval in streamwise direction
(= nδx), ly is the sampling interval in spanwise direction (= mδy), j = 1, 2, 3, . . . , n, n is the number
of points in streamwise direction, k = 1, 2, 3, . . . , m, m is the number of points in spanwise direction,
and δx and δy are the sampling intervals in x and y directions, respectively. However, following the
concept of Monin et al. [13], Nikora et al. [8] obtained the D(lx, ly) as follows:

D(lx, ly) = 2(σ2
z −R(lx, ly)), (2)

where

σz =

√
1

NM−1

NM∑
i=1

z′2i and

R(lx, ly) =
1

(N−n)(M−m)

N−n∑
j=1

M−m∑
k=1

[z′(xj + nδx, yk + mδy)z′(xj, yk)].
(3)

In Equation (3), σz is the standard deviation and R(lx, ly) is the correlation function of the bed
elevations. Interestingly, Nikora et al. [8], instead of computing D(lx, ly) for all the measured points,
computed the D(lx, ly = 0) and D(lx = 0, ly) assuming that the main anisotropy axes of the roughness
coincide with their chosen x and y axes in a WGB and an SGB. From the analysis, they found that the
data form both beds collapsed onto two curves, indicating the existence of two different universal
classes of gravel-bed roughness.

Further, Nikora et al. [8] observed that the D(lx, ly) is composed of three regions: scaling, transition
and saturation regions. However, the first and last regions play the main role. For a small spatial lag,
the D(lx, ly) acts as a power function (that is, the scaling region), while, for a large spatial lag, the D(lx, ly)
becomes constant (that is, the saturation region). Goring et al. [14] extended the work of Nikora et al. [8]
by computing the second-order structure function for a two-dimensional roughness structure and
obtained similar results. Later, Butler et al. [15] analyzed the roughness structure in a WGB using the
fractal analysis in both streamwise and spanwise directions. To do so, they applied a two-dimensional
fractal method to high-resolution digital elevation models. They identified a mixed fractal behavior
with two characteristic fractal bands; one associated with the subgrain scale and the other associated
with the grain scale. The subgrain and grain scales features are isotropic and anisotropic, respectively.
They also observed that, owing to the streamwise orientation of the longest axis of particles, the fractal
dimensions are higher in the streamwise direction than in the other directions. It implies that the
effects of water-work are to modify the organization of roughness structure by increasing the surface

23



Water 2019, 11, 694

irregularities and hence the roughness height. Then, similar to Goring et al. [14], Marion et al. [9]
used Equation (2) to analyze the variation of roughness structure with time in a WGB under a mobile
bed condition. They showed that the roughness structures captured at different time intervals are
directly associated with the bed mobility conditions. Moreover, their second-order structure function
for roughness structure depicted the development of two different grain scale classes. One grain class
was developed under a static armoring condition, where the gravels formed a bed surface with strong
streamwise and spanwise coherences. The other one was developed under the dynamic armoring
condition, where the gravels formed a bed surface very quickly, but only with very strong streamwise
coherence. However, they were unable to establish a relation between the grain scale features with the
bed mobility condition. Following the method proposed by Nikora et al. [8], Cooper and Tait [12] used
the second-order structure functions for roughness structures of three fed WGBs and an SGB. They
calculated the correlation lengths in the WGBs and an SGB. They indicated that the correlation lengths
in both streamwise and spanwise directions in the WGBs are larger than those in the SGB, confirming
that the WGBs have larger scale bed features than the SGB. Later, Qin and Ng [16] performed the
second-order structure function analysis in a WGB and an SGB. They found similar results as obtained
by the aforementioned researchers.

2.3. Use of Higher-Order Structure Function

Owing to gravel imbrications (overlapping of gravels) and orientations, it is not always feasible to
obtain a PDF of Gaussian distribution. Hence, for such a case, to quantify the features of the roughness
structures in a WGB, the higher-order structure function is deemed to be an effective tool [8,10,17].
Further, the use of higher-order structure function provides multiscaling behavioral features of the
roughness structure [18,19]. It is represented as follows:

Dp(lx, ly) =
1

(N − n)(M−m)

N−n∑
j=1

M−m∑
k=1

[
∣∣∣z′(xj + nδx, yk + mδy) − z′(xj, yk)

∣∣∣]p (4)

where Dp(lx, ly) is the higher-order structure function and p is the order of the moment of the
structure function.

Nikora et al. [17] computed the structure function up to the sixth-order (p = 6) using the concept
of Kolmogorov [20]. Similar to the second-order structure function, the shape of the Dp(lx, ly) can be
divided into three regions: scaling, transition and saturation regions (Figure 4) [17]. Interestingly, they
revealed that, in WGBs, the boundary between the scaling and transition regions is of the order of the
median gravel size d50, while the boundary between the transition and saturation regions is of order of
d90, where d90 is the 90th percentile of a particle-size distribution. Akin to Nikora et al. [8], in Nikora
and Walsh [17], the analysis of Dp(lx, ly) suggested that the grain scales are isotropic, indicating that
the Dp(lx, ly) is independent of the axis rotation. However, within the transition region, the Dp(lx, ly)
becomes anisotropic. Further, within the scaling region, the scaling exponent ξ plays an important
role. For small values of lx and ly, the ξ varies linearly with p. Nevertheless, as p increases, the ξ varies
nonlinearly with p, suggesting a multiscaling behavior of roughness structures in WGBs, being sensitive
to the flow direction (Figure 5). The reason is attributed to the shape and the spatial arrangements of
gravels [17].
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Figure 4. Non-dimensional structure function of a WGB (data extracted from Nikora and Walsh [17]).
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In a WGB, to understand the effects of multiscaling behavior of roughness structures in the flow
direction, Aberle et al. [10] used both the second- and higher-order structure functions. They plotted
the second-order structure functions in the form of contours for different armoring discharge
conditions. In all cases, the contours form an elliptical shape. Similar observations were also
made by Butler et al. [15] and Nikora et al. [17]. An examination of the contours reveals that, at small
spatial lags in both streamwise and vertical directions, the longest axes of the nearly elliptical contours
are aligned in the streamwise direction (Figure 6). It implies that the majority of gravels are to be rested
on the bed keeping their longest axis in the streamwise direction [10]. They further argued that at the
end of the armoring process, the gravels keep their longest axis in the streamwise direction before
coming to the resting position, which is in conformity with the observations of Allen [21]. On the
other hand, large gravels, which were not moved by the flow, are oriented without any directional
preference. As a result, the alignment of the large contours does not match with the flow direction
(Figure 6). By analyzing the higher-order structure functions in WGBs for different armoring discharge
conditions (0.012–0.025 m3 s−1), Aberle and Nikora [10] found that the WGB roughness structures
possess multiscaling behavioral features, which is in conformity with the findings of Nikora et al. [17].

lx (mm), Flow direction
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Figure 6. Contours of the second-order structure function for the roughness structure at a discharge of
0.25 m3 s−1 (data extracted from Aberle and Nikora [10]).

Moreover, Aberle et al. [10] stated that, although the second-order structure function shows
the orientation toward the flow, it does not provide any information about the flow direction; for
instance, whether it took place from right to left or left to right. Hence, they used the method proposed
by Smart et al. [22] to predict the flow direction based on the gravel orientation. By using the local
bed inclination at small spatial lags, the average positive and negative bed slopes can be estimated
as follows:

For a positive slope [z′(xj + nδx) − z′(xj) > 0],

Ep(lx) =
1
np

np∑
j=1

[z′(xj + nδx) − z′(xj)

nδx

]
(5)
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and for a negative slope [z′(xj + nδx) − z′(xj) < 0],

En(lx) =
1

nn

nn∑
j=1

[z′(xj + nδx) − z′(xj)

nδx

]
, (6)

where Ep and En are the positive and negative bed slopes, respectively, and np and nn are the number
of positive and negative slopes, respectively.

Using Equations (5) and (6), they calculated the Ep and En in the WGBs and found that, at small
lags, the frequency of negative slope is less than that of positive slope, owing to the gravel imbrication.
Further, they revealed that the ξ of the gravels is directly associated with the armoring discharge
and the individual large gravels create less complex roughness structure than a large number of
small gravels.

Moreover, to determine the self-affine property and complexity of roughness structure in a WGB,
estimation of the Hurst coefficient is required [8,10,12,14]. In fact, the Hurst coefficient is related to
the fractal dimension. For lower values of Hurst coefficient, the fractal dimension becomes higher,
and the number of significant modes that enter the evaluation of the distributed field of roughness
structure also remain higher. Within the scaling region, if the Hurst coefficients in streamwise and
spanwise directions are the same, then the roughness structures are isotropic within the scaling region
and vice versa. Nikora et al. [8] and Cooper et al. [12] estimated the Hurst coefficients in WGBs and
SGBs. They found that the Hurst coefficients in WGBs are higher than those in SGBs, indicating the
roughness structures in WGBs are more complex than those in SGBs [23]. Aberle et al. [10] estimated
the Hurst coefficients for armoring discharge conditions, finding that the Hurst coefficient increases
with an increase in discharge and is highly dependent on the shape and orientation of gravels.

3. Turbulence Characteristics in WGBs

Flow over a gravel-bed is spatially heterogeneous and this affects the entire turbulence structure
in the flow. The continuous fluid–particle interaction causes a more complex near-bed flow field,
making difficult to estimate the sediment transport, the resistance to flow and important turbulence
parameters in the flow. It implies that the bed topography is the primary cause to have such a complex
flow field. Thus far, several studies show that the bed topography in a WGB is fairly different from
that in an SGB, as mentioned in the preceding section, suggesting that the impacts of both the beds on
the turbulence characteristics are different. Considering this, several researchers analyzed the effects of
the WGB roughness structures on the turbulence parameters for various flow conditions.

3.1. Effects of Water-Work on Streamwise Velocity

Barison et al. [24] analyzed the time-averaged flow field over a WGB and found that the flow field
is drastically affected by the roughness structure owing to the action of water-work. However, in their
study, they did not analyze the bed topography precisely. Later, Buffin-Bélanger et al. [11] analyzed
the spatial heterogeneity in the flow parameters, especially at the near-bed flow zone, considering
three different Reynolds numbers (1.7 × 105, 2.2 × 105 and 2.9 × 105) in a WGB. They observed
that the spatial heterogeneity of the time-averaged velocity decreases with a decrease in the vertical
distance, but it increases with an increase in Reynolds number. At a high Reynolds number, the spatial
heterogeneity was found to be maximum in the near-bed flow zone. Further, they analyzed the mean
and skewness maps of the time-averaged streamwise velocity on the horizontal plane at two different
vertical distances: one near the bed and the other in the main flow layer. They observed that the mean
and skewness maps for the near-bed case were more complex than those for the main flow layer case.
The skewness values suggested that the shapes of the velocity distributions are different for these cases.
In the near-bed flow zone, the skewness is mostly positive, while in the main flow layer, the skewness
is almost negative. Buffin-Bélanger et al. [11] argued that the positive skewness values in the near-bed
flow zone possibly reflect incursions of high-speed fluid streaks, while the negative values in the
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main flow layer indicate the incursions of low-speed fluid streaks. To be explicit, the low-speed and
high-speed fluid streaks refer to the ejections and sweeps.

To understand the effects of the bed roughness structure on the spatial organization of the flow
structure, Cooper et al. [25] conducted experiments on two WGBs, where the bed structure was created
using unimodal and bimodal gravel mixtures. They analyzed the streamwise velocities in both the
beds and found that, although the bed roughness structures are different, the spatial organization of
streamwise velocities in both the beds are almost the same. Further, Cooper et al. [25] also studied the
effects of relative submergence (1.2–1.9 for unimodal gravel-bed and 1.3–2 for bimodal gravel-bed)
on the spatial pattern of streamwise velocity showing them in the form of contour plots. They found
that, with an increase in relative submergence, the number of high-speed fluid streaks decreases,
but the number of low-speed fluid streaks increases. It implies that, as relative submergence increases,
the streamwise velocity distribution becomes spatially homogeneous, which is in conformity with the
observations of Legleiter et al. [26]. In both unimodal and bimodal gravel-beds, they also found that,
for a given slope and bed shear stress, the relative submergence provides a more significant impact on
the spatial distribution of the streamwise velocity than the bed topography. Later, Hardy et al. [27]
performed a time series analysis to visualize the instantaneous velocity field through a series of
consecutive images in WGBs, for three different Reynolds numbers (1.3 × 105, 2.5 × 105 and 2.7 × 105).
They observed that, for all Reynolds numbers, the flows are highly inconsistent in the near-bed flow
zone. Further, the turbulent structures that originate from the near-bed zone are to intrude into the
main flow layer. These structures change their form and magnitude at higher Reynolds numbers,
becoming more distinct, having a clearer velocity signature and a steeper upstream-dipping slope.

Thereafter, Koll et al. [28] studied the near-bed turbulent flow field over two WGBs. They
kept the statistical distribution of the surface gravels identical in both the beds, but with different
gravel orientations. In the first phase, they created a WGB and took the flow measurements over it.
Subsequently, they rotated the surface gravels in a WGB by 90◦ and measured the flow field in the
newly created WGB. Analysis of the double averaged (DA) streamwise velocity 〈ū〉 profiles in both
the beds showed that a higher flow retardation occurs in the WGB with rotated gravels than in the
original WGB. They identified that the difference in magnitude of 〈ū〉 is mainly caused by the change
in near-bed turbulence rather than by the spatial distribution of time-averaged velocity.

Besides, after Nezu et al. [29], the bed topography can be considered as one of the most influencing
factors in estimating the turbulence parameters. Therefore, to quantify the impact of the bed topography
on the flow velocity, Pu et al. [30] carried out experiments over three different beds (a smooth bed,
a WGB and an SGB), using an Acoustic Doppler Velocimeter (ADV), and compared the results. They
used the following equations of log-wake laws for velocity profiles:

For smooth flow,
u
u∗

=
1
κ

ln
(u∗z
ν

)
+

1
κ

ln
(u∗z0

ν

)
︸�������︷︷�������︸

Br

+
2Π
κ

sin2
(
π
2

z
h

)
, (7)

and for rough (SGB and WGB) flows,

u
u∗

=
1
κ

ln
(z + Δz

ks

)
+

1
κ

ln
(z0

ks

)
︸����︷︷����︸

Br

+
2Π
κ

sin2
(
π
2

z
h

)
, (8)

where u* is the frictional velocity, z is the vertical distance, ν is the kinematic viscosity, Br is the constant
of integration, κ is the von Kármán coefficient, Π is the Coles’ wake parameter, Δz is the virtual bed
level (≈0.25 ks, according to Dey et al. [31]), z0 is the zero velocity level, ks is the average roughness
height, and h is the flow depth.

Pu et al. [30] used the velocity data of each bed to obtain the fitted curves for the log-wake laws
(Figure 7). Interestingly, the values of Br are lower in both the smooth and the rough (WGB and SGB)
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beds than the traditional values: Br = 5.5 and 8.5 for the smooth and rough beds, respectively. Further,
even though the flow conditions of both the WGB and SGB were identical, they observed that the
Br in the WGB was smaller than that in the SGB. It implies that, in the near-bed flow zone, a WGB
roughness structure affects Br and, in turn, the velocity profile. In addition, the comparison of Π values
in the WGB and SGB revealed that the values of Π remain the same in the velocity profiles of both the
beds, suggesting that the water-work has an insignificant impact on the Π, which mainly governs the
velocity profile in the outer layer.
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Figure 7. Variations of non-dimensional streamwise velocity with non-dimensional vertical distance
zu*/ν and (z + Δz)/ks in smooth and rough beds (WGB and SGB), respectively (data extracted from
Pu et al. [30]).

To ascertain the impact of the water-work on streamwise velocity more precisely, using a unimodal
sediment mixture, Padhi et al. [32] measured streamwise velocity in a WGB using a Particle Image
Velocimetry (PIV) system and compared it with that in an SGB (Figure 8). In their study, owing to
the water action, the WGB roughness structure was observed to be better organized than the SGB
roughness structure, where gravels were randomly sorted. Akin to other rough-flow, in the study by
Padhi et al. [32], owing to the presence of gravels, the values of 〈ū〉 in both the WGB and SGB are small
in the near-bed flow zone. However, they gradually increase with an increase in vertical distance,
reaching a maximum at the free surface. Moreover, Padhi et al. [32] found that, close to the bed, the 〈ū〉
in the WGB is higher than that in the SGB, although the flow conditions in both the beds were alike.
They argued that the well-organized roughness structure in a WGB makes the near-bed flow more
streamlined than that in an SGB, inducing the 〈ū〉 to attain a higher magnitude in the former than in the
latter. However, the difference in magnitudes of 〈ū〉 between a WGB and an SGB gradually diminishes,
as the vertical distance increases.
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Figure 8. Variations of non-dimensional DA streamwise velocity with non-dimensional vertical distance
(z + Δz)/Δz in the WGB and SGB. The red and blue broken lines indicate the form-induced sublayers in
the WGB and SGB, respectively (data extracted from Padhi et al. [32]).

3.2. Effects of Water-Work on Reynolds Shear Stresses and Form-Induced Shear Stresses

For steady, uniform flow over a macro-rough bed, the spatially averaged (SA) total fluid shear
stress 〈τ〉 can be expressed as follows:

〈τ〉 =
〈
τ f
〉
+ 〈τuw〉+ 〈τv〉, (9)

where 〈τf〉 is the SA form-induced shear stress (= −ρ〈ũw̃〉), ρ is the mass density of fluid, ũ and w̃ are
the spatial velocity fluctuations in the streamwise and vertical directions, respectively, 〈τuw〉 is the SA
Reynolds shear stress (= −ρ〈u′w′〉), u′ and w′ are the temporal velocity fluctuations in the streamwise
and vertical directions, respectively, and 〈τv〉 is the SA viscous shear stress (= −ρνd〈ū〉/dz).

Although the 〈τuw〉 remains the prevailing stress in a turbulent flow across the flow depth, the 〈τf〉
is the governing stress near the gravel-bed [33]. Aberle et al. [34] focused on the 〈τf〉 profile influenced
by the roughness elements. They analyzed the spatial flow heterogeneity in terms of the 〈τf〉 in WGBs
for different discharges. Their results infer that the magnitude of 〈τf〉 is small away from the crest.
However, the 〈τf〉 increases as one moves toward the crest in the downward direction. It indicates that
the ũ and w̃ near the bed are higher than those away from the bed, resulting in a higher magnitude of
〈τf〉. Further, they found that the 〈τf〉 profiles are similar for different discharges. Interestingly, the
similarity in 〈τf〉 profiles is not preserved for different bed slopes. It suggests that for a given bed slope,
the 〈τf〉 profile is independent of discharge.

Then, to study the effects of different sediment mixtures on both the 〈τuw〉 and 〈τf〉, Cooper and
Tait [35] analyzed all the terms of Equation (9) in two WGBs created by the unimodal and bimodal
sediment mixtures. For the unimodal sediment mixture, the relative submergences varied within the
range of 1.2–1.9, while, for bimodal sediment mixture, they varied within 1.3–2. They analyzed the
results in terms of forces caused by the shear stresses. In doing so, they considered the fluid force
caused by the 〈τuw〉 at a given vertical distance as 〈τuw〉φA0, where φ is the roughness geometric
function (= Af/A0, where Af is the area of fluid in the averaging domain at a given elevation within the
total area A0). Above the roughness crest, φ = 1. Similarly, the fluid force caused by the 〈τf〉 at given
vertical distance was obtained as 〈τf〉φA0. They further argued that in addition to these two forces,

there exists an additional force called the form drag 〈τd〉, which can be computed as
zc∫
z

0.5Cdρ
〈
u
〉2Aedz,

where Cd is the drag coefficient and Ae is the exposed frontal area of the grain to the fluid. However,
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in the analysis, they neglected the force caused by the 〈τv〉 term considering that it has minimal
impact on the turbulent flow. It is pertinent to mention that their analysis mainly focused on the
zone below the roughness crest. Analyzing the forces, they inferred that within this zone, the vertical
variations of the forces contributed from 〈τuw〉, 〈τf〉 and 〈τd〉 with φ are similar and thus controlled
by the geometry of the roughness elements. Moreover, they observed that with a decrease in vertical
distance, the reduction in the force caused by a damping of 〈τuw〉 is compensated by the addition of
the force caused by 〈τd〉. Furthermore, their results showed that as the relative submergence increases,
the forces contributed from the 〈τuw〉, 〈τf〉, and 〈τd〉 increase. It suggests that for a given bed surface
topography, the mechanism of momentum transfer between the fluid and particle fairly changes with
an increase in relative submergence. When the results of unimodal and bimodal WGBs were compared,
they found that for a given vertical distance and relative submergence, the force contributed from the
〈τuw〉 and 〈τd〉 in the unimodal WGB is less than that in the bimodal WGB in the upper portion of the
roughness layer and vice versa. Interestingly, in the lower portion of the roughness layers of both beds,
the force caused by the 〈τf〉 was observed to have different vertical distributions. It indicates that for a
given relative submergence, the mechanism of momentum transfer differs owing to the difference in
roughness structure.

Later, Cooper et al. [36] used the experimental data of Aberle et al. [34] to quantify the spatial
flow variance and the 〈τf〉 for different flow submergence conditions and for gravel-beds with different
roughness structures. They observed that the spatial flow variance within the roughness layer is
typically 4–5 times higher than that above the roughness layer. In fact, it becomes invariant to the
vertical distance at a distance twice the roughness height above the crest. Owing to the increase in
relative submergence, the spatial flow variance with respect to 〈τf〉 decreases within and above the
roughness layer. However, the flow submergence does not have a significant impact on the spatial flow
variance with respect to 〈τuw〉. Further, their study infers that for different bed surface topographies,
the spatial flow variance and the 〈τf〉 profiles vary, suggesting that the bed geometry possesses a strong
control on the spatial flow variance profiles and the vertical organization of the time-averaged flow
within the roughness layer.

Pu et al. [30] compared the 〈τuw〉 profiles in a smooth bed with those in the WGB and SGB. They
showed that the 〈τuw〉 profile in the smooth bed converges with the gravity line at a shorter vertical
distance than those in the WGB and SGB. Between these two rough beds, the 〈τuw〉 profile in the WGB
takes longer vertical distance to collapse on the gravity line than that in the SGB. They argued that
as the WGB possesses higher roughness among all the beds, it causes the flow to have the thickest
unsettled turbulence mixing layer in the near-bed flow zone, although the effects of roughness do not
persist in the main flow layer. Further, regarding the magnitude of 〈τuw〉 profile, they showed that
the 〈τuw〉 profile in a smooth bed attains the highest magnitude among all, but no explanation was
given for that. Moreover, although they showed the effects of roughness on the 〈τuw〉, the impact of
roughness on the 〈τf〉were not taken into consideration.

Recently, Padhi et al. [32] examined the effects of roughness on the 〈τuw〉 and 〈τf〉 profiles in a
WGB and an SGB. Akin to Pu et al. [30], Padhi et al. [32] found that the roughness height in the WGB
was also higher than that in the SGB. However, the results of Padhi et al. [32] do not correspond to
those of Pu et al. [30]. In the study by Padhi et al. [32], the 〈τuw〉 profile in the WGB is higher than
that in the SGB owing to a higher roughness height in the former than in the latter (Figure 9). They
stated that a higher roughness in the WGB than in the SGB enhances the u′ and w′ values, causing an
increased magnitude of 〈τuw〉 in the WGB. The results are in agreement with those reported in Nezu
and Nakagawa [29], Nikora et al. [33], Mignot et al. [37] and Dey and Das [38]. Moreover, the 〈τuw〉
profile in the WGB collapses on the gravity line at a shorter distance than that in the SGB. It implies
that, although the WGB exhibits a higher roughness height than the SGB, owing to the well-organized
roughness structure in the WGB, intense flow mixing is restricted to a shorter vertical distance. Further,
the 〈τf〉 profiles in the WGB and SGB showed that a higher roughness in the WGB than in the SGB
produces large values of ũ and w̃ causing an increased magnitude of 〈τf〉 in the former than that in the
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latter (Figure 9). This suggests that in the near-bed flow zone, the flow is more heterogeneous in the
WGB than in the SGB.

*uw u *f u

Figure 9. Variations of non-dimensional SA Reynolds shear stress 〈τuw〉/u2∗ and SA form-induced shear
stress 〈τf〉/u2∗ with non-dimensional vertical distance z/h in the WGB and SGB (data extracted from
Padhi et al. [32]).

3.3. Effects of Water-Work on Reynolds Normal Stresses and Form-Induced Normal Stresses

For a heterogeneous turbulent flow, the SA streamwise and vertical Reynolds normal stresses are
expressed as 〈σuu〉 = ρ〈u′u′〉, and 〈σww〉 = ρ〈w′w′〉, respectively. Similarly, the streamwise and vertical
form-induced normal stresses are 〈σfuu〉 = ρ〈ũũ〉 and 〈σfww〉 = ρ〈w̃w̃〉, respectively.

According to Aberle et al. [34], the effects of the spatial heterogeneity in bed roughness on the
streamwise time-averaged velocity can be ascertained by analyzing the 〈σfuu〉 (Figure 10). They observed
that, akin to the 〈τf〉 profile, the 〈σfuu〉 profile is small away from the crest and gradually increases,
as one moves downward toward the crest. Interestingly, they found that for a given bed slope and bed
roughness structure, the 〈σfuu〉 profiles are almost identical for all the discharges. It implies that the
shape of the 〈σfuu〉 profiles are independent of discharge. Further, they compared the 〈σfuu〉 profiles
obtained for different roughness structures, but for a constant bed slope. They argued that the shapes
of all the 〈σfuu〉 profiles are similar, although their absolute magnitudes are different. This suggests
that the magnitude of 〈σfuu〉 profiles is governed by the roughness structure. Then, they analyzed the
〈σfuu〉 profiles for different bed slopes, keeping the roughness structure identical. The comparison of
〈σfuu〉 profiles revealed that the variation of bed slope (S0 = 0.001 to 0.01) has a significant impact on
the shape of the 〈σfuu〉 profiles.

The spatial velocity fluctuations ũ and w̃ are highly affected by the relative submergence [34].
Hence, to understand the behavioral features of the ũ with respect to the relative submergence,
Koll et al. [28] studied the 〈σfuu〉 profiles over the original and rotated WGBs. They tested two relative
submergences for each bed type: for the original WGB, the relative submergences were taken as 4.4
and 3.2, while, for the rotated WGB, they were 4.5 and 3.3. They noticed that, in the near-bed flow
zone, the 〈σfuu〉 profile increases with an increase in relative submergence. However, away from the
bed, the effects of relative submergence diminish. Cooper et al. [36] examined the impact of the relative
submergence on both the 〈σfuu〉 and 〈σfww〉 profiles in a WGB. In fact, they carried out the analysis for
form-induced intensities, 〈σfuu〉0.5 and 〈σfww〉0.5. They showed that the SA streamwise form-induced
intensity 〈σfuu〉0.5 profiles exhibit similar shape for all the values of relative submergences. The spatial
flow variance is maximum at the middle of the interfacial sublayer, gradually diminishing away from
the crest and continuing up to a vertical distance equaling twice the roughness height above the crest.

32



Water 2019, 11, 694

Further, they observed that between the crest and the vertical distance of twice the roughness height
above the crest, the spatial variance is half of its peak value in all the 〈σfuu〉0.5 profiles, irrespective of the
bed roughness. Analysis of the impact of relative submergence on the 〈σfuu〉0.5 profiles revealed that,
for a given vertical distance, the magnitude of 〈σfuu〉0.5 profile is inversely proportional to the relative
submergence. Thus, it confirms that the relative submergence governs the 〈σfuu〉0.5 profile. By contrast,
the results of SA vertical form-induced intensity 〈σfww〉0.5 profiles inferred that although the shapes
of 〈σfww〉0.5 profiles are similar to those of 〈σfuu〉0.5 profiles, there is an insignificant difference in the
magnitudes of 〈σfuu〉0.5 profiles owing to the difference in relative submergences. Additionally, they
analyzed the 〈σuu〉0.5 and 〈σww〉0.5 profiles for different relative submergences. Akin to 〈σfuu〉0.5 profiles,
the magnitudes of 〈σuu〉0.5 profiles reduce with an increase in relative submergence, confirming that
these profiles are also affected by the relative submergence. Further, they found that the spatial variance
in 〈σuu〉0.5 profiles is approximately half of the spatial variance in the time-averaged streamwise velocity
profiles. Moreover, a small variation in 〈σww〉0.5 profiles was observed owing to the change in relative
submergence. It is important to mention that the spatial variance in 〈σww〉0.5 profiles is approximately
half of the spatial variance in 〈σuu〉0.5 profiles and equals the spatial variance in time-averaged vertical
velocity profiles. This implies that the spatial flow variance in the streamwise direction is higher than
that in the vertical direction.

m suu

Figure 10. Variations of SA form-induced normal stress 〈σfuu〉 (=〈ũũ〉/ρ) with z–z0 in the WGB (data
extracted from Aberle et al. [34]).

Considering three types of beds (smooth bed, WGB and SGB), Pu et al. [30] measured the turbulence
intensities in streamwise, spanwise and vertical directions. As traditionally found, the turbulence
intensities are higher in the rough beds (WGB and SGB) than in the smooth bed. Further, their
observations revealed that between the WGB and SGB, the WGB possesses a less even bed roughness
structure than that in the SGB. It causes to have larger turbulence intensities and velocity fluctuations
in the former than in the latter. It indicates that the WGB can modify the flow turbulence intensity
distribution and in turn, the Reynolds normal stresses with respect to the SGB.

Recently, Padhi et al. [32] examined the 〈σuu〉, 〈σww〉, 〈σfuu〉 and 〈σfww〉 profiles in a WGB and an
SGB. Their analysis showed that owing to the higher WGB roughness height, both u′ and w′ enhance,
resulting in higher values of 〈σuu〉 and 〈σww〉, respectively. Moreover, they also observed that in both
the beds, the effects of roughness height are more prominent in the streamwise direction than in the
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vertical direction. Therefore, the magnitude of 〈σuu〉 profile, for a given vertical distance, is greater
than that of 〈σww〉 profile. While comparing the 〈σfuu〉 and 〈σfww〉 profiles in both the beds, they found
that a higher roughness in the WGB than that in the SGB enhances the ũ and w̃. As a result, for a given
vertical distance, the 〈σfuu〉 and 〈σfww〉 profiles in the WGB appear to have higher magnitudes than
those in the SGB.

3.4. Effects of Water-Work on Conditional Turbulent Events

Quadrant analysis of two-dimensional velocity fluctuations (u′ and w′) is usually performed to
understand the dynamics of the coherent flow structure in a turbulent flow. In general, in a turbulent
boundary-layer flow, the turbulent events generated from the second and the fourth quadrants, termed
ejections Q2 (−u′ and +w′) and sweeps Q4 (+u′ and −w′), respectively, are the dominating events,
which govern the turbulence mechanism in the flow. On the other hand, those generated from the first
and the third quadrants, termed outward interactions Q1 (+u′ and +w′) and inward interactions Q3

(−u′ and −w′), respectively, are the weak events, but they can be effective in the context of sediment
entrainment [39].

In a WGB, Hardy et al. [27] performed the quadrant analysis to study the relative contribution
from each event to the total Reynolds shear stress in governing the turbulent flow. As traditionally
observed, their analysis also depicted that the sweeps in the near-bed flow zone are the prevailing
events, while the ejections govern in the main flow layer. They however observed more localized flow
patterns close to the bed. Near the bed, the ejections and sweeps occur in an alternative manner. In the
leeside of a bed undulation, the sweeps govern the flow, while, in the stoss-side of the bed undulation,
the ejections are ascendant, as shown in Figure 11. This suggests that the shape of the localized bed
topography influences the turbulence characteristics. Furthermore, regarding the outward and inward
interactions, they found that the occurrence of these events follows the alternative pattern, as observed
for the sweeps and ejections. In the stoss-side of a particle, the outward interactions occur, while in
the leeside of a particle, inward interactions prevail. Therefore, as the flow approaches the particle,
it decelerates close to the bed; otherwise, it accelerates over or around the particle.

 
Figure 11. Flow structures as examined with the quadrant analysis: (a–c) first quadrant (outward
intersections); (d–f) second quadrant (ejections); (g–i) third quadrant (inward intersections);
and (j–l) fourth quadrant (sweeps) (data extracted from Hardy et al. [27]).

3.5. Effects of Water-Work on Secondary Currents

Turbulence driven secondary currents of Prandtl’s second kind are common in natural streams
and arise in the flows in laboratory flumes as well [40], owing to anisotropy in turbulence. In this
context, it is pertinent to mention that the secondary currents of Prandtl’s second kind are different
from those of Prandtl’s first kind, which are governed by the streamline curvilinearity induced by the
channel boundaries. Presence of secondary currents causes to redistribute the streamflow momentum.
The secondary currents are more prominent in a narrow channel, for which the aspect ratio (channel
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width to flow depth ratio) is less than or equal to 5 [29,40]. On the other hand, in a wide channel
having an aspect ratio greater than 5, the flow is deemed to be a two-dimensional with minimal effects
of secondary currents at the central portion of flow in a channel [41]. Nevertheless, the secondary
currents form cells in both narrow and wide channels.

To study the secondary currents in a WGB, McLelland [42] analyzed the flow characteristics in a
WGB for three aspect ratios, such as 5, 10 and 20. They argued that the depth-averaged streamwise
velocity could vary about ±5% along the channel cross-section, confirming the existence of secondary
currents. The secondary currents forming cells across the channel width have similar dimensions as
those along the flow depth and cause the redistribution of mean flow velocity and turbulent kinetic
energy. In a WGB, the vectors of secondary currents show the dominance of the vortex with strong
counterclockwise motion toward the channel wall-corner and the near-bed current toward the channel
centerline. However, this observation in a WGB was fairly opposite to that found in an SGB, where the
surface vortex is dominant. Comparing the results of all the aspect ratios, McLelland [42] found that
the secondary current cell adjacent to the corner cells for a narrow channel is weaker than those in the
intermediate (aspect ratio = 10) and wide channels (aspect ratio = 20). Additionally, in a wide channel,
the secondary cells were observed to be stronger in the central portion of the channel. In all the cases,
although the flow depth was kept identical for all the aspect ratios, the secondary current cells are of
the order of the flow depth, inferring that the bed topography is not solely responsible for the size of
secondary current cells. However, it is mainly responsible for the local modifications of the vectors of
secondary currents.

4. Conclusions

This article presents the state-of-the-art research on WGBs, highlighting the impact of water-work
on the bed topography and the turbulence characteristics. The water-work causes a difference in
bed topography between a WGB and an SGB, even for an identical particle-size distribution in both
the beds. The orientation as well as the alignment of surface particles in a WGB are adjusted by
the flow in such way that the friction angles between the particles are smaller than those in an SGB.
Moreover, analysis of the probability distribution function of the bed topographies revealed that the
bed roughness structure in a WGB is positively skewed irrespective of sediment feeding rate, discharge
and bed mobility conditions. Second- and higher-order structure functions show that a WGB possesses
a higher correlation length scale than an SGB, confirming that the former has larger scale bed features
than the latter. In addition, the Hurst coefficient in a WGB is higher than that in an SGB, indicating that
the roughness structure in the former is more complex than that in the latter.

In the near-bed flow zone, the streamwise velocity in a WGB is more streamlined than that in
an SGB owing to the better organized roughness structure in the former than in the latter, wherein
they are randomly poised. Additionally, Reynolds and form-induced stresses revealed that the shapes
of the turbulence stress profiles are independent of discharge, but dependent on the roughness and
relative submergence. Quadrant analysis of turbulent events in WGBs infers that they are governed by
the localized bed topography. Further, owing to the presence of the strong secondary currents, the flow
cannot be considered as two-dimensional in a WGB, even for a wide channel. Besides, in a WGB, the
bottom vortex dominates the flow, while in an SGB, the flow is mainly dominated by the surface vortex.

In essence, owing to the water-work, the roughness structures in WGBs are different from those in
SGBs. The order of magnitude of bed roughness as well as turbulence characteristics are also higher
in WGBs than in SGBs. Therefore, to obtain accurate results, it is necessary to perform laboratory
experiments in WGBs, which resemble natural gravel-bed streams, rather than in SGBs. In addition,
the existing results in SGBs are required to be treated carefully, if they are used to predict the resistance
to flow, sediment transport, etc. Besides, regarding the scale-effects, in a laboratory experimental study,
maintaining the similitude of some of the parameters (such as flow depth, flow velocity, gravel size,
roughness, etc.) of the prototype with those of the model is a difficult proposition, as the conditions are
often dissimilar. Thus, most experimental models dealing with gravel-bed are analyzed as distorted
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models, and the question of the applicability of the laboratory experimental results to prototype cases
arises. However, Dey [40] and Novak et al. [43] described methods of analyzing the model results
of rivers by taking into account the appropriate distortions in the scale ratios of various parameters.
Finally, future research should also focus on obtaining corroborating data from prototypes to confirm
the scalability of the laboratory results.
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Abstract: Design guidelines were developed for a number of in-stream structures; however,
the knowledge about their morphological and hydraulic function is still incomplete. A variant
is submerged groynes, which aim to be applicable for bank protection especially in areas with
restricted flood water levels due to their shallow height. Laboratory experiments were conducted to
investigate the backwater effect and the flow resistance of submerged groyne fields with varying and
constant field length and groyne distance. The effect of the shape of a groyne model was investigated
using two types of groynes. The validity of different flow types, from “isolated roughness” to “quasi
smooth”, was analyzed in relation to the roughness density of the groyne fields. The results show a
higher backwater effect for simplified groynes made of multiplex plates, compared to groynes made
of gravel. The relative increase of the upstream water level was lower at high initial water levels,
for short length of the groyne field, and for larger distance between the single groynes. The highest
roughness of the groyne fields was found at roughness densities, which indicated wake interference
flow. Considering a mobile bed, the flow resistance was reduced significantly.

Keywords: in-stream structures; groyne field; groyne type; backwater effect; flow resistance;
friction factor; flow type

1. Introduction

Many types of in-stream structures, e.g., stream barbs, bendway weirs, and different kinds of vanes
and groynes, were developed aiming to comply with demands for both river training and restoration.
An overview of types and related studies is given by Radspinner et al. [1] and, more recently, by Zaid [2].
Studies on ecological benefits e.g., [3], morphological effects e.g., [2,4–10], and flow fields [7,10–15]
provide evidence of the structures’ potential. Single structures are often used for ecological purposes
only, i.e., to increase the variation of river morphology and flow diversity in river restoration projects
e.g., [4,10]. For nature-orientated river training, arrangements of groynes are employed, e.g., [2,3,13].
Both single elements and groups of structures require design guidelines for the stability of the structure
itself, e.g., [4–6,9], as well as for the specific purpose of implementation. For specific structure types,
mainly stream barbs and bendway weirs, design guidelines were developed based on field experience,
e.g., [16,17], numerical simulations, e.g., [11], and physical model tests, e.g., [11,13,18]. However,
the studies usually conclude that further investigations are required, demonstrating that still some
design aspects are not considered.

A feature that cannot be fulfilled by the aforementioned structures is to leave flood water levels
almost unaffected. Therefore, submerged groynes were developed for ecologically compatible bank
protection especially in areas with restricted flood water levels [2,10,13]. The structure is characterized
by a horizontal crest and a height related to the mean low water level at the implementation site. Thus,
it is submerged over its full length almost throughout the year and supports the water level especially
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during low flow conditions. However, during floods the water level rise shall be limited to a minimum.
Consequently, knowledge of the backwater height is of high relevance for these structures.

A groyne field can be represented as a large obstacle or a series of small weirs [19]. Yossef [19]
considered the field as an obstacle, and developed a formula for calculating the bulk drag coefficient
as a function of the blockage ratio and the Froude number, based on experiments with an immobile
bed, one groyne setup, and different hydraulic conditions. For applying the formula on a different
setup, the flow velocity above the groyne field and in the unblocked part of the cross-section need to
be known. The experiments were conducted with nonuniform flow conditions, and thus conclusions
cannot be drawn from presented drag force coefficients to assess the development of the backwater
with the level of submergence.

Azinfar and Kells [20] investigated the backwater effect of a groyne field, which was simulated by
thin plastic plates. They derived a formula relating the effect of the groyne field to the backwater effect
of a single groyne. To apply the formula, the flow field caused by a single groyne (backwater height and
velocity in that cross-section), its drag force coefficient, and the total relative drag force of the field have
to be known. For the latter an empirical formula was provided considering the number of groynes.
The effect of a varying groyne field length is implicitly included but not discussed. The authors
point out that the formulas are only valid for thin plastic plates and hydraulic conditions within
the investigated range (e.g., relative submergence from 1.2 to 2). Transferable findings are that the
backwater increases with the number, the spacing of the plates, and increasing submergence, and that
the flow resistance of a submerged groyne field is larger than that of a single plate. They concluded that
their arrangements are in the wake-interference region following the concept of Morris [21], as the total
drag forces were larger than the sum of drag forces caused by an according number of single groynes.

For roughness elements evenly distributed on the bed, Morris [21] distinguished the flow types
quasi-smooth (or skimming), wake interference, and isolated roughness flow, which Chow [22]
visualized in a sketch. Starting from a dense packing of the roughness elements, the flow resistance
of the bed first increases with increasing spacing between the elements until a maximum is reached.
For these arrangements, the wakes and vortices at each element interfere with those developed
at the neighboring elements, resulting in intense and complex vorticity and turbulent mixing [22].
Further increase of the spacing results in decreasing flow resistance. The spacing can be parameterized
by the roughness density ck, which is the ratio of the upstream projected area of an element to the
floor area assigned to that element. According to analysis of numerous studies, the maximum flow
resistance, i.e., wake interference flow starts to develop at ck = 0.1 and is maximum at ck between 0.2 and
0.35, e.g., [23,24]. Comparable results were found using the spatial density of roughness elements [25].

First, recommendations for designing a submerged groyne field for bank protection are given
by Mende [13], based on studies in a straight laboratory flume with immobile bed and banks and a
simple groyne model made of multiplex (Figure 1a). Möws and Koll [10] improved the groyne model
(Figure 1b) and investigated morphological and hydraulic effects on a single submerged groyne in
a straight laboratory flume with a mobile bed. In contrast to common results e.g., [5,6,9], the main
scour at the groyne head is not attached to the groyne, but located further downstream, which is
related to the groyne shape. A similar scouring effect due to the groyne shape was observed by
Bressan and Papanicolaou [4] for stream barbs up to a certain level of submergence and by Kadota et
al. [8] for permeable submerged groynes. Using the gravel groyne model (Figure 1b) for investigating
the effect of geometric groyne parameters [26] and of the position of a submerged groyne [27] on the
velocity field in a curved laboratory channel, which finally resulted in recommendations for arranging
a submerged groyne field for protecting the outer bank of a bend [2]. However, only one hydraulic
boundary condition was adjusted in the latter experiments and thus, the effect of a submerged groyne
field on the water level cannot be estimated, yet.
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Figure 1. Top view on (a) the multiplex groyne model and (b) the gravel groyne model.

The aim of the work described in this paper is to investigate the hydraulic roughness of fields of
submerged groynes and to assess the effect of model boundary conditions. Using experiments with
fixed beds, the effects of roughness density, groyne field length, and the level of simplification of a
groyne model on the water level and the friction factor were analyzed. In order to assess the effect of
morphological adaptations on the hydraulic roughness, an additional experiment was conducted with
mobile bed conditions. Two different groyne models were used as well as varying groyne field lengths
and groyne numbers and three levels of submergence. All experiments took place in the hydraulic
laboratory of the Leichtweiß-Institute for Hydraulic Engineering and Water Resources.

2. Materials and Methods

The hydraulic roughness of a groyne field, depending on its length and the number of groynes,
was investigated in two series of laboratory experiments. The first test series, GF 1, was conducted with
a fixed number of groynes (15) and varying distance between the groynes (dG), resulting in different
lengths of the groyne field (lGF). Two types of groynes (Figure 1) were compared: a simplified model
of a groyne made of multiplex plates characterized by sharp edges with no sloping from crest to base
and a flat top and a second type made from glued gravel (12–16 mm), which resulted in an irregular
surface and a slightly permeable body.

In the second series of experiments, GF 2, the length of the groyne field was kept constant
(1.5 m). Thus, varying the distance between the groynes resulted in different numbers of groynes.
These experiments were conducted only with the gravel groynes.

The fixed bed experiments were conducted in a 30 m long, 60 cm wide, and 70 cm deep hydraulic
flume with walls made of glass. On the horizontal flume floor a second floor was built from plywood
plates with a length of 15 m and a slope of 0.3%. A single layer of fine gravel (mean diameter
dm = 3.64 mm) was glued on the plates to roughen the second floor. A flap gate was installed at the
downstream end of the second floor for regulating the water level. The discharge (Q) was controlled
by a valve and measured with an inductive discharge meter, and the water depth (h) was measured
with a mobile point gauge. The groyne field was located on the left side of the flume always starting at
x = 7 m (position of groyne toe), with the origin of the longitudinal coordinate x = 0 at the upstream
end of the second floor. The upstream reach of 7 m length was chosen to ensure fully developed flow
conditions. The groynes were installed on top of the rough bed. The groyne height (hG) of both groyne
types was 2.5 cm to investigate relative submergence up to 6. The groyne width (wG) was 6 cm and
the projected length of the groyne (lP) was 20 cm (1/3 of the flume width). The angle of inclination
was chosen to 60◦ against stream direction (Figure 2) as several studies e.g., [13,18,26] recommend this
angle for best protection of a bank.
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Figure 2. Example of a groyne field setup section with groyne dimension parameters. The white dots
exemplarily indicate positions of water level measurements and the square shows the related ground
Area (A) of a single groyne.

In experiments without groynes, the boundary conditions for uniform flow conditions at water
depths hN = 5, 10, and 15 cm were determined by adjusting the flap gate and the discharge until
the target water depth was constant along the flume. The resulting relative submergence for the
groyne experiments was 2, 4, and 6. The settings of in total 51 experiments are summarized in Table 1.
The roughness density (ck) is calculated as the ratio of the projected area (A’), which is the product of
the groyne height and the projected length, and the related ground area of a groyne (A, see Figure 2)
(Equation (1)).

ck =
A′
A

=
hGlP
dGlP

(1)

with m = number of groynes, dG = groyne distance, dG/lP = aspect ratio, lGF = groyne field
length, ck = roghness density, hN = uniform flow water depth without groynes, Fr = Froude
number, and Q = discharge.

Table 1. Experimental parameters.

Series Groyne Type m (-) dG (cm) dG/lP (-) lGF (m) ck (-) hN (cm) Fr (-) Q (L/s)

GF 1 MultiplexGravel 15

10 0.5 1.4 0.25

5, 10, 15
0.59,
0.65,
0.66

11.6,
35.7,
69.7

12.5 0.625 1.75 0.2
15* 0.75 2.1* 0.17*
20 1 2.8 0.125
25 1.25 3.5 0.1
35 1.75 4.9 0.07

60** 3 7.8** 0.04**

GF 2 Gravel

16 10 0.5

1.5

0.25

5, 10, 15
0.59,
0.65,
0.66

11.6,
35.7,
69.7

11 15 0.75 0.17
6 30 1.5 0.083
4 50 2.5 0.05

GF 3 Gravel 10 20 0.645 1.8 0.125 10 0.59 58.6

* only multiplex groynes, ** only 14 groynes.

In GF 1 the runs with the largest distance between the groynes were carried out with only 14
groynes because of the limited length of the second floor of 15 m.

Water levels were measured in three sections in flow direction: along the center of the groynes
(10 cm distance to the left flume wall), along the middle of the flume, and in 10 cm distance to the right
flume wall (Figure 2). The water depths were averaged over the cross-section to analyze the bulk effect
of a groyne field.

The hydraulic roughness of a groyne field is parameterized by the Darcy–Weisbach friction
coefficient f (Equation (2)). For the energy slope, the local energy height was determined by summing
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up the water depth, averaged across the flume, and the velocity height within each cross-section.
The local mean flow velocities were calculated with the continuity equation. A linear trend was fitted
to the energy heights starting at the cross-section with maximum water depth and ending at the first
cross-section downstream of the groyne field. As the flume walls were much smoother than the flume
bed, the hydraulic radius is replaced by the water depth hmax.

f =
8ghmaxSE

um2 (2)

with hmax =maximum water depth along the flume, SE = energy slope, and um =mean flow velocity
calculated with hmax.

The mobile bed experiment (GF 3) was carried out in a 90 cm wide and 60 cm deep tilting flume
(slope = 0.3%). A 10-cm-thick layer of fine gravel (mean diameter dm = 3.64 mm) was placed over
a length of 15 m in a 20-m-long flume. A set of ten gravel groynes, with a height of 2.5 cm and
lP = 31 cm (approximately one-third of the flume width), was installed with dG = 20 cm, 60◦ angled
against flow direction, resulting in ck = 0.125. The first groyne started at x = 8.35 m, with the origin of x
being defined as the beginning of the sediment layer. The water depth at uniform flow conditions
(without groynes) was set to 10 cm, which corresponded to incipient motion conditions for the bed
material. The experiment ran for 7 hours until only minor changes of the bed topography were
observed visually. The resulting bed topography was scanned with a high resolution laser scanner
from x = 8 to 10.5 m and across the flume from y = 0.09 to 0.81 m. The resolution of the scan was
0.5 mm in the x-direction and 10 mm in the y-direction. Water levels were measured in three sections
in flow direction, relatively related to those in the fixed bed experiments.

3. Results and Discussion

The effect of a groyne field on the water level along the flume was very similar for all experiments,
and thus is shown exemplarily for one setup and the three hydraulic conditions in Figure 3.
Throughout the experiments the highest increase of the water depth (Δh = hmax − hN) was located
about 10 cm upstream of the groyne field at x = 6.9 m, which corresponded to the position of the
first groyne head. Deviations in the exact longitudinal position of the maximum water depth were
due to the wavy water surface, which became more predominant with increasing approach velocity,
i.e., increasing hN, and to the fixed raster for water depth measurements with a distance of 10 cm.
However, a difference between the water depth at x = 6.9 m and the maximum water depth was
observed in only two experiments and was 3 and 4 mm, respectively. Thus, this position is used for
further analysis. Towards the downstream end of the groyne field the water level decreased following
a linear trend. As expected, the water level downstream of the last groyne was in general lower than
hN. Despite the scatter due to waves, it is obvious that the backwater increased with increasing water
depth hN. However, the rise of the backwater height at position x = 6.9 m decreased with increasing
discharge, i.e., the difference of Δh was always larger from hN = 5 cm to 10 cm than from hN = 10 cm to
15 cm, indicating a diminishing effect of the groynes with increasing submergence.

The influence of the hydraulic boundary conditions becomes evident by plotting the relative
increase of the water depth (Δh/hN), measured at x = 6.9 m, which is presented in Figure 4 for the
experimental series GF 1 (Table 1). The number of groynes was kept constant, and thus the length of a
groyne field grew with the distance between the groynes. Accordingly, the backwater increased with
the distance between the groynes; however, approaching a constant backwater height independent of
dG and the groyne field length.
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gravel groynes with distance dG = 15 cm (GF 2).
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Figure 4. Relative increase of the water depth at x = 6.9 m as a function of the distance between
groynes dG and approach flow in series GF 1 (open symbols = multiplex groynes; filled symbols =
gravel groynes).

The change from a steep to an asymptotic increase of Δh/hN occurred at dG = 15 cm for the
experiments with larger submergence. The projected width of a groyne (the distance between head
and toe along the x-axis) was 11.55 cm. Thus, the head of a downstream groyne overlapped with or
was very close to the toe of the upstream groyne for dG = 10 and 12.5 cm, resp., which can hinder
the development of the overtopping flow, and thus result in lower flow resistance. This effect was
observed throughout the experiments except for the gravel groynes with hN = 5 cm in series GF 1.
However, this measured water level may be biased as it should match with the water level measured
in the corresponding experiment in series GF 2 (see Figure 5).

Depending on the distance between groynes, the backwater height reached up to 25–27% of
the undisturbed water depth for the lowest submergence (hN = 5 cm) and 15–19% for hN = 15 cm.
The variation is mainly caused by the way of modeling a groyne. The multiplex groynes resulted in
higher water depths than the gravel groynes, independent of the level of submergence. The impact
was smaller for short distances between the groynes, and the reverse for the shortest groyne distance.
The flow field caused by the smooth surface and the sharp edges of the multiplex groynes resulted in
higher flow resistances than observed for the irregularly shaped surface and porous body of the gravel
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groynes. Thus, results from the experiments with strongly simplified substitutes, e.g., the multiplex
groynes or plates used by Azinfar and Kells [20] overestimate the groyne influence.

0

0.05

0.1

0.15

0.2

0.25

0.3

0 0.2 0.4 0.6

Δ
h

/ h
N

(-)

dG (m)

hN = 5 cm
hN=10 cm
hN=15 cm

hN = 5 cm
hN = 10 cm
hN = 15 cm

0.2

0.25

0.3

0.35

f

hN = 5 cm
hN=10 cm
hN=15 cm

Figure 5. Relative increase of the water depth at x = 6.9 m as a function of the distance between groynes
dG and approach flow for gravel groynes with varying field length (GF 1: filled symbols) and constant
field length (GF 2: shaded symbols).

In contrast to the asymptotic increase of the backwater in the experiments with a growing groyne
field length (GF 1), the relative increase of the upstream water level reached a maximum, if the groyne
field length was kept constant (GF 2) (Figure 5). Independent of the approach flow, the groyne distance
dG = 15 cm resulted in the largest hydraulic roughness. With larger groyne distances the relative
backwater decreased asymptotically. The minimum backwater can be expected to correspond to the
effect of a single groyne.

Considering a groyne field as a large obstacle as Yossef [19] recommended, its roughness consists
of two parameters: the groyne field length and the groyne density within the field. The different
relationships, presented in Figure 6, show that the decreasing roughness due to a wider spacing was at
least counterbalanced by the increasing roughness of a growing field length. This finding highlights
the importance of considering not only the number and spacing of groynes, but of also taking the
resulting total length of the groyne field into account. This is important especially for nature-oriented
river training as these projects are often planned for river reaches with limited length.

For comparing the experiments with variable and fixed groyne field lengths the friction coefficient
f was calculated with Equation (2) (Figure 6). The maximum flow resistance caused by a groyne field
was found at dG = 12.5 and 15 cm, respectively, except for the test run in series GF 1 with gravel groynes
and hN = 5 cm for the aforementioned reason. The multiplex groynes caused larger flow resistance
than the gravel groynes. The setup with constant groyne field length (GF 2) resulted in larger friction
factors than the setup with variable length (GF 1). However, the friction factors for multiplex and
gravel groynes, especially for constant and variable groyne field lengths, followed the same trend.
This indicates that the decrease of the energy slope with increasing groyne distance was more distinct
for the variable groyne field length than for the constant one. Further investigations require more
precise water level measurements to reduce the scatter due to the wavy water surface.

Groyne distances are related to roughness density ck, which is plotted as second x-axis in Figure 6.
The maximum flow resistance corresponded to roughness densities between 0.17 and 0.2 indicating
wake interference flow [23,24]. The difference to Canovaro et al. [25], who found maximum flow
resistance for spatial densities between 0.2 and 0.4, can be explained with the element height, which is
included in ck, but not in the spatial density.
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The results show that the concept described by Morris [21] can be applied to the flow over a groyne
field, even if the roughness elements are not distributed over the full width of the flume. This finding
demonstrates the possibility to use the comprehensive knowledge of flow over rough surfaces to study
the hydraulic effects of submerged groyne like structures.

The different backwater heights caused by the simplified multiplex models and the gravel groynes
demonstrated that shape matters. For the backwater effect, an overestimation can be considered as
positive, as the results would be conservative. However, if simple structures, especially those with
sharp edges, are used in morphodynamic studies, misleading conclusions may be drawn. For example,
studies of morphological changes due to simplified models report distinct scouring at the head of
the groynes, e.g., [6,9]. On the contrary, in mobile bed experiments carried out with more naturally
shaped types of single submerged groynes, the main scour was observed downstream of the groyne
head [4,8,10] and the stability of the structure was not compromised by a groyne head scour.

The effect of a groyne field made of gravel groynes on the bed morphology and the resulting
backwater height was tested for a setup comparable to the run of GF 1 with dG = 12.5 cm and hN =

10 cm with respect to the aspect ratio dG/lP and the groyne field length (Table 1). Considering the
roughness density, the setup was comparable to GF 1 with dG = 20 cm. The hydraulic conditions led to
incipient motion. Sediment transported from upstream towards the groyne field was deposited in the
groyne field, while the bed in the unblocked area eroded. The erosive forces became stronger along
the groyne field, resulting in scouring at the groyne heads in the middle of the field as well as at the
downstream end of the field towards the middle of the flume (Figure 7). The cross-sectionally averaged
backwater height at the beginning of the groyne field was Δh = 0.57 cm, while for the two comparable
experiments with fixed bed, the water level was increased by 1.45 cm and 1.9 cm, respectively (Figure 4).
Although the blockage effect was even larger due to sediment deposition upstream of and within the
groyne field, the roughness of the system was compensated distinctly by the areal erosion of the river
bed. The resulting water level only increased by approximately 40% and 30%, respectively, compared
to the backwater height of the fixed bed experiments. The reduced roughness of the mobile bed system
is reflected by the considerably lower friction factor (Figure 6).
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Figure 7. Bed topography at the end of the mobile bed experiment (flow direction from left to right).

4. Conclusions

The hydraulic roughness of submerged groyne fields was investigated for two groyne types:
varying groyne distances as well as varying and constant field lengths. For each test geometry, three
hydraulic conditions were employed with relative submergences of 2, 4, and 6. The experiments
were conducted in a straight flume with a fixed rough bed. One setup was conducted in a flume
with a mobile gravel bed at hydraulic conditions for incipient motion to consider the influence of
morphological changes on the roughness of the system.

For all setups, the absolute value of the backwater increased with increasing submergence.
However, the relative backwater height decreased, confirming the applicability of submerged groynes
for situations with restricted flood water levels. The relation between relative water level increase
and groyne distance depended on the variability of the groyne field length. With increasing groyne
distance and groyne field length (GF 1), the backwater approached a constant height, while for a
constant groyne field length (GF 2), the backwater height reached a maximum at a certain groyne
distance and decreased with further increasing distance. The different relationships were related to
the combined contributions of the groyne density and the groyne field length to the total roughness.
Thus, it is important to consider the resulting total length of a groyne field, besides the number and
spacing of the groynes, when deriving a formula for calculating the flow resistance of a groyne field.
This study investigated only one, quite short groyne field of constant length. Further tests are required
to determine for which length the observed effect vanishes.

The change from a steep to an asymptotic increase (GF 1) and the maximum (GF 2), respectively,
were found for the groyne distance where the inclined groynes did not overlap anymore. The distance
between the head of the next downstream groyne and the toe of the upstream groyne was large
enough that the overtopping flow could develop and interact with the flow in the unblocked area,
like it is described in [14,15,22]. With increasing distance between the groynes, the losses due to this
interaction decreased.

Analysis of the friction factor of a groyne field demonstrated the applicability of the concept of
quasi smooth, wake interference and isolated roughness flow, which was developed for uniformly
distributed bed roughness, to describe the total roughness of a groyne field. Thus, the comprehensive
knowledge of rough bed flow can be used for studying the flow of submerged groyne fields.

These findings were independent of the type of groyne. The simplified shape of the multiplex
groyne, especially the sharp edges, resulted in distinctly higher backwater effects compared to the
gravel groyne with an irregular surface. It can be assumed, that this effect will affect the results of other
studies with substitutes, e.g., plates instead of groyne models. While this can be considered as positive
for backwater effects as the results are on the safe side, the results of the morphodynamic studies may
lead to misinterpretations. The contribution of the adapted bed topography to the roughness of a
river section with groynes resulted in a backwater, which was only approximately one-third of the
corresponding backwater measured for fixed bed conditions. The study shows that care must be taken
when simplifying the boundary conditions for laboratory experiments, regarding the investigated
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structure as well as the mobility of the bed, because not only can the magnitude of a measured
parameter be affected, but also the functional relationships.
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Rowiń, P.M., Marion, A., Eds.; Springer: Heidelberg, Germany, 2016; pp. 245–254. [CrossRef]

27. Zaid, B.A.; Koll, K. Experimental investigation of the location of a submerged groyne for bank protection.
In Proceedings of the International Conference on Fluvial Hydraulics, RiverFlow 2016, Saint Louis, MO,
USA, 11–14 July 2016; Constantinescu, G., Garcia, M., Hanes, D., Eds.; Taylor & Francis Group: London, UK,
2016; pp. 1286–1292, ISBN 978-1-138-02913-2. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

49



water

Article

Geometric Characteristics of Spur Dike Scour under
Clear-Water Scour Conditions

Li Zhang 1,2,*, Pengtao Wang 1,2, Wenhai Yang 1,2, Weiguang Zuo 2, Xinhong Gu 2 and

Xiaoxiao Yang 2

1 Water Conservancy and Hydropower Engineering, Hohai University, Nanjing 210098, China;
wpt@ncwu.edu.cn (P.W.); yangwenhai@ncwu.edu.cn (W.Y.)

2 Water Institute of Civil Engineers, North China University of Water Resources and Electric Power,
Zhengzhou 450046, China; zuoweiguang@ncwu.edu.cn (W.Z.); guxh2018@126.com (X.G.);
smileyang123@hotmail.com (X.Y.)

* Correspondence: zhangli1234@ncwu.edu.cn

Received: 19 April 2018; Accepted: 15 May 2018; Published: 24 May 2018

Abstract: Factors such as flow and sediment characteristics affecting the spur dike’s local depth of
erosion have yielded considerable research results, but there is little discussion of the geometry of the
spur dike’s local scour holes. This study focuses on the spatial characteristics of the geometry of local
scour holes in straight-wall spur dikes. The discussion shows that the spur dike arrangement clearly
changes the plane geometry of the scour hole. The maximum scour depth has a power function
relationship with the area of the scour hole and the scour hole-volume. Moreover, the ratio of the
product of the maximum scour depth and the plane area of the scour hole to the scour hole-volume is
a fixed constant. The average slope of upstream of the scour hole and along the axis direction of the
spur dike is slightly larger than the angle of repose of the sediment, the slope distribution of the scour
holes profiles presents an inverted “U” type, and its profile morphology and slope distribution have
geometric similarity. This distribution also reflected that, the interaction between the downward flow
and the horseshoe vortex inside the scour hole leads to the formation of a cusp.

Keywords: spur dike; scour; scour depth; scour holes; morphology

1. Introduction

Spur dikes are a typical hydraulic structure building, which have the function of protecting
river banks from flow scouring and improving the habitat area of aquatic organisms, and therefore,
are widely used in river regulation and water ecological restoration projects, and so on. After the spur
dike was arranged in the river, the original flow characteristics and sediment movement of the river
section were changed, resulting in scouring of the riverbed around the spur dike. Discussion on the
problem of scouring, on the one hand, it is conducive to predicting the geometric characteristics of
scour hole, including the degree of vertical dimension and longitudinal dimension erosion, for the
optimization of spur dike engineering parameters and design, etc. On the other hand, the physical
environmental indicators near spur dikes, such as the deep pool/shoal, and the flow structure, are also
the technical bases for improving the assessment of habitat area of aquatic organisms. In recent years,
scholars pay more attention to the vertical dimension erosion degree of scour hole in spur dikes, that is,
each physical factor affects the scour depth adjustment characteristic, but there is little discussion of
the results of the morphology spatial dimension characteristic of scour holes; it is urgent to discuss this
problem. The related research results undoubtedly provide technical support for the river regulation
and ecological restoration of spur dikes.

Maximum scour depth is one of the important parameters of engineering design. There is a
consensus that the characteristics of flow and sediment, the size and type of buildings, etc., affect

Water 2018, 10, 680; doi:10.3390/w10060680 www.mdpi.com/journal/water50
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the law of maximum scour depth [1–3]. In addition to the parameters of the maximum scour depth,
the geometric parameters of scour holes in spur dikes also include the plane area of scour hole,
scour hole-volume, and plane geometry dimension, etc. Kuhnle et al. [4] pointed out that the ratio of
scour hole-volume and the maximum scour depth of a spur dike is approximately constant, due to
the impact of flow shallowness and the alignment angle. However, Fael et al. [5] pointed out that
the ratio of scour hole-volume and the maximum scour depth increases with the increase of flow
shallowness, and further raise an empirical formula for predicting the plane area and volume of scour
hole by maximum scour depth. Haltigin et al. [6] predicted the geometric characteristics of scour
hole according to the geometry characteristic dimension of scour holes. Williams et al. [7] pointed
out the flow shallowness and relative coarseness did not affect the geometric characteristics of the
scour hole, and the water resistance rate of the spur dike had an impact on it, however, the geometric
characteristics of the scour hole affected by the water resistance rate were not discussed.

The angle of repose of sediment not only reflects the morphology of the scour hole, but also
involves the prediction of it and the discussion of the local vortex characteristics [8,9]. One aspect
is the discussion of the relationship between the angle of repose of sediment and the slope of the
scour hole. For example, Kothyari [10] proposed that the profile slope of a scour hole is equal to the
angle of repose of sediment. Zhang [11] pointed out that when the scour reached the equilibrium
state, the slope upstream and downstream of a spur dike remains relatively stable, and the slope is
approximately the angle of repose of sediment. Karami [12] considered that not only the average slope
upstream of the scour hole was equal to the angle of repose of sediment, but also the upstream slope of
the scour hole was steeper than the downstream. Some scholars use numerical simulation techniques
to predict the depth and shape of local scour holes, based on the feature that the angle of repose of
sediment is equal to the slope of the scour hole [8]. However, Zhang [13] pointed out that the angle of
repose of sediment is slightly greater than the slope of scour hole. The second is the discussion of the
morphological characteristics of the scour holes. Such as Muzzammil [9], who pointed out the existence
of a cusp and two distinct slopes in the scour hole. Diab et al. [14] paid attention to the morphological
characteristics of each azimuthal of the local scour hole of the bridge pier, and pointed out that the
profile of the various scour holes in the pier had similar characteristics. Williams et al. [7] pointed out
that the whole process of scour evolution remained similar. Bouratsis et al. [15] discussed, in detail,
the average slope of each azimuthal of the bridge pier scour hole, and considered that the average
slope distribution characteristics of all azimuths present approximately a sine function. Although
there are many discussions, they are discussed in terms of the average slope of the scour hole profile,
and the relationship between the slope of scour hole profile and the angle of repose of sediment is still
debated, and the profile slope distribution feature is also indistinct.

To sum up, the morphological characteristics of the scour hole are a specific problem in the study
of scour mechanisms, which involve different physical factors affecting the erosion characteristics of
two dimensional directions of the scour holes, and are still indistinct. In this paper, we choose spur
dike as the research object, and discuss this specific problem by carrying out flume experiments and
improving the observation method.

2. Experimental Setup and Procedures

The experiment was carried out in a circular flume, whereby the flume is 50 m long and 0.8 m
wide. The experimental observation area was located in the middle of the flume, and was 30 m long.
The sand adopted uniform sand, and the median particle size d50 is 0.2 mm, 0.7 mm, and 1.0 mm
respectively; the non-uniform coefficient σg = 1.14~1.3. The schematic diagram of experimental plane
and profile are shown in Figure 1.
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Figure 1. (a) Schematic diagram of flume alignment; (b) Schematic diagram of profiles alignment;
(c) Geometric characteristics parameters.

In the practical engineering application, three typical alignment forms are used in the spur dike:
θ = 90◦, θ < 90◦, and θ > 90◦; the θ > 90◦ alignment, is often applied to submerged spur dikes, while the
other two types of alignment are applied to non-submerged spur dikes, such as the Yellow River and
the Yangtze River, the spur dikes in θ = 90◦ and θ < 90◦, as the main alignment. To make the discussion
more fitting to the actual engineering application, this study focuses on the non-submerged types,
so the design of spur dike angles of alignment were θ = 90◦, θ = 60◦, and θ = 30◦. The length of the
spur dikes, L, are respectively 0.12 m and 0.2 m. The structure of spur dikes adopted a vertical wall
spur dike with semi-circular type.

Flow depth of spur dike upstream h = 0.08~0.3 m, with clear-water scouring conditions, and a
designed flow intensity U/Uc = 0.85, the upstream flow velocity U was measured by an acoustic
Doppler velocimeter (ADV); Uc is the incipient velocity of sediment, calculated using the Shamov
formula [16]. The design of flow, sediment characteristics, and working conditions are shown in
Table 1.

Uc =

√
ρs − ρ

ρ
gd50(

h
d50

) (1)

where ρs is the density of sediment; ρ is the density of water; g is the acceleration of gravity; d50 is the
median diameter of sediment; h is the depth of water.

Before the experiment, the bed of the experimental area is kept flat, and the water was slowly
stored in the flume to the design depth, adjusting the speed of the axial flow pump, reaching the design
flow strength, and carrying out the scour experiment. The local scour of each working condition was
49 h. After the experiment, the water in the sink was slowly vented. After the river bed was dried,
the experimental terrain of the local scour hole was collected.

Observation of the area and volume of scour holes in hydraulic structures is more dependent on
the improvement of measuring methods; In recent years, measurement techniques, such as LDS (laser
distance sensor) [14,17] and high-resolution 3-D monitoring system [18], have been gradually applied
to the observation of scour hole morphology. In order to improve the morphology of scour hole of
spur dike, a high-speed laser scanner (Leica Scan Station P30) was used to collect the experimental
profiles, and its scanning noise accuracy was 0.5 mm @ 50 m; The maximum ranging error within 1 km
does not exceed 1.2 mm. Based on the experimental profiles point cloud data, the morphology of the
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scour holes of spur dikes were refined, as shown in Figure 1c, using Cyclone, Surfer, and other related
computation programs to extract the geometric characteristics parameters of scour holes.

The scour depth, the plane area, and scour hole-volume were all calculated using the base surface
of the spur dike without the occurrence of the bed surface. The sand waves and the smaller scouring
holes downstream were neglected.

3. Results and Discussion

3.1. Scour Depth

The adjustment characteristics of scour depth of spur dike have already got a consensus [1,2,13,19].
Melville [1] thought that for short spur dikes, ds/L = 2Ks; for intermediate spur dikes, ds/(Lh)0.5 =
2KsKθ . Ks is the structural shape coefficient, and Kθ is the alignment angle coefficient. However, when
θ = 90◦, L = L’; when θ �= 90◦, L’ = L × sin θ. The L’ is the length of the spur dike projection. In view
of this, for the local scour depth of the short spur dikes, the alignment angle coefficient also needs to
be considered. According to the results of experimental observations of various working conditions,
the adjustment laws of local depth of erosion are shown in Figure 2.

0.1 

1.0 

10.0 

0.1 1.0 10.0 

d s
 /L

' 

L'/h

Observed data, =90
Observed data, <90
Melville(1992)

Figure 2. Local scour depth adjustment characteristics.

For short spur dikes, ds/L’ increases as L’/h increases gradually. Regression analysis shows
that the slope of the linear relationship is 1.5, close to 2Ks, and for the straight-wall spur dikes,
Ks = 0.75. Since the short spur dike only considers the structural shape coefficient, and does not
consider the alignment angle coefficient, and when θ = 90◦, Kθ = 1.0; θ = 60◦, Kθ = 0.96; θ = 30◦,
Kθ = 0.92. After calculation and correction, it can be seen that the adjustment law is similar to the
θ = 90◦ arrangement. For the intermediate spur dikes, the upper limit is close to 2KsKθ as the L’/h is
gradually increased, and is still 1.5.

Based on the above, it is considered that the experimental observations are consistent with the
existing research results; in addition, for the short spur dike, the prediction of the local maximum
depth of scour and the influence of the alignment angle must also be considered.

3.2. Prediction of Plane Area and Volume of Scour Hole

Based on the principle of dimensionality harmony, the form of As ~ds
2 and Vs ~ds

3 are usually
used to discuss or predict the plane area and scour hole-volume by the maximum scour depth [5,20–22].
In order to facilitate the discussion of this problem, here are the formulas of As ~ds

2; Vs ~ds
3 is written as

the power function relation, that is, As = C1 ds
2; Vs = C2 ds

3, where C1, C2 is the undetermined coefficient,
respectively, and its value is related to the influencing factors. For any form of alignment, taking into
account the experimental observation results and the existing research results (Tables 1 and 2), C1, C2

values and relative coarseness adjustment characteristics can be obtained, as shown in Figure 3.

53



Water 2018, 10, 680

T
a

b
le

1
.

Fl
ow

co
nd

it
io

ns
an

d
ge

om
et

ri
c

pa
ra

m
et

er
s.

C
a

se

P
a

ra
m

e
te

r
N

o
n

-D
im

e
n

si
o

n
a

l
P

a
ra

m
e

te
r

L
e

n
g

th
L

(m
)

A
li

g
n

m
e

n
t

A
n

g
le

θ
(◦

)
S

e
d

im
e

n
t

S
iz

e
d 5

0
(m

m
)

F
lo

w
D

e
p

th
h

(m
m

)
S

co
u

r
D

e
p

th
d s

(c
m

)
A

re
a

o
f

P
la

n
e

A
S

(c
m

2
)

V
o

lu
m

e
V

S
(c

m
3
)

L’
/d

5
0

L’
/h

A
S
/d

s2
V

S
/d

s3

A
1

0.
12

90

0.
2

0.
1

17
.0

25
89

.8
5

12
,6

08
.4

2
60

0
1.

2
8.

96
1

2.
56

6
A

2
60

13
.5

23
93

.8
1

11
,5

65
.4

7
52

0
1.

04
13

.1
35

4.
70

1
A

3
30

7.
0

89
7.

66
19

63
.3

6
30

0
0.

6
18

.3
20

5.
72

4

A
4

90
0.

15
8.

5
79

8.
87

21
86

.8
4

60
0

0.
8

11
.0

57
3.

56
1

A
5

60
7.

9
11

08
.1

1
31

01
.9

2
52

0
0.

69
17

.7
55

6.
29

1
A

6
30

2.
8

27
1.

91
31

5.
05

30
0

0.
4

34
.6

82
14

.3
52

A
7

90

0.
3

5.
7

30
1.

72
59

3.
44

60
0

0.
4

9.
28

7
3.

20
4

A
8

60
4.

8
43

6.
11

99
2.

11
52

0
0.

35
18

.9
28

8.
97

1
A

9
30

2.
1

14
1.

97
10

0.
65

30
0

0.
2

32
.1

93
10

.8
68

A
10

0.
2

90
12

.3
16

92
.7

9
62

78
.4

0
10

00
0.

67
11

.1
89

3.
37

4
A

11
60

8.
4

87
0.

28
31

78
.4

0
86

5
0.

57
12

.3
34

5.
36

3
A

12
30

3.
4

39
9.

91
49

4.
00

50
0

0.
3

34
.5

94
12

.5
69

B1
0.

2
90

0.
7

0.
1

19
.5

43
37

.4
4

22
,0

29
.4

8
28

6
2.

0
11

.4
07

2.
97

1
B2

60
13

.9
27

96
.7

13
,6

87
.7

7
24

7
1.

73
14

.4
75

5.
09

7
B3

30
7.

2
16

10
.1

8
47

22
.7

14
3

1.
0

31
.0

61
12

.6
53

B4
0.

12
90

0.
15

15
.3

20
85

.7
4

10
,0

79
.6

3
17

1
0.

8
8.

91
0

2.
81

4
B5

60
14

.3
22

16
.0

3
10

,1
56

.0
5

14
9

0.
69

10
.8

37
3.

47
3

B6
30

5.
2

10
11

.5
1

17
36

.5
7

86
0.

4
37

.4
08

12
.3

50

B7
0.

12
90

0.
2

12
.6

17
01

.0
8

62
87

.6
3

17
1

0.
6

13
7.

40
8

3.
14

3
B8

60
12

.1
21

12
.8

4
63

97
.9

3
14

9
0.

52
14

.4
31

3.
60

1
B9

30
9.

6
17

93
.4

1
57

32
.7

8
86

0.
3

27
.9

99
6.

48
0

B1
0

0.
05

90
2.

6
82

.8
9

10
3.

11
57

0.
25

12
.2

62
5.

86
7

S1
0.

20
90

1.
1

0.
08

20
.2

61
69

.6
0

30
,9

27
.7

1
18

2
2.

50
15

.1
20

3.
75

2
S2

0.
20

90
0.

12
18

.6
29

22
.9

8
18

,2
30

.1
9

18
2

1.
67

8.
44

9
2.

83
3

S3
0.

20
90

0.
15

17
.8

36
34

.4
3

20
,7

15
.2

8
18

2
1.

33
11

.4
71

3.
67

3

54



Water 2018, 10, 680

T
a

b
le

2
.

Fl
ow

co
nd

it
io

ns
an

d
ge

om
et

ri
c

pa
ra

m
et

er
s.

C
a

se

P
a

ra
m

e
te

r
N

o
n

-D
im

e
n

si
o

n
a

l
P

a
ra

m
e

te
r

L
e

n
g

th
L

(m
)

A
li

g
n

m
e

n
t

A
n

g
le

θ
(◦

)
S

e
d

im
e

n
t

S
iz

e
d 5

0
(m

m
)

F
lo

w
D

e
p

th
h

(m
m

)
S

co
u

r
D

e
p

th
d s

(c
m

)
A

re
a

o
f

P
la

n
e

A
S

(c
m

2
)

V
o

lu
m

e
V

S
(c

m
3
)

L’
/d

5
0

L’
/h

A
S
/d

s2
V

S
/d

s3

F1
14

0

90
1.

28

6.
5

40
.7

50
,1

00
77

6,
00

0
10

94
21

.5
30

.2
45

11
.5

10
F2

12
5

6.
6

19
.9

77
70

34
,0

00
97

7
18

.9
19

.6
21

4.
31

4
F3

12
5

6.
9

29
.4

25
,3

70
18

9,
00

0
97

7
18

.1
29

.3
51

7.
43

7
F4

12
5

6.
6

37
.2

41
,1

60
59

5,
00

0
97

7
18

.9
29

.7
43

11
.5

58
F5

10
9

7.
0

16
47

30
19

,0
00

85
2

15
.6

18
.4

77
4.

63
9

F6
10

9
6.

9
27

.3
22

,3
40

17
0,

00
0

85
2

15
.8

29
.9

75
8.

35
5

F7
10

9
6.

6
35

.9
36

,6
90

48
0,

00
0

85
2

16
.5

28
.4

68
10

.3
74

F8
94

6.
7

33
.4

34
,4

80
38

5,
00

0
73

4
14

.0
30

.9
08

10
.3

33
F9

94
7.

0
24

.3
15

,9
20

10
3,

00
0

73
4

13
.4

26
.9

61
7.

17
8

F1
0

94
7.

0
13

.1
30

50
90

00
73

4
13

.4
17

.7
73

4.
00

3
F1

1
79

6.
9

31
.2

26
,2

50
28

4,
00

0
61

7
11

.4
26

.9
66

9.
35

1
F1

2
79

7.
1

23
.1

13
,5

50
88

,0
00

61
7

11
.1

25
.3

93
7.

13
9

F1
3

79
7.

1
10

.4
30

90
60

00
61

7
11

.1
28

.5
69

5.
33

4
F1

4
64

7.
0

29
.7

23
,1

70
23

6,
00

0
50

0
9.

1
26

.2
67

9.
00

8
F1

5
64

7.
0

8
85

0
20

00
50

0
9.

1
13

.2
81

3.
90

6
F1

6
64

7.
2

20
.8

12
,4

50
69

,0
00

50
0

8.
9

28
.7

77
7.

66
8

K
1

30
.5

45

0.
8

30
.2

18
.9

9
/

10
6,

70
0

38
1

1.
39

/
15

.5
81

K
2

30
.5

45
18

.6
22

.4
1

/
11

3,
80

0
38

1
0.

86
/

10
.1

12
K

3
15

.2
45

30
.6

6
16

.6
8

/
67

,6
30

19
0

2.
84

/
14

.5
73

K
4

15
.2

45
30

.7
26

.6
9

/
18

5,
28

0
19

0
2.

84
/

9.
74

5
K

5
15

.2
45

18
.4

5
27

.9
8

/
16

6,
72

0
19

0
1.

71
/

7.
61

1
K

6
15

.2
45

18
.4

9
17

.1
6

/
55

,6
90

19
0

1.
71

/
11

.0
21

K
7

30
.5

90
18

.5
6

22
.1

5
/

13
5,

73
0

38
1

0.
61

/
12

.4
90

K
8

30
.5

90
30

.0
25

.6
8

/
19

7,
60

0
38

1
0.

98
/

11
.6

68
K

9
15

.2
90

18
.4

2
15

.4
5

/
99

,1
60

19
0

1.
21

/
26

.8
88

K
10

15
.2

90
18

.6
3

9.
29

/
26

,5
00

19
0

1.
23

/
33

.0
52

K
11

15
.2

90
30

.2
3

13
.0

4
/

52
,4

70
19

0
1.

99
/

23
.6

63
K

12
15

.2
90

30
.7

2
16

.2
/

10
9,

13
0

19
0

2.
02

/
25

.6
68

K
13

30
.5

13
5

18
.2

8
25

.1
3

/
14

3,
02

0
38

1
0.

84
/

9.
01

2
K

14
15

.2
13

5
18

.3
8

30
/

20
2,

51
0

19
0

1.
70

/
7.

50
0

K
15

15
.2

13
5

18
.4

17
/

54
,3

50
19

0
1.

70
/

11
.0

62
K

16
15

.2
13

5
30

.4
3

20
.9

/
95

,5
30

19
0

2.
82

/
10

.4
64

K
17

15
.2

13
5

30
.4

6
28

.4
7

/
26

0,
37

0
19

0
2.

82
/

11
.2

83

N
ot

e:
Th

e
ca

se
s

F1
–F

16
se

ri
es

of
da

ta
re

fe
re

nc
es

[5
];

Th
e

ca
se

s
K

1–
K

17
se

ri
es

of
da

ta
re

fe
re

nc
es

[2
3]

.“
/”

in
di

ca
te

s
no

ob
se

rv
at

io
n

da
ta

.

55



Water 2018, 10, 680

From the statistical data in Tables 1 and 2, seeing that L’/d50 = 57 ~1094; h/L’ = 0.2~21.5. Affected
by this, C1 and C2 have a slightly larger range of fluctuations, the averages are 20.5 and 8.0 respectively,
as shown in Figure 3. With regard to the classification of spur dike type [1], it is considered that this
result is also applicable to short and intermediate spur dikes.

 
(a) (b) 

L’/d50

C1 C2

L’/d50

Figure 3. (a) C1 adjustment characteristics; (b) C2 adjustment characteristics.

Regarding scour hole plane area and volume prediction, due to the different impact factors,
the research results on the value of the coefficient are not uniform. For example, Kuhnle [23] considered
C2 = 12.11; Rodrigue [22] considered C2 = 3.87, and the difference is slightly larger. According to
the C1 and C2 adjustment characteristics, C1 = 20.5 and C2 = 8.0 are selected, and the plane area and
volume of the scour holes are predicted according to the maximum scour depth.

As can be seen from Figure 4, As = 20.5 ds
2 and Vs = 8.0 ds

3 can be used to predict the plane area
and volume of scour holes by the maximum scour depth.

The error in predicting the plane area of the scour hole by using the maximum scour depth is
slightly larger in contrast; this is because smaller scour holes occur downstream of scour holes when
sediment particles are thinner (e.g., d50 = 0.2 mm). Where, ignored the impact of these small scour
holes, which are basically within the range of ±15%, which is considered reasonable; see Figure 5.
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Figure 4. (a) The relationship between maximum scour depth and plane area of scour hole; (b) The
relationship between maximum scour depth and scour hole-volume.
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Figure 5. (a) The error distribution of scour holes’ plane area; (b) The error distribution of scour
hole-volume.

3.3. The Morphology of Scour Holes

Due to the fact that the alignment of the spur dike changes the erosion of longitudinal dimension
scour holes, it is therefore bound to cause changes in the morphology of scour hole. In order to better
understand the scour morphology of spur dike, the three-dimensional morphology of the scour hole
was reconstructed and visualized according to the experimental point cloud data of each condition.
Shown in Figure 6 are selected typical conditions to display.

 
(a) (d) 

 
(b) (e) 

 
(c) (f) 

Figure 6. Three-dimensional structure of scour holes in typical conditions (axis unit: m). (a) d50 = 1.1 mm;
L’/d50 = 182; θ = 90◦; (b) d50 = 0.2 mm; L’/d50 = 520; θ = 60◦; (c) d50 = 0.2 mm; L’/d50 = 300; θ = 30◦;
(d) d50 = 0.7 mm; L’/d50 = 171; θ = 90◦; (e) d50 = 0.7 mm; L’/d50 = 149; θ = 60◦; (f) d50 = 0.7 mm;
L’/d50 = 86; θ = 30◦.
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For the non-cohesive sand, the morphology of the scour hole in the spur dike is regular and
smooth [24]. This phenomenon can also be observed for the scour hole downstream of a rigid bed for
non-cohesive sand, while for cohesive materials, the scoured bed forms a non-regular pattern [25].
With the decrease of alignment angle, the position of maximum scour depth obviously changed, and its
plane shape gradually changed from oval to triangle. The presence of sand waves downstream from
the scour hole was also observed. However, because the bed surface that has not been flushed is used
as the reference plane, the sand waves above the reference plane are ignored during the calculation of
the volume and other parameters, and the visualization of the local scour hole geometry.

In three-dimensional geometry space, the scour hole-volume is equal to the product of the plane
area of the scour hole and the maximum scour depth, that is, Vs ~Asds, but the morphology of the
scour hole is not regular in geometry. The ratio between Vs and Asds is still indistinct. Based on the
results of experimental observation and previous research, the regulation laws of Vs and Asds, under
the influence of various factors, are discussed and defined. See Table 1 and Figure 7.
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Figure 7. The relationship between the maximum scour depth and the scour hole-volume.

The scour is in equilibrium state, and there is a linear relationship between Vs and Asds. Under the
influence of those factors, the slope of the linear relationship is the constant of Vs/Asds, and regression
analysis showed that its value was 0.32; in addition, we easily found that C1 and C2 mean ratio is also
closer to this constant. Therefore, it can be concluded that the scour hole-volume has a proportional
constant with the product of the plane area and the maximum scour depth, and this characteristic also
reflects the geometric similarity of the scour hole morphology, which can also be seen from Figure 6.

3.4. The Profile Morphology of the Scour Holes

According to the experimental profile of each case, the scour hole profiles of each azimuthal were
extracted. The azimuthal alignment is shown in Figure 8, where, αI is the azimuth, i = 1, 2, 3; α1 is
defined as scour hole upstream; α2 is defined as along the spur dike axis direction; and α3 is defined as
the downstream of the scour hole. Ri is the radius of the scour hole corresponding to each azimuthal
angle, that is, the width of the scour hole plane.
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Figure 8. Schematic diagram of each azimuthal plane alignment of the scour holes.

Notice, according to Section 3.1 relative coarseness and scouring depth adjustment law, the two
types of alignment θ = 90◦ and θ < 90◦ were chosen, respectively, and the morphology of the profiles of
the scour holes are shown in different directions, as shown in Figure 9.
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Figure 9. The profile morphological characteristics of each azimuthal of the scour holes. (a) d50 = 1.1 mm;
L’/d50 = 182; θ = 90◦; (b) d50 = 0.2 mm; L’/d50 = 520; θ = 60◦; (c) d50 = 0.2 mm; L’/d50 = 300; θ = 30◦;
(d) d50 = 0.7 mm; L’/d50 = 171; θ = 90◦; (e) d50 = 0.7 mm; L’/d50 = 149; θ = 60◦; (f) d50 = 0.7 mm;
L’/d50 = 86; θ = 30◦.

As can be seen from Figure 9a–f, compared with a1, a2, and a3 three-dimensional profile shape of
the scour hole, it can be found that upstream of the scour hole and along the axis direction of the spur
dike, the scour hole radius and the profiles are relatively close; downstream of scour hole, the radius
is relatively increased, and the slope was significantly slower. Comparing the influence on relative
coarseness and the alignment angle of spur dikes, although scour depth and the azimuth of the scour
holes radiuses have obvious differences, upstream of scour hole and along the axis direction of spur dike,
the profile morphology is similar; the downstream profile of scour holes are also similar. Comparing the
scour depth of each azimuth, we see that with the decrease of alignment angle, the position of maximum
scour depth gradually transits from the upstream of the spur dike to the head of it.

Diab [14] discussed the different azimuthal profile morphologies of bridge pier scour holes,
and pointed out that their profile morphology was geometrically similar. Williams [7] pointed out that
the relative coarseness did not affect the geometric similarity of pier scour holes profile morphology.

Results of Tafarojnoruz [26] also show that some kinds of pier scour countermeasures, e.g., pier
slot, may not significantly change the similarity of the scour shape.

Comparing the scour hole profile morphology characteristics of the spur dikes, all of them have
geometric similarity, which shows that the relative coarseness and spur dike alignment do not affect
the profile morphology characteristics of the hole, and they have geometric similarity.
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3.5. The Profiles Slope of the Scour Holes

According to the profile morphology characteristics of each azimuthal scour hole, in accordance
with the trigonometric relationship, the slope (in terms of angle, the same as below) of any point of
the scour hole profiles is calculated piece by piece, according to the trigonometric function, that is,
ϕij = arctan (Δds/ΔRij), where, Δds is the vertical height difference between adjacent points of scour
hole profiles; ΔRij is the horizontal distance between two adjacent points; ϕij is the slope value of any
point on the slope of the scour holes, i = 1, 2, 3, respectively, corresponding to α1, α2, α3; and j is the
number of calculation, j = 1, 2, 3, ..., n.

The sediment median particle size is unchanged, and the angle of repose is constant. The sediment
angle of repose, which references [13], where d50 = 0.2 mm, ϕ = 33.1◦; d50 = 0.7 mm, ϕ = 34.8◦;
d50 = 1.1 mm, ϕ = 35.4◦; and where ϕ is the sediment angle of repose.

The dimensionless parameter ϕij/ϕ undoubtedly reflects the difference between the profile slopes
and the angle of repose of sediment; the dimensionless parameter Rij/Ri is normalized to the radius of
each scour hole. Therefore, the dimensionless parameter Rij/Ri and ϕij/ϕ relationship pare reflect the
azimuth of the profile slopes distribution characteristics. The profile slope distribution of each azimuth
is shown in Figure 10.
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Figure 10. The profile slope distribution of each azimuth of the scour holes. (a) d50 = 1.1 mm; L’/d50 = 182;
θ = 90◦; (b) d50 = 0.2 mm; L’/d50 = 520; θ = 60◦; (c) d50 = 0.2 mm; L’/d50 = 300; θ = 30◦; (d) d50 = 0.7 mm;
L’/d50 = 171; θ = 90◦; (e) d50 = 0.7 mm; L’/d50 = 149; θ = 60◦; (f) d50 = 0.7 mm; L’/d50 = 86; θ = 30◦.

Comparing the profile slopes at each azimuthal scour hole, it is easily found that regarding the
scour hole upstream and along the axis direction of spur dike, the scour hole profile steepness is closer;
in the scour hole downstream, profile slope morphology is similar, but the slope has obviously slowed
down. Comparing the impact of relative coarseness and the alignment angle, the relationship between
Rij/Ri and ϕij/ϕ shows that although the slope distribution is slightly different, but presents from
small to large, and then the trend is reduced, showing an inverted “U” distribution. This shows that
profile slopes distribution of scour hole also has geometric similarity.

Both for the bridge piers and the spur dikes, the existing research results indicated that the average
slope upstream of the scour hole is approximately equal to the sediment repose angle, and the profile
slopes upstream are greater than those downstream [12,27]. The ϕij/ϕ ratio indicates that the slope
of a certain distance in the scour hole is approximately equal to the sediment repose angle, and the
average value is smaller than the sediment repose angle. Zhang [13] pointed out that the slope ratio of
upstream and downstream angles of the scour hole is constant, about 0.5. The experimental results
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further indicate that the ratio of the average slope upstream and along the axis direction of spur dike,
and the average slope downstream of the scour hole, with a mean of 0.6, and the discussion results,
are relatively close.

Unger and Hager [28] pointed that the interaction between the downward flow and the horseshoe
vortex inside the scour hole leads to the formation of a cusp, separating the region in the scour
hole mainly shaped by the downward-flow and the region shaped by the horseshoe vortex and the
separation vortexes. Indeed, there is a cusp in the slope of the scour hole, which leads to a sudden
change in the slope of the scour hole. The overall shape is an inverted “U” pattern. The scour
mechanism depends fundamentally on the downward flow, and not on the intensity of the horseshoe
vortex, as argued by Shen et al. [29]. However, considering the slope distribution characteristics of the
scour hole, it is closely related to the distribution pattern of the horseshoe vortex system, and the eddy
current size and intensity.

4. Conclusions

Based on the flume experiment, the effect of relative coarseness and the alignment of spur dikes
on the morphological characteristics of scour hole are discussed. The results show the following:

Under clear-water scour conditions, for the vertical wall spur dike with semi-circular type.
Using C1 = 20.5 and C2 = 8.0, it is reasonable to predict the plane area and volume of the scour hole by
maximum scour depth. There is a fixed proportional relationship between the product of the plane
area, and the maximum scour depth and the scour hole-volume, and the constant is 0.32, which has
geometric similarity. With the decrease of alignment angle, the position of maximum scour depth
gradually approached the head of spur dike. The arrangement of the spur dike significantly changed
the position of the local maximum scour depth and the plane shape of the scour hole. With the decrease
of alignment angle, there is a gradual transition from an approximate ellipse to an approximately
triangular shape. The position of maximum scour depth gradually approached the head of spur dikes.

Affected by the relative coarseness and the alignment of the spur dikes, the average slope
upstream of the scour hole and along the axis direction of the spur dike is slightly larger than the angle
of repose of the sediment, and both are steeper than the downstream angle of the scour hole; the ratio
of the average slope of the upstream and along the axis direction of spur dike, and the average slope
downstream of the scour hole, ranged from 0.5 to 0.86. The slope distribution of the scour hole profiles
present an inverted “U” type distribution, and the profile morphology and slope distribution have
geometric similarity.
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Abstract: By changing the alignment angle of spur dike, this study focused on the evolution of scour
hole morphology in three alignments under clear-water scour conditions, including the 3-D structure
of the scour hole, 2-D profile morphological evolution process and the evolution characteristics
of the local bed shear stress. The results show that the plane area and volume of the scour hole
both are power functions over time, which is similar to the evolution characteristics of scour depth.
Local scour includes three stages: The initial stage, development stage and balance stage. The local
bed shear stress presents successively: τb > τc, τb = τc and τb < τc. Based on this characteristic,
the evolution mechanism between scour hole morphology and the local bed shear stress is further
clarified. Furthermore, although the alignment of the spur dike significantly affects the longitudinal
and vertical dimension erosion rates of the scour hole, the scour hole morphology is not only relatively
constant but also has a specific proportion, and the evolution process is orderly in the whole process
of evolution. To the scouring equilibrium state, the length of the scour hole on the upstream and
downstream of the spur dike is approximately in line with the golden section feature. The related
results provide technical support for scour parameter design and scour hole protection of spur dike
in flood period.
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1. Introduction

Spur dike is a widely used hydraulic structure in river control engineering. After the spur
dike was built, the pattern of the flow is locally changed, for example, the generation, separation
and attenuation of surrounding vortices make the flow present strong three-dimensional turbulent
characteristics, and the flow structure is very complex. The study of local scour near the spur dike not
only has important value for hydraulics, but also has practical guiding significance for the practical
engineering application of the spur dike.

Under clean-water scour conditions, the scholars pay more attention to the vertical dimension
erosion characteristics of the scour hole, namely the evolution characteristics of scour depth [1,2].
Affected by large and small-time scales, the exponential function relation can be used to describe scour
depth evolution characteristics [3,4]. In addition, the power function relation [5] and logarithmic
function relation are often discussed [6]. In comparison, the discussion results of scour hole’s
morphological parameter are slightly smaller. We only reported the influence of flow depth and
the alignment angle on the evolution rule of scour hole morphology, and thought that the ratio of scour
hole-volume to scour depth was approximately constant over time [7,8]. Oscar et al. [9] pointed out
that one of the reasons for the lack of relevant research results is that the observation of scour hole area
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and volume is more dependent on the improvement of measurement techniques. With the application
of new measuring tools, for example, the literature [6] not only reported the evolution process of
bridge pier scour hole 3-D structure and visualization, but also proposed the relationship between
scour depth and scour hole-volume to present a cubic polynomial function. The scour hole-volume
presents the growth trend of the power function over time, which is similar to that of scour depth.
Bouratsis et al. [10] also reported the 3-D structure evolution process of bridge piers scour hole and
discussed in detail the evolution trend of scour hole-volume with time. Some other studies also present
the role of the bridge scour countermeasures on 3D structure of the scour hole pattern [11]. Although it
showed the increase of the power function, there were clearly two different growth rates. However,
there is no literature on the 3-D structure evolution of the scour hole in the spur dike.

The profile morphological characteristics of the scour hole, including the profile morphological
evolution process of the scour hole over time, and spatial dimension characteristics under the scour
equilibrium state, are also an area of interest for many scholars [6,12]. With the passing of time, the
profile morphology of the scour hole remains constant. Zhang et al. [13] further reported the slope
distribution characteristics of the scour hole profile in the spur dike, and thought that its distribution
characteristics were closely related to local flow. Although the above literature [6,12,13] has paid
attention to the morphological characteristics of scour hole profiles from the time dimension or the
spatial dimension, the relevant discussion on profile area of the scour hole with time evolution has not
been mentioned. It is important that this parameter is one of the important parameters which cannot
be ignored in the local bed shear stress evolution model, namely, the evolution characteristics of the
scour hole profile area determines the evolution trend of local bed shear stress [14–17]. At present,
more of the literature has reported that the local bed shear stress gradually decreases over time [18–20],
the scour reaches the equilibrium state, and its value is close to the constant. The constant is about
(0.3~0.5) τc, in which τc is the bed critical shear stress [21,22]. However, other scholars pointed out
that although the local bed shear stress was close to constant in the state of scouring equilibrium,
the evolution process did not completely follow this rule, and the evolution characteristics were not
further discussed in detail. It can be seen that based on the morphology evolution of scour hole profile,
the evolution trend of local bed shear stress is an urgent issue for discussion.

This study intends to adopt clear-water scouring condition and sets different alignment angles
to conduct experimental research, and carry out discussions on the evolution characteristics of scour
hole morphology and the regulation of local bed shear stress. Relevant research results will enrich and
improve the research contents of the local scour mechanism.

2. Experimental Setup and Procedures

The experiment was carried out in a circular recirculating flume, which is 50 m long and 0.8 m
wide. The observation area was located in the middle of the flume and was 30 m long. The design
alignment angles of spur dike are respectively θ = 150◦, θ = 90◦ and θ = 30◦. The length of the spur
dike is L = 0.12 m, which changes with the alignment angle, and the projection length of the spur
dike is L’ = L × sinθ. The structure of spur dike is adopted Vertical wall Spur dike with semi-circular
type. For the sketch of experimental plane alignment, see Figure 1a. The sand adopted is uniform
sand, with the median particle size d50 = 0.7 mm, and the non-uniform coefficient σg = 1.2. The flow
depth and velocity at the upstream of the spur dike are all constant, at h = 0.15 m; U = 0.21 m/s,
respectively. The flow intensity U/Uc = 0.87, Uc is the incipient velocity of sediment [13], which
belongs to Clear-Water scour conditions.
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(a) 

  
(b) (c) 

Figure 1. (a) Schematic diagram of flume experiment; (b) the point cloud data of scour hole topography;
(c) Geometric characteristic parameters and characteristic length of scour hole (axis unit: m).

Before the experiment, the bed of the experimental area is kept flat, and the water was slowly
stored in the flume to the design depth, adjusting the speed of the axial flow pump, reaching the
design flow strength, and carrying out the scour experiment. The scouring duration of the experiment
was t = 0.5, 1, 2, 3, 5, 12 and T = 48 h, respectively. After the designed scouring period is completed,
stop the experiment, scour hole topography will be collected, and then the topography will be restored
to the leveling state for the next scouring duration experiment. In particular, the flume is a closed
circulation system, and the designed flow depth and velocity in each case are constant and consistent.
Meanwhile, the erosion duration in each case is strictly controlled. These measures ensure the accuracy
requirements of the experiment in each case.

The scour hole topography was collected using a high-speed laser scanner (Leica Scan Station
P30-High-Definition 3D Laser Scanning Solution), and the scanning noise accuracy was 0.5 mm
(within 50 m). The range accuracy is no more than 1.2 mm (within 1 km). The topography of
scour experiment is constituted by point cloud data. Leica Cyclone 3D Point Cloud Processing
Software, Golden Software Surfer and other related calculation programs are used to reconstruct the
three-dimensional morphology of the scour hole and calculate the morphology parameters of the scour
hole, such as the area and volume of scour hole. It is noted that due to flow intensity U/Uc < 1, the
upstream bed of spur dike remains the original bed (zero plane) all the time, and larger sand waves
are formed in the downstream of spur dike under all cases, as shown in Figure 1b. In order to facilitate
the discussion of the problem, when the three-dimensional morphology of scour hole is visualized, the
large-scale sand waves in the downstream are ignored. When calculating the area and volume of the
scour hole, zero plane is used as the reference surface. See Figure 1c for details.

3. Experimental Results

3.1. The 3-D Structure of Scour Hole

In order to more intuitively understand the 3-D structure evolution process of scour hole, based
on the experimental topographic point cloud data, the 3-D morphology of scour hole at each moment
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is reconstructed and visualized in three alignments of spur dike, that is θ = 150◦, θ = 90◦ and θ = 30◦

respectively, as shown in Figure 2.

 

(a) 

 

(b) 

Figure 2. Cont.
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(c) 

Figure 2. 3-D structure of scour holes (axis unit: m); (a) θ = 150◦ (b) θ = 90◦ (c) θ = 30◦.

It can be seen that both scour depth and the geometric size of the scour hole increase gradually
over time. When the balance state was reached, the maximum depth was 13.9 cm, 16.3 cm and 10.7 cm
respectively. By contrast, when θ = 90◦, both the scour depth and geometry dimensioning of the scour
hole are the largest. The scour range of the upstream and downstream of the spur dike is obviously
changed due to the different the alignment angle of the spur dike; when θ = 150◦, the scour area of
upstream is significantly greater than that of downstream; when θ = 30◦, the scour area of the spur
dike downstream is slightly larger.

To the equilibrium state, when θ = 90◦, the 3-D structure of the scour hole is obviously regular,
and the plane shape of scour hole is nearly semicircular; For θ = 150◦, θ = 30◦ (it referred to as θ �= 90◦

alignment, similarly hereinafter), the three-dimensional structure of scour hole is slightly irregular, and
the plane shape of scour hole is closer to triangle. Along the axis of the spur dike, or Karman vortex
street area, there is a step -in scour hole, at θ = 30◦ this alignment is especially clear. This phenomenon
should be closely related to the local flow characteristics, as shown in Figure 2a,c; however, there is no
literature that discusses this phenomenon.

3.2. The Evolution of Plane Area and Volume of Scour Hole

The flow conditions in each case were calculated, and scour depth, the plane area and volume of
scour hole were calculated, as shown in Table 1.

Under clean-water scour conditions, the research results of scour depth characteristics over time
are extremely rich [23], this will not be described again. The discussion results of the plane area Ast~Ase

and scour hole-volume Vst~Vse over time are slightly deficient. According to the observation results
of scour hole geometry parameters during the whole evolution process, the evolution characteristics
are discussed.
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Table 1. Flow conditions and experimental results.

Alignment
Angle θ (◦)

Flow Depth
h (m)

Projected
Length L’ (m)

Scour Time
(h)

Scour Depth dst
(cm)

Area of Plane
Ast (cm2)

Volume Vst
(cm3)

150 0.15 0.06

0.5 4.3 196.27 387.76
1 5.2 287.63 630.80
2 6.2 357.68 842.34
3 6.8 431.52 1229.00
5 7.7 571.99 1836.62
12 9.6 804.50 3203.94
24 13.1 1009.68 4674.46
48 13.9 1285.27 7097.38

90 0.15 0.12

0.5 5.6 234.28 485.68
1 6.6 417.23 959.99
2 7.8 605.10 1570.12
3 8.9 778.07 2266.63
5 9.8 898.55 2747.63
12 12.2 1317.20 5002.13
24 13.7 1698.56 7720.24
48 16.3 2285.44 12,415.15

30 0.15 0.06

0.5 4.2 219.27 323.66
1 5.1 290.14 474.57
2 5.9 396.68 663.13
3 6.5 464.60 1025.67
5 7.4 580.11 1522.65
12 8.6 737.43 2259.77
24 9.6 917.72 3013.09
48 10.7 1087.89 4014.74

Similar to the scour depth evolution rule, the area and volume of scour hole also show a power
function relation over time, and its expression is as follows:

Ast

Ase
= C1(

t
T
)

m
;

Vst

Vse
= C2(

t
T
)

k
(1)

where, C1 and C2 are constants; m and k are indices. Regression analysis showed that, for the three
alignments: θ = 150◦, θ = 90◦, θ = 30◦, C1 and C2 were close to constant 1; the m values were 0.33, 0.42
and 0.28 respectively; k values were 0.58, 0.68 and 0.45 respectively. Kuhnle et al. [7,8] thought that
when describing the evolution characteristics of scour hole-volume, k = 0.579–0.653, the results were
relatively close. It is believed that it is reasonable for m = 0.28–0.42 and k = 0.45–0.68 to describe the
evolution characteristics of scour hole plane area and volume when θ = 30–150◦. By comparison, for
θ = 90◦, the evolution curve is relatively straight, and the values of index m and k are slightly larger.
For θ �= 90◦, the evolution curve is relatively curved, and the values of index m and k are slightly
smaller, as shown in Figure 3.

  
(a) (b) 

Figure 3. The evolution characteristics (a) the plane area of scour hole (b) scour hole-volume.
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3.3. Difference of the Vertical and Longitudinal Dimension Evolution of Scour Hole

Here, Ast~dstp; Vst~dstq is adopted to discuss the differential characteristics of the vertical and
longitudinal dimension evolution rates of scour hole, which was rewritten as the equal sign:

Ast = C3dst
p; Vst = C4dst

q (2)

where, C3 and C4 are constants, p and q are exponents. For further deformation of Equation (2), the
constant is normalized, so that A′

st =
1

C3
Ast; V′

st =
1

C4
Vst, the difference discriminant of the vertical

and longitudinal dimension evolution rates of scour hole can be obtained:

A′
st = dst

p; V′
st = dst

q (3)

where, A′
st, V′

st are respectively the plane area and volume of the scour hole after normalization.
According to the experimental observation results and the values of exponential p and q, the difference
between vertical and longitudinal dimension evolution of scour hole is discussed, as shown in Figure 4.

(a) (b) 

Figure 4. The difference of scour hole geometrical evolution velocity (a) the plane area of scour hole (b)
scour hole-volume.

Regression analysis showed that when θ = 150◦, θ = 90◦, θ = 30◦, the p values were respectively
1.65, 2.0, and 1.75; while the q values were 2.55, 2.92 and 2.8 respectively. If the longitudinal dimension
evolution rate of scour hole is greater than that of vertical dimension evolution rate, then p < 2, q < 3;
otherwise, p > 2, q > 3 [4]. Therefore, it is easy to understand that for θ = 90◦, the p and q values were
respectively close to 2.0, 3.0; the longitudinal and vertical dimension evolution rates of the scour hole
are close to the same. For θ �= 90◦, p < 2, q < 3; the longitudinal dimension evolution rate of the scour
hole is greater than that of vertical dimension evolution rate. It shows that there are also significant
differences in the longitudinal and vertical dimension erosion rates of the scour hole in different spur
dike alignments, which undoubtedly provides support for the theoretical model of scour evolution
proposed by the literature [4].

3.4. Constant Ratio of 3-D Morphological

Zhang et al. [13] discussed the three-dimensional morphological spatial dimension characteristics
of scour hole by conducting flume experiments and thought that the scour hole-volume has a
proportional constant with the product of the plane area and the maximum scour depth, which
is 0.32, and thought that the 3-D morphology of scour hole has a certain geometric similarity. However,
it is still unclear whether the ratio relationship between Vst and dstAst still has the same characteristics
throughout the evolution process of local scour. The discussion was conducted according to the
experimental observation results (in Table 1), as shown in Figure 5.
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Figure 5. Ratio between Vst and dstAst.

It can be seen that Vs and Asds show a linear relationship with a slope of 0.34, that is, the ratio of
Vs and Asds is still close to the proportional constant, which is the same as the existing observation
results. Therefore, it can be considered that the morphology still has a certain degree of geometric
similarity in the whole evolution process of the scour.

3.5. The Morphology and Area of Scour Hole Profile

According to the experimental topography of each evolution stage (Figure 2), the profile
morphology of scour hole on the upstream and downstream of the spur dike was extracted, and
its orientation alignment and the calculation sketch of scour hole profile area Ac-st were shown in
Figure 1c for details. Figure 6 shows the morphology adjustment situation of scour hole profile on
upstream and downstream of spur dike during the whole evolution process.

  

  

Figure 6. Cont.
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Figure 6. Characteristics of scour hole profile morphology over time (a,b) θ = 150◦, (c,d) θ = 90◦,
(e,f) θ = 30◦.

The discussion in the above section shows that there is a slight difference between the upstream
and downstream scour range of different spur dikes. Geometrically, the upstream and downstream
profile morphology of the scour hole is close to the inverted triangle with R1-st and R3-st as the base
edge and scour depth dst as the height. If it satisfies the following equation, it is in line with the golden
section feature:

R3−st

R1−st
=

R3−st + R1−st
R3−st

(4)

where the plane geometric lengths of scour hole on the upstream and downstream of spur dike are
respectively represented by R1-st and R3-st.

The results of the experimental show that, when θ = 150◦, the mean values of Equation (4) both
ends are 1.43 and 1.70 respectively; When θ = 90◦, 1.48–1.67; θ = 30◦, 1.35–1.74. All are close to the
constant 1.618. That is to say, in the entire evolution process, the downstream and upstream geometric
characteristic length of the spur dike approximately conforms to the golden section feature, and it
is the closer to the scour balance state, the more obvious this characteristic is. The scour hole plane
morphology of the bridge pier also accords with a similar characteristic [24].

Geometrically, the upstream and downstream profile morphology of the scour hole is close to
an inverted triangle. From the perspective of time dimension, its evolution process always remains
constant. In fact, the distribution of horseshoe vortex core and vortex system in the scour hole of spur
dike upstream is stable [10,25]. Therefore, the slope of profile remains relatively constant throughout
the evolution over time. Equation (4) further indicates that the scour hole profile not only remains
relatively constant throughout the evolution process, but also has a certain proportion relation, which
forms a stable state when it is close to the golden section feature.

According to the profile morphology of scour hole in each evolution stage, the profile area of
scour hole at each evolution stage is calculated (see Table 2), and the relation between scour depth and
the profile area of the scour hole is drawn, as shown in Figure 7.

The regression analysis shows that the relation between scour depth dst and the profile area of
scour hole Ac-st approximately conforms to the power function of index 2. Throughout the evolution
process, the ratio of Ac-st/dst

2 decreases, but both are greater than or equal to 1; when the scour
reached a balance state, the dimensionless parameters Ac-st/dst

2 were 1.07, 1.21 and 1.01 respectively
for θ = 150◦, θ = 90◦, θ = 30◦, as shown in Table 2.
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Table 2. Scour depth and the profile area of scour hole.

Alignment
Angle θ (◦)

Scour Time
t (h)

Scour Hole
dst (cm)

Profile Area
Ac-st (cm2)

Initial Area
A0 (cm2)

Shear Tress
τb (N/m2)

Dimensionless
Parameter Ac-st/dst

2

150

0.5 4.03 21.98

2.918

0.429 1.35
1 4.90 30.97 0.360 1.29
2 5.49 37.96 0.323 1.26
3 6.42 46.95 0.289 1.14
5 7.11 56.94 0.260 1.13

12 8.55 80.92 0.215 1.11
24 10.26 118.88 0.174 1.13
48 12.99 180.82 0.137 1.07

90

0.5 5.04 36.96

9.48

1.456 1.46
1 6.03 49.95 0.588 1.38
2 7.39 68.93 0.511 1.26
3 8.10 84.92 0.436 1.30
5 8.65 90.91 0.393 1.21

12 11.01 146.85 0.379 1.21
24 11.80 171.83 0.295 1.23
48 14.07 238.76 0.271 1.21

30

0.5 3.25 16.56

2.918

0.494 1.57
1 4.08 23.92 0.411 1.44
2 4.94 29.44 0.370 1.21
3 5.60 36.80 0.329 1.17
5 6.69 49.00 0.292 1.09

12 7.35 60.72 0.251 1.13
24 7.73 69.00 0.234 1.15
48 10.31 107.64 0.183 1.01

Note: Local depth values in Tables 1 and 2 are slightly different due to different profile locations.

 
Figure 7. Relation curve of depth and profile area in scour hole.

3.6. The Local Bed Shear Stress Evolution

With time evolution, the scour range increases, the size of horseshoe vortex increases, the intensity
of vortex decreases, and the local bed shear stress decreases gradually. Kothyari [14] first proposed the
local bed shear stress evolution model, as shown in the following formula:

τb = 4τ0(
A0

A0 + Ac−st
)

0.57
(5)

where, A0 is the initial area of the main vortex at t = 0, A0 = (π/4)(0.28h(L’/h)0.85)2; Ac-st is the area of the
main vortex at T, That is the area of a particular profile at upstream of the scour hole; Ac-st = λdst

2cosφ,
in which, φ is the sediment angle of repose; λ is constant. It can be seen from the ratio of the
dimensionless parameter Ac-st/dst

2 in the upper section that the process of evolution is λ ≥ 1. However,
results of previous studies were all adopted for λ < 1 [15]. Even consider the difference of sediment
particle size, namely assuming φ = 30–44◦ [6], cosφ < 1 also exists. Obviously, the λ value should be
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several times larger. There are reasons to think that λ < 1 is also necessary to discuss. d50 = 0.7 mm,
the critical friction velocity u*cr = 0.019 m/s was calculated, and the upstream flow shear stress was
further calculated: τ0 = 0.364 N/m2, please refer to the literature [26] for detailed process.

Barbhuiya et al. [22] reported the evolution of local scour from t = 0 to T, and the characteristics of
local bed shear stress evolution, namely:

τb = βτc|dst → dse (6)

in which, β is the constant, τc is the critical bed shear stress, calculated according to the shields
parameter, τc = 0.34 N/m2. In fact, the local erosion evolution process β is not constant, but it is
still unclear.

According to Equation (5), in the whole evolution process, β = f (Ac-st→Ac-se). The results of
this study established and corrected the functional relationship between dst

2 and Ac-st. Therefore,
further modification of Equation (6) can be used to obtain the relationship describing the evolution
characteristics of local bed shear stress:

τb = f (dst → dse)τc (7)

According to Equation (7), the relationship between τb/τc and dst/dse was established, and then
the characteristics of local bed shear stress evolution at each stage of scour evolution were discussed
(see Figure 8).

Figure 8. The trend of local bed shear stress evolution.

In Figure 8, clearly shows the adjustment process of the ratio of τb/τc. With the evolution
of scour depth, the overall trend of τb/τc is decreasing, which approximately conforms to the
exponential function.

Referring to three typical stages of local scour evolution [27,28]: The initial stage of the
local scour, the ratio of τb/τc is 4.5 from the upper limit, close to the results discussed in the
literature [14], and rapidly decline to 1.0, which indicates that the local bed shear stress decreases
rapidly. Dodaro et al. [29] also demonstrates a rapid decrease of bed shear stress with temporal
evolution of the scour hole during the initial phase of scour development. When the local scour
develops to the equilibrium stage, the ratio of τb/τc is close to 1.0. At the equilibrium state of the scour
hole, the ratio of τb/τc is close to 0.3–0.6. The results show that the rate of shear stress decrease is slow.
The value is consistent with the discussion results in the literature [21,22].
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4. Discussion

4.1. Scour Hole Morphological Evolution Rate

Under clean-water scour conditions, it is a clear problem to discuss the morphology of the scour
hole from a spatial dimension or a time dimension. Due to the improvement of means of measurement,
3-D structure, 2-D profile morphological evolution and visualization of scour hole have become a
reality. Over time, scour depth, the plane area and volume of the scour hole all presented a power
function increase (see Table 1), which was confirmed by previous research results [8,10].

It is not difficult to find that when the evolution duration is the same, the percentage of θ �= 90 for
this alignment is slightly larger than that of θ = 90◦ in completing the total scour charge (see Figure 6);
or the time needed for the former to reach the flush equilibrium state is less than the latter. In short, the
morphology evolution of the scour hole is relatively slower for θ = 90◦, when θ �= 90◦, the morphology
evolution of the scour hole is relatively faster.

Further discussion shows that when θ = 90◦, the entire process of evolution, longitudinal and
vertical dimension erosion rate of the scour hole is consistent (see Figure 4), namely the formation
process of morphology obviously presents three-dimensional characteristics. It is easy to understand
that the morphology evolution of the state of equilibrium is also relatively slower. When θ �= 90◦, the
longitudinal dimension erosion rate of the scour hole is greater than that of the vertical dimension
erosion rate; in other words, scour is mainly based on longitudinal dimension erosion, so the
morphology evolution of the scour hole is relatively faster.

4.2. The Morphology and the Local Bed Shear Stress of Scour Hole

Under the clean-water scour condition, over time the scour range increases (the geometric size of
the scour hole increases gradually over time.), the size of the horseshoe vortex increases, the intensity
of the eddy decreases, and the shear stress of the local riverbed decreases and reaches the scouring
equilibrium at τb < τc [19,30]. The ratio adjustment law of τb/τc indicated that in the whole process
of evolution, there was a significant difference in the rate of local bed shear stress decline, which
showed that the rate of decline at the initial stage of scouring was fast, then the rate of decline was
slow, which was clearly shown in Figure 8. Selamoğlu et al. [31] also reported the decreasing trend of
shear stress evolution of riverbed in the scour hole, believing that a rapid decrease in the initial stage
of the scour was followed by largely maintaining constant. Bouratsis et al. [11] also observed a similar
phenomenon and pointed out that during the initial stage of the scour, the reduction of horseshoe
vortex strength resulted in the reduction of local bed shear stress; In the development stage, the shear
stress of the riverbed is still larger and lasts for a long time.

According to the evolution characteristics of scour hole morphology and the evolution trend of
local bed shear stress, it is concluded that:

1. at τb > τc stage: It is shown that the local shear stress is very large at the initial stage of local
scour, which leads to rapid evolution of scour hole morphology. At the same time, the local shear
stress decreases rapidly as the scour range expands rapidly.

2. at τb = τc stage: It indicates that at the development stage of scouring, with the increase of
scouring hole morphology, the local bed shear stress gradually approximates to the critical bed
shear stress, thus causing the development rate of scour hole morphology to slow down and the
local bed shear stress decrease to slow down.

3. at τb < τc stage: The local shear stress is far less than the critical bed shear stress, which causes
the local scour to slowly evolve into the scour equilibrium state. The evolution rate of scour hole
morphology and the decrease rate of local bed shear stress are close to constant.

To sum up, during the whole process of scour evolution, the riverbed shear stress of scour hole
decreases at two different rates. When the local scour depth reaches about 30% of the total scour depth,
the riverbed shear stress of scour hole decreases quickly. To the scour equilibrium state, it slowly
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decreases and tends to constant. At each stage of scour evolution, local riverbed shear stress presents
three typical characteristics respectively: τb > τc, τb = τc and τb < τc.

5. Conclusions

Based on the flume experiment, this paper discusses the influence of spur dike alignment on the
evolution characteristics of the scour hole around it.

Under the clean-water scour condition, the scour depth, the plane area and volume of scour
hole, and evolution duration all present power function increases, and the scour hole profile area also
accords with this function relation. Similar to scour depth evolution law, the plane area and volume of
the scour hole also presents a power function over time. This characteristic has nothing to do with the
alignment of the spur dike. However, the longitudinal dimension and vertical dimension erosion rate
of the scour hole is affected significantly.

During the whole process of scour evolution and the development stage of the local scour, the
local river bed shear stress of the scour hole decreases quickly. To the scour equilibrium state, it slowly
decreases and tends to constant. Local scour evolution has three typical stages, and the local bed shear
stress presents three characteristics respectively: τb > τc, τb = τc and τb < τc.

During the whole evolution process, the scour hole-volume has a proportional constant with the
product of the plane area and the maximum scour depth, the profile morphology of scouring hole on
the upstream and downstream of spur dike remains approximately constant. With the change of the
alignment angle, the scour range of the upstream and downstream of the spur dike is distinct and
close to the state of scour balance. The length of the geometric characteristic is close to the golden
section feature.
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Nomenclature

L The length of the spur dike
L′ Effective length of spur dike
d50 The median particle size of sediment
h Flow depth
θ The alignment angle of the spur dike
U Flow velocity
Uc The threshold velocity of sediment
t Any time of local scour evolution
T The terminal time of scour evolution
dst, dse Respectively are local scour depth at any time and at the scour equilibrium

Ast, Ase
Respectively are the plane area of local scour hole at any time and at the time of
scour equilibrium

Vst, Vse Respectively are local scour hole-volume at any time and at the time of scour equilibrium
A0 The initial area of the local main vortex of the scour hole
Ac-st, Ac-se Respectively are scour hole profile area at any time and at the time of scour equilibrium
τ0 The flow shear stress of upstream spur dike
τb, τc Respectively are the local bed shear stress of scour hole and the bed critical shear stress
u*, u*cr Respectively are the frictional velocity of sediment particles and the critical frictional velocity

R1-st, R3-st
Respectively are the geometric characteristic length of the scour hole in different directions in
each evolution stage
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m, k The index of describing the evolution of the scour plane area and volume

p, q
The index of describing the difference characteristic of longitudinal and vertical dimension
evolution of the scour hole

R1-st, R3-st
Respectively are the plane geometric length of scour hole at upstream and downstream of the
spur dike at any time of evolution
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Abstract: The purpose of the present paper is to provide further insights on the definition of the
parameters of the log-law in open-channel flows with rough mobile granular beds. Emphasis is
placed in the study of flows over cohesionless granular beds composed of monosized spherical
particles in simple lattice arrangements. Potentially influencing factors such as grain size distribution,
grain shape and density or cohesion are not addressed in this study. This allows for a preliminary
discussion of the amount of complexity needed to obtain the log-law features observed in more
realistic open-channel flows. Data collection included instantaneous streamwise and bed-normal flow
velocities, acquired with a two-dimensional and two-component (2D2C) Particle Image Velocimetry
(PIV) system. The issue of the non uniqueness of the definition of the parameters of the log-law
is addressed by testing several hypotheses. In what concerns the von Kármán parameter, κ, it is
considered as flow-independent or flow-dependent (a fitting parameter). As for the geometric
roughness scale, ks, it results from a best fit procedure or is computed from a roughness function.
In the latter case, the parameter B is imposed as 8.5 or is calculated from the best fit estimate.
The analysis of the results reveals that a flow dependent von Kármán parameter, lower than the
constant κ = 0.40, should be preferred. Forcing κ = 0.40 leads to non-physical values of ks and would
imply extending the inner layer up about 50% of the flow depth which is physically difficult to
explain. Considering a flow dependent von Kármán parameter allows for coherent explanations for
the values of the remaining parameters (the geometric roughness scale ks, the displacement height Δ,
the roughness height z0). In particular, for the same transport rate, the roughness height obtained
in a natural sediment bed is much greater than in the case of bed made of monosized glass spheres,
underlining the influence of the bed surface complexity (texture and self-organized bed forms, in the
water-worked cases) on the definition of the log-law parameters.

Keywords: logarithmic law of the wall; von Kármán parameter κ; bedload; granular beds;
drag-reducing flows

1. Introduction

The classical idealization of flows over smooth and rough boundaries, successfully extended to
mobile boundaries, comprises a logarithmic distribution of the longitudinal velocity in the wall-normal
direction. In open channel flows, this log-law should be valid in the overlapping layer between inner and
outer flow regions (see, e.g., [1]) when (i) gradients in the longitudinal direction are small, in particular
the pressure gradient; (ii) the channel aspect ratio is high so that the mean flow far from the banks or
side walls is two-dimensional in the vertical plane and (iii) the relative submersion is high. The log-law
can be written as

〈ū〉
u∗

=
1
κ

ln
(

z′

z0

)
, (1)
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where 〈ū〉 is the space and time-averaged longitudinal velocity, z′ = Z − Z0 is the vertical coordinate
above the zero of the log-law (Z0), Z is the vertical coordinate above and arbitrary datum, z0 is the
bed’s characteristic roughness height (such that 〈ū〉 (z′ = z0) = 0), κ is the von Kármán parameter and

u∗ =
√

τ0/ρ(w) is the friction velocity (the kinematic scale for both inner and outer flow variables),

where τ0 is the wall shear stress and ρ(w) is the fluid density.
For hydraulically rough boundaries, the idealization of inner and outer flow regions may not

be sufficient to describe the complexity of the flow in the vicinity of the roughness elements. Several
conceptual models have been proposed to include in the description of flow stratification a near-bed
layer where bed micro-topography determines mean flow features. For the sake of consistency with the
early work of some of the authors, the idealization of Ferreira et al. [2], depicted in Figure 1, is followed
in this text. In region (A), the turbulent flow is influenced by the free-surface. In the inner region
(B), the flow is affected by the characteristics of the rough wall, directly in the lowermost layers and
indirectly, through u∗, in the uppermost layers. The dominant characteristic length scale in region
(B) is ks, mostly influenced by the diameter of the granular material and its superficial arrangement
(the bed micro-topography). The characteristic length scale should be of the order of magnitude of the
bed amplitude, δ (the wall-normal distance between the planes of the troughs and of the crests) but
should be dependent on the type of granular bed and on the Shields parameter [2].

D: hyporeic regionZ 

B: inner region

overlapping (logarithmic) layer

A: outer region

C: pythmenic region

t 

H 

Z 0 

Z c 

Z s 

Figure 1. Idealized physical system. Zs is the elevation of the free-surface, Zc and Zt are the space-averaged
elevations of the planes of the crests and of the bed troughs, respectively. The bed amplitude is δ = Zc − Zt.
All elevations are relative to an arbitrary datum.

The lower boundary of the inner region is set at the elevation of the zero of the log-law, Z0, located
|Δ| above (or below) the boundary zero. Δ is known as the displacement height and can be negative
if the zero of the log-law is above the boundary zero. It is noted that the boundary zero is arbitrary.
In this text, it is assumed to be contained in the plane of the mean elevation of the crests. Assuming
wall similarity in the sense of Townsend [1], i.e., balance of production and dissipation rates of turbulent
kinetic energy and near-constant Reynolds shear stresses, in the overlapping layer between the inner and
outer regions, the wall-normal profile of the longitudinal velocity is expressed by Equation (1). In the
pythmenic region (C), whose upper boundary can be located above the plane of the crests if the bedload
discharge is large, the flow is three-dimensional and mainly determined by the bed micro-topography
and granular movement. Below the elevation of the troughs, Zt, in the hyporheic region (D), the flow
may be described by Darcy or Brinkman models [3].

The universality of the von Kármán parameter in open-channel flows has long been discussed
in the literature. For instance, the assumption of a von Kármán parameter different from a constant
value (usually between κ = 0.40 and κ = 0.41) is discussed in case of flows with low submergence
or in the presence of suspended or bedload transport by [4]. The influence of bed mobility on the
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value of the von Kármán parameter has been reported for more than 20 years in several experimental
studies, normally featuring a reduction of the value of κ (e.g., [5]). Gaudio et al. [4] have reviewed and
published experimental results and have proposed the non-universality of κ in flows over sediment
beds. These authors have shown that, depending on flow characteristics, bed configuration and
bedload transport rate, the von Kármán parameter may assume values ranging between 0.29 and
0.39. Gaudio et al. [6], analyzing the velocity field in a flume with fixed bed and a sediment supply of
coarse sand (d50 = 1 mm), observed a range of κ between 0.3 and 0.4 with a marked reduction of the value
of κ with increased sediment concentration. These results were obtained assuming a bed Nikuradse sand
equivalent roughness of ks = 2d50. In this case, the von Kármán parameter was calculated as κ = u∗

a ,
where a is the slope of the semi-log velocity profiles in the logarithmic layer of the inner region. A zero
value of zero-plane displacement was estimated following the procedure presented in Koll [7].

Recently, Hanmaiahgari et al. [8] computed the parameters of the log-law in flows over
hydraulically rough mobile beds subjected to different conditions: immobile, weakly mobile and
temporally varying mobile bed conditions with different stages of bedform development. The von
Kármán parameter κ was evaluated from the logarithmic law of the wall with the zero of bed-normal axis,
z, set at the plane of the crests of the particles (Zc). The displacement height Δ was considered equal to
0.35d50. Their experimental results showed a decrease of κ due to increase of the thickness of roughness
sublayer as the mobility of bedforms increases: the von Kármán parameter κ varied between 0.27 in the
case of mobile bedforms and 0.41 for immobile bed conditions. Working with bimodal mixtures of sand
and gravel (simulating a natural rough bed), the influence of bedload transport on the values of the von
Kármán parameter κ has been investigated by Ferreira et al. [2].

Contrary to the experimental findings of the authors discussed above, Ferreira et al. [2] observed that
the vertical profiles of the longitudinal velocity, in case of water-worked beds of sand-gravel mixtures,
could be fitted to a log-law either with a flow independent (κ = 0.40) or a flow-dependent von Kármán
parameter. They proposed that the value of κ depends on the interpretation of the log-law parameters
such as boundary zero, the geometric roughness scale ks and the displacement height Δ. They found out
that the location of the zero-plane displacement for the log-law could not remain constant and should
increase with the increase of the bedload discharge, if κ is set to 0.40. On the contrary, assuming the
von Kármán parameter as flow dependent, they showed a decrease in terms of displacement height
Δ at the onset of generalized bed load transport, together with a drop on the value of κ. In both cases,
the zero for the log-law was below the plane of the sediment crests. In the wake of Ferreira et al. [2],
Ferreira [9] provided a similarity framework to discuss the nature of κ in flows over weakly mobile
gravel-sand beds and explored a theoretical model for κ as a function of turbulence parameters. There are
three hypotheses of interpretation of his theoretical framework for the cases of: no-similarity, complete
similarity or incomplete similarity in the non-dimensional parameters describing bed composition and
bed mobility.

In the first case (no similarity), Ferreira [9] argued that the vertical distribution of the longitudinal
mean velocity would not be logarithmic. If complete similarity exists, on the contrary, all flows
characterized by rough mobile beds should be identified by a normalised shear rate in the overlapping
layer independent of bed composition and bed mobility and by a constant κ, not necessarily equal to 0.40,
independent from Reynolds and Shields numbers. This is the case supported by the laboratory results
on the structure of turbulence for flows over rough mobile beds (gravel-sand mixtures) reported in [9].
The author defends that changes in the structure of turbulence in the inner region do not seem to depend
continuously on the Shields number and do not imply a reduction of κ, in case of mobile bed conditions,
with respect to κ = 0.40. In the case of incomplete similarity, Ferreira [9] proposed a dependency of
the constant shear rate on the overlapping layer on bed mobility; κ was considered a function of bed
composition and Shields number. Both complete and incomplete similarity criteria required a joint
discussion of κ and of the displacement height Δ. Ferreira [9] and Ferreira et al. [2] argued that different
choices of Δ may lead to different values of κ without physical justification.
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Bearing in mind that most of the studies above featured sediment beds with different degrees of
complexity, the key objective of this paper is to provide insights on the definition of the parameters of
the log-law in rough mobile granular beds when complexity is reduced to minimum. Factors influencing
surface roughness such as grain size distribution, grain shape and density or cohesion are not addressed
in this study. Data collection hence took place in flows over cohesionless granular beds composed by
monosized spheres—5 mm glass beads—arranged in simple lattices. These are juxtapositions of close
packing arrangements with body-centered cubic arrangements. These experimental tests are meant to
clarify the description and interpretation of the parameters of the log-law in rough mobile beds casting
aside the complexity introduced by working with natural sediment.

The issue of the nonuniqueness of the definition of the log-law parameters is addressed by
analyzing and discussing the experimental results under different scenarios: scenarios 1 and 2 consider
κ constant and equal to 0.41 and different definitions of geometric roughness scale ks; scenarios 3
and 4 retake the definition of ks reported in the first and second scenario respectively, but the von
Kármán parameter is, in this case, considered flow-dependent. The procedures adopted to interpret
the laboratorial data follow those of Ferreira et al. [2]. Issues of universality and uniqueness in the
definition of the parameters of the log-law are still important topics of research not only for its intrinsic
value—advancing fundamental knowledge—but also because of its direct impacts on the quality of
the predicting mathematical modelling tools. The log-law is frequently used as a wall function in
Computational Fluid Dynamics (see reviews in e.g., [10] or [11]), in the context of Reynolds-averaged
Navier-Stokes equations (RANS) modelling (e.g., [12], detached eddy simulation (DES) or even large
eddy simulation (LES) modelling ([13,14]) or integral Navier-Stokes (NS) equation modelling ([15]).
Furthermore, depth-averaged hydrodynamic and sediment transport models use the parameters of the
log-law to estimate the wall shear stress (e.g., [16–18]). Improving the accuracy of predictive models for
flows over mobile boundaries thus requires investment in the definition of the parameters of the log-law.

2. Laboratory Facilities, Instrumentation and Procedures

Laboratory tests were performed in a 12.5 m long and 40.5 cm wide prismatic channel, recirculating
water and sediment through independent circuits, installed at the Laboratory of Hydraulics and
Environment of Instituto Superior Técnico, Lisbon (Figure 2a). The channel has side glass-walls enabling
flow visualization and laser illumination. The flume bed was divided in two main reaches:

• a fixed-bed reach comprising 1.5 m of large boulders (50 mm average diameter), followed by 3.0 m
of smooth bottom (PVC) and 2.5 m of one layer of glued spherical glass beads (5.0 mm diameter)
to ensure the development of a rough-wall boundary layer (Figure 2a,b);

• a mobile reach 4.0 m long and 2.5 cm deep filled with 5.0 mm diameter glass beads, with density
ρs = 2490 kg/m3, packed (with some vibration) to a void fraction of 0.325, expressing the mixed
nature of the lattice arrangement (face-centered and body centered), seen in Figure 2c).

Flow is nearly uniform. In all tests, the energy slope may deviate less than 20% from the channel
slope. Since the phenomena of interest to this paper take place in the inner flow layer, this fact is
considered not important. Data collected for four experimental tests are discussed in this text: test
1 was performed under sub-threshold conditions (no particles moving), while tests 2, 3 and 4 are
respectively characterized by bedload rate of 6.23, 21.12 and 28.72 beads/s.

Free surface elevation and bed level were measured with 0.5 mm precision point gage in five
transversal sections of the flume and in three lateral positions per cross-section.

The water discharge at the flume inlet was controlled by two digital flowmeters respectively
installed on the main water recirculating pump and on the secondary pump recirculating water
and sediments. The inlet of the sediments was at x = 3.0 m, measured from the main water inlet.
The secondary pump provided a constant flow rate of 0.0020 m3/s. The flowrate released by the main
pump was adjusted depending on the test to obtain the total flow rates reported, among other main
characterizing variables, in Table 1.
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Figure 2. (a) Scheme of the complete flume setup; (b) general view of the flow over the mobile-bed
reach; (c) granular bed, prior to water working, showing the simple lattice arrangement.

Table 1. Characterization of the mean flow.

Test Q (m3/s) H (m) ib (-) U (m/s) u(1)
∗ (m/s) τ

(1)
b (Pa) u(2)

∗ (m/s) τ
(2)
b (Pa)

1 0.0150 0.071 0.00317 0.518 0.041 1.64 0.041 1.68
2 0.0167 0.068 0.00456 0.602 0.048 2.29 0.048 2.26
3 0.0208 0.074 0.00623 0.691 0.058 3.33 0.056 3.15
4 0.0214 0.070 0.00714 0.757 0.060 3.63 0.061 3.73

The other variables in Table 1 are: the mean flow depth, H, defined as the wall-normal distance
between Zs and Zc (see Figure 1); the slope of the flume, ib; the depth-averaged mean longitudinal
velocity, U; the friction velocity and bed shear stress computed from the equation of conservation

of momentum in x direction, assuming uniform flow, respectively u(1)
∗ =

√
τ
(1)
b
ρw

and τ
(1)
b = γwRhib,

where ρw is the water density, γw = gρw is the volumetric weight of the water and Rh is the hydraulic
radius; and the friction velocity and the bed shear stress calculated from the wall-normal profile of

the wall-normal component of the turbulence kinetic energy, respectively u(2)
∗ and τ

(2)
b = ρwu(2)

∗
2
.

The friction velocity u(2)
∗ was computed as the maximum of the profile C

√
(w′w′)(z). Coefficient C

is not universal; Nezu et al. [19], for instance, assumed C ≈ 0.83. If the relative importance of the
terms of the turbulence kinetic energy is the same as in Nezu et al. [19], the coefficient proposed by
Soulsby and Dyer [20] would be C = 0.82 and the coefficient in Stapleton and Huntley [21] would be
C = 0.80. In this study, a constant value of C = 1.00 was employed as it minimized the mean square error
between u(2)

∗ and u(1)
∗ .

Table 2 shows the values of the relevant non-dimensional parameters: Froude number, Fr = U√
gh

,

Shields parameter, θ = u∗(2)
(s−1)gd , Reynolds number of the mean flow, Re = Uh

ν(w) (where ν(w) is the

fluid’s kinematic vicosity), bed Reynolds number, Re∗ = u(2)
∗ d

ν(w) and non-dimensional bedload discharge,
Φ = qs√

(s−1)gd3
. The bedload discharge rate qs was determined by using the particle counting system

described in detail in Mendes et al. [22]. This device was installed at the downstream end of the mobile
bed reach of the flume. The pressure variations produced by the impacts of the sediment particles
falling on the membrane boxes (placed over the entire width of the channel) were registered and
analyzed. The accumulated count registered once flow and sediments’ equilibrium conditions were
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achieved was then translated into solid flow discharge per each test. The bedload rate was evaluated
as qs =

Vn
b , where V = 6.545 × 10−8 m3 is the volume of the glass particles, n is the number of beads

impacting on the bead counter per second and b is the channel’s width.

Table 2. Non-dimensional parameters characterizing the mean flow.

Test Fr Re Re∗ θ Φ

1 0.62 41,405 227 0.023 0.0000
2 0.73 46,057 268 0.030 0.0007
3 0.81 57,571 323 0.042 0.0025
4 0.92 58,999 337 0.050 0.0034

The instantaneous flow velocity (longitudinal u and vertical w) was measured with a
two-dimensional and two-component (2D2C) Particle Image Velocimetry (PIV) system, in three different
longitudinal positions: 10.2 cm, 20.4 cm and 30.6 cm from the right channel sidewall, where the position
at 20.4 cm represents the center longitudinal section of the flume. The observation window for flow
velocity measurements was placed at 2.5 m from the beginning of the mobile bed reach, covering a
length that comprises between 6 cm and 12 cm, depending on the test, and covers the entire flow depth.
An acetate sheet was placed on the water surface to ensure optical stability and absence of laser sheet
reflections. The PIV system consisted of an 8 bit 1600 × 1200 px2 CCD camera and a double-cavity solid
state laser with pulse energy of 30 mJ at wavelength of 532 nm. The system was operated at 15 Hz
with a time between pulses within the range from 380 μs to 500 μs. Polyurethane particles with mean
diameter of 50 mm in a range from 30 to 70 mm and specific density of 1.31 g/cm3 were used as solid
targets. Such tracer particles have a cut-off frequency of approximately 2500 Hz for a significance level
of 0.95 (Ferreira and Aleixo [23]). Hence, turbulence with frequencies lower than 2500 Hz is likely to be
well-represented by the motion of the tracer particles. Since the PIV was operated at 15 Hz, the Nyquist
frequency of the time series is 7.5 Hz, much smaller than the cut-off frequency. Hence, the employed
seeding particles do not constitute an extra limitation to the time resolution of the PIV.

The duration of each PIV time series was 5 min of consecutive data corresponding to 4500 image
couples per each measurement position. DynamicStudio software (version 3.41, Dantec Dynamics R©,
Skovlunde, Denmark) allowed for processing image pairs with the adaptive correlation algorithm.
The initial interrogation area was of 128 × 128 px2, while the final was of 16 × 16 px2, with an overlap
of 50%.

3. Data Analysis and Results

3.1. PIV Post-Processing

The images acquired by the PIV system were post-processed by masking the areas in the field of
view not occupied by fluid: the band above the free surface (identified as the trace of the laser sheet on
the fluid surface) and the region occupied by the bed particles (both immobile and mobile particles).
A specially designed algorithm based on thresholding and median and edge filters was developed to
automatically detect bed particles edge contours (see details in [24]). A fixed mask was applied to the
time-averaged free surface since its oscillations were small.

Image masking allowed for computing the space–time porosity φVT(xi, t) (Nikora et al. [25]). Every
image domain can be divided in two parts, one occupied by fluid and one by solid (sediment), identified
by a clipping or distribution function, γ, set to 1 in the fluid and 0, otherwise. According to [25],
the space–time porosity φVT(xi, t) is defined as:

φVT(xi, t) =
1
T0

1
V0

∫
T0

∫
V0

γ(xi + ξi, t + τ)dVdτ, (2)
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where T0 is the averaging period, V0 is the spatial averaging domain, and γ is the clipping function.
The integration domain is centered at position xi and t. A local coordinate system in space and time,
respectively ξi and τ, is used for integration.

The velocity profiles discussed in Section 3.2 are the average velocity values of the three
longitudinal sections in which PIV acquisition was performed. The boundary zero was set, for each
vertical plane, with the criteria presented above. An interpolation in an evenly space grid of
discrete increments z = 0.0006 m between the zero and the maximum free surface level was applied
before averaging.

3.2. Calculation of the Parameters of the Log-Law

Ferreira et al. [2] proposed three possible scenarios to understand their laboratorial data associated
with different definitions of the parameters and scale of the log-law. The bed material used in their
experiments was a gravel-sand or a gravel mixture depending on the specific test. The location of the
boundary zero was set at the elevation of the lowest troughs in scenario (s1) and scenario (s3) and at
the plane of the higher crests in scenario (s2).

In the present experiments, the reference zero is set at the level of the crests of the roughness
elements. For practical purposes, and given that particles transported as bedload induce a layer where
φVT is less than one, the reference zero was defined as the level of the wall-normal scale corresponding
to φVT = 0.95. The double-averaged longitudinal velocity profiles and the space–time porosities
obtained for the central section of the flume are shown in Figure 3.

〈u〉/U (-)
0 0.2 0.4 0.6 0.8 1 1.2 1.4

z
/H

(-
)

0

0.2

0.4

0.6

0.8

1
Test 1
Test 2
Test 3
Test 4

(a)
φV T (-)

-0.2 0.2 0.6 1

z
/d

(-
)

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3
Test 1
Test 2
Test 3
Test 4
z

0
/d

(b)

Figure 3. Double-averaged longitudinal velocity profiles (a) and space–time porosity φVT(xi, t) (b).
The reference zero in plot (a) corresponds to the elevation of the particle crests (defined in the text).
H is the flow depth measured from this zero. The reference zero in plot (b) corresponds to the initial
elevation of the particle crests for Test 1 (no bedload transport).

Following the criteria advanced by Ferreira et al. [2], the results of the present experimental study
are interpreted in accordance with four different hypotheses:

1. the von Kármán parameter is considered flow independent (κ = 0.405), the geometric roughness
scale ks and the constant B are subjected to a best fit procedure.

2. the von Kármán parameter is considered flow independent (κ = 0.405), the constant B is 8.5 and
the roughness scale ks is calculated from a roughness function.

3. the von Kármán parameter is assumed not universal but a fitting parameter, the geometric
roughness scale ks and the constant B are subjected to a best fit procedure.

4. the von Kármán parameter is assumed not universal but a fitting parameter and, as in
scenario 2, the constant B is imposed equal to 8.5 and the roughness scale ks is calculated from
a roughness function.

84



Water 2019, 11, 1166

In scenario 1, the displacement height Δ, i.e., the elevation of the zero-plane for the logarithmic law,
is derived from: {

d
dz

〈u〉
u∗

}−1

= κz − κΔ, (3)

where κ = 0.405.
A linear regression on the values of Equation (3) renders the value of Δ from the origin of the

regression line. Once the displacement height Δ is defined, the remaining parameters of the log-law
(ks and B) are retrieved from the best fit procedure of the log-law written in the form ([26]):

〈u〉
u∗

=
1
κ

ln
z − Δ
ks − Δ

+
〈u〉I
u∗

, (4)

where u∗ ≡ u(2)
∗ is the friction velocity (see Table 1) and 〈u〉I is the velocity at the lower bound of the

logarithmic layer.
The bounds of the regression analysis to determine ks and B were adjusted to maximize the

coefficient of determination r2 while maintaining κ = 0.405.
In scenario 2, the displacement height Δ is retrieved with the same procedure of scenario 1. In this

case, the log-law is written as [2]:

u =
u∗
κ

ln (z − Δ)− u∗
κ

ln (ks) + u∗B, (5)

with B = 8.5. Equation (5), which is in the form Y = MX + A, is fitted to the data with M = u∗
κ and

A = u∗
(

B − 1
κ ln(ks)

)
as fitting parameters. Again, the bounds of the regression were adjusted so

that the von Kármán parameter κ approached 0.405. Finally, the scale of the roughness elements is

computed from ln(ks) = κ(8.5 − A
u∗

).

In scenario 3, the data of Equation (3) are fitted to a linear reach with no a priori considerations
about the von Kármán parameter κ. The geometric scale of the roughness elements ks is computed as
in scenario 1.

Once the bounds of the regression on the values of Equations (3) and (4) are set in order to
maximize the coefficient of determination r2, the displacement height Δ and the von Kármán parameter

κ are defined through Equation (3), while B =
〈u〉I
u∗

, through Equation (4).

Scenario 4 differs from scenario 2 in as much as the von Kármán parameter κ is not considered
universal. The value of κ determined as in scenario 3.

Finally, the roughness height, z0, can be computed from ks applying the following relation, valid
for all four approaches:

z0

ks
= e−κB, (6)

where B, κ and ks are the parameters found for each scenario. The values of the log-law parameters are
displayed in Tables 3–5.

Table 3. Parameters describing the log-law for Scenario 1, where κ = 0.405.

Test Δ (m) ks (m) B (-) z0 (m)

1 0.0072 0.0336 14.7 8.7 × 10−5

2 0.0020 0.0192 14.1 6.5 × 10−5

3 0.0080 0.0420 14.5 1.2 × 10−4

4 0.0037 0.0312 14.0 1.1 × 10−4
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Table 4. Parameters describing the log-law for Scenario 2, where κ = 0.405 and B = 8.5.

Test Δ (m) ks (m) z0 (m)

1 0.0072 0.0021 6.7 × 10−5

2 0.0020 0.0018 5.8 × 10−5

3 0.0080 0.0029 9.4 × 10−4

4 0.0037 0.0030 9.6 × 10−5

Table 5. Parameters describing the log-law for Scenario 3, where κ is not considered universal.

Test Δ (m) ks (m) B (-) κ (-) z0 (m)

1 −0.0001 0.0018 9.54 0.352 1.7 × 10−4

2 −0.0002 0.0036 10.26 0.350 1.0 × 10−4

3 −0.0005 0.0048 9.78 0.355 1.5 × 10−4

4 −0.0007 0.0060 10.41 0.305 2.5 × 10−4

3.3. Discussion of the Values of the Parameters of the Log-Law

The geometrical outcome of the best fit procedure from which the values of κ and Δ, shown in
Tables 3–6, were derived can be seen in Figure 4. It is clear in the figures that there are at least two
possible ways of fitting a linear model, if different reaches of the wall-normal coordinate are selected.
Since the von Kármán parameter κ is the slope of the regression line and the displacement height Δ
depends on the intercept, two possible values of the pair (κ, Δ) are derived from the same data set. One of
the possible outcomes corresponds to scenarios 1 and 2, for which κ = 0.405 (Figure 4a,b, respectively).
The other possibility corresponds to the flow dependent κ scenarios 3 and 4 (Figure 4c,d, respectively).

Table 6. Parameters describing the log-law for Scenario 4, where κ is not considered universal and
B = 8.5.

Test Δ (m) ks (m) κ (-) z0 (m)

1 −0.0001 0.0041 0.352 2.1 × 10−4

2 −0.0002 0.0030 0.350 1.5 × 10−4

3 −0.0005 0.0062 0.355 3.0 × 10−4

4 −0.0007 0.0074 0.305 5.5 × 10−4

The bounds of the regression analysis represented in red in Figure 4 were set so as to maximize
the coefficient of determination. Blue lines represent the bounds associated to the minimum admissible
coefficient of determination. The latter is set as 98% of the maximum coefficient of determination.

As noted by Ferreira et al. [27] and Ferreira et al. [26], for rough mobile bed in the presence
of bedload transport, the velocity profiles may not be self-similar due to bed mobility affecting the
parameters of the log-law. This possibility has been discussed in detail by Ferreira [9] and formalized
as incomplete similarity in the parameters that describe bed composition and mobility. This is explored
in the present study through scenarios 3 and 4 for which the slope of the inverse shear rate is not the
same across the tests (Figure 4) and is consistently less than 0.405.

From Equation (3), the displacement height Δ is computed as the intercept of the regression
line divided by −κ. A small but negative displacement height is obtained for scenarios 3 and 4,
corresponding to the flow-dependent κ. As seen in Tables 5 and 6, the zero of the log-law is just above
the crests of the roughness elements and within the layer where bedload occurs. Positive values of Δ
are attained for scenarios 1 and 2 (corresponding to κ = 0.405). The obtained values of Δ are of the
order of magnitude of the diameter of the glass beads, which has not been reported in earlier studies.

The double-averaged wall-normal profiles of the longitudinal velocity are depicted in Figure 5
(scenario 1), Figure 6 (scenario 2), Figure 7 (scenario 3) and Figure 8 (scenario 4). The best fit lines resulting
from the regression analysis and their lower and upper boundaries are also shown in these figures.

86



Water 2019, 11, 1166

In open-channel flows, the overlapping region in which the log-law is defined occurs generally
z/h ≤ 0.2 [19]. In this region, the present data support a Von Kármán parameter κ lower than 0.405.
On the other hand, the region characterized by κ = 0.405 is located well above the lower 20% of the
total flow depth (around 35–80%, depending on the test).

In scenario 1, the values of the scale of the roughness elements ks, coinciding with the lower
bound of the linear reach, are considerably high—between 4 and 8 bead diameters above the reference
zero. Parameter B exhibits also relatively high values, well above the classical B = 8.5 ([28]).
In scenario 2, the values for the scale of roughness elements also appear implausible—0.36–0.60 bead
diameters—since they are less than one bead diameter. The overlapping region between outer and
inner region is also observed, as in scenario 1, rather high on the water column (35–80%).
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Figure 4. Shear rate and two-linear reaches identified respectively for Test 1 (a); Test 2 (b); Test 3 (c);
Test 4 (d). The regression lines are represented by dashed and dotted lines (as identified in the legend).
The bounds of the regression analysis that maximize the determination coefficient are marked with
vertical red dashed lines. Blue lines represent the bounds associated with the minimum admissible
coefficient of determination—98% of the maximum coefficient of determination.
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Figure 5. Double-averaged longitudinal velocity profiles and regression lines for Scenario 1 (κ = 0.405),
where z∗ = (z − Δ)/(ks − Δ). The red vertical line represents the lower bound of the linear reach for
all tests, whereas the black vertical lines define the upper bound determined for each test. Test 1 is
identified by a solid line, Test 2 by a dash-dot line, Test 3 by a dashed line, while Test 4 by a dotted line.
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Figure 6. Double-averaged longitudinal velocity profiles and regression lines for the computation of the
scale of the roughness elements ks, for Scenario 2 (κ = 0.405, B = 8.5). The bounds of the regression lines
are marked with the solid line (Test 1), dash-dot line (Test 2), dashed line (Test 3), and dotted line (Test 4).
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Figure 7. Double-averaged longitudinal velocity profiles and regression lines for Scenario 3, where
z∗ = (z − Δ)/(ks − Δ). Vertical line specifications are as in Figure 5.The bounds of the regression lines
are marked with solid line (Test 1), dash-dot line (Test 2), dashed line (Test 3), and dotted line (Test 4).
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Figure 8. Double-averaged longitudinal velocity profiles and regression lines for the computation of
the scale of the roughness elements ks, for Scenario 4 (κ < 0.405, B = 8.5). The bounds of the regression
lines are marked with solid line (Test 1), dash-dot line (Test 2), dashed line (Test 3), and dotted line
(Test 4).

Without discussing the nature of κ, the present data show that the adoption of a flow dependent
von Kármán parameter, in this case smaller than 0.405 (scenario 3 and 4), is compatible with a log-law
layer as an overlapping of inner and outer flow regions. On the contrary, adopting κ = 0.405 would
imply a log-law layer well in the outer region, which is physically difficult to explain.

It should be noticed that the values of the flow dependent κ (scenarios 3 and 4) do not seem,
however, correlated with the values of the bedload transport rate, as illustrated in Tables 5 and 6.
Irrespectively of the value of the bedload discharge, the von Kármán parameter consistently ranges
between 0.305 and 0.355. The scale of the roughness elements ks increases with the increase of
bedload transport rates, both in scenarios 3 and 4, with higher values of ks found in the latter scenario.
The interpretation of ks as a roughness scale allows for a conjecture about the role of moving bedload
particles: since the bed does not suffer strong morphological changes induced by bedload transport,
more particles moving should represent a larger work performed by the flow, thus increasing flow
resistance, as proposed by Owen [29]. The displacement height Δ, on the contrary, appears to decrease
with increasing solid discharge.

3.4. Discussion of Bed Roughness

The results concerning bed roughness are compared with those shown in Ferreira et al. [2],
where the velocity profiles of 17 subcritical and nearly uniform flow laboratorial tests are discussed.
The channel beds in these two cases are substantially different: while the current study adopted a simple
lattice-arranged granular bed with no relevant morphological features even at moderate bedload
discharges, the bed surface of Ferreira et al. [2] exhibits a complex micro-topography, with clusters
around larger particles, in the case of the armoured beds, and low amplitude bedload sheets, in the case
of the sand-gravel mixture at high values of the Shields parameter. Porosity is larger in the current study
and tortuosity is expected to be smaller. However, the significant diameters that traditionally determine
the value of the scale of the roughness elements—the d90 or d84—are, in the tests of Ferreira et al. [2],
approximately the same as the diameter of the beads used in the current study. The bedload discharge
ranges are equally similar. The simple nature of the bed used in this study allows for an indirect appraisal
of the role of the bed micro-topography in determining the geometric scale of the roughness elements
and, thus, bottom friction.

The comparison was undertaken for the case where the von Kármán parameter is assumed
non-universal (a fitting parameter) and the geometric roughness scale ks and B are subjected to a best
fit procedure (scenario 3).
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Figure 9 shows the ratio z0
d50

as a function of the non-dimensional bedload discharge Φ for all 17
tests discussed in Ferreira et al. [2] and for the present experiments.

One interpretation of the results shown in Figure 9 is that bed organization plays a key role in
the relationship between roughness height z0 and d50. In a high complexity system, as the case of
the bi-modal mixture of sand and gravel subjected to the armoring process (test of type D described
in [2] and represented by black open diamonds), large values of roughness height normalized by the
sediment diameter are achieved when bedload transport is incipient (Φ slightly greater than zero).
The armoring process, in fact, due to the presence of larger sediments hiding smaller particles from
being eroded, produces the maximum topographic diversity in the bed.

In the case of the bed composed by gravel and sand-gravel mixtures, z0
d50

is relatively high at
very low sediment transport rates (around 0.08) when compared with the values obtained for the
bed composed of glass beads. This shows that bedload movement in the natural bed generates some
kind of bed complexity, whereas the simple lattice-arranged does not generate complexity even under
bedload conditions. In fact, the ratio z0/d50 in case of a bed matrix made by monosized glass particles
presents lower values (between 0.02 and 0.05) and just slightly increase with bedload transport.

The bed micro-topography therefore affects the roughness height and hence the remaining log-law
parameters ks, κ and B. A relevant result is therefore that the roughness height is not correlated with
the sediment diameter but depends on bed organization: the more complex the bed topography is,
the higher roughness height would be. The large sediment diversity achieved in natural beds responsible
for high roughness values can not be obtained with monosized artificial sediments, characterized by a
different apparent surface porosity and higher interaction between free-fluid and porous media flows.
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Figure 9. Variation of the roughness height normalized by the sediment diameter d, as a function of the
non-dimensional bedload discharge, for scenario 3. Glass particles data are represented by red open
diamonds. Data treated by Ferreira et al. [2] of type E are represented by black filled diamonds, type D
by black open diamonds and type T by open circles.

4. Conclusions

The experimental analysis reported in this work allowed for testing different definitions of the
parameters of the log-law in the specific case of rough mobile bed composed of monosized artificial
sediments. Four experimental tests were carried out to assess the effect of bed mobility and increasing
bedload transport rates on the wall-normal profile of the longitudinal flow velocity.

The study reveals that a well-fitting log-law profile within the overlapping between outer and
inner region (z/h ≤ 0.2) is achieved assuming a flow-dependent von Kármán parameter κ, together
with geometric roughness scale ks and parameter B subjected to a best fit procedure (scenario 3) or
imposing B = 8.5 and computing ks from a roughness function (scenario 4). No substantial dependence
of von Kármán parameter on bedload discharge rates was encountered and κ was found ranging
between 0.305 and 0.355, depending on the test, contrary to the wider range of κ reported in the
literature for beds composed of natural sediment.

90



Water 2019, 11, 1166

The zero of the logarithmic profiles was found very near the sediment crests and slightly increasing
with bedload transport (scenario 3). Scenario 4 presented small values of ks as well, although higher
than those achieved in scenario 3.

A comparison between the variation of the roughness height z0 normalized by the particle
diameter as a function of the bedload discharge, obtained in our simple bed configuration and shown
in Ferreira et al. [2] for natural beds composed of gravel-sand mixtures, emphasised that the roughness
height increases with bed diversity, typical of natural river beds.

The roughness scale ks is lower in the present tests and higher in the tests with natural sediment,
due to the simple configuration of the present bed which prevents the formation of bedload sheets or
complex micro-topographical structures.

In the case of glass spheres, the roughness scale increases with bedload transport—it should
express the increase in work expended by the flow in maintaining these particles in motion.

The hypothesis that complexity associated with bed micro-topography is more relevant to
influence the mean flow than size of the larger elements or bed mobility can thus be put forward
and verified.
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Abstract: The prediction and calculation of the volume of gravel and/or sand transported down
streams and rivers—called bed-load transport is one of the most difficult things for river engineers
and designers because, in addition to field measurements, personnel involved in such activities
need to be highly experienced. Bed-load transport treated by many engineers marginally or omitted
and often receives only minor consideration from engineers or may be entirely disregarded simply
because they do not know how to address the issue—in many cases, this is a fundamental problem in
river management tasks such as: flood protection works; river bank protection works against erosion;
building bridges and culverts; building water reservoirs and dams; checking dams and any other
hydraulic structures. Thus, to share our experience in our paper, bed-load transport was calculated
in two river/stream mountain catchments, which are different in terms of the characteristics of the
catchment area and the level of river engineering works performed along the stream channel—both
are tributaries of the Dunajec River and have similar Carpathian flysh geology. The studies were
performed in the Mlyne stream and in the Lososina River in Polish Carpathians. Mlynne is one of the
streams in the Gorce Mountains—it is prone to flash flooding events and has caused many problems
with floods in the past. It flows partially in the natural river channel and partially in a trained
river channel lined with concrete revetments. The stream bed load is accumulated in the reservoir
upstream of the check dam. The Lososina River is one of the Polish Carpathian mountainous streams
which crosses the south of the Beskid Wyspowy Mountains. It mostly has a gravel bed and it is
flashy and experiences frequent flooding spring. At the mouth of the Lososina River, there is one
of the largest Polish Carpathian artificial lakes—the Czchow lake. The Lososina mostly transports
gravel as the bed load to the Czchow water reservoir where the sediment is deposited. In the early
seventies, the Lososina was partly canalised, especially in places where passes inhabited areas. The
paper compares the situation of bed-load transport in the Lososina River before and after engineering
training works showing how much sediment is transported downstream along the river channel to the
Czchow artificial lake. Also compared is the Mlynne bed load transport upstream and downstream
from the check dam showing how much sediment might be transported and deposited in the reservoir
upstream from the check dam and when one could expect this reservoir to be clogged.

Keywords: mountain stream; Mountain River; check dam; water reservoir; bed-load transport

1. Introduction

Bed-load transport measurements and its calculations in streams and rivers is of upmost
importance in many technical, engineering and fluvial-associated activities but it is very difficult.
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It demands not only skills and knowledge but also scientists and designers with many years of
personal experience in the field. It is not a question of the models used or the applied methodology—it
is very often a question of how we ‘feel’ the river or the stream and how skilfully we can conduct field
measurements. Even after careful calculations and field measurements when working with bed-load
transport for the Tatra National Park in the Carpathians, we contacted some international colleagues
to ensure that our predictions of bed-load transport were correct due to it being the first time that we
performed bed-load transport calculations at such a scale. Moreover, we are using their literature [1,2]
in this paper to further improve our understanding of sediment transport since it is either treated
marginally by many engineers or may even be totally omitted, simply because they do not know how
to deal with the issue of bed-load transport interpretation.

Sediment transport is in many cases a fundamental problem in river management tasks such as
flood protection works, river bank protection works against erosion, building bridges and culverts and
building water reservoirs, dams, check dams and any other hydraulic structures. This is our motivation
for producing a paper in the hope that it promotes a better understanding of the bed-load transport
phenomena. The highest priority problem in our paper is bed-load transport which might cause the
clogging of water reservoirs built further downstream the river. Obviously, some check dams are built
to trap sediment in upstream reservoirs but the question remains of whether it is a worthwhile expense
time, money and effort to build them for the sake of flood protection or whether it is more appropriate
to simply let the sediment move to the main river. The question is especially interesting when we try
to compare small and huge water reservoirs in very similar fluvial and geological situations to those
we have in our case, since we work in one large catchment of the Dunajec river in the Polish flysch
Carpathian mountains; however, we are still considering two tributaries to the Dunajec which differ in
the size of the sub-catchments and in terms of the size of water reservoirs built there.

The question of sediment transport and water reservoirs has arisen so often recently when
considering whether it is worthwhile to deliberately breach dams and check dams and/or remove
them and fill up water reservoirs with sediment thus rehabilitating rivers and rivers valleys [3–8].
The aim of this paper is to show the difference in bed-load transport in two different rivers which
might provide valuable information for river management with regard to how to deal with hydraulic
river infrastructure built in their catchments for the future including decisions relating to the removal
of dams and water reservoirs.

Just to introduce a reader in the sediment transport phenomena one has to bear in mind that
water and sediment in rivers has an enormous impact both on the environment and on people. Rivers
very often change their cross sections and longitudinal profiles as a result of the process of sediment
transport [9]. By moving, rolling, skipping or sliding downstream along the river channel, the sediment
refers to the form of the bed load, which is transported to the river mouth [10–13]. The longitudinal
profile is also shaped by the flowing water and sediment.

Generally, one can distinguish between two types of sediments in rivers: the bed load and the
suspended load [9,14]. In mountain streams where the streambed consists mostly of gravel and coarse
sands, the bed load is reported to constitute in some cases even up to 70 per cent of the total bed
load [15]. Mountain stream gravel is very often both legally and illegally mined from riverbeds, which
is disastrous for the fluvial state of rivers and for river ecology; furthermore, it causes the destruction
of flood protection strategies, river revetments, bridges and all hydraulic structures [16–20]. This
situation presents a major problem for all river managers. The bed load of the mountain streams in the
Polish Carpathians has been the subject of many scientific studies in which hydraulic structures and
river training problems are considered [21–25]. The problem caused by the movement of sediment is
especially dangerous when we have low-head hydraulic structures built along streams or rivers [26–32].
Furthermore, it presents problems with river ecohydrology [33–35] and when the water reservoir
for flood protection and for water storage is constructed on the river because the sediment trapped
in the reservoir tends to fill it up since it is resulting in there being greatly reduced capacity for
water [9,21,36,37]. This situation occurs on the Lososina River and is one of the subjects of this paper. To
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reduce this process (reducing the bed-load transport) many engineering works are undertaken—these
are referred to as river-training works.

Some river-training works take the form of constructing check dams and some are simply the
installation of river sills aimed at reducing the gradient of the river slope [36–39]. This situation
applies to the Mlynne stream, which is also described in this paper. Both conditions of bed-load
transport in the presented two cases are sources of valuable information for river managers dealing
with sediment problems. The novel aspect of our paper is the presentation of two cases of bed-load
transport which are analysed in two different-sized sub catchments of two rivers with artificial water
reservoirs, which are both tributaries of a larger river—the Dunajec. The geology of the region is
similar. The reader and the potential river manager should be acquainted with such research in order
to have a sense of the scale of problem and to remember that only the careful and professional analysis
of streams and rivers can assist in making decisions when bed-load transport information is needed.
Thus, the conclusions presented in the article may enable them to decide what actions may be required
to improve the hydromorphological conditions in the case of similar mountain streams.

2. Study Areas

2.1. The Mlynne Stream

The Mlynne catchment is part of the Western Carpathian Province, the Outer Western Carpathians
sub province, the Outer Western Beskids macroregion and the Gorce Mesoregion. The Mlynne stream
is left tributary of the Ochotnica stream (right Dunajec river tributary) [40]. On the lower reach (from
the check dam to the mouth) the terrain elevation gradient is around 90 m and the average slope is
3.6 per cent. The average slope of the upper reach is 10.2 per cent and the stream valley development
V (calculated according to [41]) is 0.364. The orographic index (λ) of 777.48 according to [42] classifies
the Mlynne stream as a high-mountain watercourse and the Łochtin stability parameter (f) of 0.913 [43]
defines the Mlynne stream riverbed as being vulnerable to erosion.

The whole Mlynne catchment area lies within the Gorce Mountains, built in the most part from
Magura Set sedimentary rocks. The rocks of this set cover the largest area in Outer Western Flysch
Carpathians and build the Zywiecki Beskid Mountains, the larger part of Medium Beskids, Insular
Beskids, Sadecki Beskids and the part of Low Beskids. Sedimentary rocks are classed as so-called
flysch here, consisting of alternating layers of sandstones, mud shales, pudding stones, mudstones
and siltstones. The flysch is often accompanied by carbonate rocks, such as limestones, marls and
dolomites, also found in the Gorce Mountains [40]. In the Mlynne stream valley, ensembles of thick-
and thin-shoaled sandstones, shifted by greyish shales, are being exposed. Additionally, abundant
rock verges occur in the Mlynne stream riverbed, especially in its upper reach. The mica sandstones
and shales of the Magura layer dominate in that section. Physical characteristics of the Młynne stream
is presented in Table 1.

In the middle catchment area there are mainly Tertiary (Paleogene) shales and sub-Magura layer
sandstones with the lens of Quaternary slide colluviums. Sparse alluvial settlements are also present
in the Mlynne stream valley in the lower part of the catchment area [44]. The measurements were
performed at km 0.0 (Mlynne outlet to Ochotnica—495.00 m above sea level) to km 7 + 500 (985.00 m
above sea level). The Mlynne stream was divided into six measurement sections (Figure 1); in each
section, the following test sections were determined: cross section 1-1 at km 0 + 150 (498.00 m above
sea level called ‘bystrotok’); cross sections 2-2, 3-3, 4-4 at km 2 + 800 (at 85.00 m above sea level in the
area of the reservoir behind the dam called ‘reservoir’—the sample from section 2-2 was taken from a
small, stable sediment deposited just behind the notch of the check dam; the sample from section 3-3
was taken from the river channel in the vicinity of the mainstream stream channel at the check dam
water reservoir; sample 4-4 was taken from the reservoir edge, from the inlet to the reservoir); section
5-5 at km 3 + 300 (610.00 m above sea level, the section located in the built-up area in the natural part
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of the channel called ‘school’); section 6-6 in km 4 + 300 (655.00 m above sea level) in a natural state
called ‘Kotelniki’).

Here, we are only presenting bed-load transport calculations for cross sections 2-2 ‘check-dam
reservoir,’ cross section 5-5 ‘school’ and 6-6 ‘Kotelniki’. This approach was chosen because we wanted
to show the deposition in cross section 2-2 (in the water reservoir formed upstream of the check dam)
and the difference in the sediment transport upstream of this place as we are dealing with natural
and partly engineered cross sections upstream (5-5 and 6-6). In cross sections 3-3 and 4-4, we have
taken sediment transport samples for grain-size reasons to have the average grain size curve for the
whole water reservoir upstream of the check dam. Cross section 1-1 is downstream of the check dam
and along the whole section (longitudinal profile from the check dam down to the estuary of the
Mlynne) both river banks are lined with concrete and artificial boulders which creates a kind of rapid
channel. Thus, we do not present bed-load transport values here (sediment is trapped upstream of
this section); however, we performed some hydraulics measurements here that are not presented in
this paper but which were helpful in understanding the whole regime of the stream; see Figure 1 for
details. Exemplary natural as well as modified cross sections of the Młynne Stream are presented in
Figures 2 and 3 respectively.

 
(a) 

 
(b) 

 
(c) 

Figure 1. Location of the Mlynne Stream catchment (a); the chosen research cross sections and research
reach (b); check dam cross sections details (c).
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Table 1. Physical characteristics of investigated sites the Mlynne Stream.

Variables The Mlynne Stream

precipitation (mm) 850
catchment area (km2) 7.3

max. catchment area altitude (m a.s.l.) 985.00
min. catchment area altitude (m a.s.l.) 495.00

channel gradient (average within study area) (-) 0.022
max. stream length (km) 7.50

T-year flood Q50% (m3·s−1) 7.70
T-year flood Q5% (m3·s−1) 40.4

d16 (mm) 7
d50 (mm) 39
d84 (mm) 94
d90 (mm) 102

  
(a) (b) 

Figure 2. Mlynne stream—natural cross sections. (a) upper part not engineered; (b) source part.

  
(a) (b) 

Figure 3. Cont.
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(c) (d) 

Figure 3. Mlynne stream—cross sections modified with check dam and water reservoir upstream of
the check dam. (a) check-dam; (b) check-dam reservoir with coarse sediment; (c) down stream of
a check-dam; (d) fine sediment in a check-dam reservoir.

2.2. The Lososina River

The Lososina River in the Polish part of the Carpathian Mountains (Figure 4) is situated in the
Carpathian flysh. The stream is flashy and experiences frequent bed-load movement. Its streambed
consists mostly of sandstone and mudstone bed-load pebbles and cobbles forming a framework,
the interstices of which are filled by a matrix of finer sediment. Exemplary cross sections of the
Lososina River are presented in Figure 5.

 
(a) 

 
(b) 

Figure 4. Catchment study region of the Lososina River (a) with a detailed sketch of the research
reach (b).
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(a) (b) 

  
(c) (d) 

    
(e) (f) 

Figure 5. The Lososina River—different cross sections along the river reach. (a) source part in Dobra;
(b) engineered part in Podplomien; (c) engineered part in Tymbark; (d) river training works in Laskowa;
(e) natural part in Lososina; (f) water reservoir Czchow.

The suspended sediment load is small but contributes to channel morphology—this was taken into
consideration during sediment calculations. Many gravel river bed-forms, such as point and middle
bars, can be observed within the investigated Lososina River. Most gravel-bed forms can be observed
on the riverbanks and within the river channel. After 1975, many river-training works were performed
along the Lososina channel to prevent bank erosion and to reduce the channel slope. The river cross
sections were trained by building drop-hydraulic structures (for the purpose of slope reduction) and
by constructing gabions (stone-baskets along the banks to prevent bank erosion). Those works were
aimed at reducing the bed-load transport along the Lososina and stopping its degradation, since the
Czchów river reservoir was constructed at the river mouth. The basic hydrological characteristics and
grainsize characteristics of the river are presented in Tables 2 and 3. All numbers refer to the entire
river channel between cross sections 1-1 and 4-4.

99



Water 2019, 11, 272

Table 2. Physical characteristics of investigated sites—the Lososina River.

Variables The Lososina River

precipitation (mm) 896
catchment area (km2) 410

max. catchment area altitude (m a.s.l.) 760.00
min. catchment area altitude (m a.s.l.) 241.00

channel gradient (average within study area) (-) 0.011
max. stream length L (km) 49.00

discharge Q50% (m3 s−1)/flood Q50% 48.63
discharge Q5% (m3 s−1)/flood Q3% 196.41

Table 3. Characteristic grain size for the Lososina River before and after river-training works.

Sampled Cross Section
Before River-Training Works After River-Training Works

Sediment Diameter (mm) Sediment Diameter (mm)

d16 d50 d84 d90 d16 d50 d84 d90

1-1 7 28 83 88 7 30 85 90
2-2 10 30 70 76 6 22 65 70
3-3 12 40 90 95 10 35 88 90
4-4 10 30 58 67 11 22 50 65

3. Methods

Bed-load transport for both the Lososina River and the Mlynne stream was calculated using
Meyer-Petter Muller [45] formula:

qi =

[
ρw·g·h·I − fi·g·Δρ·di

0.25·ρw
1
3

]1.5

pi × b (kg s−1 m−1) (1)

where qi—unit bed-load transport [N s−1]; ρw, ρr—water and sediment density (kg m−3);
g—acceleration (m s−2); h—water depth (m); I—slope (-); fi—shields shear stress value (-); Δρ =
ρr − ρw (kg m−3); di—sediment size (mm); pi percentage of the sediment fraction within the sediment
probe, b—active channel width (m).

According to Michalik [9], the dimensionless shear stress parameter for Polish mountain streams
was identified using radioisotope methods and is 0.033—this is taken for all calculations in this paper,
although one has to remember that the original Meyer-Petter Muller [45] dimensionless shear stress
was 0.047. Field survey and slopes measurements were performed with a TOPCON AT-G7 survey
professional level device. The bedload transport value was calculated using the SandCalc 1 software
application [46].

In order to understand the hydrological situation of the stream and rivers, some characteristic
discharges are usually calculated—this sheds light on how considerable flood events are currently
dealt with in river channels. One method used for this purpose is the calculation of T-year floods.
As defined by Frost and Clark [47], the T-year flood is a discharge likely to be exceeded once in
T-years on average. For example, the 100-year flood is also referred to as the 1% flood, since its annual
exceedance probability is 1%. T-year flood values Q for the Mlynne stream estuary and the Lososina
stream estuary were calculated using the Punzet method [48,49]—Tables 1 and 2.

For sediment analysis, the grain size curves were performed on the basis of a classical sieving
survey [10]. All the basic granulometric parameters calculated for each of the researched cross sections
are presented in Tables 1 and 3 (for the Mlynne and the Lososina streams, respectively).
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4. Results and Discussion

4.1. The Mlynne Stream

For the sake of clarity, firstly the results of measurements and calculations referring to the
bed-load transport are presented in tables and graphs. Table 4 presents bed-load transport results in
cross sections 2-2 ‘check-dam reservoir’, cross section 5-5 ‘school’ as well as for 6-6 ‘Kotelniki’.

Table 4. Unit bed-load transport measured in sampling cross sections: 2-2 ‘check-dam reservoir’; 5-5
‘school’ and 6-6 ‘Kotelniki’.

Unit Bedload Transport (kg s−1 m−1)

Water Depth
h (m)

Sampling Cross
Section 2-2

Depth
h (m)

Sampling Cross
Section 5-5

Depth
h(m)

Sampling Cross
Section 6-6

0.10 0.643 0.10 no bed-load
transport 0.10 no bed-load

transport

0.30 1.338 0.30 no bed-load
transport 0.30 no bed-load

transport
0.50 1.880 0.50 20.7308 × 10−5 0.50 7.4031 × 10−5

0.70 2.303 0.70 48.1816 × 10−5 0.70 2.6798 × 10−5

0.90 2.028 0.90 161.1152 × 10−5 0.90 54.4528 × 10−5

1.20 2.878 1.20 165.7039 × 10−5 1.20 101.7977 × 10−5

Total 53.5249 × 10−5 Total 395.7315 × 10−5 Total 166.3035 × 10−5

The bed load transport in all the analysed cross sections of the Mlynne stream is small. Its
range is 53.5249 × 10−5–166.3035 × 10−5 (kg s−1 m−1), while in other Polish Carpathian streams
investigated by Michalik [22], the measured sediment transport where the radioisotope methods
were used was, in the Wisłoka Stream: 183.5489 × 10−5–1488.7857 × 10−5 (kg s−1 m−1), in the Raba
Stream: 611.8297 × 10−5–7138.0135 × 10−5 (kg s−1 m−1) and in the Dunajec River: 3161.1203 ×
10−5–3467.0351 × 10−5 (kg s−1 m−1). North American streams with a flow regime similar to that of the
Mlynne, such as East Fork in Wyoming, Snake River in Idaho and Mountain Creek in South California,
are characterised by higher transport values of: 1019.7162 × 10−5–7138.0135 × 10−5 (kg s−1 m−1),
1019.7162 × 10−5–10197.1621 × 10−5 (kg s−1 m−1) and 50.9858 × 10−5–1019.7162 × 10−5 (kg s−1 m−1),
respectively [11]. Such a small amount of sediment transported might suggest that the necessity of
the check dam built in the stream is questionable [36]. It could transpire that rehabilitation works,
which could be planned in that catchment take into consideration removing the existing dam with no
harm for the sediment budget and in line with stream restoration works advice at present in Polish
Carpathians [33–35].

4.2. The Lososina River

Again, all obtained results are presented in tables and in graphs for the benefit of clarity. Tables 5
and 6 show the sediment transport data for Lososina before and after river-training works [50–54].
Table 7 presents changes of the unit bed-load transport results for the Lososina River after regulation.
Figure 6 presents the hydrological events before and after river-training works at the Lososina used in
the TransCalc computer model to calculate the sediment budget along the Lososina.

As can be observed, despite the decreasing of sediment dimensions within the river-trained
cross sections, the shear stress values there also decreased; consequently, the unit bed-load volume
decreased as well. The most important parameter here, which determines the value of the decreased
shear stresses and the bed load, is reduced slope by river training [37,39]. Here, in the 4-4 cross section,
the largest decrease of bed-load transport was identified—this was the main aim of the river-training
works. Due to river engineering works, the change of the bed-load transport along the Lososina river in
the analysed cross sections was as follows: along cross section 1-1, the unit bed load q was larger before
the river training at around 1.8121 kg s−1 m−1 (aggradations after river-training works), along cross
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section 2-2 the unit bed-load q was also larger before the river training of about 16.5302 kg s−1 m−1

(aggradations after river-training works). Along cross section 3-3, the unit bed load q was larger after
river training of about 4.5341 kg s−1 m−1 (degradation of the river bed) and finally, along cross section
4-4, the unit bed load q was larger before the river training of about q = 17.9028 kg s−1 m−1. Along the
whole river, the unit bed load q was bigger before the river training of about q = 13.3687 kg s−1 m−1,
in other words, the river training reduced the bed-load transport of that value. The river training
works performed along the Lososina river changed the bed-load transport conditions along its entire
length [29,38,55,56].

Table 5. Unit bed-load transport at the Lososina River—prior to the training works.

Water
Depth
h (m)

Sampling Cross Section 1-1 Sampling Cross Section 2-2 Sampling Cross Section 3-3 Sampling Cross Section 4-4

d50 = 28 (mm) d50 = 28 (mm) d50 = 28 (mm) d50 = 28 (mm)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

0.6 no bed-load transport

no bed-load transport no bed-load transport no bed-load transport

0.7 21.39 0.0112
0.8 23.24 0.1439
0.9 28.07 0.7892
1.0 29.28 0.9990
1.1 32.38 1.6059
1.2 34.67 2.1094
1.3 43.76 4.5236 25.78 0.2520
1.4

max. depth in
cross section

1. 3 (m)

28.24 0.5793 33.47 0.2764 22.65 0.0037
1.5 32.28 1.2797 39.36 1.2034 27.42 0.4600
1.6 35.60 1.9796 49.38 3.5642 32.57 1.3383
1.7 41.33 3.4106 52.34 4.4070 38.09 2.5705
1.8 43.98 4.1499 55.38 5.3318 43.98 4.1499
1.9 50.23 6.0818 58.49 6.3414 50.23 6.0818
2.0 53.09 7.0490 61.69 7.4332 53.09 7.0490

Table 6. Unit bed-load transport at the Lososina River—after the training works.

Water
Depth
h (m)

Sampling Cross Section 1-1 Sampling Cross Section 2-2 Sampling Cross Section 3-3 Sampling Cross Section 4-4

d50 = 28 (mm) d50 = 28 (mm) d50 = 28 (mm) d50 = 28 (mm)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

Shear Stress
τ (N m−2)

Transport
(kg s−1 m−1)

0.8 no bed-load transport

no bed-load transport

no bed-load transport

no bed-load transport
0.9 22.85 0.0103
1.0 27.78 0.5177 28.43 0.1389
1.1 33.03 1.4284 30.68 0.3956
1.2 35.36 1.9266 31.77 0.5475
1.3 44.63 4.3380 32.28 0.6246 17.36 0.0352
1.4

max. depth in
cross section

1. 3 (m)

33.46 0.8136 18.27 0.1010
1.5 44.77 3.3258 19.21 0.1892
1.6 17.80 0.0639 47.54 4.0969 19.95 0.2708
1.7 24.21 0.8960 50.38 4.9422 20.94 0.3935
1.8 26.26 1.2720 53.31 5.8671 21.95 0.5340
1.9 28.38 1.7092 56.30 6.8662 25.29 1.0897
2.0 30.57 2.1995 59.38 7.9420 25.72 1.1708

Table 7. Budget of the unit bed-load transport—the Lososina River.

Unit Bed−Load Transport (kg s−1 m−1)

Depth
h (m)

Sampling
Cross

Section 1-1

Depthh
(m)

Sampling
Cross

Section 2-2

Depthh
(m)

Sampling
Cross

Section 3-3

Depthh
(m)

Sampling
Cross

Section 4-4

0.9 0.7788 1.6 1.9157 1.5 −2.1200 1.4 −0.0973
1.0 0.4873 1.7 2.5146 1.6 −0.3100 1.5 0.2708
1.1 0.1776 1.8 2.8779 1.7 −0.5353 1.6 1.0674
1.2 0.1829 1.9 4.3725 1.8 −0.5353 1.7 2.1770
1.3 0.1855 2.0 4.8495 1.9 −0.5247 1.8 3.6146
- - - - 2.0 −0.5088 1.9 4.9921
- - - - - - 2.0 5.8782

Total 1.8121 Total 16.5302 Total −4.5341 Total 17.9028
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(a) 

 

(b) 

Figure 6. Water discharge levels for the Lososina river with the threshold line (the beginning of motion
for the sediment) above which the bed-load transport was calculated before (a) and after (b) the
river-training works performed in 1975. The horizontal lines are showing the discharge value above
which bedload transport occurs.

For both analysed catchments—looking at numbers—one is supposed to find some similarities or
dissimilarities and find the problems, which occur in that case in river channels. As we might observed
in the Mlynne stream, the bed load transport is low. As we also observed in the field, people from the
surrounding terrain who live within the Mlynne catchment remove sediment from the water reservoir
upstream of the Mlynne dam after floods and use it for building purposes as well as for strengthening
their private land with gravel and clay, depend if they do it on roads or on agriculture fields. Basically,
they remove the sediment and in this way, they enlarge the water reservoir volume so it is ready for
the sediment from the next flood. This raises the question of whether removing the check dam might
be possible because of the low bed-load transport rate. The answer is complicated since downstream
of the check dam, there is a road parallel to the engineered stream and if the check dam is removed,
sooner or later the road would be covered with sediment. However, one might consider enlarging
the river bed downstream of the check dam and when removing it along that area, the Mlynne might
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to start to be a braided channel again. From a river-management point of view, such a situation is
possible but difficult to force upon the local community.

The strengths of the presented approach is that we are gaining knowledge and it may lead us to
the identification of easier tools for river management in the future. The weaknesses of the approach
are that, although we have increased our understanding of the problems, we cannot force rivers and
streams to be braided again because of the local community living in the villages; furthermore, it
is difficult to propose the removal of dams as flood protection is traditionally associated with solid
hydraulic structures such as dams. Thus, as far as river management is concerned, we need to wait for
a really large flood event which could destroy the Mlynne check dam and we might never rebuild it,
safe in the knowledge that sediment transport here is low.

In terms of the Lososina, we surprisingly see a good situation of sediment budget after the
wisely designed river engineering works. The sediment transported to the Lososina water reservoir
is relatively low—this gives the likelihood of the longevity of this water reservoir. In both cases, our
study was performed with the specific geology of the Carpathians so one has to bear in mind the
limitation of this study to Flysh Mountains. However, the general conclusions are useful for all river
management works and might be used for numerical models to improve the performance estimating
bed load transport.

5. Conclusions

For both analysed the catchments, the final conclusions are as follows:

1. During the floods, the Mlynne Stream transports, in comparison with other mountain streams,
there is a lower bed load (53.5249 × 10−5–166.303 × 10−5 kg s−1 m−1). This might be connected
with the catchment area as well as with the channel slope.

2. Since the bed-load transport for the Mlynne is marginal, the need for the existence of the check
dam is questionable and in the future it could be possible to deconstruct and remove it. Such
a practice would be in line with the rehabilitation works started on the Carpathian streams which
are already leading to the reconstruction of braided gravel mountain streams.

3. Because of reducing the river slope of the longitudinal profile of the Lososina when it was river
trained, the shear stress values decreased. As a consequence of this, the unit bed-load volume
decreased. This indicates the importance of the slope of a river channel for sediment movement
when managing rivers. It might be reached by, for example, a series of hydraulic structures across
the river channel.

4. The Lososina river training reduced the bed-load transport by a value of q = 13.3687 kg s−1

m−1. In terms of the water reservoir and its clogging, this is useful information in terms of river
management practices because the reservoir is a source of drinking water for the region.

5. The study was performed to assist river and mountain stream managers and urban-village
planners to understand how important it is to include bed-load transport in designing calculations
when dealing with any river channel problems. The next step of such research could be an analysis
of the hydrological situation after removing the check dam from the stream and/or introducing a
new philosophy of river rehabilitation works to the region where the sediment is low whilst at
the same time, giving due consideration to flood protection aims. In all cases, knowledge of the
sediment budget is eternally helpful.
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13. Mrokowska, M.M.; Rowiński, P.M.; Książek, L.; Strużyński, A.; Wyrębek, M.; Radecki-Pawlik, A. Laboratory
studies on bedload transport under unsteady flow conditions. J. Hydrol. Hydromech. 2018, 66, 23–31.
[CrossRef]

14. Dey, S. Fluvial Hydrodynamics: Hydrodynamic and Sediment Transport Phenomena; Springer: Berlin, Germany,
2014; ISBN 978-3-642-19062-9.

15. Selby, M.J. Earth’s Changing Surface: An Introduction to Geomorphology; Oxford University Press: London, UK,
1985; ISBN 10 9780198232513.
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Abstract: In this study, surface sediment samples were taken from the Three Gorges Reservoir
(TGR) in June 2015 to estimate the spatial distribution and potential risk of Cu, Zn, Cd, Pb, Cr,
and Ni (34 sites from the mainstream and 9 sites from the major tributaries), and correlations with
environmental variables were analyzed (e.g., median sediment size, water depth, turbidity, dissolved
oxygen of the bottom water samples, and total organic carbon, total nitrogen, and total phosphorus
of the surface sediment samples). Results show that the heavy metal concentrations in the sediments
have increased over the last few decades, especially for Cd and Pb; and the sites in the downstream
area, e.g., Badong (BD) and Wushan (WS), have had greater increments of heavy metal concentrations.
The sampling sites from S6 to S12-WS are identified as hot spots for heavy metal distribution and
have relatively high heavy metal concentrations, and there are also high values for the sites affected
by urban cities (e.g., the concentrations of Zn, Cd, Cr and Ni for the site S12-WS). Overall, the heavy
metal concentrations increased slightly along the mainstream due to pollutants discharged along
the Yangtze River and sediment sorting in the reservoir, and the values in the mainstream were
greater than those in the tributaries. Meanwhile, the heavy metal concentrations were generally
positively correlated with water depth (especially for Ni), while negatively correlated with dissolved
oxygen, turbidity, and median sediment size. These environmental variables have a great impact
on the partition of heavy metals between the sediment and overlying water. According to the
risk assessment, the heavy metals in the surface sediments of TGR give a low to moderate level
of pollution.

Keywords: heavy metals; sediment; environmental variables; risk assessment; Three Gorges
Reservoir

1. Introduction

Heavy metals exert significant negative impacts on the environment due to their abundance,
persistence, and toxicity, which have been widely concerned by researchers [1–3]. Sediment particles,
especially fine sediment particles, have a strong affinity to heavy metals in natural waters due to
their specific surface area and surface active functional groups [4–6]. Thus, most heavy metal ions are
adsorbed by sediments and transported in the particulate phase, with only a small portion remaining

Water 2018, 10, 1840; doi:10.3390/w10121840 www.mdpi.com/journal/water108



Water 2018, 10, 1840

dissolved in the water column [7,8]. The accumulation of heavy metals at the bed surface, together with
sediment, would result in a major source of heavy metals, which may be released into the overlying
water under certain disturbances, posing a potential risk to the safety of the aquatic system [9,10].
Therefore, it is necessary to accurately assess the distribution and potential risk of heavy metals in
the sediments.

The distribution of heavy metals in the sediments is affected by factors such as pollutant emissions,
hydrodynamic conditions, sediment transport, and other physical and chemical processes [2,11,12].
Recently, human activities have exerted significant impacts on river systems. Firstly, pollutant effluents
have greatly increased with the development of social economy, resulting in more heavy metals
released into the aqueous systems [13]. Meanwhile, it is worth noting that many reservoirs have been
built in rivers worldwide during the last decades [14], which operate to support a variety of social,
economic, and ecological purposes. However, a reservoir operation would also alter the hydrological
regime [15], accelerate sediment deposition and sorting along the main channel [16,17], and accordingly
affect the occurrence and distribution of sediment-associated heavy metals [18], i.e., influencing the
sediment and heavy metal balances in the river system [19–21]. Thus, the relationship between heavy
metal distribution and environmental variables should be further studied due to human activities such
as reservoir operation.

In this study, the distribution and potential risk of heavy metals (Cu, Zn, Cd, Pb, Cr, and Ni,
which are the major heavy metals of concern) in the sediments of Three Gorges Reservoir (TGR,
the largest hydraulic project in the world) is studied as an example, and the relationship to
environmental variables is discussed. There have been some studies focusing on heavy metal
distribution in sediments of the mainstream or tributaries of the TGR [22–27], and Zhao et al. [28]
reviewed the available literature published on the heavy metal concentrations of the TGR sediments.
However, only a few sampling sites were adopted by these studies, and the sampling sites were mostly
localized or predominantly distributed in certain tributaries (e.g., the Daning River, Meixi River and
Xiangxi River), which cannot characterize the heavy metal distribution in sediments of the whole
reservoir well. Meanwhile, the relationship between heavy metal distribution and environmental
variables have been generally lacking. Thus, a comprehensive sampling and analysis are conducted
in this study, including 34 sites from the mainstream and 9 sites from the major tributaries, which is
expected to provide a reference for the management of TGR and other similar reservoirs.

2. Materials and Methods

2.1. Study Area

Three Gorges Reservoir is located in the upstream Yangtze River, as shown in Figure 1. It started
impoundment in June of 2003, and the fore-bay water level first reached its normal pool level (NPL)
of 175 m in October, 2010. The total capacity of the reservoir is 393 × 108 m3, with a flood control
capacity of 221.5 × 108 m3; and the surface area is 1084 km2 under the NPL [29]. The reservoir
region belongs to the Chongqing city and Hubei province, including the counties of Changshou (CS),
Fuling (FL), Fengdu (FD), Zhongxian (ZX), Wanxian (WX), Yunyang (YY), Fengjie (FJ), Wushan (WS),
and Badong (BD). According to the environmental and ecological monitoring bulletins of the TGR
area [13], the population in the TGR area was 14.65 million by the end of 2015, including 13.17 million
in Chongqing and 1.48 million in Hubei. In 2015, the gross domestic product (GDP) of the whole
area was close to 700 billion CNY (China Yuan), i.e., an increase of 11.1% compared with that in 2014.
Correspondingly, there were 212 million tons of industrial wastewater, and 815 million tons of urban
domestic sewage discharged in the TGR area. Moreover, about 410,000 hectares of land are used for
agriculture, with pesticide use of 601.8 tons and chemical fertilizer use of 135,000 tons. The land use in
the region of TGR is presented in Figure S1. There is still a certain amount of sewage discharged by
ships. Meanwhile, increasing the water level due to the operation of TGR results in decreasing flow
velocity and increasing sediment deposition in the reservoir. The average flow velocity decreased from
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1.33 m/s in Chongqing to 0.22 m/s in Badong in 2015 [13]. The sediment delivery ratio of TGR was
estimated to be 13.3% in 2015, with most sediment deposited during the period from June to September
and in the wide valley segments; and the sediment delivery ratio from June 2003 to December 2015
was 24.2% [30].

Figure 1. The study area and sampling sites in the Three Gorges Reservoir, including
the sites in the mainstream and from the tributary estuaries (the size of square reflects the
population of the city). BD—Badong, WS—Wushan, FJ—Fengjie, WX—Wanxian, ZX—Zhongxian,
FD—Fengdu, FL—Fuling; and XX—Xiangxi, QG—Qinggan, YD—Yandu, DN—Daning, MX—Meixi,
MDX—Modaoxi, XJ—Xiaojiang, QX—Quxi, WJ—Wujiang.

2.2. Sampling

During the period of 5–13 June 2015, 43 surface sediment samples were collected using a grab
sampler from the TGR, when the fore-bay water level varied from 150 to 151 m. Figure 1 shows the
distribution of these sampling sites, and the detailed latitude and longitudes are listed in Table S1 (see
Supplementary Materials). There are 34 sites distributed in the mainstream from the dam to Chongqing
with an average interval of 15–20 km, which covers the whole reservoir of about 600 km. Here the sites
affected by urban cities are specially annotated, e.g., S10-BD represents the site affected by Badong.
There are 9 more sites distributed in the major tributaries, including Xiangxi (XX), Qinggan (QG), Yandu
(YD), Daning (DN), Meixi (MX), Modaoxi (MDX), Xiaojiang (XJ), Quxi (QX), and Wujiang (WJ). As the
heavy metal concentrations in the sediments of tributaries generally show an increasing trend along
the flow direction [28], the sampling sites of these tributaries are arranged in the tributary estuaries,
see Figure 1. The collected sediment samples were stored in clean polyethylene bags and treated
immediately once returning to the laboratory. The sediment was air dried, ground, and the impurities
were removed through a 100-size sieve. Meanwhile, the bottom water samples were also collected just
above the bed surface using a column sampler for the measurement of environmental variables.

2.3. Analytical Methods

The total heavy metal concentrations of Cu, Zn, Cd, Pb, Cr, and Ni in the sediments were measured
using inductively coupled plasma-mass spectrometry (ICP-MS) as suggested by Liu et al. [31], i.e.,
the sediment samples were digested using distilled HF + HNO3 solutions in screw-top Teflon beakers,
and then used for the determination of heavy metal concentrations by ICP-MS. For more details,
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refer to Gao et al. [24]. Precision and accuracy were verified using standard reference material
GBW07310 (GSD-10) purchased from the National Center of Reference Material (NCRM), and the
average recoveries were 93–108%. Meanwhile, the chemical properties of sediments, including the total
organic carbon (TOC), total nitrogen (TN), and total phosphorus (TP), were determined according to
the standard methods for soil analysis [32], and the total polycyclic aromatic hydrocarbons (PAHs) and
phthalic acid esters (PAEs) were determined using gas chromatography-mass spectrometry (GC-MS)
analysis [33]. The grain size was measured by a laser scattering particle size distribution analyzer
(LA-920, Horiba, Kyoto, Japan).

Moreover, the turbidity and dissolved oxygen (DO) of the bottom water samples were assessed in
the field by the YSI meter (YSI Inc., Yellow Springs, OH, USA), and the corresponding concentrations of
Cu, Zn, Cd, Pb, and Cr were assessed in the laboratory following the standard analytical methods [34].
The water depth, H, was detected with an ultrasonic wave detector.

2.4. Risk Assessment

The potential ecological risk was used to assess the heavy metal eco-risk in the sediments [35]:

Ei
r = Ti

r · Ci
f , (1)

where Ti
r is the toxic response factor of each heavy metal, i.e., Cu = 5, Zn = 1, Cd = 30, Pb = 5, Cr = 2,

and Ni = 5; Ci
f is calculated as Ci

f = Ci
s/Ci

n, where Ci
s is the measured metal concentration in the

sediments, and Ci
n is the regional background value. Here the background value in the Yangtze River

was used, i.e., 35, 78, 0.25, 27, 82, and 33 mg/kg for Cu, Zn, Cd, Pb, Cr, and Ni, respectively [28,36].
The ecological risk of each heavy metal was classified as low (Ei

r < 40), moderate (40 ≤ Ei
r < 80),

considerable (80 ≤ Ei
r < 160), high (160 ≤ Ei

r < 320), or very high (Ei
r ≥ 320). The comprehensive

index, RI , of potential ecological risk is expressed as

RI =
n

∑
i=1

Ei
r, (2)

and the ecological risk level of all heavy metals is defined as low (RI < 150), moderate
(150 ≤ RI < 300), considerable (300 ≤ RI < 600), or very high (RI > 600).

2.5. Statistical Analysis

The principal component analysis (PCA), hierarchical cluster analysis (HACA), and Pearson
correlation analysis (CA) were conducted using SPSS 20.0. The Kaiser-Meyer-Olkin (KMO) and
Bartlett’s test were introduced to evaluate the validity of PCA [2]. Moreover, the redundancy analysis
(RDA) was executed using Canoco 4.5 to analyze the interactions between the heavy metal distribution
and the relevant environmental variables.

3. Results

3.1. Environmental Variables

The physical and chemical parameters of the sampling sites are listed in Table S1, including the
turbidity, DO of the bottom water samples, the water depth, median sediment size (D50), textural
composition (i.e., clay: D ≤ 0.004 mm; silt: 0.004–0.062 mm; and sand: 0.062–2.0 mm), and the TOC,
TN, TP, and total PAHs and PAEs of the surface sediment samples. Figure 2a presents the textural
composition of the surface sediment samples, corresponding to a clay content of 25–50%, a silt content
of 50–75%, and a sand content of 0–25%, which can be defined as clayey silt following Shepard [37].
Particularly, the sampling site S10-BD has a greater clay content of 57.01%, while S33 has a relatively
greater sand content of 24.71%. Figure 2b shows the variation of median sediment size with distance
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to the dam. The overall range of D50 is from 0.004 to 0.020 mm, and there is a decreasing trend
of D50 when approaching the dam (R2 = 0.68), indicating a significant sediment sorting along the
main channel.

 
 

(a) (b) 

Figure 2. (a) Textural composition of the surface sediment samples in the Three Gorges Reservoir
(triangle diagram), and (b) the variation of median sediment size D50 with the distance to the dam.

The box plots of other environmental variables are further presented in Figure 3. The average
turbidity of these bottom water samples was 23.14 NTU. The measured DO concentration was
7.23 ± 0.62 mg/L (i.e., an oxidized status), implying that the TGR is an un-stratified reservoir
with essentially uniform oxygen concentration from the water surface to the bed sediments,
thus maintaining oxic conditions at the sediment surface [19,38]. The water depth ranges from 5
to 115 m, which can represent the different water depths in the reservoir well. The TOC, TN and
TP indicate the trophic status of the sediment, and they were 1.64 ± 0.36%, 951.7 ± 34.1 mg/kg and
963.2 ± 273.0 mg/kg, respectively. The organic pollutants of the total PAHs and PAEs were estimated
to be 935.9 ± 311.4 ng/g and 1740.6 ± 1181.5 ng/g, respectively. Apparently, the total PAEs exhibited
a greater variability.
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Figure 3. Box plots of the measured physical and chemical environmental variables, including the
turbidity, dissolved oxygen (DO), and water depth (H) of the bottom water samples, and the total
organic carbon (TOC), total nitrogen (TN), total phosphorus (TP), and the total polycyclic aromatic
hydrocarbons (PAHs) and phthalic acid esters (PAEs) of the surface sediment samples.

3.2. Heavy Metal Concentrations

The measured heavy metal concentrations in the surface sediment samples are listed in Table 1,
where the results of the mainstream and tributaries are separately presented. Meanwhile, the measured
values in previous studies of the TGR are also listed in Table 1. Overall, the heavy metal concentrations
in the sediments of mainstream were relatively greater than those in the sediments of tributaries,
which is consistent with Zhao et al. [28]. Tang [39] observed that the heavy metal concentration in the
north bank of TGR was lower than that in the south bank due to the effects of tributaries, which also
verifies that there are lower heavy metal concentrations in the tributaries than the mainstream.
Meanwhile, the remarkable variation of Cd, i.e., 31.4% in the mainstream and 25.2% in the tributaries,
reflects the influence of anthropogenic activity.

Compared with the previous results of the TGR before impoundment, i.e., TGR-1985 measured
by Xu et al. [40], the average heavy metal concentrations has mostly increased over the last few
decades. A more detailed comparison for the sites affected by urban cities are further presented in
Table S2. There was a significant increase in heavy metal concentrations of these sites, especially for the
heavy metals Cd and Pb; and the sites in the downstream area had greater increments of heavy metal
concentrations, e.g., Badong and Wushan. Meanwhile, it is worth noting that the surface sediment
samples in Xu et al. [40] were collected from the riverside, which is more likely to be affected by the
urban cities. After impoundment, there was a tendency for the heavy metal concentrations to still
slightly increase. Moreover, if compared with the soil standards (GB15618-1995) [41], most of these
sites can be classified into category II, i.e., a low contamination.
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3.3. Spatial Distribution of Heavy Metals

Figure 4 shows the spatial distribution of Cu, Zn, Cd, Pb, Cr, and Ni in the TGR, and the
sampling sites in the mainstream and tributaries are separately presented in each figure. The red
lines represent the polynomial trend lines, and the white lines indicate the soil standard values of GB
15618-1995 (i.e., category I, II, or III). Overall, the heavy metal concentrations increased slightly along
the mainstream, especially the concentration of Ni. Firstly, there are pollutants of point and non-point
sources discharged gradually along the Yangtze River (see Figure S1), resulting in a higher heavy metal
concentration in the downstream compared with that in the upstream. Secondly, the operation of TGR
leads to sediment sorting along the main channel (Figure 2b), i.e., fine sediment deposits close to the
dam, while coarse sediment deposits at the reservoir tail. So the strong affinity of fine sediment to the
pollutants also results in a higher heavy metal concentration downstream.

Meanwhile, the sampling sites from S6 to S12-WS were found to have relatively high heavy metal
concentrations, i.e., hot spots for the distribution of heavy metal concentration. Whereas, there was
relatively lower heavy metal concentrations for the sampling sites from S25 to S30, indicating that local
pollutant emissions have a great influence on the spatial distribution of heavy metal concentrations.
Moreover, the sites affected by urban cities also have relatively high heavy metal concentrations.
For example, the concentrations of Cd and Cr for the site S10-BD (Badong), the concentrations
of Zn, Cd, Cr and Ni for the site S12-WS (Wushan), the concentration of Cr for the site S24-ZX
(Zhongxian), and the concentrations of Zn, Cd, and Cr for the sites S34 (probably affected by the
main urban districts of Chongqing) are much greater than other sites. However, the urban emission
of pollutants can only affect a certain range, and the pollutants will then deposit onto the riverbed
together with the sediment [44]. Similarly, the tributaries exhibited lower heavy metal concentrations
than the mainstream, except for the site from Quxi, which had relatively high concentrations of all six
heavy metals.

As compared with the soil standard values, the concentrations of most heavy metals can be
classified into category II (i.e., a low contamination), while the Cd concentrations in eight sites belong
to category III, that is close to the high contamination threshold value, including S4, S9, S10-BD,
S12-WS, S32, S33, S34, and QX. The spatial distribution of Cd seems to be slightly different from other
heavy metals, which will be further discussed in the following sections.

4. Discussion

4.1. Source Identification

The PCA approach was performed to identify the characteristics (or sources) of the heavy metals
in the sediments of TGR [45], and a > 0.5 of KMO (0.595) and significant Bartlett’s test (<0.001)
demonstrated its validity. Figure 5 shows the relationships among these heavy metals. Two principal
components are extracted with eigenvalues greater than 1, which can explain 82.8% of the total variance.

As shown in Figure 5, component 1 that explains 49.2% of the variance mainly represents the
pollution of Ni, Cu, and Pb, while component 2 that explains 33.6% of the variance mainly represents
the pollution of Cd. These results imply a similar source for the heavy metals Ni, Cu, and Pb, which is
different from that of Cd. Based on the Pb isotope composition, Bing et al. [22] concluded that Pb in
the sediments of TGR mainly originated from industrial discharge, domestic sewage, mining, smelting,
and the shipping industry. However, Cd is an identification element of agricultural activities, i.e.,
the application of pesticides and fertilizers [25,46]. Liu et al. [47] stated that Cd is found predominantly
in phosphate fertilizers as an impurity of phosphate rocks; and the amount of pesticides and fertilizers
used in the TGR were 601.8 tons of 135,000 tons, respectively, in 2015 [13]. Meanwhile, there is also a
high content of Cd in coal mines [48], and Liu et al. [49] concluded that Cd-rich coal mining activity
may contribute to the high concentration of Cd in the Three Gorges region.
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Figure 5. Plot of loading of two principal components in the rotated space.

Moreover, the CA analysis was conducted based on the PCA results, as shown in Figure 6a.
Accordingly, the sampling sites can be classified into three main groups: (1) PC1 < 0 and PC2 < 1
with a low pollution of these heavy metals, including S14-FJ, S16, S20-WX, S21, S22, S25, S26, S27-FD,
S28, S29, S30, S31-FL, S33, and QG, YD, MX, MDX, XJ, WJ; (2) 0 < PC1 < 2 with different degrees of
Ni, Cu, and Pb pollution, including S1, S2, S3, S4, S5, S6, S7, S8, S9, S10-BD, S11, S12-WS, S13, S15,
S17, S18, S19, S23, and XX, DN, QX; and (3) PC2 > 1 mainly affected by Cd, including S24-ZX, S32,
and S34, where the site S24-ZX also has a high content of Cr. For the mainstream, the sites are mainly
classified following the locations, i.e., the upstream sites exhibit a lower pollution compared with
the downstream sites, which is also shown in Figure 4. Among the downstream sites, S6, S8, S9, S11,
and S19 exhibit relatively high pollution. Moreover, the sites from most tributaries are light polluted,
except for the sites XX, DN, and QX which exhibit different degrees of Ni, Cu, and Pb pollution.

 
(a) 

Figure 6. Cont.
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(b) 

Figure 6. (a) Principal component analysis (PCA) results and (b) hierarchical diagram of the
sampling sites.

In Figure 6a, the groups 1 and 2 are further divided into several sub-groups according to the
Hierarchical diagram (see Figure 6b). For example, the sites S21, S30, and WJ in group 1 are the least
polluted, and S33 also exhibits a certain degree of Cd pollution; the sites S6, S9, and S19 in group 2
have relatively high concentrations of Ni, Cu, and Pb compared with other sites, and S10-BD, S12-WS,
and QX have medium to high concentrations of all these heavy metals.

4.2. Impacts of Environmental Variables

Table 2 shows a correlation matrix between the six heavy metals and environmental variables
described in Section 3.1. Overall, the heavy metal concentrations are negatively correlated with the D50,
turbidity, and DO, while positively correlated with the water depth, H, and TOC. The redox condition
can affect the solubility of heavy metals, which will be more likely fixed in the sediment under a
reduction condition, i.e., a low DO condition [50]. Fine sediment particles have a higher affinity for the
heavy metals. Xiao et al. [51] found that the sediment in Xiangxi is mainly comprised of chlorite, illite,
and quartz, and the heavy metal concentration increases with decreasing sediment size and increasing
content of chlorite and illite. Thus, in the region with a great water depth (e.g., the region close to the
dam), a relatively low DO value and fine sediment size due to sediment sorting will lead to a greater
heavy metal concentration in the sediment. Meanwhile, as organic matter can stabilize heavy metals in
the sediment [50], the heavy metal concentrations are also positively correlated with the TOC values.

Table 2. Correlation analysis between the heavy metal concentration and environmental variables.

D50 Turb DO H TOC TN TP PAHs PAEs

Cu −0.319 * −0.268 −0.452 ** 0.253 0.172 −0.086 −0.156 0.298 0.314
Zn −0.222 −0.182 −0.450 ** 0.351 * 0.453 −0.074 −0.120 0.305 0.362 *
Cd 0.318 * 0.007 −0.141 −0.010 0.134 0.002 0.176 0.463 ** 0.437*
Pb −0.336 * −0.042 −0.464 ** 0.333 * 0.359 −0.086 −0.116 0.321 0.351 *
Cr −0.196 −0.250 −0.190 0.171 −0.212 0.158 0.141 0.251 0.351 *
Ni −0.664 ** −0.542 ** −0.559 ** 0.564 ** 0.491 −0.178 −0.443 0.108 0.221

* significant correlation at the 0.05 level (2-tailed); ** significant correlation at the 0.01 level (2-tailed).
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Particularly, there is a significant negative correlation between the heavy metal Ni and the D50,
turbidity and DO, and a significant positive correlation between Ni and H (p < 0.01), i.e., the Ni
concentration increases along the mainstream, implying that Ni mainly originates from upstream.
Meanwhile, there are also significant negative correlations between DO and the heavy metals Cu,
Zn and Pb (p < 0.01), and between D50 and Cu and Pb (p < 0.05), i.e., there is a similar source of Cu,
Zn and Pb to that of Ni. However, a significant positive correlation is observed between D50 and Cd
(p < 0.05), implying a relatively different source of Cd compared to other heavy metals, which is also
shown in Figure 5. As previously stated, Cd generally serves as an impurity of phosphate rocks, so it
is slightly positively correlated with the TP.

Moreover, the TN and TP are not significantly correlated with the heavy metals, implying
different sources. However, total PAH is positively correlated with Cd (p < 0.01), and total PAE
is also significantly correlated with Zn, Cd, Pb and Cr (p < 0.05), implying similar sources and
transport characteristics.

The RDA analysis was conducted to further investigate the influences of environmental variables
on heavy metal distributions, as shown in Figure 7. The lengths of the environmental variable
arrows reflect the degree of relevance, and it can be found that there are greater correlations between
the heavy metal concentrations and H, DO, turbidity, and D50, which can also be concluded from
Table 2. Meanwhile, according to angles between these arrows (i.e., the projections), the heavy metal
concentrations are positively correlated to the water depth, H, especially for Ni; while they are generally
negatively correlated with DO, turbidity, and D50. In comparison, the TOC, TN, TP, and total PAEs
and PAHs have slight influences on the heavy metal concentration.

Figure 7. Redundancy analysis (RDA) of heavy metals and environment variables.

4.3. Risk Assessment

The risks of heavy metals in the sediments were assessed using the potential ecological risk index.
According to the RI results, the sampling sites S4, S6, S9, S10-BD, S12-WS, S32, S33, S34, and DN and
QX exhibit a moderate potential ecological risk (i.e., 150 ≤ RI < 300), and other sampling sites exhibit
a low potential ecological risk, as shown in Figure 8a. The sampling site S34 had the largest value of
RI . The mainstream poses a greater potential ecological risk of heavy metals than the tributary [24],
i.e., 140.49 and 130.40 for the average value of RI , respectively. These results are in accordance with
the metal distribution pattern in the sediment [2]. Moreover, the average Ei

r value of each heavy metal
follows: Cd (109.02) > Pb (9.98) > Cu (8.47) > Ni (6.57) > Cr (2.43) > Zn (1.91), as shown in Figure 8b.
Thus, Cd exhibits a considerable ecological risk, and other heavy metals exhibit low ecological risks.
Overall, the heavy metals in the surface sediments of the TGR represent low to moderate pollution.
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The bioavailability of heavy metals (i.e., the different fractions) should be further analyzed for the risk
analysis, to determine the direct threat to the surrounding environment [22,52].

Figure 8. Risk assessment of heavy metals in the sediments. (a) the comprehensive index RI of potential
ecological risk (the white line represents the split line between the low and moderate ecological risk
levels); and (b) the statistics of Ei

r for each heavy metal.

4.4. Partition of Heavy Metals

The heavy metal concentrations in the bottom water samples were measured for these sampling
sites, and further analysis was conducted to compare the heavy metal concentration in the sediment
and that in the overlying water. We define a variable of Kd = Cs/Cw that reflects the partition of
heavy metal between the sediment and overlying water, where Cs and Cw are the total heavy metal
concentrations in the surface sediment and bottom water samples, respectively. The statistics of Kd
for Cu, Zn, Cd, Pb, and Cr are shown in Figure 9, with the results of the mainstream and tributary
presented separately.

 

Figure 9. Statistical analysis of the heavy metal partition between the surface sediment and bottom
water samples, with the sites from the mainstream and tributaries separately presented.

In Figure 9, different ranges of Kd values were obtained for different heavy metals. For comparison,
there is a relatively small Kd for the heavy metal Zn, i.e., 3.59 ± 1.31; but the values for Pb, Cr, and Cu
are relatively larger, i.e., 38.37 ± 32.31, 28.00 ± 9.18, 25.80 ± 19.11, respectively. Moreover, the median
value of Kd for each heavy metal generally satisfies that: Tributary > Mainstream, i.e., the Kd values
of the sampling sites in the tributaries bias toward a greater value (a distribution of right deviation).
According to the definition, a greater Kd implies that there might be more pollutants existing in the
sediment, while a smaller Kd represents relatively more pollutants in the overlying water.
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Apparently, the Kd values exhibit significant variations for all heavy metals (especially in the
mainstream with a coefficient of variation of 36–93%), indicating that it might be affected by the
environmental variables, such as the D50, turbidity, DO, H, and TOC as described above. Similarly,
a correlation analysis was conducted to investigate the influences of these environmental variables on
the Kd values, as shown in Table 3 and Figure 10. It was found that there is a more significant correlation
between the Kd values and environmental variables than that between the heavy metal concentration
and environmental variables, as compared with Table 2, indicating that these environmental variables
have a greater impact on the partition of heavy metals between the sediment and overlying water.
Overall, the Kd values for these heavy metals are significantly negatively correlated with the D50,
turbidity, and DO. The turbidity reflects the suspended sediment concentration in the overlying water,
and a greater turbidity implies that there will be more heavy metals distributed in the overlying water,
thus resulting in a smaller Kd value.

Table 3. Correlation analysis between the Kd values and environmental variables.

D50 Turb DO H TOC

Kd_Cu −0.511 ** −0.425 ** −0.397 ** 0.295 0.124
Kd_Zn −0.417 ** −0.375 * −0.483 ** 0.126 0.284
Kd_Cd −0.642 ** −0.497 ** −0.539 ** 0.520 ** 0.372
Kd_Pb −0.613 ** −0.422 ** −0.509 ** 0.493 ** 0.433
Kd_Cr −0.332 * −0.325 * −0.154 0.103 −0.366

* significant correlation at the 0.05 level (2-tailed); ** significant correlation at the 0.01 level (2-tailed).

 
Figure 10. Redundancy analysis (RDA) analysis results of the Kd values and environment variables.

5. Conclusions

Heavy metals exert significant negative impacts on the aqueous environment due to their
abundance, persistence and toxicity. The reservoir operation affects the distribution of heavy metals
through changing the hydraulic regime of natural rivers, and causing sediment sorting and deposition
in the reservoir, which leads to variations in water depth, median sediment size, dissolved oxygen and
other environmental variables. In this study, the spatial distribution and potential risk of Cu, Zn, Cd,
Pb, Cr, and Ni in the sediments of TGR were investigated as an example, which is also expected to
provide references for the management of other similar reservoirs. The main conclusions are drawn
as follows:

1. Heavy metal concentrations increase slightly along the mainstream due to pollutant emission
and sediment sorting, and the sites from S6 to S12-WS are identified as hot spots for heavy metal
distribution. Meanwhile, the heavy metal concentrations in the mainstream are relatively greater
than those in the tributaries.

2. There is a similar source for the heavy metals Ni, Cu, and Pb, which is different from that of Cd.
Meanwhile, the heavy metal concentrations are generally positively correlated to the water depth,
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H, while negatively correlated with DO, turbidity, and D50; and the environmental variables exert
a greater impact on the heavy metal partition between the sediment and overlying water.

3. According to the risk assessment, the heavy metals in the surface sediments of TGR show a low
to moderate pollution. The average Ei value of each heavy metal follows: Cd > Pb > Cu > Ni >
Cr > Zn, where Cd exhibits a considerable ecological risk, and other heavy metals exhibit low
ecological risks.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/12/1840/
s1, Figure S1: Land use in the region of Three Gorges Reservoir, Table S1: Location of the sampling sites and the
measured environmental variables, Table S2: A more detailed comparison with the results of Xu et al. (1999) for
the sites affected by urban cities.
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Abstract: Long-duration measurements were performed in two sandy bed rivers, and three-dimensional
(3D) flow velocity and bottom elevation changes were measured in a vegetated area and in a clear region
of a river. Detailed flow velocity profiles downstream and upstream of a single specimen of Potamogeton
pectinatus L. were obtained and the bed morphology was assessed. Potamogeton plants gathered from
each river were subjected to tensile and bending tests. The results show that the existence of the plants
was influenced by both bottom and flow conditions, as the plants were located where water velocity
was lower by 12% to 16% in comparison to clear region. The characteristics of the flow and sand
forms depended on the cross-sectional arrangement of the river, e.g., dunes were approximately
four times higher in the middle of the river than in vegetated regions near the bank. Furthermore,
the studied hydrophytes were too sparse to affect water flow and had no discernible impact on the
sand forms’ movements. The turbulent kinetic energy downstream of a single plant was reduced by
approximately 25%. Additionally, the plants’ biomechanical characteristics and morphology were
found to have adjusted to match the river conditions.

Keywords: aquatic plants; flow velocity measurements; river morphology; acoustic Doppler velocimeter;
natural sandy bed river; sand waves; turbulent kinetic energy; aquatic plant biomechanics

1. Introduction

Aquatic plants grow in various configurations in rivers, affecting a variety of biological, chemical,
and physical processes [1]. They influence both river morphodynamics and flow hydrodynamics
by trapping sediments, preventing erosion, affecting turbulent flow fields, and contributing to
overall bed roughness, as reported in numerous studies, e.g., [2–8]. One of the most important
conclusions of these studies was that the understanding of flow–biota–sediment interactions requires
an interdisciplinary approach. O’Hare et al. [9] emphasized that linking plant traits with physical
modeling is an example of such multidisciplinary research, where ecological variability is a valid factor.
Furthermore, Reid and Thoms [10] highlighted the need to obtain three-dimensional (3D) velocity and
turbulence measurements to properly describe river habitats.

In vegetated rivers, sediment transport and channel morphodynamics are affected by vegetation [1,11].
In a vegetated location, the bed load is expected to diffuse transversely into the vegetation and deposit
in the lee side of the patches [12], with increased erosion at the lateral sides of the patches, constituting
the so-called scouring effect [13]. Suspended sediment is prone to being deposited in the wake of
vegetation [14]. Bouma et al. [15] observed high turbulence and erosion at the leading edges and sides
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of patches of epibenthic structures such as Spartina anglica tussocks. This intertidal vegetation strongly
reduced the water velocity, resulting in sedimentation farther downstream. Moreover, Rominger et
al. [13] described how vegetative drag diverges and accelerates the flow, potentially causing erosion
at the patch edge, which is similar to the scour patterns observed in the field around individual
flow obstructions such as bridge piers. In addition, Schnauder and Sukhodolov [16] investigated the
seasonal patch effect on sediment transport and concluded that although plant patches affected the
transverse flow profiles near the edges, pool scouring did not occur; however, sediment was observed
to accumulate in the recirculation zones. Additional data were reported by Cavedon [17], who, based
on laboratory experiments, concluded that for a sufficiently high density of stems, the length of bed
forms was not influenced by vegetation density, but only by the distance between plants. Velocity
profiles in vegetated channels change throughout the year due to plant growth and senescence,
therefore shear velocity influencing beds also varies [18]. Our investigation revealed that the height
of the forms is reduced first in the vegetated parts of a river. Then it depends on vegetation density
and is strongly coupled to the characteristics of the flow field and sediment properties. However,
this phenomenon requires further analysis, particularly in natural field conditions.

From a broader perspective, the sedimentation rates in a river are time-dependent, thus natural
aquatic habitat characteristics always depend on flow, biota, and morphodynamic feedback over
a certain time scale [5,19]. Consequently, the species living in these habitats are called ecosystem
engineers because of their control over flow velocity and sediment deposition [20]. To find patterns
in the changing and complex ecosystem of a vegetated river, most researchers have focused on
flume experiments (e.g., [8,21–23]), and only a few have conducted similar measurements in natural
rivers (e.g., [24,25]). Such experiments are typically conducted using an acoustic Doppler velocimeter
(e.g., [24,26–29]), which allows measurement of the velocity field at discrete points over bed forms.
Although this device was built for laboratory purposes, it is usable in the field (e.g., [30]), albeit
with certain limitations in its use and in interpreting the acquired data [31,32]. One can characterize
changes in bed structure using either a discrete or continuous approach [33,34]. In the present study,
the former approach was used to characterize bed forms in terms of height, length, and celerity, using
the echo-sounding ability of current profiler and velocity profiler.

The main goal of this study was to evaluate changes and differences in sand wave movements
and flow in vegetated and unvegetated parts of a channel cross-section with regard to sediment
composition, flow dynamics, and bed morphology in two natural lowland rivers. This was achieved
by recording these changes with long-duration point measurements of 3D velocity and bed elevation,
and by scanning bed morphology in chosen parts of rivers with aquatic plants, which gave sufficient
quantitative and qualitative information about the investigated subject. Moreover, the biomechanical
features of a chosen aquatic macrophyte were studied to investigate how these characteristics
differ between plants collected from two distinct river habitats. Due to the challenges inherent
in the task of studying multiple aspects of a river ecosystem simultaneously, this case study also
represents an attempt to identify the needs and limitations in a multidisciplinary investigation of
flow–biota–sediment interactions in field conditions.

2. Materials and Methods

2.1. Equipment

Measurement of the instantaneous three-dimensional (3D) velocity field and recording of the
bottom elevation were performed using a Vectrino Profiler (VP) (revision 2779/1.32, Nortek AS, Rud,
Norway). The following VP setup parameters were chosen: Recording frequency of 25 Hz, minimum
ping algorithm with high power level, and velocity range up to 0.1 m·s−1 above the maximum observed
longitudinal velocity during a trial. VPs were mounted on a steel platform. In addition, the bathymetry
and velocity spatial distribution of the rivers were obtained using an acoustic Doppler current profiler
(ADCP), RiverSurveyor S5 model (SonTek, San Diego, CA, USA). The grain-size distribution was
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measured using a laboratory shaker with a standard sieve set (10 mm, 2 mm, 1 mm, 0.50 mm, 0.25 mm,
0.10 mm, and 0.071 mm mesh). Before sieving, the sediment sample was dried at 105 ◦C.

2.2. Study Sites

The first experiment was conducted on the Jeziorka River on 4 July 2017. This river is located south
of Warsaw (52◦04′55.2” N, 21◦04′02.4” E). The vegetation in this location covered no more than 20% of
the channel cross-section. The water temperature (~15 ◦C) and other basic characteristics of the river,
as well as bed morphology in regard to actual water depth, were measured using the ADCP (Table 1).
Bed sediment samples from 3 random locations across the river were taken to conduct granulometry
and were found to consist of fine, moderately sorted sand with D16 = 0.11 mm, D50 = 0.20 mm,
and D84 = 0.39 mm, and an inclusive graphic standard deviation equal to 0.848 (Figure 1).

The platform in the first part of the experiment, where the velocities in the whole water depth were
measured, was placed parallel to the flow, above a single specimen of P. pectinatus. Measurements were
conducted at a point located 20 cm upstream of the plant and at points 25 and 50 cm downstream, in
the wake of the plant, in which flow is supposedly affected by it. Recording of velocity in each point of
the velocity profile lasted 3 min. The hydrophyte was then collected for further biomechanical testing.

In the second part of the experiment, the platform was placed perpendicular to the flow. The first
VP was placed 20 cm in front of another specimen of P. pectinatus in a 55 cm deep vegetated region
in the river adjacent to the right bank, where the majority of the plants grew (Figure 2). The second
device was placed near the middle of the river, where the bed was bare. With both probes positioned
15 cm above the bottom level, the velocities and bottom elevation changes were measured for 1.5 h.
A survey of the river bottom adjacent to the right bank revealed many small specimens of P. pectinatus
and a substantial amount of debris, mostly in the form of dead wood in the vegetated region.

The second experiment was conducted on the Świder River (52◦07′59.2” N, 21◦15′41.5” E)
on 1 October 2017. The riverbed in this location was covered with sand and was almost clear of
plants, which grew only along the left bank. The water temperature (~11.6 ◦C) and other basic
characteristics of the river, as well as bed morphology regarding actual water depth, were measured
using ADCP (Table 1). In addition to P. pectinatus, two other species (Myriophyllum spicatum L.
and Potamogeton crispus L.) were also found growing downstream at the left bank. The platform
was oriented perpendicular to the flow, 1 m from the left bank (Figure 3). The first velocimeter was
positioned 10 cm upstream along a 0.6 m long and 1 m wide strip where P. pectinatus specimens were
located. The second velocimeter was placed in a clear region 3 m from the first one. The bed elevation
and velocity recording lasted 3 h.

Granulometry revealed that the bed sediment in the Świder River consisted of medium poorly
sorted sand with D16 = 0.14 mm, D50 = 0.24 mm, and D84 = 0.47 mm, and an inclusive graphic standard
deviation equal to 1.02 (Figure 1).

Table 1. Basic hydraulic statistics of the studied rivers in the experimental locations.

Mean U
(m·s−1)

Discharge
Q (m3·s−1)

Mean H (m)
Width

(m)

Reynolds
Number

(U·H·ν−1)

Froude
Number

(U·(H·g)−0.5)

Jeziorka R. 0.30 2.01 0.6 11 1.58 × 105 0.123
Świder R. 0.51 4.26 0.46 18 1.88 × 105 0.24
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Figure 1. Granulometric distribution curves of bed sediment collected from the Jeziorka and
Świder Rivers.

 

Figure 2. Arrangement of the platform with Vectrino Profilers and individuals of P. pectinatus during
the experiment in the Jeziorka River (second part).

2.3. Plant Characterization

Hydrodynamic measurements were conducted near the same aquatic plant species, P. pectinatus,
which is a slender, submerged macrophyte [35]. Each field experiment was followed by laboratory
measurements of biomechanical traits.
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In the Jeziorka River, the chosen individual plant had a length of 1 m and floated almost
horizontally approximately 10 to 20 cm above the bottom. Other macrophytes in the vegetated region
of the channel grew in a dense patch 5 m in length, and their stems floated higher above the bottom
than the tested hydrophyte. In the Świder River, individuals of P. pectinatus were much shorter, with
an average length of 35 cm. The investigated plants grew in a different pattern than the macrophytes
in the Jeziorka River; instead of one slender and long patch, the plants were spread across a 1.5 m wide
and 0.6 m long area (Figure 3), with stems floating at a maximum of 5 cm above the riverbed.

 

Figure 3. Arrangement of the platform with Vectrino Profilers and individuals of P. pectinatus during
the experiment in the Świder River.

2.4. Measurements of Biomechanical Traits

Biomechanical tests (3-point bending and tension tests) were conducted using a Tinius Olsen
Bench Top Testing Machine, 5ST Model (Tinius Olsen, Redhill, UK), and the data were recorded using
Horizon software. The plants were transported to the laboratory and kept in a 112 L tank (more details
are available in [36]). After a plant was removed from the aquarium, the stem was cut into 7 cm
pieces. Next, the diameter of each sample was measured using a microscope. In the tension tests, short
strips of sandpaper were glued to the ends of the samples to prevent them from slipping out of the
machine clamps [36]. The measurements were conducted in submerged conditions [36]. In addition,
to minimize the time interval between removing a plant from the aquarium and conducting the test,
no more than 10 samples were prepared at the same time.

The investigated parameters in the 3-point bending test included maximum force, maximum
stress, maximum deflection, flexural strain, flexural rigidity, and flexural modulus, and the tension
parameters included breaking force, stress and strain, and Young’s modulus. All parameters were
calculated following formulas from Łoboda et al. [36], based on Niklas [37] and ASTM [38].
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2.5. Data Processing

The VP was used to record velocities in a profile placed 11 cm above the bottom at the start of the
measurement in the Jeziorka River and 15 cm in the Świder River. The depth was chosen to perform
measurements in a water volume as close to the bottom as possible, but without danger of burying the
probe. In case of profiles upstream and downstream of P. pectinatus in the Jeziorka River, each point in
the profile represented a 3-min recording, and the vertical distance between the following points was
3 cm. The collected datasets were then processed and filtered before further analysis. Parts of code
included in the MITT open source MATLAB algorithms [39] were used for velocity data processing.
The time-dependent analysis of the recorded velocity data revealed significant drops in data quality
caused by noise that affected certain VP beams. Thus, a significant part of velocity data records was
discarded during the second experiment.

To exclude spikes in the velocity records from the VP, a 3-stage method was used. First, from each
measurement point containing 30 cells within it, one cell within the “sweet spot” was identified with
the best signal-to-noise ratio (SNR) value [32,40,41] and subjected to further processing. Second, points
in the recording with correlation below 70% and SNR values below 15 dB were discarded and replaced
using linear interpolation. The last step included using the modified 3D phase-space thresholding
method filter to remove the spikes [42–44].

After the filtering, the following flow characteristics were calculated: Mean velocity, standard
deviation of velocity, turbulent kinetic energy, turbulence intensity, and Reynolds stress (Tables 3 and 4).
The turbulent kinetic energy (TKE) was calculated as:

TKE =
1
2

(
(U′)2 + (V′)2 + (W ′)2

)

where U’, V’, and W’ are velocity fluctuations in the longitudinal, lateral, and vertical directions,
respectively, and the overbars denote mean values. Normal Reynolds stresses, turbulence intensities,
and TKE were calculated as noise free, which was possible due to redundant data of 2 independent
vertical velocities recorded by VP [45,46]. As the first vertical velocity was obtained from the same
pair of beams as longitudinal velocity, it was used for all relevant calculations [41].

The power spectral densities were calculated using scripts implemented in MATLAB, i.e.,
the Welch [47] method with discrete Fourier transform points equal to 512, with 50% overlap and a
Hamming window function [41].

The characteristics of the bed forms were calculated from the data acquired by the current profiler,
where the lengths of forms were given as the height from the local maximum crest to the local minimum
trough [48]. The mean celerity of the bed forms was estimated from the current profiler and VP records
and was calculated using the equation proposed by Nikora et al. [33]:

C =
0.66

¯
UFr2.9

gλ
¯

U
2

,

where U is mean velocity, Fr is the Froude number, g is gravitational acceleration, and λ is the length
of a bed form.

3. Results

3.1. Bed Elevation Long-Duration Behavior and Bed Morphology

The bed morphology revealed by a river cross-section (Figure 4) showed uneven elevations near
the left bank of the river and a relatively flat bottom through the middle part up to the deepest section
near the right bank, where the majority of the P. pectinatus specimens grew. The results from the
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experiment conducted in the Jeziorka River showed fluctuations of the bed elevation of less than
0.5 cm in the vegetated area and up to 2 cm in the clear area (Figure 5).

The experiment conducted in the Świder River showed ripples 1.0 to 2.5 cm high in the vegetated
area (Figure 6). In the clear region, no distinct ripples were observed. In the clear region, a sand dune 10 cm
high was observed (Figure 6). The occurrence of smaller ripples was then observed on the upstream side of
that sand form, which were clearly distinguishable as a second type of wave form [33,49]. The streamwise
depth elevation profiles revealed easily distinguishable deep and shallow areas close to the bank (Figure 4,
profile I in Figure 7). Moving away from the bank, profile II, which was at the same distance from the bank
as the long-duration measurement point in the vegetated area, showed continuous changes in elevation
approximately 3 cm high. Profile IV, which was at the same distance from bank as the long-duration
measurement point in the clear area, showed a series of dunes 10 cm high. Both profiles II and IV were
thus consistent with time-dependent changes in the vegetated and clear regions (Figure 6). The measured
properties of the sand forms showed that height and length increased with increasing distance from the
channel’s left bank, while dune celerity decreased (Table 2, Figure 7).

Table 2. Statistics of sand waves in the considered profiles in the Świder River. L denotes length of a
dune; H denotes height of the dune; SD denotes standard deviation.

Location
Mean L

(cm)
Mean H

(cm)
SD L
(cm)

SD H
(cm)

Mean
Time τ (s)

Celerity
(ms−1 × 103)

Theoretical
Celerity

(ms−1 × 103)

Profile II 127.1 3.2 36.0 2.2 1338 0.949 0.112
Profile III 257.5 12.8 67.9 5.2 – – –
Profile IV 345.8 13.2 138.5 4.0 10.400 0.332 0.041

Figure 4. Bed morphology of studied sites in the (A) Świder River and (B) Jeziorka River.

131



Water 2018, 10, 1166

Figure 5. Smoothed longitudinal velocity and depth changes in the Jeziorka River at one point in clear,
and one in vegetated region.

Figure 6. Smoothed longitudinal velocity and depth changes in the Świder River at one point
in clear, and one in vegetated region. Parts of the velocity recording were removed due to bad
signal characteristics.
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Figure 7. Bed elevation profiles made in the stream-wise direction in the Świder River. Please note that
profile numbers increase with distance to the left bank.

3.2. Velocity Long-Duration Behavior

The long-duration velocity measurements in two distinct river regions were quasi-stationary,
given various phases of sand waves moving beneath, and represent only quantitative differences
between those regions and the rivers themselves (Tables 3 and 4). The measured mean longitudinal
velocity was higher in the clear flow path in the Jeziorka and Świder rivers by 12% and 16%, respectively,
with mean squared error two times higher in the latter (Table 3). The lateral and vertical velocity
fluctuations were also higher in the clear area in the Świder River, while in the Jeziorka River there was
no difference between regions (Table 3). The normalized turbulence intensities in the Świder showed
increased mixing in longitudinal and vertical directions (higher in clear region than in vegetated
region), in contrast to the Jeziorka River, where lateral mixing increased with no differences between
regions (Table 3). The turbulent kinetic energy was the highest in the clear region in the Świder River,
three times higher than in the other three regions. The normal stresses in the clear region of the
Świder River were larger than those in the vegetated area (Table 4), particularly the shear stress (U’W’),
which showed typical values as reported by Sukhodolov et al. [27] above the bed with a sandbar of
similar height (albeit immobile). The ratio of normal transverse and vertical stresses was close to 1.65
for the Jeziorka River, which is consistent with the coefficient for open channel flows found by Nezu
and Nakagawa [50]. The fluctuating longitudinal velocity power spectral density (PSD) plot (Figure 8)
showed the occurrence of a −5/3 Kolmogorov scaling range at higher frequencies, and a −1 scaling
range at lower frequencies, which are attributed to the inertial and production subranges of turbulence,
respectively [51]. In the Jeziorka River, there were no apparent differences in the PSD between the
clear and vegetated regions, in contrast to the Świder River, where the PSD was flatter for the region
with plants.

133



Water 2018, 10, 1166

Figure 8. Power spectrum of longitudinal velocities calculated from the filtered signal of
long-duration measurements.

Table 3. Mean velocity, turbulence intensity, and turbulent kinetic energy of long-time measurements.

Location

Mean Velocity ± SD
(cm·s−1)

Turbulence Intensity
(Normalized)

Turbulent
Kinetic
Energy

(m2·s−2)
U V W

√
U′2

U

√
V′2

U

√
W′2

U

Świder R.
Vegetated 34.95 ± 9.61 −4.52 ± 5.90 0.52 ± 4.25 0.2115 0.0437 0.1000 0.0032

Clear 40.56 ± 15.14 −5.81 ±10.05 −5.56 ± 8.41 0.2851 0.0628 0.1972 0.0102

Jeziorka R.
Vegetated 39.46 ± 6.18 8.05 ± 4.90 −0.62 ± 3.53 0.1521 0.1186 0.0885 0.0035

Clear 44.25 ± 6.21 3.28 ± 4.81 −2.95 ± 3.66 0.1345 0.1011 0.0816 0.0034

Table 4. Mean velocity, turbulence intensity, and turbulent kinetic energy of long-time measurements.

Location

Reynolds Stresses (kg·m−1·s−2)

Normal Stresses Tangential Stresses

−æu′u′ −æv′v′ −æw′w′ −æu′v′ −æu′w′ −æv′w′

Świder R.
Vegetated −5.46 0.23 −1.22 −0.27 0.91 0.28

Clear −13.37 −0.65 −6.40 1.72 5.68 −0.93

Jeziorka R.
Vegetated −3.60 −2.19 −1.22 0.67 0.75 −0.03

Clear −3.54 −2.00 −1.30 −0.04 0.81 −0.13

3.3. Velocity Profiles in the Proximity of P. pectinatus

The mean longitudinal velocities upstream of P. pectinatus were distributed in the expected
logarithmic profile, with a maximum value of 0.58 m·s−1 (Figure 9). Two downstream profiles were
similar in each velocity direction, but with increased deviations below Z/H = 0.3, especially for the
profile 0.25 m behind the plant. The profile upstream had increased mean lateral velocity and vertical
velocity oscilating near 0 m·s−1, while downstream of the plant the velocity tended to be directed
toward the bottom. The turbulent kinetic energy was elevated at a height of Z/H = 0.1 upstream of the
plant, but downstream it was lower at that height (Figure 9).
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Figure 9. Profiles from the Jeziorka River upstream and downstream of P. pectinatus.

3.4. Biomechanical Measurements

P. pectinatus samples from the Jeziorka River were characterized by thinner stems than those
collected from the Świder River. The mean diameters in the three-point bending tests were 0.99 and
1.14 mm for hydrophytes from the Jeziorka and the Świder rivers, respectively (Table 5), whereas in the
tension tests, these values ranged from 0.98 mm for species from the Jeziorka to 1.33 mm for individuals
from the Świder (Table 6). The maximum force, maximum stress, and flexural strain were similar for
both locations (Table 5). However, P. pectinatus from the Jeziorka River was characterized by lower
flexural rigidity and flexural modulus of 7.82 N·mm2 and 175.20 MPa, respectively (Table 5). The same
species from the Świder River had a stiffness that was approximately twice as high: The flexural
rigidity was 16.09 N·mm2 (Table 5). The flexural modulus was also much higher, reaching 280.39 MPa.

The tension test results show that the breaking force of P. pectinatus from the Jeziorka River was
higher, 3.32 N compared to the value associated with the Świder River, 2.34 N (Table 6). The differences
in strength were more prominent; the plant from the first experiment had a breaking stress of 4.56 MPa,
whereas the value was lower for the second plant, at 1.91 MPa (Table 6). The strain of the studied
species from the Jeziorka River was 12.33%, whereas for hydrophytes from the Świder River, the strain
was 9.08%. P. pectinatus displayed a mean Young’s modulus of 104.50 MPa in the plants from the first
measurement and 38.17 MPa in the plants from the second (Table 6).

Table 5. Diameter and three-point bending test results for P. pectinatus.

Parameter

Jeziorka River Świder River

5 July 1 October

20 Samples 22 Samples

Mean ± SD Median Mean ± SD Median

Diameter (mm) 0.99 ± 0.17 0.99 1.14 ± 0.31 1.01
Maximum force (N) 0.022 ± 0.007 0.020 0.024 ± 0.017 0.020
Maximum stress (MPa) 0.030 ± 0.013 0.025 0.023 ± 0.010 0.023
Flexural strain (%) 4.38 ± 1.02 4.27 4.52 ± 1.73 4.33
Max. deflection (mm) 16.14 ± 1.55 16.13 14.57 ± 2.97 15.62
Sec. m. of area (mm4) 0.057 ± 0.049 0.046 0.131 ± 0.209 0.051

Flexural rigidity (N·mm2) 7.82 ± 4.22 6.22 16.09 ± 5.27 16.07
Flexural modulus (MPa) 175.20 ± 91.49 159.80 280.39 ± 188.84 271.75
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Table 6. Diameter and tension test results for P. pectinatus.

Parameter

Jeziorka River Świder River

5 July 1 October

20 Samples 19 Samples

Mean ± SD Median Mean ± SD Median

Diameter (mm) 0.98 ± 0.12 1.00 1.33 ± 0.35 1.28
Breaking force (N) 3.32 ± 0.63 3.45 2.34 ± 0.77 2.22
Breaking stress (MPa) 4.56 ± 1.30 4.63 1.91 ± 0.95 1.62
Breaking strain (%) 12.33 ± 3.42 13.18 9.08 ± 2.17 8.84

Young’s modulus (MPa) 104.50 ± 35.19 104.00 38.17 ± 26.01 35.83

4. Discussion

The typical configuration of aquatic plants found in both studied rivers consisted of a strip of
plants growing along the river bank, similar to the configuration observed in the study by Naden et
al. [24]. We expect aquatic macrophytes to grow closer to river banks due to the favorable conditions
for seeds to be trapped [52]. In the case of P. pectinatus, Chambers et al. [53] showed that it thrives in
rivers with slower currents; therefore, in the vegetated region, the water current was expected to be
lower than in the main stream due to the plant’s growth requirements. This theory was borne out by
the obtained results, with measured velocity being 12% and 16% lower than that in the clear regions in
the Świder and Jeziorka rivers, respectively (Table 3). However, the study of Kemp et al. [54] showed
that submerged macrophytes with fine leaves thrive in habitats with a wide range of Froude numbers.

The investigated rivers exhibited similar granulometry (Figure 1), but the Świder River had a
Froude number two times greater (Table 1), and it produced different sand wave patterns. In the
Jeziorka River, approximately 20% of the width of the studied cross-section was considered the
vegetated region, while in the Świder River, the living plants spread to no more than 10% of the
channel width. Note that the experiments were conducted in meandering rivers, which is reflected
in the cross-sectional structure (Figure 4), and which in turn had a major influence on bed scour and
deposition [55,56]. Three regions were distinguished in both rivers: The relatively flat, deepest region
with vegetation, a middle region without plants but with sand forms, and a shallow region opposite the
deep one (Figure 4), which in the Jeziorka River was also vegetated. This pattern of deep and shallow
fragments of a channel, a sequence of pools and riffles, is typical for natural meandering rivers [57–59].
However, the pattern of plant patches in a channel varies not only yearly but also seasonally, changing
the bed shear stress over time [18,24]. Furthermore, the occurrence of plants and flattening of sand
waves may be connected to the appearance of dead wood debris, which was found in the vegetated
regions in both rivers, as this type of debris can trap seeds and organic matter [60]. Submerged
vegetation in this case performs a similar role as emergent or riparian vegetation: Trapping fine
sediment, building landforms, and ultimately stabilizing the river banks [19,61,62]. This hypothesis
is consistent with the occurrence of sandbars, visible in vegetated regions near banks in both rivers
(Figure 4). These bars could serve as plant-rooting locations, where vegetation decreases the flow
velocity within the patch and increases it around the main body of the plant [63]. The present case
study revealed that sparsely rooted plant specimens did not create blockage factor big enough to
deflect flow and scouring effect was not observed, which otherwise would protect a plant from being
buried by passing sand forms.

The collected records of bed elevation changes show differences between various regions in
river cross-section morphology in terms of the discrete characterization method. The Jeziorka River
featured completely disturbed sand waves in the vegetated region (Figure 5), while in the Świder River,
these waves occurred in the vicinity of P. pectinatus; however, these dunes were three times lower than
the fully developed wave forms in the clear region (Figure 6). The bed form celerity shows that larger
dunes were migrating at slower rate than ripples close to the river bank (Table 2). Large bed forms
contain more bed load, therefore a significant part of the sediment must be transported in the clear
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region of the river through dune movements [64]. The flow in that region was characterized by higher
Reynolds stresses due to higher shear caused by larger dunes and higher mean longitudinal velocity,
however reduced in the dune trough (Figure 6), which is in line with those of, e.g., Venditti and
Bauer [65] and Kostaschuk [66]. In comparison to the study of Sukhodolov et al. [27], mean Reynolds
shear stress was 10 times higher in spite of the same mean velocity, however it can be explained by the
fact that measured point in the present case study in the Świder River was relatively close to the bottom
and a lot of negative velocities were recorded, which was not the case in study of Sukholodov [27].

A spike visible in the power spectral density plot in the clear region of the Świder River at
0.4–0.5 Hz (Figure 8) can be related to eddy-like flow structures that originated from the flow separation
zone in the lee side of the dune [50]. However, Venditti and Bauer [65] indicated that eddies could
not be attributed to a certain frequency, and what is more, analysis of a long-duration velocity power
spectrum can be misleading due to the occurrence of local nonstationarity in the time series (particularly
prominent in Figure 6). Furthermore, Singh et al. [67] reported that eddies with a vertical size smaller
than the distance from the bottom to the measurement point could not be found in the spectra at all.
Nevertheless, the spectrum of the velocity in the vegetated region in the Świder River was flatter
in the inertial subrange than in the clear region. Consequently, more energy was conducted into
higher frequencies in the clear region, as would be expected in the dissipation wake of a bed form [65].
The elevated Reynolds stress in that clear region (Table 4) was also in agreement with the observation
of energy distribution. Obtained results indicate that there was a connection between the height of
sand dunes and Reynolds shear stress in the water layer above. However, in the pool region, Reynolds
stress distribution might be not correlated with sediment size or flow characteristics [59].

Plants, even of the same species, that grow in similar rivers can be characterized by changes in
biomechanical properties that depend on the habitat conditions and the phase of plant growth [68].
P. pectinatus from two investigated rivers differed in terms of length, thickness, and biomechanical
traits. Hydrophytes from the Świder River were shorter, thicker, and stiffer (Tables 5 and 6), and were
more resistant to bending forces than specimens from the Jeziorka River. Nevertheless, they were more
durable in the tension tests (Table 6). In other words, the specimens growing in the region where the
bed was flat grew longer and had altered characteristics such that they were more prone to bend to
withstand higher forces resulting from their length. This behavior may be an example of an avoidance
strategy, as described by Puijalon et al. [69]. The occurrence of drag on a simple specimen was visible
in the measured velocity profiles (Figure 9), in which a region of disturbed velocities in the plant wake
was noted. In the Świder River, the increased resistance to bending by specimens growing out of
the riverbed, where the ripples were as high as the plants themselves, may be a natural strategy to
withstand unfavorable conditions. Then, the most likely reason for the above-mentioned differences in
biomechanical properties of hydrophytes may be connected to their diversity of growth phases [68].

The question arises as to whether the studied plants affect the flow and sediment movements
or vice versa. The measurements in the Jeziorka River revealed lower mean longitudinal and lateral
velocities in the wake of the single plant, but most outstanding was the lower TKE relative to that of the
point upstream (Figure 9). The TKE results were not consistent with those obtained by Biggs et al. [70]
with another hydrophyte of similar morphology, Ranunculus penicillatus (Dumort.) Bab., for which TKE
was elevated. However, that study focused on a dense patch and not on a thin individual plant. In the
Jeziorka River, the studied macrophyte was streamlining, which is a natural behavior for flexible plants
in high-flow conditions [71,72]. Moreover, Siniscalchi and Nikora [72] showed that single hydrophytes
exhibited flapping-like motions to minimize drag force, indicating their susceptibility to turbulent
eddies [63]. With the frontal area of P. pectinatus being approximately four times smaller than that of
the patch in Biggs’s experiment, the effect on flow in the plant’s wake was barely discernible (Figure 9).
The studied individuals were too small to show any effect on the bottom morphology; however,
there were denser patches downstream (Figure 2), which were followed by a shallower area (Figure 4).
In the Świder River, plants grew too small and sparsely to have a significant impact on the velocity
profile or bed shear stress (canopies of a/h << 0.1, where a is diameter and h is water height; see [71])
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or even on the sand forms; therefore, plants were periodically covered by migrating dunes, as we
observed in our measurements. This result is consistent with a theory by Green [63], who suggested
that certain hydrophytes in regions close to the bank and the riverbed do not contribute significantly
to resistance due to drag of the boundary layer itself. The present case study investigated such species
with even lower shoot density and more sharp-ended stems than R. penicillatus, which have practically
no blockage effect. This can be a hint, which species are likely to positively contribute to biodiversity
of river but not significantly affect flow resistance. Furthermore, Chen and Kao [73] showed that flow
through sparse vegetation was similar to flow that occurs in a solid-boundary channel.

Studies performed in situ by Naden et al. [24] and Sukhodolova and Sukhodolov [74] represent
a goal for how studies of flow–biota–sediment interactions should be conducted. The present
investigation was smaller in scale and details, as the requirement of maintaining stationarity of
the measurement and revision of local conditions forced us to skip some of the observations. In spite of
this, the findings of the presented study show agreement with general theories on this subject and add
scarcely available data to it. Therefore, the next step would be to perform subsequent measurements
in the next summer season in the same spots to observe changes in bed morphology and vegetation
cover. Additionally, the creation of a denser grid of velocity profiles around P. pectinatus patches,
including big canopies present in the Jeziorka River, would be preferable in order to find how these
plants’ assembles affect flow field.

5. Conclusions

We present the following observations with regard to the plant occurrence, sediment movements,
plant traits, and effects of hydrophytes on flow and sand forms:

• The aquatic plant P. pectinatus grew in a larger quantity in the river with the lower Reynolds
number, tending to be located in a pool section of a channel, where smaller ripples occurred.
This finding suggests an emerging pattern in which flow conditions and bed morphology are
connected with the occurrence of the studied hydrophyte.

• The bed forms measured in the Świder River tended to exhibit increased height and length with
increased distance from the vegetated region close to the bank. These forms were also more
developed than those in the Jeziorka River, which is characterized by finer sediment and faster
but steadier flow, with lower turbulent kinetic energy and a lower Froude number.

• Major differences were identified in the plants’ morphology and biomechanics: Older individuals
from the faster-flowing Świder River were thicker, shorter, and stiffer than their younger
counterparts from the Jeziorka River, which were more prone to bending. These traits may
have resulted from the aquatic macrophytes’ adjustment to the habitat conditions.

• Strips of short individual P. pectinatus plants within a mobile bed in the Świder River did not
seem to detectably affect passing sand ripples. Turbulence statistics suggest a much steadier flow
than that in the clear area.

• The single hydrophyte from the Jeziorka River did not affect the velocities measured downstream;
only elevated TKE was visible in the wake of the plant.

• The mean velocity in front of the plants was approximately 12% and 16% lower than in the clear
regions in the Świder River and Jeziorka River, respectively. Therefore, bed conditions such as
small sandbars and wood debris trapping organic material could have made major contributions
to the creation of a habitat suitable for plants to grow.
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36. Łoboda, A.M.; Przyborowski, Ł.; Karpiński, M.; Bialik, R.J.; Nikora, V.I. Biomechanical properties of aquatic
plants: The effect of test conditions. Limnol. Oceanogr. Methods. 2018, 16, 222–236. [CrossRef]

37. Niklas, K.J. Plant Biomechanics. In An Engineering Approach to Plant Form and Function; University of Chicago
Press: Chicago, IL, USA, 1992; ISBN 0-226-58641-6.

38. ASTM D790-03. Standard Test Methods for Flexural Properties of Unreinforced and Reinforced Plastics and Electrical
Insulating Materials; ASTM International: West Conshohocken, PA, USA, 2003.

140



Water 2018, 10, 1166

39. MacVicar, B.; Dilling, S.; Lacey, J. Multi-instrument turbulence toolbox (MITT): Open-source MATLAB
algorithms for the analysis of high-frequency flow velocity time series datasets. Comput. Geosci. 2014, 73,
88–98. [CrossRef]

40. Brand, A.; Noss, C.; Dinkiel, C.; Holzner, M. High-resolution measurements of turbulent flow close to
the sediment-water interface using bistatic acoustic profiler. J. Atmos. Ocean. Technol. 2016, 33, 769–788.
[CrossRef]

41. Koca, K.; Noss, C.; Anlanger, C.; Brand, A.; Lorke, A. Performance of the Vectrino Profiler at the
sediment-water interface. J. Hydraul. Res. 2017, 55, 573–581. [CrossRef]

42. Goring, D.G.; Nikora, V.I. Despiking Acoustic Doppler Velocimeter data. J. Hydraul. Eng. 2002, 128, 117–126.
[CrossRef]

43. Wahl, T.L. Discussion of ‘Despiking acoustic Doppler velocimeter data’ by Derek G. Goring and Vladimir I.
Nikora. J. Hydraul. Eng. 2003, 126, 484–487. [CrossRef]

44. Parsheh, M.; Sotiropoulos, F.; Porte-Agel, F. Estimation of Power Spectra of Acoustic-Doppler Velocimetry
Data Contaminated with Intermittent Spikes. J. Hydraul. Eng. ASCE 2010, 136, 368–378. [CrossRef]

45. Voulgaris, G.; Trowbridge, J.H. Evaluation of the acoustic Doppler velocimeter (ADV) for turbulence
measurements. J. Atmos. Ocean. Tech. 1998, 15, 272–289. [CrossRef]

46. Hurther, D.; Lemmin, U. A correction method for turbulence measurements with a 3D acoustic Doppler
velocity profiler. J. Atmos. Ocean. Tech. 2001, 18, 446–458. [CrossRef]

47. Welch, P.D. The use of fast Fourier transform for the estimation of power spectra: A method based on time
averaging over short, modified periodograms. IEEE Trans. Acoust. Electr. 1967, 15, 70–73. [CrossRef]

48. Tuijnder, A.P.; Ribberink, J.S.; Hulscher, S.J. An experimental study into the geometry of supply-limited
dunes. Sedimentology 2009, 56, 1713–1727. [CrossRef]
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