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Preface to ”Advancing Earth Surface Representation

via Enhanced Use of Earth Observations in

Monitoring and Forecasting Applications”

The Earth surface modelling community has recognized the need for enhancing the use of

Earth observation (EO), in particular from remote sensing global observing satellites, to support and

improve the monitoring and understanding of surface processes. These processes include complex

and intertwined components of the Earth system such as land, vegetation, snow, ice, coasts and open

waters. A review paper is proposed in place of an editorial introduction.

 Gianpaolo Balsamo, Fatima Karbou, Vanessa M. Escobar, 
Benjamin Ruston, Susanne Mecklenburg, Matthias Drusch, Isabel F. Trigo

Special Issue Editors
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Article

Validation and Calibration of QAA Algorithm for
CDOM Absorption Retrieval in the Changjiang
(Yangtze) Estuarine and Coastal Waters
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Abstract: Distribution, migration and transformation of chromophoric dissolved organic matter
(CDOM) in coastal waters are closely related to marine biogeochemical cycle. Ocean color remote
sensing retrieval of CDOM absorption coefficient (ag(λ)) can be used as an indicator to trace the
distribution and variation characteristics of the Changjiang diluted water, and further to help
understand estuarine and coastal biogeochemical processes in large spatial and temporal scales.
The quasi-analytical algorithm (QAA) has been widely applied to remote sensing inversions of
optical and biogeochemical parameters in water bodies such as oceanic and coastal waters, however,
whether the algorithm can be applicable to highly turbid waters (i.e., Changjiang estuarine and coastal
waters) is still unknown. In this study, large amounts of in situ data accumulated in the Changjiang
estuarine and coastal waters from 9 cruise campaigns during 2011 and 2015 are used to verify and
calibrate the QAA. Furthermore, the QAA is remodified for CDOM retrieval by employing a CDOM
algorithm (QAA_CDOM). Consequently, based on the QAA and the QAA_CDOM, we developed
a new version of algorithm, named QAA_cj, which is more suitable for highly turbid waters, e.g.,
Changjiang estuarine and coastal waters, to decompose ag from adg (CDOM and non-pigmented
particles absorption coefficient). By comparison of matchups between Geostationary Ocean Color
Imager (GOCI) retrievals and in situ data, it reveals that the accuracy of retrievals from calibrated
QAA is significantly improved. The root mean square error (RMSE), mean absolute relative error
(MARE) and bias of total absorption coefficients (a(λ)) are lower than 1.17, 0.52 and 0.66 m−1,
and ag(λ) at 443 nm are lower than 0.07, 0.42 and 0.018 m−1. These results indicate that the calibrated
algorithm has a better applicability and prospect for highly turbid coastal waters with extremely
complicated optical properties. Thus, reliable CDOM products from the improved QAA_cj can
advance our understanding of the land-ocean interaction process by earth observations in monitoring
spatial-temporal distribution of the river plume into sea.

Keywords: CDOM; absorption coefficient; QAA inversion; GOCI; Changjiang (Yangtze) estuary

1. Introduction

Remote sensing of oceans and coastal zones is a key technology for monitoring spatial-temporal
distribution of the river plume into sea and understanding of the land-ocean interaction processes.
Satellite retrievals of inherent optical parameters (IOPs) of waters such as absorption and scattering
characteristics is one of the most important applications of ocean color remote sensing [1]. Furthermore,
chlorophyll, chromophoric dissolved organic matter (CDOM), suspended sediment and other
water component concentrations can be derived from IOPs, which leads to further estimations of
phytoplankton biomass, primary productivity and heat flux [2]. The IOPs mainly include absorption

Remote Sens. 2017, 9, 1192; doi:10.3390/rs9111192 www.mdpi.com/journal/remotesensing1
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coefficient (a(λ), see Table 1 for symbols and definitions) and backscattering coefficient. They are the
source of the satellite remote sensing to quantify ocean water information [3], and key parameters
of bio-optical models [4]. CDOM absorption coefficient is often used as a tracer to evaluate the
amount of nutrients carried by Changjiang diluted water. Numerous applications of remote sensing
have allowed to retrieve main components of water (i.e., phytoplankton, non-pigmented particles
and CDOM) worldwide [5–7]. In CDOM-rich regions, such as North America and northern Europe,
CDOM determines the optical properties of marine waters to a large extent and its existence can affect
marine biogeochemical processes by the light absorption. Bricaud et al. [8] pointed out that even low
concentrations of CDOM in the open sea may have an effect on absorption and hence on ocean color
similar to that of low or moderate algal biomass; Nieke et al. [9] supported the possibility of using
light absorption characteristics of CDOM in coastal waters strongly influenced by freshwater runoff in
the Estuary and Gulf of St. Lawrence system (Canada); Darecki et al. [10] found a strong influence
of CDOM absorption on the quantitative and qualitative features of spectral reflectance of in two
different water bodies with similar chlorophyll content in the Baltic Sea; Hu et al. [11] estimated ag to
study occurrence and distribution of red tides in coastal waters off South Florida; Bowers et al. [12]
used salinity to determinate ag in an estuary for exploring the river discharge.

A number of algorithms were proposed to quantify ag(λ) from spectral measurements of ocean
water. Empirical algorithms [13–19] were mostly based on spectral reflectance ratios to calculate
ag(λ), and these algorithms required adequate data to parameterize the model and may only be
valid for specific locations. Algorithms based on statistical modeling [18,20–24], such as optimization
(Garver-Siegel-Maritorena, GSM), matrix inversion algorithm, artificial neural network (aNN) and
Linear Matrix Inversion (LMI) algorithm, used some semi-analytical methodologies, but required
knowledge about specific biochemical parameters [5]. Semi-analytical algorithms [25–27] mostly
use Rrs(λ) to calculate IOPs and further to estimate biochemical parameters, which incorporate both
empirical parameters and bio-optical models. The quasi-analytical algorithm (QAA) developed by
Lee et al. [28] was widely applied during the last decade. Several updated versions were presented in
following years [29–31]. Recent version (QAA_v6) has been presented online by Lee [31].

Although the QAA algorithm is widely used [30,32–35], some researches pointed out that there
are still large uncertainties in deriving optical properties for optically complex Case 2 waters [36–38].
Under the joint influences of river runoffs, tidal currents, marine circulations, etc., the hydrodynamic
and biogeochemical environment in the Changjiang estuary and its adjacent coastal waters is
unique, characterizing by high turbidity and complicated optical properties [39–41]. Among these
drivers, the Changjiang diluted water with low salinity and high levels of nutrients and suspended
sediment [42–45] makes greatest contribution to the optical complexity in the region of Changjiang
River mouth due to its obvious seasonal changes. Compared to the clear oceanic waters, due to the
lack of in situ data support, an application of QAA in the Changjiang estuarine and coastal waters is
rarely reported in the literature.

Therefore, improvements to QAA over optically complex and highly turbid waters is in great
demand considering successful absorption retrieval from ocean color remote sensing would provide a
considerable advance in the release of satellite product and estimation of water components in the
future. The objective of this study is to improve QAA algorithm and enhance an accuracy of QAA
retrieval from satellite data in the Changjiang estuarine and coastal waters. The applicability of QAA
is tested in the study area at first and then we perform a verification and calibration of QAA based
on large amounts of in situ data accumulated during 9 voyage surveys from 2011 to 2015. Moreover,
we calibrate the QAA_v6 and propose QAA_cj for retrieving both total and CDOM spectral absorption
coefficients. Through applying to GOCI level-1 products, QAA_cj is finally validated with in situ data
and compared with QAA_v6.

2



Remote Sens. 2017, 9, 1192

Table 1. Symbols and definitions.

Symbol Description Unit

a Total absorption coefficient, aw + aph + ag + ad m−1

anw Non-water absorption coefficient, a − aw = aph + ag + ad m−1

aw Pure water absorption coefficients m−1

aph Phytoplankton absorption coefficients m−1

ag CDOM absorption coefficients m−1

ad Non-phytoplankton particulate absorption coefficients m−1

ap Particulate absorption coefficients, aph + ad m−1

adg Combined CDOM and non-pigmented particulate absorption coefficient, ag + ad m−1

bbp Particulate backscattering coefficient m−1

bbw Pure seawater backscattering coefficient m−1

bb Total backscattering coefficient, bbw + bbp m−1

Y Power of the spectral particulate backscattering coefficient
Rrs Above-surface remote-sensing reflectance sr−1

rrs Below-surface remote-sensing reflectance sr−1

S Exponential slope of the CDOM spectral absorption coefficient nm−1

u Ratio of backscattering coefficient to the sum of absorption and backscattering
coefficients, bb/(a + bb)

λ0 Reference wavelength nm

2. Materials and Methods

2.1. Shipborne Samplings and Measurements

Water samples were collected during nine cruise campaigns in the Changjiang estuarine and
coastal waters from 2011 to 2015. Spectral radiometric parameters (i.e., spectral downwelling irradiance,
Ed, spectral incident radiance, Ls, total spectral upwelling radiance, Ltot) for estimating Rrs(λ) were
measured by Hyperspectral surface acquisition system (HyperSAS, Satlantic Inc.®, Halifax, NS,
Canada). A total of 371 surface data samples was collected. Two radiance sensors were pointed
to the sea and sky, respectively, at an optimal zenith angle of 40◦, and at an optimal azimuth angle of
135◦ away from the sun, in order to maximally avoid the wind speed impact and minimize solar glitter
effects [46].

Spectral absorption coefficients a(λ, z) and attenuation coefficients c(λ, z) (z is the depth in meters)
were measured in situ by WETLabs® absorption and attenuation meter (ac-s) during downcasts and
upcasts as water flowed through the ac-s meter. A total of 479 data samples of a was obtained. bb(λ, z)
values were measured simultaneously by WETLabs® ECO-BB9 backscattering sensors (at wavelengths
of 412, 440, 488, 510, 532, 595, 650, 676, and 715 nm, and at a scattering angle of 117◦). 515 data samples
of bbp were collected.

CDOM water samples were obtained through filtration on shipboard using a 0.22 μm
polycarbonate membrane (Millipore, 47 mm diameter, MilliporeSigma, Burlington, MA, USA) under
low vacuum immediately after sampling. The membranes were soaked in 10% HCl for 15 min and
then rinsed by Milli-Q water three times before filtration. The filtered CDOM samples were collected
in borosilicate glass vials, and then stored in a −40 ◦C refrigerator. All vials were pre-soaked in 10%
HCl for 24 h, rinsed by Milli-Q water for three times, and pre-combusted at 450 ◦C for 5 h. A total of
551 data samples were obtained.

Data processing methods were detailed in Section 2.2. A total of 181 matchups containing
simultaneous data of Rrs, a and bb were obtained. Furthermore, SPSS software (IBM®, version 22.0)
was used to control data quality. Excluding the sampling data deviating from the mean values more
than ±3σ, 144 matchup data were reserved for the analysis. In addition, 159 matchup data of ag and
Rrs were collected. All matchup locations are shown in Figure 1a. Meanwhile, two sets of matchup
data were randomly divided into two parts, of which 70% were used to calibrate algorithm, and 30%
to validate algorithm.

3
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Figure 1. Location of sampling stations in the Changjiang estuarine and coastal waters. (a) Samples
were collected from 9 cruises in summer (May, July 2011, August 2013 and July 2015) and winter
(February, March 2012, March 2013, February 2014 and March 2015); (b) Matchup stations selected for
in situ and GOCI images (empty circles and stars represent the matchup time windows within ±24 h,
filled circles and stars within ±3 h).

Typical spectra of remote-sensing reflectance collected in the Changjiang estuarine and its adjacent
coastal waters are shown in Figure 2a,b shows the sun zenith angle and weather conditions of in situ
Rrs(λ) validation data.

Figure 2. (a) Typical spectra of remote-sensing reflectance collected in the Changjiang estuarine
and its adjacent coastal waters; (b) The sun zenith angle and weather conditions of in situ Rrs(λ)
validation data.

2.2. Data Processing

Through in situ measurements of downwelling spectral irradiance, Ed(λ), incident spectral
radiance, Ls(λ), total upwelling spectral radiance, Ltot(λ), Rrs(λ) is estimated by Sokoletsky and Shen [47]:

Rrs(λ) =
Ltot(λ)− ρsky(λ)Ls,sky(λ)

Ed(λ)
(1)

where ρsky(λ) stands for a ratio of spectral reflected sky radiance, and Ls,sky(λ) for incident spectral sky
radiance. The estimations of ρsky(λ), Ls,sky(λ) and Rrs(λ) were detailed in Sokoletsky and Shen [47].

4
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Because a(λ) is affected by temperature, salinity, pure water absorption and total scattering, it must
be corrected [47–49]. For the most important and simultaneously the most difficult scattering correction
procedure for the anw(λ), we have used a modified Boss’s method (MBM) which was described in
Sokoletsky and Shen [47]. The average of a(λ, z) in depths of 0.5~1.5 m is adopted for the surface data.
bbp(λ) is calculated using a scale factor supplied by the WETLabs Inc. [48]. The specific correction
method of bbp is described in Sokoletsky and Shen [47]. In turbid waters, bbp at λ < 488 nm measured
by ECO-BB9 is generally too low due to absorption effects. Therefore, a spectral power function fitting
was conducted, based on bbp(λ, z) values measured at λ ≥ 488 nm [47]. In this study, the average of
bbp(λ, z) in depths of 0.5 to 1.5 m is adopted for the surface values.

In laboratory, CDOM samples were unfrozen and warmed to room temperature under dark light
conditions. CDOM absorbance spectra, D(λ), were measured by PerkinElmer Lambda 1050 UV/VIS
spectrophotometer. ag(λ) was derived as follows [39]:

a′g = 2.303 × D(λ)

l
(2)

where a′g(λ) represent uncorrected values of ag(λ) at wavelength λ, λ in nm; l is the length of cuvette,
l = 0.1 m. Further, these initial values were scattering corrected as follows [8]:

ag(λ) = a′g(λ)− a′g(700)× λ

700
(3)

where ag(λ) is the final CDOM absorption coefficient.

2.3. Satellite Images

Satellite images were captured by the Geostationary Ocean Color Imager (GOCI) launched
by Korean Ocean Satellite Center, which is the world’s first geostationary ocean color observation
sensor [50]. GOCI image covers 2500 × 2500 square kilometers, including Bohai Sea, Yellow Sea
and East China Sea. GOCI collects eight images per day between 8:00 to 15:00 (Beijing time) at
each hour, in a 500 m spatial resolution. GOCI has 6 visible wavebands centered at 412, 443, 490,
555, 660, 680 nm, and two near-infrared wavebands centered at 745 and 865 nm. GOCI data and
products can be downloaded from official website (http://kosc.kiost.ac). This study used GOCI
level-1 top-of-atmosphere (TOA) radiance data. Through performing atmospheric correction method
proposed by Pan et al. [51], which is applicable for the Changjiang estuarine and coastal waters,
the TOA radiance data are then inversed into the water surface remote-sensing spectral reflectance
Rrs(λ). Afterwards, GOCI images Rrs(λ) were used for CDOM retrieval. Quasi-synchronous matchups
between GOCI overpass observations and ground samplings were available during 6 March 2012 and
22 March 2015. A time window between in situ and satellite data was set at ±3 h for the Changjiang
estuary, and ±24 h for the outer oceanic area. A mean value from a 3 × 3 pixel box centered at each
sampling site is used aiming to reduce sensor and algorithm noise. A total of 28 images were obtained.
Locations and time intervals of matchup samples are shown in Figure 1b.

2.4. QAA_v6

The QAA_v6 is developed from QAA that is based on the relationship between rrs and IOPs from
Gordon et al. [52]:

rrs(λ) = g0 u(λ) + g1[u(λ)]
2 (4)

u =
bb

a + bb
(5)

5
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where the values of g0 = 0.089 and g1 = 0.1245 were accepted in this study in accordance with the
QAA_v6. rrs(λ) has a computable relation with Rrs(λ) according to the following Equation (1) (QAA_v6,
step 0),which can be derived from Rrs to obtain IOPs:

rrs(λ) =
Rrs(λ)

0.52 + 1.7Rrs(λ)
(6)

The QAA_v6 algorithm was divided into two parts: in the first part, reference wavelength λ0 was
selected, and then bbp(λ) and a(λ) were estimated by semi-analytical and analytical algorithms. In this
process, aph(λ), ag(λ), and ad(λ) were not taken into account. In the second part, the total absorption
coefficient which was derived from the first part was decomposed into absorption coefficients of its
major components.

In the first part of the algorithm, two reference wavelengths were used in QAA_v6, which are 55X
(here X means any number from 0 to 9; for example, it was 5 in previous versions of the QAA (version
1, 2, 3 and 4)) and 670 nm, designed for oceanic and coastal waters, respectively. The a(λ0) could be
estimated from Rrs(443), Rrs(490), Rrs(55X), and Rrs(670) according to empirical formula (QAA_v6,
step 2):

If Rrs(670) < 0.0015 sr−1:

a(λ0 = 55X) = aw(λ0) + 10h0+h1x+h2x2
, where

x = log [ rrs(443)+rrs(490)

rrs(55X)+5rrs(670) rrs(670)
rrs(490)

]

else :

a(λ0 = 670) = aw(670) + 0.39[ Rrs(670)
Rrs(443)+Rrs(490) ]

1.14

(7)

where a(λ0) is an empirical coefficient relating to the specific study area, h0 = −1.146, h1 = −1.366,
h2 = −0.469. Therefore, it is calibrated by fitting Equation (7) by using in situ data in the study area,
which is detailed in Section 3.1.

bb(λ) is expressed by Lee [31] (QAA_v6, step 5):

bb(λ) = bbw(λ) + bbp(λ0)

(
λ0

λ

)Y
(8)

where Y is an empirical coefficient relating to the specific study area. Therefore, it is calibrated by
fitting Equation (8) using in situ data in the study area, which is detailed in Section 3.1.

In the second part, a(λ), was decomposed into two partial absorption coefficients: adg(λ) and
aph(λ). The expression for adg is given by Lee [31] (QAA_v6, step 9):

adg(λ) = adg(443) exp [−S(443 − λ)] (9)

where S is the exponential slope for adg(λ). According to QAA_v6, S values can be estimated by
spectral ratio (QAA_v6, step 8):

S = 0.015 +
0.002

0.6 + rrs(443)
rrs(55x)

(10)

Since S values are influenced by CDOM and phytoplankton detritus, they are difficult to estimate
accurately. In this study, we reestablished the empirical formula based on in situ data, which is detailed
in Section 3.1.

6
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2.5. QAA_CDOM

To retrieve ag, the mixture variable adg needs to be further decomposed to ag and ad. However,
the QAA_v6 cannot separate ag from adg so far. In this study, we use QAA_CDOM algorithm proposed
by Zhu and Yu [26] and Zhu et al. [27] to separate ag(443) and ad(443) by:

ap(443) = j1bbp(555)j2 (11)

ag(443) = a(443)− ap(443)− aw(443) (12)

ad(443) = adg(443)− ag(443) (13)

where j1 and j2 are calculated by fitting Equation (11) by using in situ data in the study area, which is
detailed in Section 3.1.

Zhu and Yu [26] and Zhu et al. [27] used the in situ data (water types vary from clear Case 1
to turbid Case 2) to prove the effectiveness of this algorithm. The algorithm takes an advantage of
bbp(555) to estimate ap(443). Therefore, ag(443) can eventually be obtained by subtracting ap(443) and
aw(443) from a(443) estimated by the QAA_v6.

2.6. Accuracy Assessment

The accuracy of calibration algorithm can be evaluated by four statistical indices,
root-mean-square-error (RMSE), mean absolute relative error (MARE), bias and the coefficient of
determination (R2). These indices are defined as follows (N is the number of samples):

RMSE =

√
∑N

i=1(Xest,i − Xmea,i)
2

N
(14)

MARE =
1
N

N

∑
i=1

|Xest,i − Xmea,i|
Xmea,i

(15)

bias =
1
N

N

∑
i=1

(Xest,i − Xmea,i) (16)

where Xest,i and Xmea,i are predicted and in situ values of optical parameters, respectively.

3. Results

3.1. QAA_cj Calibration

In this work, QAA_cj which is a combination of QAA_v6 and QAA_CDOM, is proposed especially
for CDOM retrieval in highly turbid waters, i.e., the Changjiang estuarine and its adjacent coastal
waters. Considering the QAA_v6 algorithms contain several empirical formula that depends on
datasets (i.e., original QAA, IOCCG and NOMAD datasets), IOPs were obtained mostly from oceanic
waters and partly from coastal waters, which is significantly different from IOPs data in the Changjiang
estuarine and coastal waters. By comparison, IOPs of the Changjiang estuarine and coastal waters
have a large variability (Table 2).
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Table 2. Descriptive statistics of water constituent concentrations for the Changjiang estuarine and its
adjacent coastal waters (CV is the ratio of standard deviation to the mean).

Min Max Median Mean Standard Deviation CV

a(443) (m−1) 0.27 8.58 1.02 1.53 1.46 0.95
bbp(443) (m−1) 0.014 6.85 0.14 0.38 0.77 2.05
ag(443) (m−1) 0.029 0.65 0.12 0.17 0.13 0.74
Chl-a (μg·L−1) 0.082 20.32 0.95 2.02 3.19 1.58
TSM (mg·L−1) 0.61 475 13.27 40.78 63.12 1.55

In order to enhance the applicability of QAA_v6 in highly turbid waters, five empirical equations,
namely, Equations (6)–(10) have to be calibrated with our in situ data. More specifically, the following
five parameters were estimated: calculated parameters α(λ) and β(λ) instead of 0.52 and 1.7 in
Equation (6), a(λ) at reference wavelength λ0 = 680 nm in Equation(7), Y in Equation (8), adg(443) in
Equation (9) and S in Equation (10). Details of calibration are described as follows.

(1) Calculating new values for spectral parameters α(λ) and β(λ) instead of the
spectrally-independent constants 0.52 and 1.7 (step 0 in Table 3). According to Yang et al. [53],
α(λ) and β(λ) are wavelength dependent, which are calculated by:

rrs(λ) =
Rrs(λ)

α(λ) + β(λ)Rrs(λ)
(17)

where α(λ) = 0.3638 + 8.776 × 10−4λ − 9.193 × 10−7λ2 + 3.174 × 10−10λ3, β(λ) = 1.357 + 8.608 ×
10−4λ − 6.347 × 10−7λ2, λ in nm. Equation (17) was derived from the Aas-Højerslev radiative transfer
model [47,54,55] at solar zenith angle θ0 = 40◦, wind speed = 5 m·s−1, and the wavelength range of 400
to 800 nm with R2 = 0.9995 and R2 = 0.9903 for α(λ) and β(λ), respectively.

(2) Calibrating a(λ0) formula (step 2 in Table 3). a(λ) was significantly underestimated, when
reference wavelength in Equation (7) was accepted as 55X or 670 nm. Through the correlation analysis,
it was found that λ0 = 680 nm is the optimal reference wavelength. Based on our in situ data,
the following equation relating non-water absorption at 680 nm, anw(680), with the spectral ratio
Rrs(680)/Rrs(490) was derived as follows (Figure 3):

anw(680) = 0.9398[
Rrs(680)
Rrs(490)

]
2
+ 0.865

Rrs(680)
Rrs(490)

− 0.0852 (18)

(3) Step 3 is from QAA_v6 (step 3 in Table 3).
(4) Calibrating the Y in Equation (8) (step 4 in Table 3). The unknown parameters m and n were

obtained by fitting a power regression with 466 sets of individual in situ measured data including
bbp(680) and its corresponding Y values derived from Equation (8). The power regression is:

Y = mbbp(680)n (19)

where it was found that m = 1.75 and n = −0.05, with the significance level p < 0.001 (Figure 4).
(5) Step 5 is from QAA_v6 (step 5 in Table 3).
(6) Step 6 is from QAA_v6 (step 6 in Table 3).
(7) Establishing ag(λ) formula (step 7 in Table 3). Though regression analysis, Equation (11) is

fitted by in situ data, where it was found that j1 = 4.802 and j2 = 0.8055, with the significance level
p < 0.001 (Figure 5).
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(8) Step 8 is from QAA_CDOM (step 8 in Table 3). The unknown parameters p and q were obtained
by fitting a power regression with in situ measured data including spectral ratio Rrs(555)/Rrs(490) and
its corresponding S values derived from Equation (10). The power regression is:

S = p[Rrs(555)/Rrs(490)]q (20)

where it was found that p = 0.0112 and q = 1.0401, with the significance level p < 0.001.

Figure 3. Scatter plot of in situ measured anw(680) values versus Rrs(680)/Rrs(490) spectral ratios.

Figure 4. Scatter plot of the Y versus bbp(680) in situ values.
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Figure 5. Scatter plot of in situ ap(443) values plotted versus bbp(680) values.

Table 3. A QAA_cj algorithm’s calibration for the Changjiang estuarine and coastal waters.

Steps Property Derivation Approach

Step 0 rrs(λ)

=
Rrs(λ)

α(λ)+β(λ)Rrs(λ)

α(λ) = 0.3638 + 8.776 × 10−4λ − 9.193 × 10−7λ2 +
3.17 × 10−10λ3;
β(λ) = 1.357 + 8.608 × 10−4λ − 6.347 × 10−7λ2

Semi-analytical

Step 1 u(λ) =
−g0+

√
g2

0+4g1rrs(λ)
2g1

, g0 = 0.089, g1 = 0.1245 Semi-analytical

Step 2 a(680)
= aw(680) + 0.9398x2 + 0.865x − 0.0852
x =

Rrs(680)
Rrs(490)

Empirical

Step 3 bbp(680) =
u(680)a(680)

1−u(680) − bbw(680) Analytical

Step 4 Y = 1.75bbp(680)−0.05 Empirical

Step 5 bbp(λ) = bbp(680)
(

680
λ

)Y
Semi-analytical

Step 6 a(λ) = (1−u(680))bb(λ)
u(λ) Analytical

Step 7 ag(443)
= a(443)− ap(443)− aw(443)
ap(443) = 4.8024bbp(680)0.8055 Empirical

Step 8 ag(λ)
= ag(443)e−S(λ−443), where

S = 0.0112[ Rrs(555)
Rrs(490) ]

1.0401 Semi-analytical

3.2. In Situ Data for QAA_cj Validation

Both QAA_cj and QAA_v6 algorithms are applied separately to test an accuracy of retrieved
optical parameters in the Changjiang estuarine and coastal waters. A reference wavelength λ0 = 670 nm
has been selected for the Rrs(λ) dependence in Equation (7) following the QAA_v6 spectral criterion.

Figure 6 shows the comparison of Y values derived from in situ bbp(λ) by the QAA_v6 (triangles)
and QAA_cj (circles) algorithms based on the validation database. It is clear to be seen that values of Y
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estimated by QAA_cj range from 1.7 to 2.3, which is much closer to the measured values, whereas,
the QAA_v6 estimation is largely underestimated (0.3~1).

Figure 7 shows the comparison of in situ and retrieval results of a(λ), in which two short
wavelengths (e.g., 443 or 555 nm) and two long wavelengths (e.g., 680 or 715 nm) were compared.
Compared with in situ data, QAA_cj has good consistency in short wavelength and long wavelength
bands; however, there is a slight overestimation in the short wavelength spectral range. In comparison,
QAA_v6 has an obvious underestimation, especially in the long wavelength range. The assessment
results for retrieved total absorption from 412 to 715 nm are summarized in Table 4. Statistical results
show that two algorithms are similar in the short wavelength range (412, 443, 490, 555 nm), but QAA_cj
is more accurate than QAA_v6 in the long wavelength domain (660, 680, 715 nm). Specifically,
QAA_cj has a better accuracy in estimating a(λ) than QAA_v6 at 715 nm, for which R2 are 0.73 and
0.30, respectively. Poor RMSE and bias results are mainly caused by the bias of Y value estimation.
In addition, the QAA_v6 algorithm performed better than QAA_cj at 412 and 443 nm, which could be
explained by the inaccuracies caused by the empirical Equation (18).

Since ag and ad have similar absorption features, ag cannot be extracted from the adg by
the QAA_v6 algorithm. Therefore, QAA_cj-derived ag(λ) values were compared only with the
QAA_CDOM-derived ag(λ) values (Figure 8), and the assessment results are shown in Table 5. QAA_cj
has a better accuracy in estimating ag(443) with RMSE, MARE and bias of 0.07, 0.42 and 0.018 m−1

compared with those of 0.25, 2.39 and 0.22 m−1, respectively, from QAA_CDOM. The retrival accuracy
of ag(λ) at wavelengths of 412 and 490 nm is improved as well (Table 5).

Figure 6. Comparison of in situ and predicted Y values. The filled squares are in situ Y values,
empty circles and triangles denote Y values derived from QAA_cj and QAA_v6, respectively.
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Figure 7. Comparison of in situ and predicted a(λ) at 443, 555, 680 and 715 nm based on an in situ data
set collected from the Changjiang estuarine and coastal waters. The filled circles and empty symbols
denote retrievals from algorithms QAA_cj and QAA_v6, respectively.

Figure 8. Comparison of in situ and predicted ag(λ) based on an in situ data set collected from the
Changjiang estuarine and its adjacent coastal waters. The filled and empty symbols denote retrievals
following QAA_cj and QAA_CDOM algorithms, respectively.
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Table 4. Comparison statistics of QAA_cj and QAA_v6 based on in situ dataset collected from the
Changjiang estuarine and coastal waters (N is the number of validation data).

Algorithms N RMSE (m−1) MARE Bias (m−1) R2

a(412)
QAA_cj 49 1.09 0.50 0.66 0.82
QAA_v6 49 1.08 0.48 −0.79 0.71

a(443)
QAA_cj 49 0.91 0.52 0.50 0.75
QAA_v6 49 0.99 0.49 −0.74 0.61

a(490)
QAA_cj 49 0.42 0.34 0.027 0.73
QAA_v6 49 0.93 0.56 −0.71 0.78

a(555)
QAA_cj 49 0.64 0.33 −0.23 0.73
QAA_v6 49 0.93 0.60 −0.68 0.53

a(660)
QAA_cj 49 0.71 0.22 −0.085 0.72
QAA_v6 49 0.80 0.44 −0.62 0.33

a(680)
QAA_cj 49 0.54 0.18 −0.084 0.75
QAA_v6 49 0.88 0.44 −0.62 0.61

a(715)
QAA_cj 49 0.56 0.17 −0.057 0.73
QAA_v6 49 0.95 0.44 −0.78 0.30

Table 5. Comparison statistics between the QAA_cj and QAA_v6 algorithms based on in situ dataset
collected from Changjiang estuarine and its adjacent coastal waters (N is the number of validation data).

Algorithms N RMSE (m−1) MARE Bias (m−1) R2

ag(412) QAA_cj 43 0.12 0.41 0.033 0.92
QAA_CDOM 43 0.41 2.40 0.34 0.61

ag(443) QAA_cj 43 0.07 0.42 0.018 0.90
QAA_CDOM 43 0.25 2.39 0.22 0.56

ag(490) QAA_cj 43 0.035 0.35 0.0023 0.84
QAA_CDOM 43 0.01 2.48 0.11 0.55

3.3. Satellite Data for QAA_cj Validation

QAA_cj (Table 3, steps 0 to 6) and QAA_v6 (steps 0 to 6) are applied toGOCI to validate the
accuracy of a(λ) based on the in situ data (Figure 9, Table 6). When applying to GOCI, QAA_cj has a
consistency with in situ data at 443, 555, 680 nm, of which R2 is larger than 0.8 at 680 nm. It shows that
the QAA_cj yielded a better accuracy in estimating a(680) with RMSE and bias of −0.025 and 0.10 m−1,
compared with those of 0.62 and 0.31 m−1 from QAA_v6. However, the inversion result is slightly
poor at 745 nm (Figure 9, Table 6).

QAA_cj (Table 3, Steps 7 and 8) and QAA_CDOM algorithms are applied to GOCI to validate
the accuracy of ag(λ), compared with in situ data (Figure 10). It is indicated that estimations from
the QAA_CDOM have lower agreement with the in situ values. Meanwhile, QAA_cj has a better
consistency in estimating ag(λ) at 412, 443 and 490 nm, compared with the QAA_CDOM. Remarkably,
the retrieval accuracy is optimal at wavelength of 443 nm, at which MARE is 0.14, R2 is 0.70, whereas
QAA_CDOM yields MARE = 2.34 and R2 = 0.11 (Table 7).
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Figure 9. A scattering plot of GOCI retrieved a(λ) vs. in situ a(λ) data with using the QAA_cj algorithm
(filled symbols) and QAA_v6 algorithm (open symbols) at wavelengths of 443, 555, 680, and 745 nm.
The symbol with a filled dot inside represents the match point within the time window of ±3 h.

Figure 10. A scattering plot of GOCI retrieved ag(λ) vs. in situ ag(λ) data with using the QAA_cj
algorithm (filled symbols) and QAA_CDOM algorithm (open symbols) at wavelengths of 412, 443, and
490 nm. The symbol with a filled dot inside represents the match point within the time window of ±3 h.
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Table 6. Comparison statistics of QAA_cj and QAA_v6 based on in situ dataset and GOCI-derived at
a(443), a(555), a(680), a(745) (N is the number of validation data).

Algorithms N RMSE (m−1) MARE Bias (m−1) R2

a(443)
QAA_cj 14 0.56 0.25 −0.14 0.50
QAA_v6 14 0.76 0.49 −0.42 0.046

a(555)
QAA_cj 14 0.46 0.29 −0.10 0.69
QAA_v6 14 0.64 0.50 −0.29 0.038

a(680)
QAA_cj 14 0.35 0.11 −0.025 0.80
QAA_v6 14 0.62 0.34 −0.32 0.096

a(745)
QAA_cj 14 1.17 0.44 −1.23 0.28
QAA_v6 14 1.47 0.68 −2.11 0.029

Table 7. Comparison statistics of QAA_cj and QAA_v6 based on in situ dataset and GOCI-derived at
ag(412), ag(443), ag(490). (N is the number of validation data).

Algorithms N RMSE (m−1) MARE Bias (m−1) R2

ag(412) QAA_cj 30 0.029 0.16 0.0026 0.72
QAA_CDOM 30 0.46 2.37 0.36 0.26

ag(443) QAA_cj 30 0.02 0.14 −0.00025 0.70
QAA_CDOM 30 0.31 2.34 0.25 0.11

ag(490) QAA_cj 30 0.017 0.15 −0.0086 0.53
QAA_CDOM 30 0.17 2.06 0.13 0.0001

4. Discussion

CDOM absorption is a major variable in remote sensing algorithms for deriving concentrations
of optically active components of sea water [56]. Based on the spectral absorption characteristic of
CDOM, Del Castillo and Miller [14], D’Sa and Miller [18] and Ficek et al. [13] established statistical
relationships between ag and Rrs ratio (using different wavelengths) in Mississippi River and the Baltic.
Using Rrs(λ) to calculate a and further to separate out adg and aph, semi-analytical models, such as
GSM [23] and QAA [28], were developed based on IOCCG dataset and in situ data, while Brando and
Dekker [5] and Hoge and Lyon [22] developed models using in situ data in Fitzroy Estuary and U.S.
Middle Atlantic Bight.

The QAA_cj algorithm was developed to give an opportunity to obtain more accurate estimates
for both total and partial absorption coefficients in highly turbid waters, such as the Changjiang
estuarine and coastal waters. For this purpose, we calibrated empirical parameters of the QAA_v6 and
QAA_CDOM algorithms. Proofs of improvement made in these algorithms are shown in Tables 4–7 and
Figures 6–10. For example, a total absorption coefficient a(λ) retrieved by QAA_v6 was underestimated
in highly turbid waters, while QAA_cj-based values were closer to in situ data (Table 4, Figure 7). As for
CDOM spectral absorption ag(λ), on the one hand it could not be estimated by the QAA algorithm and
on the other hand it was overestimated by the QAA_CDOM algorithm (Figure 8), while the QAA_cj
retrieved value of ag(443) has RMSE and R2 of 0.07 m−1 and 0.90, respectively, compared with in situ
data (Table 5). Nevertheless, the accuracy of ag(λ) derived from the QAA_cj in highly turbid waters
still remains to be a challenge.

We also wish to note that our findings may have great values not only for numerous scientists and
for decision makers working for the East China estuarine and coastal waters, but also for many other
investigators. As it has been found by Sokoletsky et al. [57], the biogeochemistry-optical relationships
for the East China estuarine and coastal waters are very similar to that of the Gironde Estuary [58] and
the Southern North Sea [59]. Thus, these findings really allow generalizing all conclusions of our study.

Since the aim of the study was the investigation of underwater IOPs, we used a conversion from
the surface remote-sensing reflectance Rrs(λ) to its underwater analog, rrs(λ). Therefore, in this study,
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we used the formula proposed by Sokoletsky et al. [57] to calculate rrs(λ) from Rrs(λ). Sokoletsky
and Shen [47] showed that although relations between Rrs(λ) and rrs(λ) are close for different models,
the particular model parameters may play an important role in the inversion results. In addition,
we have used only clear and cloudless sky conditions to measure Rrs(λ) to do calculations more simple
and closer to remote-sensing results, Figure 2b.

Equation (4) is an approximation to the exact solution of the radiative transfer equation [60],
which may cause a normalized (to the mean value) root-mean-square error of about 20% [61]. Moreover,
it is inappropriate to regard parameters of this equation (i.e., g0 and g1) as constants. These parameters
are associated with the solar zenith angle and water properties, and vary with water composition
scattering properties [62]. Consequently, g0 and g1 have influence on bb(λ), when using QAA, it will
further affect the inversion accuracy of a(λ). Lee et al. [62] partitioned and weighted parameter g
according to the molecular (water itself) and particulate contributions to the backscattering coefficient.
In this study, however, this approach was not exploited.

According to Lee et al. [63], the a(λ0) and Y have an impact on performance of the QAA. Y
is a parameter which describes spectral variation of bbp(λ) [64], and the variation of Y depends on
water composition and size of particles according to the Mie theory [65]. Yang et al. [38] found
that Y values have a great impact on the retrieval results, particularly in the shorter spectral bands.
Figure 6 shows that the QAA_v6 algorithm has a low accuracy in estimating Y, which perhaps
caused by the insufficient capability of this algorithm considering the complex optical features of the
Changjiang estuarine and coastal waters. The ranges of Y values derived from the QAA_cj and the
QAA_v6 are from 1.5 to 2.5 and from 0.3 to 1, respectively (Figure 6). Even though our algorithm for Y
(Equation 19) does not yield a reasonable correlation with the measured values (Figure 6), we have
chosen to keep it for generalization purposes, and we are planning to improve the Y model in the
following study.

In this study, we have changed the reference wavelength from 670 nm to 680 nm. Although it is an
insignificant change of spectral, the retrieval accuracy of calibrated formula was improved effectively
when applied to Changjiang estuarine and coastal waters (Tables 4 and 5). We reproduced a(λ) and
ag(λ) from the GOCI images using the QAA_v6, QAA_CDOM and QAA_cj algorithms, and presented
the comparison results in Figures 9 and 10. As shown in Figure 9, differences between our algorithm
and in situ data is smaller than those between the QAA_v6 and in situ data for the whole blue to
near infrared spectral range. Similar findings were found for the ag(λ) retrieving in the blue spectral
domain (Figure 10).

Some contradicting results derived from QAA algorithm were discovered from existing literature
as well. For example, investigations by Qin et al. [66] and Shanmugam et al. [67] have shown that
there is a lower accuracy for retrieving absorption components in some regions of the ocean by QAA.
Zheng et al. [68] have also shown that the accuracy of QAA algorithm (v5) varied greatly in deriving
a(λ) (from 2% to 28%) and bb(λ) (from 8% to 14%) depending on wavelength and ocean site. In addition,
Zhu et al. [69] compared and verified 15 CDOM retrieval algorithms (empirical, semi-analytical,
optimization, and matrix inversion algorithms), and pointed out that the QAA_CDOM algorithm was
optimal. The reason of this is that CDOM has negligible backscattering, whereas inorganic particles
have strong backscattering, even in longer wavelength [27]. Several researches find that QAA_CDOM
has a good accuracy in obtaining the ap(λ) from bbp(λ) [26,27,69]. However, QAA_CDOM has
some empirical parameters, which are required to be calibrated according to specific study area.
Figure 10 shows that after calibration, ag(λ) has a significant improvement at 412, 443, 490 nm. It seems
obvious that better accuracy in ag(λ) leads to improvement of a retrieval accuracy for aph and ad.

5. Conclusions

Through calibration and validation, we improved empirical parameters of QAA_v6 and
QAA_CDOM IOPs algorithms, and thus developed a new algorithm, namely, QAA_cj, which is
suitable for the highly turbid Changjiang estuary and adjacent areas. Results of validation prove
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that QAA_cj has a better accuracy in retrieving a(λ) and ag(λ), compared with the QAA_v6 and
QAA_CDOM. a(λ) derived from QAA_cj is in a good agreement with in situ and GOCI data, where
RMSE ranges from 0.35 to 1.17 m−1, MARE from 0.11 to 0.52, bias from −1.23 to 0.66 m−1 and R2 is
from 0.28 to 0.82. As for ag(λ), RMSE ranges from 0.035 to 0.12 m−1, MARE from 0.14 to 0.42, bias from
−0.0086 to 0.033 m−1 and R2 is from 0.53 to 0.92.

The improvement of a(λ) and ag(λ) retrieval accuracy will help to provide theoretical basis for
the release of satellite product and further study on optical properties. Reliable CDOM products
can provide information on the internal movements and nutrients structure of Changjiang diluted
water and mechanisms of hydrodynamics in the Changjiang estuarine and coastal waters. The trace of
CDOM can advance our understanding of the land-ocean interaction processes through monitoring
spatial-temporal distribution of the river plume into sea. In the future, we will focus on exploring the
relationships between environmental factors and optical parameters, in combination with satellite data
and physical models.
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Abstract: A monthly mean land and snow Bidirectional Reflectance Distribution Function (BRDF)
atlas for visible and near infrared parts of the spectrum has been developed for Radiative Transfer
for Television Infrared Observation Satellite (TIROS) Operational Vertical sounder (TOVS) (RTTOV).
The atlas follows the methodology of the RTTOV University of Wisconsin infrared land surface
emissivity (UWIREMIS) atlas, i.e., it combines satellite retrievals and a principal component analysis
on a dataset of hyper-spectral surface hemispherical reflectance or albedo. The current version of
the BRDF atlas is based on the Collection 5 of the Moderate Resolution Imaging (MODIS) MCD43C1
Climate Modeling Grid BRDF kernel-driven model parameters product. The MCD43C1 product
combines both Terra and Aqua satellites over a 16-day period of acquisition and is provided globally
at 0.05◦ of spatial resolution. We have improved the RTTOV land surface BRDF atlas by using the last
Collection 6 of MODIS product MCD43C1. We firstly found that the MODIS C6 product improved
the quality index of the BRDF model as compared with that of C5. When compared with clear-sky
top of atmosphere (TOA) reflectance of Spinning Enhanced Visible and InfraRed Imagers (SEVIRI)
solar channels over snow-free land surfaces, we showed that the reflectances are simulated with an
absolute accuracy of 3% to 5% (i.e., 0.03–0.05 in reflectance units) when either the satellite zenith
angle or the solar zenith angle is below 70◦, regardless of the MODIS collection. For snow-covered
surfaces, we showed that the comparison with in situ snow spectral albedo is improved with C6 with
an underestimation of 0.05 in the near infrared.

Keywords: BRDF; RTTOV; MODIS; MCD43C1

1. Introduction

The radiative transfer model RTTOV (Radiative Transfer for Television Infrared Observation
Satellite (TIROS) Operational Vertical sounder (TOVS) [1,2]) is the fast radiative transfer model
(RTM) developed for the assimilation of satellite top of atmosphere (TOA) radiances in many
Numerical Weather Prediction (NWP) models. RTTOV is improved and maintained in the frame of the
NWP-SAF (Satellite Application Facility) project from the European Organization for the Exploitation
of Meteorological Satellites (EUMETSAT). Currently, only TOA radiances in the infrared and the
microwave parts of the spectrum are assimilated in NWP models from various polar orbiting and
geostationary satellites [3,4]. In version 11 [5], we extended the capability of the RTTOV model to
simulate TOA radiances or reflectances for visible to near infrared (VIS/NIR) channels such as the
ones of the Moderate Resolution Imaging Spectroradiometer (MODIS) onboard Aqua and Terra, the
Visible Infrared Imaging Radiometer Suite (VIIRS) onboard the Suomi-National Polar-orbiting (NPP)
and the Joint Polar Satellite System (JPSS) satellites, and all Spinning Enhanced Visible and InfraRed
Imagers (SEVIRIs) onboard the series of Meteosat Second Generation (MSG) satellites. If VIS/NIR
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TOA radiances are not currently assimilated in NWP models, many applications can benefit from such
capabilities. A very promising application of fast VIS/NIR RTM simulations is already developed
for weather forecasters. Forecasters are experts at using and interpreting satellite imagery. Having a
way of directly comparing cloud and moisture from the model with observations is a valuable tool for
verifying the NWP model in near real time. Simulations of VIS/NIR channels offer new insight for
cases where thermal infrared or microwave parts of the spectrum are limited, such as for low clouds,
fog, or aerosols.

In order to simulate VIS/NIR satellite observations at all locations, we developed a dedicated
land surface Bidirectional Reflectance Distribution Function (BRDF) model for RTTOV in order to
provide the surface reflectance in both solar and viewing directions [6]. The land surface BRDF
model of RTTOV was inspired from the work of Seemann et al. [7] and is similar to the University of
Wisconsin infrared land surface emissivity UWIREMIS model [8] implemented in RTTOV. It combines
MODIS land surface properties retrievals in the VIS/NIR with a principal component analysis (PCA)
over many vegetation and soil reflectances spectra in order to provide a full spectral, temporal, and
spatial description of surface reflectance. The model is currently working from 0.4 to 2.5 μm with a
spectral resolution of 0.1 nm and provides a global monthly mean land surface BRDF atlas at a spatial
resolution of 0.1◦ for the year 2007. The model also provides a quality index and surface types (land or
snow) of the BRDF based on the MODIS flags. The MODIS land surface properties retrieval comes
from the operational and global MODIS 16-days BRDF kernel-driven product MCD43C1 Collection 5
(C5). In Vidot and Borbás [6], the comparison of the RTTOV BRDF atlas against the SEVIRI surface
black-sky albedo products EUMETSAT Land Satellite Application Facility on Land Surface Analysis
(Land-SAF) showed a good spatial and temporal consistency of the RTTOV BRDF atlas when applied
on the three SEVIRI VIS/NIR channels. It was found that the RTTOV narrowband black-sky albedo
was retrieved with an absolute accuracy of ±0.01 at 0.6 μm (channel 1) and 1.6 μm (channel 2). It was
also found that the RTTOV narrowband black-sky albedo at 0.8 μm (channel 3) was overestimated
between 0.01 and 0.03. It was also found over a period of 9 months that the temporal variation of the
RTTOV broadband black-sky albedo is consistent with the EUMETSAT Land-SAF SEVIRI products
but overestimated by somewhere between 0.01 and 0.02 when considering the best quality index of the
RTTOV BRDF atlas. Finally, less agreement is seen in two particular cases: (i) for extreme geometrical
conditions when the satellite zenith angle (SZA) > 65◦ and (ii) for lower quality indices of the RTTOV
BRDF atlas. A similar methodology has been used by Zoogman et al. [9] to extend the hyperspectral
BRDF model in the ultraviolet (UV). This model was applied to multispectral UV + VIS ozone retrieval
on the Global Ozone Monitoring Experiment-2 (GOME-2) instrument with significant improvement in
fitting residuals over vegetated scenes.

In this work, we present an improvement of the RTTOV land and snow-covered surface BRDF
model by using the last collection 6 (C6) of the MODIS land product. The first part of the paper
describes the methodology of the BRDF model and provides the main differences between the two
MODIS MCD43C1 collections. The second part is devoted to the difference of the RTTOV BRDF model
quality index and surface types mask. The third part of the paper presents the difference of the two
collections on TOA simulated reflectance compared to clear-sky SEVIRI observations. The fourth part
presents the methodology we used to extend the snow-free land surface BRDF model to snow-covered
surface and a dedicated validation exercise with in situ snow spectral albedo measurements. The fifth
part gives the conclusion and future developments of this work.

2. Materials and Methods

The RTTOV monthly means land BRDF atlas is currently based on the MODIS C5 MCD43C1
product (see https://lpdaac.usgs.gov/dataset_discovery/modis/modis_products_table/mcd43c1).
The MCD43C1 is a Level 3 BRDF kernel-driven product from the operational MODIS land surface
products [10]. It combines Terra and Aqua satellites over a 16-day period of acquisition and is provided
globally at spatial resolution of 0.05◦. This product was derived from the original 1-km spatial
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resolution of MODIS data and was developed for the global modeling community [11]. The MODIS
BRDF is modeled by using the semi empirical linear model of Ross-Li [12] that is given by:

R(θsat, θsol , Δϕ, λ) = fiso(λ) + fvol(λ)Kvol(θsat, θsol , Δϕ) + fgeo(λ)Kgeo(θsat, θsol , Δϕ) (1)

where θsat, θsol, and Δϕ are the satellite zenith angle, the solar zenith angle, and the azimuth difference
between satellite and solar directions, respectively; λ is the wavelength. fiso is due to isotropic scattering,
fvol is due to volumetric scattering as from horizontally homogeneous leaf canopies, and fgeo is due to
geometric-optical surface scattering as from scenes containing 3-D objects that cast shadows and are
mutually obscured from view at off-nadir angles. The formulation of the BRDF model kernels Kvol and
Kgeo can be found in Lucht et al. [12].

The MCD43C1 product contains the three retrieved BRDF model parameters fiso, fvol, and fgeo for
each MODIS VIS/NIR channel and three associated pieces of information on quality and inputs (a
retrieval quality flag, the percentage of inputs from the original 1-km spatial resolution of MODIS
between 0 and 100%, and the percentage of snow coverage between 0 and 100%). The MODIS products
are globally able to capture the seasonal cycle of snow-free surface albedo with a typical accuracy
better than 0.05 but are also found to be less accurate for higher solar zenith angles [13]. The study of
Wang and Zender [14] found that the accuracy over snow deteriorates for SZA > 55◦, but Schaaf and
Strahler [15] contradicted this finding by arguing an inappropriate use of the extensive quality flags
and showed that the MODIS product performs quite well out to the recommended limit for product
use of 70◦ SZA.

We have improved the RTTOV BRDF atlas by using the last collection 6 (C6) of the MODIS
MCD43C1 products [16]. The main differences of the two versions are the following. Firstly, the
MCD43C1 products are generated daily instead of every 8 days, but still using the 16-day retrieval
algorithm. Secondly, all available observations are used at high latitudes in order to improve the
number and the quality of the retrieval. Lastly, the current day snow status is used instead of the
majority snow/no-snow status from the 16-day period. The generation of the new RTTOV BRDF atlas
follows the one that is described in Vidot and Borbás [6] and will be described here. For all original
MODIS MCD43C1 data within a month, we extracted the information for a 2 × 2 pixel box (from an
original pixel resolution at 0.05◦ to the final grid at 0.1◦). The retrieved BRDF model parameters are
averaged over the 4 pixels multiplied by the number of days within each month. As compared with
C5, we then have many more pixels to average.

3. Results

3.1. Mask and Quality Index Improvement

Additionally, to the monthly means BRDF atlas, a mask is provided for each of the BRDF datum
providing information on the surface type (water, snow-free land with three levels of retrieval quality,
snow with two levels of retrieval quality, and no data). On the panel of Figure 1 are shown global
maps of the BRDF mask between the one derived from C5 and the one derived from C6 in July 2007
(Figure 1a,b) and in December 2007 (Figure 1c,d). The mask is based on the quality flag of the MODIS
MCD43C1 product using an iterative process and is fully described in Vidot and Borbás [6]. There are
seven flags in the mask which are defined as:

• Water surfaces: Based on the land/water mask from the UWIREMIS atlas.
• Good quality retrieval: No snow, best, and good MCD43C1 quality for 80% inputs or more.
• Medium quality retrieval: No snow, medium MCD43C1 quality for 80% inputs or more.
• Low quality retrieval: Remaining no snow pixels.
• Snow surfaces: Full snow.
• Bad quality retrieval: Remaining pixels containing snow.
• No data: Remaining pixel from land/water mask with no BRDF retrieval.
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(a) (b)

(c) (d)

Figure 1. RTTOV Bidirectional Reflectance Distribution Function (BRDF) mask and quality index:
(a) For July 2007 based on C5; (b) For July 2007 based on C6; (c) For December 2007 based on C5;
(d) For December 2007 based on C6.

For the two months represented in Figure 1, the number of “Bad” retrieval quality and “No data”
flags (in orange and red) over India (Figure 1a), China, or Indonesia (Figure 1c) is greatly reduced with
C6 as well as the number of “Low” retrieval quality flags (in green over the Tropics). The “Bad” and
“Low” retrieval quality flags from C5 are mainly due to the low retrieval performance of the MODIS
product in areas with strong aerosol and residual cloud contamination. By using the higher frequency
of C6 products, which are provided on a daily basis instead of an 8-day basis, we obtained more cases
with higher MCD43C1 quality leading to a better RTTOV BRDF quality index. The effect of using all
available observations at high latitudes in C6 compared to C5 can be also seen over Greenland where
the number of snow pixels has increased (Figure 1a,b). However, as we wanted to have as much as
possible snow-free surface information in the BRDF model, we put more weight on snow-free retrieval.
The consequence of using the daily basis of C6 is that we have more probability to get snow-free
information within each month. This leads to a reduction of RTTOV BRDF snow flag as seen over high
northern latitudes (Figure 1c,d).

Overall, we compared each flag for three latitudinal areas in both hemispheres for the year
2007. For that, we separated latitudes in polar (latitudes above or below 60◦), mid-latitudes (latitudes
between 23.5◦ and 60◦ or between −23.5◦ and −60◦), and tropical (latitudes between ±23.5◦). Figure 2
shows the temporal evolution of the percentage of each flag compared to the total land pixels for the
three areas (rows) and for the two hemispheres (columns). For almost all areas (except Polar Southern
Hemisphere (SH)), the percentage of “Low” retrieval quality flags has decreased (in green dashed
lines for C5 and green full lines for C6) and the percentage of “Medium” retrieval quality flags has
increased (in cyan dashed lines for C5 and cyan full lines for C6).
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Figure 2. Temporal evolution of the percentage of each flag in 2007. The dashed lines represent C5 and
the full lines the C6: (a) For Polar regions of the Northern Hemisphere; (b) For Polar regions of the
Southern Hemisphere; (c) For Mid-Latitudes of the Northern Hemisphere; (d) For Mid-Latitudes of
the Southern Hemisphere; (e) For the Tropics of the Northern Hemisphere; (f) For the Tropics of the
Southern Hemisphere. Colors are similar to those of Figure 1.

For Tropical regions, the percentage of “No data” has been reduced to almost zero (represented
in full red lines in Figure 2e,f). The percentages of “Good” retrieval quality flags or “Snow” flags
have changed slightly between C5 and C6, but we can conclude that the percentage of “Good” quality
retrieval from C6 (full blue lines) is around 70% over Polar Northern Hemisphere (NH) during summer
time (Figure 2a). It is between 40% and 85% in Mid-Latitudes NH (Figure 2c) and Tropics (Figure 2e,f)
depends on the season and between 80% and 90% in Mid-Latitudes SH (Figure 2d).

3.2. Comparison for SEVIRI TOA Reflectances

The evaluation of the monthly BRDF atlas has been realized by comparing SEVIRI clear-sky
top of atmosphere (TOA) observations to simulations on 3 July 2017 in the three visible and near
infrared SEVIRI channels (channel 1 centered at 0.6 μm, channel 2 centered at 0.8 μm, and channel 3
centered at 1.6 μm). To simulate clear-sky TOA reflectances, we used the atmospheric profiles (pressure,
temperature, and water vapor) and surface pressure from the Global UK MetOffice NWP model [17]
and RTTOV version 12. In order to check the ability of representing the BRDF for different geometrical
situations, we compared the observed and simulated TOA reflectances every hour from 8:00 UTC to
18:00 UTC. This temporal window was chosen to ensure observations during daytime with various
solar illuminations including large zenith angles. It is worth mentioning here that aerosols were not
included in the simulations. On the panel of Figure 3 is shown the clear-sky SEVIRI TOA reflectance at
12:00 UTC (left column) and simulated TOA reflectance with C5 (middle column) and with C6 (left
column) for the three channels (channels 1 to 3 from top to bottom rows, respectively).
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Figure 3. Observed and simulated top of atmosphere (TOA) clear-sky reflectance in three Spinning
Enhanced Visible and InfraRed Imagers (SEVIRI) solar channels: (a–c) Observed, simulated with C5,
and simulated with C6 for channel 1 at 0.6 microns, respectively; (d-f) Observed, simulated with C5,
and simulated with C6 for channel 2 at 0.8 microns, respectively; (g–i) Observed, simulated with C5,
and simulated with C6 for channel 2 at 1.6 microns.

The panel of Figure 3 shows that the BRDF model of RTTOV is well suited to represent the spatial
distribution of TOA reflectances. However, it can be also noticed that the TOA reflectances are often
overestimated at the edge of the disk. The panel of Figure 4 shows the angular effect in the performance
of the RTTOV BRDF model to simulate SEVIRI as well as the difference between the two collections.
The effect of the viewing zenith angle (VZA), the solar zenith angle (SZA), and the scattering angle
(SCA) is shown on Figure 4a–i, respectively. For each angle, the top panel of Figure 4 represents the
mean bias of the TOA reflectance observed minus the simulated in function of the angle whereas the
bottom panel of Figure 4 represents the standard deviation of the differences between observations and
simulations in function of the angle. For VZA and SZA, the data were combined in 5◦ bins between 0
and 90◦ whereas for SCA the data were combined in 10◦ bins between 0 and 180◦. The colors refer
to the channels whereas the line styles refer to the MODIS collections (plus for C5 and dots for C6).
For SEVIRI, there are no observations over land for VZA between 0 and 5◦, and the scattering angle
range were found to be between 70◦ and 170◦.The results show that the mean bias is less than 0.03–0.05
and the standard deviation is less than 0.05 for most of situations. However, the results show also
that the mean bias strongly decreases at higher VZA (above 70◦) leading to an overestimation from
RTTOV (Figure 4a). The effect is more important in the near infrared (in green) than in the visible
(in blue). The standard deviation also greatly increases for VZA above 70◦ (Figure 4d) and can reach
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0.5 for the channel 3. The standard deviation also increases for SZA between 60 and 70◦ and for low
or high SCA. Additionally, we can see that there is a slight underestimation of RTTOV at low VZA
that seems to be at its worst with C6 (Figure 4a). This effect can be also seen in Figure 3h,i when
compared to Figure 3g for Central Africa. The values of remaining biases and standard deviations
might be explained by different factors. The first one comes from the fact that we did not include
aerosols in our simulations. Aerosols may have a strong impact on the simulations depending on
the aerosol loading. The positive bias at medium angle may also be explained by the Lambertian
approximation that is used in the MODIS retrieval and has been shown to underestimate the retrieved
surface reflectance [18]. Others errors coming from atmospheric correction in MODIS retrieval or
errors from RTTOV simulations are potential explanations. The overestimation of RTTOV as compared
with observations at high VZA might be explained by the inaccuracy of the Ross-Li model [12] at
these high angles or the inadequacy of such angles in the MODIS retrieval process. Finally, we can
conclude that there are no strong differences between C5 and C6, and both collections provide accurate
BRDF description for VZA below 70◦ with TOA reflectance bias below 3%. In comparison, the SEVIRI
operational calibration was found to be stable during the years 2004 to 2009, with an offset of −8% at
0.6 μm, −6% at 0.8 μm, and +3.5% at 1.6 μm compared to MODIS [19].

 

Figure 4. (a) Observations minus simulations mean bias of the TOA reflectances as a function of the
viewing zenith angle (VZA); (b) Same as (a) as a function of solar zenith angle (SZA); (c) Same as
(a) as a function of the scattering angle (SCA); (d–f) Standard deviation of the observations minus
simulations TOA reflectances as a function of VZA, SZA, and SCA, respectively. The different colored
lines and styles refer to the Moderate Resolution Imaging Spectroradiometer (MODIS) collection and
SEVIRI channels as explained in the legend.
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3.3. Comparison with In Situ Snow Spectral Albedo

Since RTTOV version 11.2, we extended the BRDF model to snow surfaces following the
methodology developed for the land surfaces. For that we applied the principal component analysis
on snow spectral albedo (defined as directional-hemispherical reflectance for direct beam at a certain
solar zenith angle or also named black-sky albedo). To cover the whole possible range of snow
reflectance variations, we simulated snow spectral albedo with different snow optical properties and
for different solar zenith angles. The snow spectral albedo is influenced by many factors, such as the
refractive index of ice [20], the snow microphysical properties, and the presence of light absorbing
impurities within the snow pack [21]. To simulate the snow spectral albedo, we used the DIScrete
Ordinate Radiative Transfer (DISORT) model [22]. The DISORT model was applied to a plane-parallel
multi-layer snowpack where the single scattering properties of snow were computed with the Mie
theory. The spherical assumption is acceptable to model only the bi-hemispherical reflectance of
snow [23]. We refer to the work of Carmagnola et al. [24] (parts 2.2.1) for the full description of the
simulation of the snow spectral albedo. In our simulations we used the snow Specific Surface Area
(SSA) to characterize the optically relevant size of the snow grain. The snow SSA is impacted by the
snow metamorphism. A high value of SSA is often related to fresh snow whereas a small value can be
related to melt-frozen snow. Additionally, the presence of impurities also impacts the snow spectral
albedo. The DISORT simulations have been successfully compared with in situ measurements [24].
The panel of Figure 5 shows different simulated snow spectral albedos between 0.4 and 2.5 μm for
SZA = 0◦ and SZA = 60◦ (Figure 5a,b, respectively). The different green to purple lines show the effect
of SSA on the simulated snow spectral albedo, whereas the orange to red lines show the effect of Black
Carbon Content (BCC). All simulated spectra show typical features of snow albedo (high value in the
VIS that decrease with wavelength with peaks near 1.1, 1.3, 1.85, and 2.25 which correspond to the
minima of the absorption coefficient of pure snow [21]).

(a) (b)

Figure 5. Snow spectral albedo versus wavelength simulated for different values of the snow Specific
Surface Area (SSA) (green to purple lines) and for different black carbon content (orange to red lines)
for SZA = 0◦ (a) and for SZA = 60◦ (b).

The Figure 5a,b shows also that when the snow microstructure is fine, i.e., for high SSA values
(in green), the albedo is high, and when the snow microstructure is coarser, i.e., when the SSA
decreases, the snow spectral albedo decreases in the near infrared part. In the visible part, when the
content of black carbon increases, the snow spectral albedo decreases. In addition, higher SZA lead
to higher albedo. The full database of snow spectral albedos was simulated using SZA between 0
and 85◦ by steps of 5◦, the snow SSA between 5 and 100 m2·kg−1 by steps of 5 m2·kg−1, and BCC
of 0.1, 0.5, 1, 5, 10, to 50 (by steps of 10), 100 to 1000 (by step of 100), 1000, and 2000 ppm. This
database was used in the same way as for land surface to reconstruct hyperspectral BRDF spectra
by constraining/fitting the satellite–derived BRDF retrievals at specific channels with the principal
components of this representative set of snow spectral albedo.
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To validate the snow BRDF RTTOV model, we used in situ snow spectral albedo measurements
made at Summit Camp in Greenland (72◦36′N, 38◦25′W, 3210 m a.s.l.) during two months in 2011 [22].
However, there may be a directional dependence of snow BRDF that is not properly evaluated by
the albedo comparison as the snow reflectance is not fully isotropic. A complete validation would
require snow BRDF measurements instead of albedos. The instrument is the ASD FieldSpec Pro
spectroradiometer with a spectral range of 0.35 to 2.2 μm and a spectral resolution ranging from 3 nm
in the UV to 12 nm in the NIR. The measurements accuracy is below 0.3% of the albedo over the full
spectrum except between 1.8 and 1.9 μm due to low signal/noise ratio. The measurements were all
acquired around 11:00 LT, checked for quality and cloud screening, and corrected from measurements
artifacts that are fully described in Carmagnola et al. [24]. We used 19 spectra (8 in May 2011 and 11
in June 2011) with SZA ranging between 49.1◦ and 58.8◦ (see Table 1). Figure 6 shows the measured
spectra used in this study (in blue for May and in red for June). The variability seen in the measured
spectra can be mostly explained by the change in snow properties since the SZA did not change much
during the measurements. The interpretation of this variability is beyond the scope of this study and is
described in Carmagnola et al. [24].

Table 1. Date and solar zenith angles of the in situ measurements.

Date SZA

16 May 2011 53.2◦
17 May 2011 58.8◦
19 May 2011 52.6◦
22 May 2011 52.1◦
25 May 2011 51.5◦
28 May 2011 51.0◦
30 May 2011 50.7◦
31 May 2011 50.6◦
1 June 2011 50.4◦
2 June 2011 50.3◦
3 June 2011 50.2◦
7 June 2011 50.6◦

10 June 2011 49.5◦
11 June 2011 49.4◦
15 June 2011 50.5◦
20 June 2011 50.4◦
22 June 2011 54.5◦
24 June 2011 49.8◦
25 June 2011 49.1◦

 

Figure 6. Snow spectral albedo measurement by the ASD spectroradiometer in May (blue lines) and in
June (red lines).

Since the RTTOV BRDF model is provided on a monthly basis, we calculated the mean snow
spectral albedo for the two months of the in situ measurements. The snow spectral albedo is calculated
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using Equation (4) of Vidot and Borbás [6] (i.e., as black-sky albedo). It is worth mentioning that
in situ snow spectral albedo contains both black-sky albedo and white-sky albedo (bihemispherical
reflectance under isotropic radiation) weighted by the proportion of diffuse irradiance [13], which is
the function of the aerosol optical depth under clear-sky conditions. In this comparison, we considered
that the diffuse component is negligible as compared to the direct component. This is supported by
the fact that typical aerosol optical depth is low at Summit (0.05 at 500 nm) [25] and that the snow
spectral albedo is similar to the black-sky albedo for moderate SZA (see Figure 1 of Liu et al. [13]). The
top panel of Figure 7a displays the mean snow spectral albedo from in situ measurements made in
May 2011 (in blue), and the blue shaded area between black lines represents the standard deviation.
The red curve represents the snow spectral albedo calculated from the RTTOV BRDF model with C5
whereas the green line represents the snow spectral albedo calculated from the RTTOV BRDF model
with C6. The bottom panel of Figure 7a represents the difference between the mean spectral albedo
from measurements and the monthly mean calculated snow spectral albedo. The Figure 7b represents
the same results for June 2011. MODIS C5 and C6 simulate both the spectral dependence of snow but
underestimate the albedo compared to in situ measurements. However, the C6-based BRDF model
clearly improves the simulations everywhere in the spectrum as compared those of with C5. This
result has been also shown by Wright et al. [25] for MODIS channels. Almost no biases are found in
the visible part of the spectrum with C6, whereas it was 0.05 for May and 0.1 for June with C5. In the
near infrared part, an underestimation of the albedo still remains in May of a maximum of 0.05.

 
(a)

 
(b)

Figure 7. (a) Snow spectral albedo (top) and bias (bottom) between then mean spectral albedo measured
by the ASD spectroradiometer in May (blue line), and black lines represents the +/− standard deviation.
The spectral albedo from C5 and C6 are represented in red and green, respectively; (b) Same as (a)
for June.

4. Conclusions

An improvement of the land and snow surface BRDF model for RTTOV has been studied here.
It is based on the last collection C6 of the MODIS MCD43C1 product. The evaluation of this new BRDF
model has been proposed for snow-free land surfaces and snow-covered surfaces with two types of
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observations. For snow-free land surfaces, we compared SEVIRI TOA reflectances at 0.6, 0.8, and
1.6 μm with simulations made using RTTOV version 12 and the Global UK Met-Office NWP model.
We complemented our evaluation by using the temporal frequency of observations every hour during
daytime to estimate the performance of the BRDF model as a function of the viewing and solar zenith
angles as well as the scattering angles. For snow-covered surfaces, we used in situ snow spectral
albedo measurements in the VIS/NIR over the Summit Camp in Greenland during two months to
check the spectral consistency between the simulations and the observations.

Since the C6 MODIS product is provided on a daily basis (as compared to the 8-days of C5), we
firstly showed that the quality index of the RTTOV land and snow surface BRDF model is improved
leading to a strong reduction of the lower BRDF retrieval quality index. We showed secondly that
both C5 and C6 performed almost equally in simulating SEVIRI clear-sky observations. We concluded
that the land surface BRDF model is accurate when VZA and SZA are below 70◦ with an estimated
error below 3% to 5% in TOA reflectance in the three VIS/NIR channels. Thirdly, we showed that the
MODIS C6 product improved the simulations for snow surfaces, especially in the visible part of the
spectrum where for the two months studied here almost no bias was found. In the near infrared part
of the spectrum, an underestimation of the simulated snow spectral albedo was found with C6 but this
underestimation was lower than that of the simulations with C5.

In the future, we plan to extend the database to other years since only the year 2007 is implemented
in RTTOV. The MODIS C6 product is now provided for 2000 and 2017. We also plan in the framework of
the SAF-NWP project to extend the capability of RTTOV into the ultraviolet. This objective is motivated
by the use of the high spectral resolution of the RTTOV BRDF model to simulate UV/VIS/NIR
hyperspectral spectrometers that will fly onboard the Sentinel-5 and the Meteosat Third Generation
(MTG) satellites.
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Abstract: Soil moisture is an essential variable in Earth surface modeling. Two dedicated satellite missions,
the Soil Moisture and Ocean Salinity (SMOS) and the Soil Moisture Active Passive (SMAP),
are currently in operation to map the global distribution of soil moisture. However, at the longer
L-band wavelength of these satellites, the emitting behavior of the land becomes very complex
due to the unknown deeper penetration depth. This complexity leads to more uncertainty in
calibration and validation of satellite soil moisture product and their applications. In the framework
of zeroth-order incoherent microwave radiative transfer model, the soil effective temperature is the
only component that contains depth information and thus provides the necessary link to quantify the
penetration depth. By means of the multi-layer soil effective temperature (Lv’s Te f f ) scheme, we have
determined the relationship between the penetration depth and soil effective temperature and
verified it against field observations at the Maqu Network. The key findings are that the penetration
depth can be estimated according to Lv’s Te f f scheme with the assumption of linear soil temperature
gradient along the optical depth; and conversely, the soil temperature at the penetration depth should
be equal to the soil effective temperature with the same linear assumption. The accuracy of this
inference depends on to what extent the assumption of linear soil temperature gradient is satisfied.
The result of this study is expected to advance understanding of the soil moisture products retrieved
by SMOS and SMAP and improve the techniques in data assimilation and climate research.

Keywords: microwave remote sensing; soil moisture; Maqu network; penetration depth;
soil effective temperature

1. Introduction

Soil moisture is a key variable in weather forecast and climate research because it plays a role
in both the energy and water cycles [1–4]. It controls how much water returns to the atmosphere
via land-atmosphere interactions and it also carries the energy in terms of the latent heat flux when
evaporated to reshape the atmospheric circulation. Therefore, availability of accurate and near real-time
global soil moisture is critical for the improvement of weather forecast and climate projection skills [5–7].

Since the 1970s, satellite remote sensing has been used to estimate global soil moisture with
microwave frequencies and more recently focus has been on L-band (1400–1427 MHz), which is
sensitive to the dielectric constant as well as is a protected radio astronomy band with minimum
radio frequency interference (RFI). Both the Soil Moisture and Ocean Salinity (SMOS) [8] and the
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Soil Moisture Active Passive (SMAP) [9] missions operate at L-band for providing the brightness
temperature and soil moisture data products. With the efforts from SMOS and SMAP missions,
abundant data have been produced and applied in various studies [10–14].

However L-band radiometry for monitoring soil moisture is strongly affected by the soil
temperature and soil moisture [15,16], which usually leads to questions on where the satellite is exactly
sensing [17–19]. Corresponding to the satellite missions, plenty of in situ soil moisture monitoring
networks have been established to calibrate and validate (Cal/Val) L-band brightness temperature (Tb)
or soil moisture data [20]. Usually, the soil moisture and soil temperature sensors are installed at certain
depths (e.g., 2.5 cm, 5 cm, 10 cm or deeper) based on experiences or to match numerical simulations of
soil moisture and soil temperature. However, such in situ defined depths do not precisely match the
satellite sensing depths, at which the Tb or soil moisture data are retrieved. Hence errors may arise
because the Cal/Val data are not correspondingly sampled, in other words, are not comparable to
the satellite observations. Additionally, different satellite soil moisture products may have different
sensing depths, as different frequencies are used. As such, the various satellite soil moisture products
may lack consistency and generate ambiguity in Cal/Val and their applications [21].

In regard to the dielectric constant and the soil effective temperature, the SMOS/SMAP
sensors may measure soil moisture deeper over the dry soil than over the wet soil. Even for the
same region, the sensing depths may vary in a certain range, depending on the soil moisture and
soil temperature profiles [19,22]. For that reason, different satellite soil moisture products can be only
made inter-comparable, after defining exactly the sensing depths. Furthermore, data assimilation
approach has been deemed as the most feasible method for estimating the soil moisture profile [22,23],
by extrapolating the remotely sensed surface information to lower depths in the soil via a coupled
heat and moisture flow model. It is, therefore, critical to understand which depth is sensed by a
satellite sensor for a sound retrieval and use of soil moisture and soil temperature profile information.
The exact sensing depth strongly affects the accuracy of the soil moisture and soil temperature
profile retrieval, as the soil moisture and soil temperature near the land surface has strong gradients
and can be varying dramatically. One way to infer soil moisture sensing depth is by correlating
brightness temperature and in-site soil moisture time-series so that the soil moisture layer that
corresponds best with brightness temperature is considered to be the sensing layer [24,25]. To get
soil moisture at different depth, this method always requires precise and vertically dense soil profile
measurement or simulation. Another way is to use models to compute the sensing depth according
to its definition [26,27] or an empirical model [26,28]. However, these methods need either vertically
dense profile information or relay on prior knowledge, which is hard to acquire in practice. Besides soil,
it should be noted that vegetation also has an impact on the penetration depth. The attenuation by
vegetation is mainly due to the vegetation water content. Usually, the penetration depth only focuses
on soil because comparatively, the influence of atmospheric attenuation at L-band is almost negligible.

As the penetration depth (henceforth we use penetration depth synonymously with sensing depth
and emission depth) is defined by energy attenuation, it is possible to infer it from Teff. In general,
all current two-layer Te f f schemes use a weighting function for the soil temperature between upper
layer and deeper layer. Such weighting function can be a constant [29], a fitting function [30,31],
or an exponential function [15,16]. The weighting function is supposed to reflect the impact of soil
moisture on the soil effective temperature. However, there is no variable of depth contained in
Choudhury’s [29], Wigneron’s [30] or Holmes’ [31] Te f f schemes. As indicated by the integral scheme,
the weighting function would be more representative if it considers the influence of both soil moisture
and soil temperature. However, it is difficult to quantify its effect on soil effective temperature,
because soil temperature also affects soil moisture (e.g., as in dielectric constant models). In other words,
Te f f is a weighted mean of the soil temperature along the vertical profile. Therefore, it must be
Tmin < Te f f < Tmax (if Tmin �= Tmax, e.g., non-uniform profile which is always the case for a land
surface subject to radiative heating and cooling). Considering the diurnal variation and a semi
unbounded soil column, Tmax and Tmin usually appear at the surface skin or the deep layer where the
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soil temperature is almost constant. When the above condition is satisfied the sample layer covers the
variation of Te f f . This also means as the soil temperature profile is continuous, there must be a layer
where its soil temperature equals to Te f f .

In order to investigate the relationship between the penetration depth and Te f f , in terms
of Te f f calculation, we first review the hypotheses of the coherent/incoherent microwave radiative
transfer models and the definition of satellite sensing depth (Section 2). We then analytically quantify
the relationship between the penetration depth and Te f f (Section 3). Next, we use the field soil moisture
and soil temperature observation at Maqu Network to verify the developed approach and demonstrate
its application to SMAP (Section 4). Finally, we discuss the uncertainties of the developed method
(Section 5) and conclude with some final thoughts for future work (Section 6).

2. Theoretical Background

In this section, we first review the default assumption in zeroth-order incoherent model in which
there is only one emissivity for all layers and then reformulate the Lv’s Te f f scheme in terms of the
optical depth τ and clarify the definition of penetration depth.

2.1. Microwave Radiative Transfer Model

The SMOS and SMAP soil moisture retrieval algorithms are based on the following equation

TB = εTe f f (1)

where TB is the brightness temperature detected by the radiometer, ε is the unique emissivity in
the zeroth-order incoherent microwave radiative transfer model (e.g., based on Fresnel reflectivity
equation) and Te f f is the soil effective temperature which utilizes the net radiative energy affected by
the soil moisture/temperature gradient in the profile [32]. Equation (1) implies that ε does not contain
depth information. Meanwhile Teff is expressed in terms of soil physical temperature of different layers,
usually of two layers as

Teff = w1T1 + w2T2 (2)

where T1 represents the soil temperature at 0–5 cm and T2 is for 40–80 cm or even deeper depending
on the soil texture. The w1 and w2 are weighting function which are mainly affected by soil moisture,
wavelength and slightly by soil temperature [16,33] (Note: All specific variables in this study are listed
in Table 1). The sum of weighting function should satisfy:

w1 + w2 = 1 (3)

In the above equations, the unique emissivity is a variable to simplify the coherent microwave
radiative transfer model, assuming that the dielectric and temperature properties of the soil are uniform
throughout the emitting layer.

Combining Equations (2) and (3) leads to following expressions:{
1 = w1 + w2

Te f f = w1T1 + w2T2
(4)

As we know, Te f f ∈ (T1, T2) if T1 < T2. The opposite case is also possible as Te f f ∈ (T2, T1)

if T1 > T2. For a special case, when T1 = Te f f (or T2 = Te f f ), the only possible solution is w1 = 1
(or w2 = 1). w1 = 1 is the necessary and sufficient condition for T1 = Te f f .

In the following, we will prove that the soil temperature at one time of the optical depth equals
to Te f f with linear soil temperature gradient assumption. The accuracy of this inference depends
on whether the linear assumption is satisfied which is basically the case if more layers are observed
(e.g., via the use of Lv’s multilayer Te f f scheme).
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Table 1. Variables used in this study.

Abbreviation Definition Unit Expression

Te f f soil effective temperature K Equations (5), (6), (12) and (13)

Tb brightness temperature K

θ soil moisture Vol/Vol

Tmax
maximum soil temperature along soil

temperature profile K

Tmin
minimum soil temperature along soil

temperature profile K

Ti soil temperature at ith layer K

wi weighting function for Te f f - Defined in [29,31,34]

Δxi soil thickness at ith layer m

x(i) soil depth (at ith layer) m xi =
i

∑
j=1

Δxj

Δτi optical thickness at ith layer m Δτi = Δxi
2π
λ

ε′′√
ε′
= Δxi · α(x)

τi(x)
optical depth at ith layer (or corresponding to

soil depth x) m τi =
i

∑
j=1

Δτj

Tnor/Tinor normalized soil temperature (at ith layer) - T(i)nor =
T(i)−Tsur f

Tdeep−Tsur f

Tsur f skin temperature K

Tdeep
soil temperature at deep layer that the soil

temperature could be considered as constant K

a Soil temperature gradient K/τ a = dT/dτ

α(x) attenuation parameter - α(x) = 4π
λ ε′′ (x)/2[ε′(x)]

1
2

τdeep
τ deep enough that the soil temperature could be

considered as constant - τdeep ≈ 5

2.2. Soil Effective Temperature

The concept of soil effective temperature Te f f is developed to describe the emissive capacity of a
soil column. According to the Rayleigh-Jeans approximation, in the microwave domain the emitted
energy from the soil is proportional to the thermodynamic temperature [35] as shown in Equation (1),
where the ε is the emissivity that is strongly related to soil moisture, while Te f f is the effective
temperature and is formulated by [36] as:

Te f f =
∫ ∞

0
T(x)α(x) exp

[
−
∫ x

0
α
(
x′
)
dx′

]
dx (5)

where α(x) = 4π
λ ε′′ (x)/2[ε′(x)]

1
2 . Equation (5) states that Te f f at the soil surface is a superposition of

the intensities emitted at various depths within the soil.
An accurate computation of Te f f is thus critical for obtaining relevant values of soil emissivity

from brightness temperature measurements. It follows that soil moisture can be retrieved from the
estimate of soil emissivity [35]. However, the soil moisture and soil temperature profile information
is usually limited in a field experiment, because discrete observation sensors are usually installed
empirically at limited vertical intervals. Recently, a new scheme (hereafter, Lv’s scheme, [16,33]) has
been derived directly from Equation (5) as

Te f f = T1

(
1 − e−Δτ1

)
+

n−1

∑
i=2

Ti

(
1 − e−Δτi

)i−1

∏
j=1

e−Δτj + Tn

n−1

∏
j=1

e−Δτj (6)

in which Δτi = Δxi
4π
λ

ε′′
2
√

ε′
, a parameter related to wavelength λ, to soil moisture through the dielectric

constant (ε′—real part, ε′′ —imaginary part), and to sampling depth Δxi for each layer. Comparing to
other two-layer schemes, Lv’s scheme uses an exponential function to distribute the weight among
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different layers. In Equation (6), Ti depicts the mean soil temperature of the ith layer, with 1 − e−τi

indicating its weight in the calculation of Te f f . Parameter τi is the key variable for Lv’s scheme, and is
a function of Δxi. While λ is fixed for any specified sensor and the dielectric constant is varying with
soil moisture and temperature, Δxi is the only remaining variable which needs to be determined.

As stated in Lv et al. (2016b), Δx1 could be determined by considering τ1 as a function of Δx1 and
the integral exponential function

∫
e−τdτ =1 − e−τ ,

e−τ1s =
1
τ1

∫ τ1

0
e−τdτ =

1
τ1

(
1 − e−τ1

)
(7)

where τ1s is calculated using the depth where the first layer sensors are installed (Δx1s).
With Equation (7), τ1 can be determined as well as the Δx1 used in Equation (6). The physical meaning
of Δx1 could be inferred from Equation (6) that T1 matches the layer-averaged soil temperature
integrated from the surface to the sampling depth Δx1, which is used for calculating 1 − e−τ1 .
It is to note that Δx1 (i.e., the bulk sampling layer thickness) is different from Δx1s (i.e., the exact
installation depth). Therefore, the soil moisture and soil temperature detected at Δx1s represents
average values from surface to Δx1, so that Δx1s will be called the representative depth for the
first layer. The representative depth is computed from the known installation depth for soil moisture
and soil temperature sensors and has no relation to the deeper layers below. Let τ1 = Δx1 · 4π

λ · ε′′
2
√

ε′
(noting Δτi = τi − τi−1, and τi−1 = 0 for the first layer). Since soil depth at ith layer can be expressed

as xi =
i

∑
j=1

Δxj, it follows τi =
i

∑
j=1

Δτj. Hence, τ monotonically increases with soil column depth x.

With [τ, T] instead of [x, T] we can compute the correlation coefficient (cc) along the profile.

2.3. Penetration Depth

For the non-isothermal case, Njoku and Entekhabi (1996) defined the penetration depth (e.g., the
temperature sensing depth, hereafter as PD1) as the depth, which satisfies the following condition:∫ ΔxT

0 T(x)α(x) exp
[−∫ x

0 α(x′)dx′
]
dx∫ ∞

0 T(x)α(x) exp
[−∫ x

0 α(x′)dx′
]
dx

=
1
e

(8)

The equals to one time of the optical thickness (or optical depth, Napierian absorbance)
with the linear assumption and is the natural logarithm of the ratio of incident to transmitted
radiant intensity through soil at L-band. The optical thickness gives a measurement about the
attenuation of radiation through the medium (e.g., soil in this study). According to Equation (8),
the penetration depth will be affected by those factors influencing the soil effective temperature,
including soil temperature, soil moisture, and wavelength λ [36]. For SMOS and SMAP missions,
the wavelength is a given constant, λ = 21 cm. The impact of soil moisture and soil temperature on
the soil effective temperature is functional through the dielectric models, while the soil moisture’s
influences dominate over the soil temperature one. When soil temperature is neglected and wavelength
is fixed, a monotonic relationship between the soil moisture and the penetration depth (ΔxT = f (θ))
could be founded. However, it is not clearly stated how the change in penetration depth is related to
the in situ observation. ΔxT is a characteristic length, the value of which is somewhat arbitrary and
could not be computed without knowing detailed soil moisture and soil temperature profiles [37].

Meanwhile, there is another definition of the penetration depth (PD2) [32]. The radiative
transfer theory has shown that while the thickness of the emitting layer may actually exceed 1 m for
low-frequency radiation, the magnitude of its contribution becomes infinitesimal after a comparatively
shallow depth (e.g., compared to 1 m layer). This comparatively shallow depth, which provides most
of the measurable energy contribution, is also called the penetration depth (PD2) [38]. Nevertheless,
the PD2 is somewhat less quantitative since the magnitude of its contribution cannot be quantified.
Hence, the penetration depth in this study refers to only PD1, e.g., ΔxT .
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3. Method and Data

3.1. Predigest of Wilheit’s Te f f Scheme

Equation (5) is Wilheit’s is integral scheme and Equations (6) and (7) have been explained in
previous studies ([16,33]). This subsection shows how Equation (5) is reformulated with the integral
optical depth (dτ), instead of depth (dx) with Lv’s scheme. In the above sections we stated that at
the soil surface there is a superposition of the intensities emitted at various depths within the soil.
In Lv’s scheme, ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Δτi = Δxi
2π
λ

ε′′√
ε′
= Δxi · α(x)

τi =
i

∑
j=1

Δτj

xi =
i

∑
j=1

Δxj

(9)

Apparently, the parameter τ is the same as the concept of optical depth. According to
Δτ = Δx · 4π

λ · ε′′
2
√

ε′
and τ = Δτ1 = 1 (i.e., here τ equals to one time of the optical depth),

the penetration depth Δxs can be expressed as,

Δxs =
λ

2π
·
√

ε′
ε′′

(10)

Equation (10) is equivalent to the penetration depth as identified by previous studies [18,28,32]
although it is inferred from Lv’s scheme. It is worth noting that the concept of penetration depth does
not only indicate the depth where radiation is reduced to 1/e of its original value, but also indicates
the depth where the physical temperature represents the average temperature of that emitting layer.
Considering the pre-mentioned assumption that the dielectric and temperature properties of the soil
are uniform throughout the emitting layer, this means exp

[−∫ x
0 α(x′)dx′

]
= e−τ and α(x)dx = dτ.

Therefore Equation (5) could be simplified as

Te f f =
∫ ∞

0
T(x)e−τdτ (11)

As such, Equation (11) can be rewritten by replacing physical depth x ∈ [0, ∞) with the optical
thickness τ ∈ [0, ∞) as follows:

Te f f =
∫ ∞

0
T(τ)e−τdτ (12)

With Equation (12), we replace integral item dx with dτ. τ is also used in the description of
radiometry in atmosphere and vegetation and it should also work with soil column. With dτ, Te f f
becomes concise and convenient for following analysis.

3.2. Characteristic Expression of Te f f

The essence of Te f f calculation is a series of weighting values which reflect the soil temperature
gradient (for example, the Choudhury’s scheme) [29] and further the impact of soil moisture,
for example, Wigneron’s [34] and Holmes’ scheme [31]. Keeping this in mind, we can simplify
the soil temperature gradient by normalizing it as follows:

Tinor =
Ti − Tsur f

Tdeep − Tsur f
(13)

where Tsur f is the soil temperature at the soil surface. Tdeep is the soil temperature at the soil bottom
where soil temperature could be considered as constant at inter-annual scale. Ti is the physical soil
temperature at ith layer. Besides, we already know that in Lv’s scheme, Wilheit’s integral scheme could
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be simplified as Equation (12), where τi is the optical depth at ith layer. One τi value corresponds
to only one physical soil depth for a certain soil temperature/moisture combination at any moment
(τi = τi−1 + Δxi

2π
λ

ε′′√
ε′

). As such, we can deem soil temperature a function of τ. Furthermore, since the

soil depth is between [0,+∞) as is τ, we can use 1 − e−τ |∞0 to represent the variation between [0, 1].
To indicate how the normalized soil temperature was applied to calculate Te f f , the simplest case

(i.e., the linear case) was demonstrated as follows. The linear case could be expressed as

Ti = Tsur f + aτi

(
τ < τdeep

)
(14)

and for the layers where τi ≥ τdeep:

Ti = Tsur f + aτdeep = Tdeep (15)

where a is the soil temperature gradient with optical depth (unit: K/τ). τdeep is where it is deep enough
that the soil temperature could be considered as constant. For example, when τdeep = 5, the contribution
from deeper layer τ > 5 is e−5 ≈ 0.0067. Therefore, the soil temperature below τdeep has negligible
impact on Te f f . In other words, it does not matter where exactly τdeep is as long as it is deep enough
while Equation (14) is valid. We suggest τdeep ≥ 5. According to Equation (12), we can calculate the
normalized soil temperature:

Tinor =
Ti−Tsur f

Tdeep−Tsur f

=
Tsur f +aτi−Tsur f

Tsur f +aτideep−Tsur f

= τi
τdeep

(
τ < τdeep

) (16)

Then, 0 ≤ ΔTnor ≤ 1. Put Equation (14) in Lv’s scheme as

Te f f =
∫ ∞

0 T(τ)e−τdτ

=
∫ τdeep

0

(
Tsur f + aτ

)
e−τdτ +

∫ ∞
τdeep

(
Tsur f + aτdeep

)
e−τdτ

=
∫ τdeep

0 Tsur f e−τdτ +
∫ τdeep

0 aτe−τdτ +
(

Tsur f + aτdeep

)∫ ∞
τdeep

e−τdτ

= Tsur f
(
1 − e−τdeep

)
+ a

[
1 − e−τdeep ·

(
τdeep + 1

)]
+

(
Tsur f + aτdeep

)
· e−τdeep

= Tsur f + a
(
i f e−τdeep ≈ 0

)
(17)

Hence, Te f f = Tsur f + a (i.e., considering e−τdeep ≈ 0). Comparing to Equation (14), this means
Te f f equals to the soil temperature at τ = 1, with the linear assumption of soil moisture and soil
temperature profile. The same normalization as in Equation (16) with Te f f in Equation (12), we have:

Te f f − Tsur f

Tdeep − Tsur f
=

Te f f − Tsur f

Tsur f + aτdeep − Tsur f
=

Tsur f + a − Tsur f

aτdeep
=

1
τdeep

(18)
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Using
Ti−Tsur f

Tdeep−Tsur f
to normalize Equation (12) on both sides, we get,

Te f f −Tsur f
Tdeep−Tsur f

=
∫ ∞

0
T−Tsur f

Tdeep−Tsur f
e−τdτ

=
∫ ∞

0 Tnore−τdτ

=
∫ τx

0
τ

τdeep
e−τdτ whenτx → ∞

= 1
τdeep

[1 − e−τx · (τx + 1)] whenτx → ∞

= 1
τdeep

(19)

where τx is a mark for τ at x. 1 − e−τx · (τx + 1) is the characteristic expression for Te f f calculation
in linear case because it is not related to the gradient a and τdeep. The term 1 − e−τx · (τx + 1)
describes the distribution of radiation along τ. With Equation (14), Equation (19) is an analytic
solution for Equations (5) and (12) after normalization. It reflects the cumulative energy starting
from 1 − e−τx · (τx + 1)|0 = 0 to deep layer where 1 − e−τx · (τx + 1)|+∞ = 1. Since this distribution is
not related to a and τdeep, 1 − e−τx · (τx + 1) is universal for all linear cases. Therefore, Te f f ∼ τ ∼ x
relationship (Equations (9) and (19)) is quantified by 1− e−τx · (τx + 1) which is fundamental if we want
to determine Tb ∼ Te f f ∼ τ ∼ x (Equations (1), (9) and (19)) in future. It is to note that 0 < τx < τdeep.
Equation (19) is based on the dT

dτ linear assumption. Here we use correlation coefficient (cc) between T
profile and τ profile to measure this linear assumption. Usually, T profile and τ profile are hard to
acquire from either field observation or reanalysis data because only a few layers of soil are measured
or modelled.

After normalizing soil temperature in Equation (16) and Equation (12), it appears that the soil
temperature at the penetration depth equals to Te f f while dT/dτ is linear.

3.3. In-Situ Data, MERRA-2 and SMAP

Maqu network is located in the northeast margin of the Tibetan Plateau (Figure 1). The average
elevation is about 3300 m above the sea level. The network was built in 2008 and continuously provides
soil moisture and soil temperature profile information at 20 sites since then [39]. Since its establishment,
the Maqu Network has provided accurate soil moisture and soil temperature measurements for
evaluating soil moisture data from satellites [40,41]. The vegetation of the Maqu network consists
of meadow and grass less than 1 m in height with roots extending tens of centimeters in depth.
An accumulated humus layer of around 10 cm is mixed with the soil. Bushes and trees are scarce in this
region, while desert dunes appear along the river off and on. Besides these 20 sites of profile monitoring,
there is a complete land-atmosphere interaction observation site which consists of a boundary layer
meteorology tower, an eddy covariance system and two dense soil moisture and soil temperature
profile measurements.
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Figure 1. (a) Geographical location of the Maqu network on the Tibetan Plateau. The background
indicates the elevation from USGS 1 km topography and the border in black is where elevation >2500 m;
(b) The distribution of all sites at the Maqu network and the center site (ELBARA) located in the center;
(c) ELABRA; (d) the detailed soil moisture and soil temperature profile.

A vertically dense soil moisture and soil temperature profile observation at the center station of
Maqu network is used in this study (Figures 1d and 2). To facilitate the comparison with SMAP soil
moisture products, the profile data used in this study is provided by ECH20 5TM soil moisture/soil
temperature sensors, covering the period from 6 August to 27 November 2016 (Figure 2). It has
20 sensors installed at 19 layers, with two duplicate sensors at 2.5 cm. The depth configuration
is illustrated in Figure 2d. Soil moisture data is calibrated with soil texture, bulk density and
organic matter content. Furthermore, soil samples are collected near the micro-meteorological
observing system, indicating that the soil consists of sand fraction of 26.95% and clay of 9.86% at 0.05 m,
respectively, while 29.2% and 10.15% at 0.2 m, 31.6% and 10.43% at 0.4 m [42]. The layer settings for
the other sites are 5 cm, 10 cm, 20 cm, 40 cm, and 80 cm or simply 5 cm and 10 cm with an additional
infrared sensor for the skin temperature. With such a vertically dense profile observation, we can
compute cc for [τ, T] profile at any moment. Mironov’s dielectric constant model was for calculating
the real and complex parts of dielectric constants in this study [43].

The in situ data above is used to compute the temporal variation of penetration depth. To extend
the understanding of the relationship between soil effective temperature and penetration depth, we also
use MERRA-2 (The Modern-Era Retrospective analysis for Research and Applications, Version 2) [44]
and SMAP Level 3 radiometer global daily 36 km EASE-Grid soil moisture, Version 4 product in
this study to illustrate a spatial distribution of penetration depth. MERRA-2 is supposed to replace
former MERRA dataset with the advances made in the assimilation system that enable assimilation

41



Remote Sens. 2018, 10, 519

of modern hyperspectral radiance and microwave observations, along with GPS-Radio Occultation
datasets. The spatial resolution used in this study is 0.625 × 0.5 degree. While soil properties are
retrieved from MERRA-2 constant fields, only soil temperature, soil moisture and surface temperature
at SMAP over passing time are collected. Since March 2015, SMAP is providing promising global
soil moisture distribution with its passive radiometer every 2–3 days [45]. The spatial resolution for
passive sensor is 36 km that is double the resolution compared with MERRA-2. In this case, the SMAP
L3 product is downscaled with nearest neighbor interpolation method to rebuild the soil moisture
map matching with MERRA-2. Since there is just one frequency operated by SMAP, the soil moisture
detected should reflect the average emission capacity within a certain depth of soil column, but not a
particularly fixed depth. This average soil moisture synthesizes the strong penetration due to longer
wavelength at L-band as another virtual concept of Te f f . As noted in the introduction part, vegetation
also affects the penetration depth. In this study, the in situ soil moisture and soil temperature data at
Maqu Center Station were used to directly compute the Te f f and penetration depth within the soil
column, sparing the need to consider the vegetation effect. For SMAP soil moisture product, the impact
of vegetation is already removed during the retrieval procedure. It should also be noted that there
are other sites at Maqu Network but none of them has vertically dense profile measurement. Without
such measurement, the calculated penetration depth strongly depends on the fixed soil moisture layer.
In contrast to the SMAP soil moisture product which is derived from average emissivity, the soil
moisture at fixed depth is not the same as the average soil moisture. Therefore, it is not appropriate to
compute penetration depth for the rest sites at Maqu network.

Figure 2. Cont.
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Figure 2. (a) precipitation; (b) the time series of soil moisture and (c) soil temperature profiles at Maqu
Network Center Station; (d) the installation configuration of 20 sensors.

4. Results

In this section, the penetration depth is first calculated according to Equation (10) for SMOS/SMAP
at 1.4 GHz. The result is intended to give a broad view on how penetration depth is affected by soil
moisture and soil temperature theoretically. After that, Equation (8) and Equation (11) are applied at
Maqu Center Station, where a dedicated penetration depth time series is generated for further analysis.
With the penetration depth acquired at Maqu Center Station, we then can select accordingly the soil
moisture and soil temperature observation to compare with the integral soil effective temperature by
Equation (12).

Figure 3 uses the operational channel of SMOS/SMAP (L-band, 1.4 GHz) as examples to show how
the soil moisture and soil temperature affect the penetration depth. It is clear that soil moisture is the
dominant factor in affecting the penetration depth when the soil is dry, while soil temperature has more
impact on the penetration depth for the wet soil. With the range of soil moisture of 0.01–0.6 cm3 cm−3

and soil temperature of 0–60 ◦C, the penetration depth ranges from 3–70 cm for L-band. When the
soil is very dry (i.e., soil moisture is less than 0.01 cm3 cm−3), the penetration depth is the greatest.
Generally, the penetration depth would be 12 cm for L-band at 0.3 cm3 cm−3 and 30 ◦C. If the soil is not
so dry, the effect of soil temperature needs to be considered. For instance, in Figure 3, the penetration
depth could be 11 cm when soil moisture is 0.55 cm3 cm−3 and soil temperature is 50 ◦C. Nevertheless,
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the same penetration depth is also associated with soil moisture of 0.2 cm3 cm−3 and soil temperature
of 10 ◦C. However, an error of soil temperature both in measurement and model simulation larger
than 10 ◦C is rare and soil moisture dominate the penetration depth especially for dry soil. In this case,
although the calculation of the penetration depth strongly depends on the dielectric constant model
but the difference can be ignored. If the layers configuration were too sparse, the estimation would not
be so precise in practice as in Figure 3. This is partly the reason why a vertically dense soil moisture
and soil temperature profile was mounted at the Maqu Center Site with dense layers (19 layers within
the top one meter). Such intensive layering would greatly minimize the uncertainty introduced by the
dielectric models.

Figure 3. Penetration depth at L band (1.4 GHz). The ranges of penetration depth (in centimeters) were
shown as contour lines, depending on the soil moisture and soil temperature. Mironov’s dielectric
constant model was used here for calculating the real and complex parts of dielectric constants.

Figure 4 shows the time series of the penetration depth (Blue) and correlation coefficient
(Red) between the soil temperature at the penetration depth and the corresponding soil effective
temperature. With vertically dense soil moisture/temperature profile measurement at Maqu Center
Station, the penetration depth in Figure 4 is computed by Equations (8) and (12). While soil moisture
ranges from 0.15 to 0.45 cm3 cm−3, the penetration depth varies from 6 to 10 cm at the center site. The
average penetration depth is about 9 cm for the time before August 25 and 7 cm for the rest. As can be
seen the penetration depth is strongly correlated with soil moisture which explains the variation in
the period. Meanwhile, the penetration depth has its diurnal changes (around 1 cm) and is affected
dominantly by soil temperature.

From the foregoing we highlighted the essence of Teff as the mid-level of soil temperature profile
in terms of Equations (1), (5) and (12) which could represent the average soil temperature of the
soil column. Similarly, the soil moisture detected by satellites are also supposed to be the average
soil moisture of the soil column in the view of emission depth. With Teff computed from MERRA-2
and global soil moisture map acquired from SMAP, Figure 5 illustrates a global distribution of the
penetration depth by Equation (10).
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Figure 4. The time series of the penetration depth (Blue) and correlation coefficient (Red) between
the soil temperature at the penetration depth and the corresponding soil effective temperature at
Maqu Center Station as computed from the soil temperature/moisture profiles between 6 August and
27 November 2016.

Figure 5. Global map of the penetration depth (PD) for SMAP with (a) minimum at 6 a.m.; (b) minimum
at 6 p.m.; (c) maximum at 6 a.m.; (d) maximum at 6 p.m.; (e) mean at 6 a.m.; (f) mean at 6 p.m. Data used
are SMAP soil moisture passive L3 product and the corresponding soil effective temperature calculated
from MERRA-2 for 2016. The SMAP soil moisture and soil effective temperature are considered as the
mid-level values for each pixel vertically.

The minimum cases (Figure 5a,b) reflect the penetration depth especially after the rainfall when
the soil moisture is then higher. If there is a sufficient rain event, the surface soil layer would be
fully moist even the soil column would be dry. Therefore, the penetration depth would be less than

45



Remote Sens. 2018, 10, 519

0.1 m or even 0.05 m around the globe. In comparison, the cases for maximum penetration depth
(Figure 5c,d) occur after a long drying period when the soil moisture has drawn down from the surface
to deeper layers. This situation depends on how dry the soil could be so such regions coincide with
the arid regions like central Asia, Australia and Sahara where the penetration depth is over 0.3 m.
The annual mean value of penetration depth (Figure 5e,f) is from 0.05 to 0.2 m except the extremely
dry regions. According to Equation (7) in Lv’s scheme, the soil moisture/temperature sampled at
0.05 m represents the radiative contribution from 0 m to more than 0.1 m (depending on the specific
profile) so 0.05 m samples may match with the satellite signal in most regions. In general, there is not
too much difference between 6 a.m. and 6 p.m. while the latter may have deeper penetration depth of
a few centimeters because Teff is higher.

5. Discussion

Because the penetration depth is defined as the depth at which the intensity of the radiation
inside the medium reduces to 1/e (about 37%) of its original value at the surface (or from its source
origin to the surface from a sensing point of view), it means there are about 37% signal comes beneath
the penetration depth. To characterize the penetration depth, several factors (see below) need to be
considered and their uncertainties quantified, among which the validity of the assumption of linear
temperature gradient is of most significance which we will briefly discuss as follows.

Several factors influence the characteristics of penetration depth which means that for Cal/Val
the satellite soil moisture product, it is very important to know the overpassing time, because the
penetration depth can vary diurnally. On the other hand, Equations (12) and (19) are derived based on
the linear assumption (i.e., dT

dτ = const). If the soil moisture and soil temperature profiles are complex
or have great gradients, the remotely sensed soil moisture may not be at the penetration depth as
calculated by Equation (12).

To which extent the linear assumption could be satisfied is quantified by the absolute value of
correlation coefficient |cc| between the soil temperature profile and the optical depth profile at Maqu
Center Station. Figure 6 gives a glance about the validity of the linear assumption. It could be seen
that the best accuracy was achieved when the assumption is valid if the data satisfy (|cc| > 0.8), which
accounts for 10.89% during the experiment period. The |cc| > 0.8 appears mainly around 10:00 o’clock
(local time) and about 40% of the observation period. The second occurrence peak is around 18:00
o’clock (local time) which coincides with SMOS/SMAP descending/ascending overpassing time.
Other than the validity of the liner assumption, the assumption of e−τdeep ≈ 0 in Equation (18) can
affect the correlation coefficient as well.

Equation (19) indicates that the soil temperature value at one certain depth could represent the
soil temperature profile in terms of soil effective temperature (e.g., Lv’s two-layer scheme vs. Wilheit’s
integral scheme) and that depth is the penetration depth. The soil temperature observed at 5 cm,
10 cm, 40 cm and the penetration depth in Figure 4 are compared with the soil effective temperature
calculated by Wilheit’s scheme in Figure 7. It is seen that the soil temperature variation at 2.5 cm
(Figure 7a) has a slight underestimation bias and the distribution of points is much scattered than
at the penetration depth (Figure 7d). For the soil temperature approximately between 15 and 20
◦C, the difference can reach about 5 ◦C. When the soil temperature is out of that temperature range,
the difference become relatively smaller. The variation range of soil temperature at 10 cm (Figure 7b)
matches better but is still worse than that at the penetration depth. From Figure 4, it is known that the
average penetration depth is about 7 cm after 20 August. Therefore the relatively similar accuracy is
reasonable between Figure 7b,d. The soil temperature at 40 cm (Figure 7c) has a positive/negative
bias after/before 20 August. RMSE reaches 3.32 ◦C. Obviously 40 cm cannot represent the soil profile
(Figure 7c) to calculate Teff.
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Figure 6. Comparison of soil temperature at the penetration depth vs. soil effective temperature at
Maqu Center Station. The absolute correlation coefficient (|cc|) divided the time series into two groups
where |cc| > 0.8 (a) and |cc| < 0.8 (b). The bottom figure shows the daily distribution of the moment
when correlation coefficient |cc| > 0.8.

Figure 7. Comparison of soil effective temperature calculated by Wilheit’s integral scheme against soil
temperature observed at Maqu Center Station: (a) 2.5 cm; (b) 10 cm; (c) 40 cm observation and (d) the
penetration depth. Data are shown only when |cc| > 0.8 and the dashed line is the regression line.
The period is from 6 August to 27 November 2016.
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For those data with |cc| > 0.8 (i.e., dT
dτ = const) (see Figure 6), the soil temperature at the

penetration depth is very close to as expected by Equation (19). The penetration depth contains all the
factors which affect the soil effective temperature, such that the soil effective temperature varies with
the penetration depth.

6. Conclusions

The concept of penetration depth in microwave radiometry was published more than four
decades ago and its importance has long been realized by the microwave remote sensing community.
The penetration depth is a characteristic length in the soil column which should be considered as a
dynamic whole instead of just a few centimeters at the surface layer and becomes especially important
with the increased wavelength for the dedicated soil moisture mission SMOS/SMAP. Because the
penetration depth is defined based on the integral effective soil temperature, it leaves a gap between
the simple two-layer schemes (e.g., commonly used in the operational soil moisture retrieval) and
the integral one. Nevertheless, the implication behind the penetration depth has so far not been fully
investigated and explained. The casually referred 1/e residual is just a “qualitative” number and how
it is linked with satellite soil moisture sensing depth has not been analytically determined.

In this study, with rigorous mathematical derivations based on Lv’s Te f f scheme, we have
proved that the penetration depth is not only a “qualitative” number but a characteristic depth which
synthesizes emitting behavior of a soil column in microwave radiometry. In Lv’s scheme, the optical
depth τ appears in Te f f and thus unifies the radiative transfer processes in atmosphere, vegetation
and soil. More specifically, τ quantifies the attenuation of radiation transfer in a medium, being the
air dielectric properties in the atmosphere, vegetation optical thickness (mainly the water content in
leaves) in vegetation, as well as soil dielectric properties (e.g., mainly soil moisture) in the soil. The use
of the integral τ instead of soil depth x is proposed in this study for the first time and with τ appearing
in the Te f f formula, we can determine essential characteristics in Te f f . By means of τ, it is proved that
the penetration is not just the depth where the energy is reduced to 1/e of its original value but it is
also the median value of soil temperature in the soil column. The penetration depth is strongly related
to soil moisture but also has diurnal variation which may have an amplitude of several centimeters at
the center station of Maqu network.

The question of at which depth L-band soil moisture monitoring satellites such as SMOS/SMAP
measure has confused the soil moisture community at large. As stated in introduction, the sensitive
layer is supposed to be the depth where these satellites are sensing in previous studies. In SMAP
retrieval [46], vegetation and soil surface roughness are accounted in terms of emissivity calibration.
The final soil moisture product is derived from a smooth emission model. A precise estimation
of vegetation and roughness is critical before determining the penetration depth. Particularly,
the global map of penetration depth in Figure 5 depends on a correct vegetation calibration. Therefore,
the penetration depth over dense vegetation zone, for instance the tropics may be even smaller.
In contrast, in the dessert area with few or no vegetation, the penetration depth is usually large
and vegetation calibration is not so important except after rainfall events. The conclusion in this
study would be most useful to the transition zone where soil moisture variation is larger and affects
climate/hydro-process more intensively. Different to the sensitive layer view, we proposed in this
study a median value view and found the soil temperature median value under the linear assumption.
From the hypothesis of zeroth-order incoherent microwave transfer frame, the median soil temperature
layer represents not only Te f f but also provides the depth information contained in this frame. The soil
moisture retrieved from microwave (e.g., L-band) observation should be the average radiative emission
capacity of the soil column and there should be a median soil moisture depth as well. This study has
successfully developed such a new method to find this median soil moisture depth by relating the
penetrating depth in terms of temperature to radiative energy attenuation. This is done by building up
a Tb ∼ Te f f ∼ τ ∼ depth relationship with median theory in which a median value of T could be found
at the penetration depth with certain condition. The method is verified with in situ data from the Maqu
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observation site and the conclusion is valid whenever the field condition satisfies the assumption.
This is critical to the application of SMOS/SMAP soil moisture product because a difference of several
centimeters between the depth of in situ measurement and the satellite sensing depth will lead to
systematic bias in evaluating the satellite products. Based on an application of the developed method
to SMAP passive L3 soil moisture product and the corresponding soil effective temperature calculated
from MERRA-2 for 2016, it may be concluded that it is appropriate to use 5 cm depth of soil moisture
measurement as a ground reference to calibrate and validate satellites soil moisture product because 5
cm captures the main signal source on average. However, for some extreme cases like arid region or the
region after a long drought event, 5 cm may not represent the dominant emission layer. In other words,
it means that even though the satellite product is precise, we may still get biased conclusion, if the
ground measurement is inappropriately organized, and the comparability between satellite and in
situ measurement is not established [47]. The developed method should also be beneficial to the Earth
surface modelling in improving the consistency in the dynamics of the soil moisture processes and
satellite observations.
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Abstract: As part of a National Aeronautics and Space Administration (NASA) MEaSUREs (Making
Earth System Data Records for Use in Research Environments) Land Surface Temperature and
Emissivity project, the Space Science and Engineering Center (UW-Madison) and the NASA Jet
Propulsion Laboratory (JPL) developed a global monthly mean emissivity Earth System Data Record
(ESDR). This new Combined ASTER (Advanced Spaceborne Thermal Emission and Reflection
Radiometer) and MODIS (Moderate Resolution Imaging Spectroradiometer) Emissivity over Land
(CAMEL) ESDR was produced by merging two current state-of-the-art emissivity datasets: the
UW-Madison MODIS Infrared emissivity dataset (UW BF) and the JPL ASTER Global Emissivity
Dataset Version 4 (GEDv4). The dataset includes monthly global records of emissivity and related
uncertainties at 13 hinge points between 3.6–14.3 μm, as well as principal component analysis (PCA)
coefficients at 5-km resolution for the years 2000 through 2016. A high spectral resolution (HSR)
algorithm is provided for HSR applications. This paper describes the 13 hinge-points combination
methodology and the high spectral resolutions algorithm, as well as reports the current status of
the dataset.

Keywords: emissivity; infrared; surface; land; hyperspectral; radiation

1. Introduction

Land Surface Temperature and Emissivity (LST&E) data are critical variables for studying a
variety of Earth surface processes and surface–atmosphere interactions such as evapotranspiration,
surface energy balance, and water vapor retrievals. LST&E have been identified as an important Earth
System Data Record (ESDR) by National Aeronautics and Space Administration (NASA) and many
other international organizations (NASA Strategic Roadmap Committee #9, 2005; Global Climate
Observing System (GCOS), 2003; Climate Change Science Program (CCSP), 2006 and the recently
established International Surface Temperature Initiative) [1].

Accurate knowledge of LST&E at high spatial (1 km) and temporal (hourly) scales is a key
requirement for many energy balance models to estimate important surface biophysical variables such
as evapotranspiration and plant-available soil moisture [2,3]. LST&E data are essential for balancing
the Earth’s surface radiation budget. For example, a surface emissivity error of 0.1 will result in climate
models having errors of up to 7 Wm−2 in their upward long-wave radiation estimates, which is a
much larger term than the surface radiative forcing (~2–3 Wm−2) due to an increase in greenhouse
gases [4]. LST&E are also used to monitor land-cover/land-use changes [5], and in atmospheric
retrieval schemes [6].
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LST&E products are generated with accuracies that vary depending on the input data, including
ancillary data such as atmospheric water vapor, as well as algorithmic approaches. For example,
certain Moderate Resolution Imaging Spectroradiometer (MODIS) products (MOD11) use an infrared
(IR) split window algorithm applied to two or more bands in conjunction with an emissivity estimate
based on the land classification to produce the LST. Conversely, other MODIS products (MOD21) [7]
use a physics-based approach involving a radiative transfer model to first correct the data to a surface
radiance, and then use a model to extract the temperature and emissivities in the spectral bands.
This physics-based approach is also adopted for the Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER) measurements. Validation of these approaches has shown that they are
complementary, with the split-window approach better suited over heavily vegetated regions, and the
physics-based approach better suited for semi-arid and arid regions. Figure 1 shows an example of the
ASTER Global Emissivity Dataset Version 3 (ASTER GEDv3) [8] and the UW-Madison MODIS Infrared
emissivity dataset Baseline Fit ( UW BF) [9] mean emissivity at 9.1 μm over Africa for the summer
season (July–September) between 2000 and 2008. There is good overall agreement between the two
databases; however, each has their own benefits and drawbacks. For example, the ASTER GEDv3 is
able to better capture the deeper quartz minimum at 9.1 μm compared to the UW BF, which has only
one band available in this region (MODIS band 29, 8.5 μm). For the UW BF database, the emissivity in
the mid to long-wave region (8–12 μm) is not well defined, because MODIS only has three bands in
this region (bands 8.5 μm, 11 μm, and 12 μm). This results in an imperfect spectral shape in the two
quartz doublet regions at 8.5 μm and 12 μm. The advantages of the UW BF include its moderate spatial
resolution (5 km), its uniform temporal coverage (monthly), and that its emissivities span the entire IR
region (3.6–12 μm). In contrast, although there are more bands in the ASTER GEDv3 available to define
the spectral shape in the mid–long IR region (five bands, bands at 8.3 μm, 8.6 μm, 9.3 μm, 10.6 μm,
and 11.3 μm), there are no bands in the short-wave infrared (SWIR) region around 3.8–4.1 μm, which
limits its use in models and other atmospheric retrieval schemes. On the plus side, ASTER GEDv3 has
high spatial resolution (~100 m) and high accuracy over arid regions. In terms of temporal sampling,
the MODIS product has been used to create monthly emissivity estimates, whereas constraints on the
ASTER data collection limit the derived emissivity dataset to multi-year climatologies. By combining
the two measurements, the Combined ASTER and MODIS Emissivity over Land (CAMEL) dataset
takes advantage of the strengths of each dataset while mitigating the problems of each.

 

Figure 1. (Left) Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Emissivity
Dataset (ASTER GEDv3) mean summertime (July–September) emissivity for band 12 (9.1 μm),
(Right) UW-Madison MODIS Infrared emissivity dataset Baseline Fit emissivity (UW BF) mean
summertime (July–September) emissivity at 9.1 μm, which is the same as Moderate Resolution Imaging
Spectroradiometer (MODIS) Band 29, 8.5 μm.
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NASA has recognized the importance of LST&E, and identified the need to develop long-term,
consistent, and calibrated data and products that are valid across multiple missions and satellite
sensors. Under the NASA Making Earth Science Data Records for Use in Research Environments
(MEaSUREs) program, a monthly mean unified Low Earth Orbit (LEO) based Land Surface Emissivity
(LSE) ESDR at 5 km has been produced by merging two current state-of-the-art emissivity databases,
the UW-Madison MODIS based UW BF, and the Jet Propulsion Laboratory (JPL) ASTER GED Version4
(GEDv4) [10], which is called the CAMEL. The CAMEL LSE ESDR has been further extended to
hyperspectral resolution using a Principal Component (PC) regression approach similar to the UW
high spectral resolution (HSR) algorithm [11].

This document is the first part of a two-part series that will describe the NASA MEaSUREs LSE
ESDR called CAMEL Version 1.0 [12] in detail, including their methodologies, data products, and
technical aspects. Part II discusses the uncertainty determination and current validation efforts of the
CAMEL database.

2. Data

In this section, the two input emissivity databases are introduced: the ASTER GEDv4 and the UW
BF emissivity, along with the selected laboratory measurements that are needed for HSR application.

2.1. The ASTER Global Emissivity Dataset

In 2009, a level-3 mean, gridded ASTER Global Emissivity Dataset Verison3 (ASTER GEDv3) was
generated using all ASTER clear-sky data available since 2000. The emissivity retrieval was based on
an improved Temperature Emissivity Separation (TES) algorithm with a water vapor scaling (WVS)
atmospheric correction approach [13,14]. The ASTER GEDv3 is output on 1◦ × 1◦ grids at 100-m, 1-km,
and 5-km spatial resolutions. The product has been validated extensively over a set of pseudo-invariant
sites, and results indicate agreement to within 1.5% [15]. Additionally, ASTER GEDv3 has shown good
agreement with other coarser sensor LSE products such as Atmospheric Infrared Sounder (AIRS) [16]
and MODIS [13,17]. The ASTER GEDv3 is currently being distributed at the NASA Land Processes
Distributed Active Archive Center (LP DAAC) at the U.S. Geological Survey (USGS) Earth Resources
Observation and Science (EROS) with global coverage, and has been available since the end of 2012.

2.1.1. ASTER Vegetation and Snow Cover Adjustment

Since the ASTER GEDv3 product represents a mean emissivity climatology of ASTER data
acquired over an 11-year period (2000–2010), an emissivity adjustment is necessary over heterogeneous
land cover types that are subject to annual and inter-annual land cover changes (e.g., due to snow
and ice melt, and agricultural practices). The emissivity of vegetation and snow is fairly high and
constant (~0.98–1.0). As a result, surfaces with high amounts of vegetation or snow cover reduce
the amount of spectral variation. This relationship is used to adjust the ASTER GEDv3 emissivity
product by either increasing or decreasing the spectral contrast as a simple function of the amount
of snow or vegetation relative to the reference mean state. The methodology to create the vegetation
and snow adjusted ASTER GEDv4 emissivity is described in Hulley et al. [14]. This allows the
ASTER GEDv4 emissivity product to be produced at the same monthly resolution of the UW products.
The snow cover amount is obtained from the standard MODIS snow cover maps (MOD10 product).
The vegetation amount is obtained by applying the National Oceanic and Atmospheric Administration
(NOAA) National Environmental Satellite, Data and Information Service (NESDIS) “Green Vegetation
Fraction” approach to the NASA MOD13A3 monthly gridded normalized difference vegetation
index (NDVI) product, whereby the current vegetation influence is estimated as f = (NDVI_current -
NDVI_min)/(NDVI_max - NDVI_min) [18]. The NDVI is a well-tested and proven indicator of partial
and emerging vegetation growth.
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2.1.2. Aggregation of ASTER GED to 5-km Resolution

The ASTER GEDv3 is produced in 1◦ × 1◦ grids with a resolution of 0.001◦ (~100 m), and
consequently, the spectral emissivities are first aggregated to the UW database resolution of 0.05◦

(5 km) before merging. It has been shown that a simple aggregation from fine to coarse resolution is
valid only if the scene is homogeneous in emissivity and surface temperature [19]. In this case, the
effective emissivity is simply an average of individual pixels, i. ε(ν) = 1/n ∑ ε(i, ν) i=1:n, where ε(ν)

is the effective spectral emissivity for wavelength ν at the coarser resolution scale, and ε(i, ν) is the
spectral emissivities for each pixel i at the finer resolution scale. This approach was used successfully
in validating AIRS emissivities with the ASTER emissivity product over large homogenous sand
seas [16]. However, over more heterogeneous cover types, this assumption breaks down due to a
higher variability in the surface temperature distribution. A potential solution is to aggregate the
surface emitted radiance for each pixel at the finer resolution scale (e.g., ASTER at 100 m), and then
normalize with the radiance of an effective surface temperature at the coarser pixel scale (e.g., MODIS
at 5 km), as follows:

εν =
1
n ∑n

i=1 εi,ν·Bν(Ti,s)

Bν

(
Ts
) (1)

where Bν(Ti,s) is the radiance for temperature Ti,s for each pixel i at the finer resolution scale, and
Bν

(
Ts
)

is the radiance for an effective temperature Ts at the coarser resolution scale. This method was
used to intercompare emissivities from the ASTER GEDv4 with MODIS emissivities at a coarser scale
over the southwestern United States (USA) [17].

The MODIS products known as MOD11C3 and ASTER GEDv4 are both level-3 gridded products.
Since both the original pixel resolution of the ASTER GEDv3 (100 m) and MODIS (1 km) are resampled
to 0.05 degree, any misregistration and geolocation inconsistencies between ASTER/MODIS are very
likely to be negligible, particularly for thermal data. In addition, ASTER’s geometric accuracy and
pixel geolocation knowledge have exceeded the original goals of the project [20]. For Terra and Aqua
MODIS instruments, specific correction approaches are implemented to ensure that the geolocation
of individual MODIS observations are at the sub-pixel accuracy level [21]. Additionally, the MODIS
Terra and Aqua band-to-band registration accuracy is under 50 m [22,23].

2.2. The UW Baseline Fit and High Spectral Resolution Land Surface Emissivity Database

At the University of Wisconsin-Madison, a monthly MODIS global IR land surface emissivity
database (UW BF) was developed based on the standard monthly mean MODIS emissivity product
at 10 wavelengths (3.6, 4.3, 5.0, 5.8, 7.6, 8.3, 9.3, 10.8, 12.1, and 14.3 μm) at 5-km spatial resolution.
The baseline fit method [24], which was based on a conceptual model developed from laboratory
measurements of surface emissivity, is applied to fill in the spectral gaps between the six available
MODIS/MYD11 emissivity bands. The 10 wavelengths in the UW BF emissivity database were chosen
as hinge points to capture as much of the shape of the higher resolution emissivity spectra as possible.
This approach was extended by the method described in Borbas [11] and Masiello et al. [25] to provide
416 spectral points from 3.6 μm to 14.3 μm. The UW HSR emissivity algorithm is based on a principal
component analysis (PCA) regression using the eigenfunction representation of high spectral resolution
laboratory measurements from the ASTER spectral library [26].

In the next section, the input data for the UW database are discussed. The quality and accuracy of
those input data is important for determining the uncertainty of the CAMEL dataset.

2.2.1. Input MODIS MOD11 Products

The operational MODIS MOD11 surface temperature and emissivity products are generated over
land in clear-sky conditions for day and night in 5-min granules for both NASA’s Earth Observing
System (EOS) Terra and Aqua satellites. The 5-min granule products are averaged to daily, eight-day,
and monthly time scales, and the Level-3 gridded products are produced at 5-km spatial resolution.
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The UW BF emissivity data is comprised of the monthly mean surface emissivity products (MOD11C3)
that include IR land surface emissivity at six IR bands (20, 22, 23, 29, 31, and 32) located in the 3.6–4.2 μm
and the 8–13 μm atmospheric windows. The approach to derive the monthly mean land surface
temperature and emissivity assumes emissivity, which is known as the day–night algorithm [27], does
not change between day and night at the same location over a period of a few days. This assumption
is one of the sources of uncertainty for the CAMEL product. The Collection 4.0/4.1 (Col 4.0/4.1)
MOD11C3 products are used as input to the UW BF database, even though newer Collections (Col 5
and 6) have been released since then. We have found that the Col 4.0/4.1 version has the best quality
products. Significant differences were found between the MYD11 Col 4 and 5 data: higher emissivity
values at the reststrahlen band over desert areas (see Figure 2); an increase in minimum emissivity
for bands 20, 22, 23, and 29 (3.7μm, 3.9 μm, 4.0 μm, and 8.5 μm, respectively) by ~0.1; and a loss of
variability for bands 31 and 32 (11 μm and 12 μm, respectively).

Figure 2. Emissivity comparison on January 2003 over Sahara Desert (Lat = 25.075N, Lon = 26.058E) of
UW BF (solid black line), UW high spectral resolution (HSR) (blue dots), the AIRS L2 (V5.0) Standard
products (red line), and the UW/AIRS (green dots) emissivity products. (Left) The UW BF and
UW HSR emissivity products have been derived from the Col 4, and (Right) from the Col 5 MODIS
emissivity products.

Due to these differences, the NASA LP DAAC decided in the beginning of 2007 to continue to
produce Col 4 data beyond December 2006, but using the only available Col 5 MODIS input data such
as the cloud mask, L1B data, and atmospheric profiles. This version of the MYD11 data is called Col
4.1. More information about the MYD11 Col 4.1 product may be found in the C4.1 LST Document [28].
The update (mostly due to the changes in the cloud mask) between Col 4 and Col 4.1 in January 2007
caused minimal inconsistencies in the UW BF database (see left panels of Figure 3.).

The processing of the MOD11C3 Col 4.1 and 5 products was discontinued in 2017 and replaced
by a new Col 6 product. Figure 3 shows a time series comparison of Col 4/4.1 (left, currently used as
input to UW BF) and Col 6 (right) for bands 20, 29, 31, and 32 MO/YD11C3 monthly mean emissivity
products for Aqua (red) and Terra (blue) MODIS over a Namib desert location. The Col 6 band 20
(3.76 μm) and band 29 (8.5 μm) emissivity are—we believe—mistakenly identical for both Terra and
Aqua MODIS. It appears that band 29 values have been copied into the band 20 variable. Bands 31
and 32 show very little time variation. These facts make the Col 6 MOD11C3 emissivity data unusable
for our project. Despite the Col 4/4.1 MOD11 products being the best quality for our purposes, there
are some problems in that dataset as well for longer time-scale purposes. The increasing emissivity of
the Terra band 29 was probably due to the band 29 cross-talk error [29]. This will likely be mitigated in
the future by reprocessing the data on the Col 6.1 L1B cross-talk corrected radiances. Col 4.1 emissivity
values also start to decrease significantly, especially for the long-wave region, starting in 2009 January,
which is an issue in the UW BF emissivity database. This artifact may be caused by an initialization
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issue during processing. This defect is eliminated by ASTER GEDv4 data in the CAMEL database,
which is presented in Figure 4.

 

Figure 3. Time series of Col 4/4.1 (left) and Col 6 (right) band 20, 29, 31, and 32 MxD11C3 monthly
mean emissivity for Aqua (red) and Terra (blue) MODIS over a Namib desert location (Lat: 24.25S,
Lon:15.25E). Note: In Col 6, band 20 appears to be a copy of band 29 for both Terra and Aqua MODIS.

Figure 4. Time series of the Combined ASTER and MODIS Emissivity over Land (CAMEL) database
and its input UW BF dataset at 10.8 μm (top panel) and 12.1 μm (bottom panel) is shown over the
Atmospheric Radiation Measurement (ARM) Southern Great Plains (SGP) Cart Site. The CAMEL
algorithm effectively eliminates the emissivity degradation observed after 2009 for the long-wave
MODIS MOD11 product based UW BF hinge-points.

57



Remote Sens. 2018, 10, 643

2.3. The Laboratory Measurements

The CAMEL HSR algorithm takes advantage of a wide variety of laboratory measurements of
terrestrial materials (minerals, soils, vegetation, fresh water, salt water, snow, ice, etc.) that have been
collected at high spectral resolution for a continuous IR range [30,31]. The laboratory measurements
have the advantage of being performed using short path lengths and under purged conditions to
minimize the effects of water vapor absorption (and other gases). They also take advantage of
laboratory spectrometers that have resolving powers of 1000 or more. The laboratory measurements
used to derive the emissivity in this paper were drawn from the MODIS emissivity library (http:
//www.icess.ucsb.edu/modis/EMIS/html/em.html) at the University of California, Santa Barbara,
and the ASTER spectral library [26], including spectra from the John Hopkins University (JHU)
Spectral Library, the JPL Spectral Library, and the United States (U.S.) Geological Survey (USGS)
Spectral Library.

The MEaSUREs CAMEL database was extended to high spectral resolution using a PC regression
analysis similar to the UW HSR algorithm. While the UW HSR algorithm includes 123 selected
laboratory measurements, the CAMEL HSR algorithm now includes three sets of laboratory spectra,
specifically 55 selected spectra (called version 8) for general use, 82 spectra (called version 10;
version 8 + carbonates) for non-vegetated cases, and four snow/ice selected spectra (version 12).
The three sets of CAMEL laboratory data and the UW HSR 123 selected laboratory measurements
are presented in Figure 5. If the snow fraction is larger than 0.5, only the new snow/ice set of PCs
based on laboratory measurements is used. The three new sets of laboratory sets better characterize
the emissivity spectra of the non-vegetated surface types and snow-covered areas.

(a) (b)

(c) (d)

Figure 5. The CAMEL high spectral resolution (HSR) emissivity algorithm now includes three sets of
laboratory spectra: (a) 55 selected spectra for general use (called version 8), (b) 82 spectra for surface
types including carbonates (called version 10; version 8 + carbonates), and (c) four snow/ice selected
spectra (version 12). The UW HSR 123 selected laboratory measurements (d) are shown for comparison.
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3. Method

As noted earlier, CAMEL is produced by combining the UW-Madison MODIS based UW BF
database and the JPL ASTER GEDv4. A limitation of the UW BF database is that emissivity in the
thermal IR region (TIR) region (8–12 μm) is not well defined, because MODIS only has three bands
in this region (bands 29, 31, 32). This results in an imperfect TIR spectral shape in the two quartz
doublet regions at 8.5 μm and 12 μm. The advantages are its moderate spatial resolution (5 km),
uniform temporal coverage (monthly), and emissivities, which span the entire IR region (3.6–12 μm).
A disadvantage of the ASTER GED is that although there are more bands to define the spectral shape in
the TIR region (five bands, 8–12 μm), there are no bands in the mid-wave infrared (MIR) region around
3.8–4.1 μm, which limits its use in models and other atmospheric retrieval schemes. The advantages
are its high spatial resolution (~100 m) and high accuracy over arid regions. The two datasets have
been integrated together to capitalize on the unique strengths of each product’s characteristics. This
integration involved two preparatory steps: (1) ASTER GEDv3 emissivities are adjusted for vegetation
and snow cover variations over heterogeneous regions to produce ASTER GEDv4, (2) ASTER GEDv3
emissivities are aggregated from 100-m resolution to the UW BF 5-km resolution, and two processing
steps: (i) the spectral emissivities are merged together to generate the CAMEL product at 13 hinge
points from 3.6 μm to 12 μm, and (ii) the 13 hinge points have been further extended to hyperspectral
resolution using a PC-regression approach. The preparation of the ASTER data in steps 1 and 2 has
been discussed in Sections 2.1.1 and 2.1.2. The two processing steps are summarized in Figure 6, and
are discussed below in more detail.

Figure 6. Making Earth System Data Records for Use in Research Environments (MEaSUREs) CAMEL
Emissivity Earth System Data Record (ESDR) flowchart.

3.1. Emissivity Hinge-Points Methodology

The merging of the spectral emissivities from the five ASTER bands with the 10 hinge-point
bands from the UW BF database and the determination of the CAMEL emissivity hinge points are
summarized in Table 1, and described below.

CAMEL hinge points between 3.6–7.6 μm: In the ASTER band gap of the SWIR and MIR region,
the CAMEL emissivities between 3.6–7.6 μm are determined by the UW BF values only, and keep the
location of the hinge points.

CAMEL hinge points at 10.6 μm and 11.3 μm: The 10.6 μm and 11.3 μm hinge points are added
based on the additional observations from ASTER band 10.6 μm and 11.3 μm. CAMEL values at these
hinge points are determined from the ASTER GEDv4 observations only.
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Table 1. Method to create CAMEL emissivity for the 13 hinge points.

CAMEL
Channel Number

CAMEL
Wavelength [μm]

UWBF
Channels

ASTER
Channels

CAMEL Combining Method

1 3.6 Y - UWBF1
2 4.3 Y - UWBF2
3 5.0 Y - UWBF3
4 5.8 Y - UWBF4
5 7.6 Y - UWBF5

6 8.3 Y Y ASTER1 +
(CAMEL7(UWBF6, ASTER2) − ASTER2)

7 8.6 Y Y Weighted Mean(UWBF6, ASTER2)

8 9.1 - Y ASTER 3 +
(CAMEL7(UWBF6, ASTER2) − ASTER2)

9 10.6 - Y ASTER4
10 10.8 - - Linear Interpolation(ASTER4, ASTER5)
11 11.3 - Y ASTER5

12 12.1 Y - UWBF9 but if ASTER5 > BF9,
UWBF9 + diff(UWBF9, ASTER5) * weight

12 * 12.1 Y - if snowfrac > 0.5
UWBF9 + diff(CAMEL10, UWBF8)

13 14.3 Y - UWBF10 but if ASTER5 > BF9,
UWBF9+ diff(UWBF9, ASTER5) * weight

13 * 14.3 Y - if snowfrac > 0.5
CAMEL12

* CAMEL channels 12 and 13 have separate combining methods based on whether the pixel is defined as snow or
non-snow using 0.5 snow fraction as a threshold.

CAMEL hinge point at 8.6 μm: This is the only hinge point where the MODIS band 29 (8.55 μm)
and ASTER band 11 (8.6 μm) overlap; both have very similar spectral response functions. Since these
two bands match closely, we used a weighting rule based on the uncertainties using a “combination
of states of information” approach. In this approach, two pieces of information (e.g., two spectral
emissivities ε(1, ν) and ε(2, ν) can be merged in a probabilistic manner by weighting each input based
on its relative uncertainty, i.e., ε(ν) = [1/(w1 + w2)] [w1·ε(1, ν) + w2·ε(2, ν)], where w is a weighting
factor based on an uncertainty, σ, as follows: w = 1/σ. To apply this method, we used 90% and 10%
weights as the corresponding uncertainties for ASTER GEDv4 and UW BF on a pixel-by-pixel basis.
Given the lack of uncertainty estimates in the MODIS (MOD11) product, the 90/10% weights are
determined based on test case studies. In the future, when uncertainty estimates of the MODIS products
are available, those weights will be adjusted and objectively defined based on the uncertainties in the
input products (MODIS and ASTER). Since the ASTER GEDv4 has more bands that more accurately
define the quartz doublets, ASTER band 11 (8.6 μm) gets the 90% weight for arid and semi-arid regions,
while for all of the other cases, the UW BF hinge point 6 (8.3 μm) is weighted by the 90%. To determine
the arid and semi-arid region, the ASTER NDVI (< 0.2) and ASTER 9.1-μm band (≤0.85) is used.
Additionally, over the heavily vegetated tropical rainforests, the MODIS MOD11 emissivity suffers
from cloud contamination, resulting in a low emissivity value at the reststrahlen band. To avoid this
artifact over this region (±20 degree latitude band where ASTER NDVI is larger than 0.7 and UW BF
emissivity at 8.6 μm is less than 0.96), the ASTER 11 (8.6 μm) is weighted by 90%.

CAMEL hinge points at 8.3 μm and 9.1 μm: The baseline fit procedure that was used in
generating the UW BF product extends emissivity from MODIS band 29 (8.6 μm) to inflection points at
8.3 μm and 9.1 μm. The location of these inflection points was maintained, but the UW BF emissivities
are improved by replacing the interpolated inflection points with retrieved ASTER emissivities from
corresponding bands 10 (8.3 μm) and 12 (9.1 μm), and then adjusting them by the emissivity difference
between the new CAMEL 8.6 μm and ASTER 8.6 μm bands. This significantly improves the spectral
shape in the Si-O stretching region (8–12 μm).

CAMEL hinge point 10.8 μm: The CAMEL emissivity at the 10.8-μm hinge point is determined
as the linear combination of the ASTER band 10.6 μm and 11.3 μm emissivity.

CAMEL hinge points at 12.1 μm and 14.3 μm: The UW BF emissivities at 12.1 μm and 14.3 μm
are adjusted by the differences between the UW BF 12.1 μm and ASTER 11.3 μm emissivities to be
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consistent with the 10.6–11.3 μm region (mostly ASTER-based observations) and improve the spectral
shape in this TIR spectral region. A weighting factor is applied based on the difference between
the UW BF 12.1 μm and ASTER 11.3 μm emissivities. If the UW BF emissivity value at 12.1 μm is
larger than the value at ASTER 11.3 μm, it is likely that the input MOD11 data is not degraded (as
is shown on the bottom panel of Figure 4 before 2011), and the weighting factor is 0, with no need
for adjustment. If the difference is negative, suggesting that the UW BF 12.1 μm emissivity has likely
degraded, so it is smaller than the ASTER 11.3 μm values, then the weighting factor varies based on
the ASTER 11.3 μm emissivity value. The weighting factor is 1 or 2, depending on if the ASTER GEDv4
value is larger (likely vegetated or snow/ice covered surface) or smaller than 0.95 (likely mixed or
unvegetated surface), respectively. If the weighting factor of 2 produces emissivity values larger than
1, the weighting factor is reduced to 1.5.

Figure 7 shows an example of how much the combined 8.6-μm CAMEL emissivity field differs
from the input UW BF and ASTER GEDv4 data for February 2004. The CAMEL emissivity agrees with
the UW BF data over vegetated areas (white area) and is higher (yellow-orange) for non-vegetated
and snow-covered areas (see Figure 7d). Furthermore, the CAMEL emissivities agree with the ASTER
GEDv4 emissivities over the arid, non-vegetated areas such as the Sahara Desert and Siberia (white
areas), and is lower (blue) for vegetated scenes (See Figure 7e).

 
(a) (b) (c) 

(d) (e)

Figure 7. The UW BF (a), CAMEL (b) and the ASTER GEDv4 (c) emissivity at 8.6 μm for February
2004. The difference maps of the emissivity between CAMEL and UW BF database (d) and ASTER
GED v4 (e) are also shown for February 2004.

3.2. High Spectral Resolution Methodology

The MEaSUREs CAMEL 13 hinge-point database was extended to high spectral resolution to
capture the small-scale fluctuations in emissivity that were not captured by the CAMEL 13 hinge
point dataset.

The CAMEL HSR algorithm uses a PC regression analysis, which is similar to the method
developed for the UW HSR Algorithm [11,25]. We assume that emissivity can be derived as a linear
combination of the first couple of eigenvectors (or principal components (PCs)) of the laboratory
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measurements, and that the linear relationship between emissivity spectra and PCs are the same at
both moderate and high spectral resolution.

The PCs (eigenvectors) are generated using three sets of selected laboratory measurements (chosen
to represent various surface types), and are regressed to the CAMEL 13 hinge points as follows:

→
e =

→
c U (2)

where
→
e [nh] is the CAMEL emissivity on 13 hinge points,

→
c [npc] is the PCA coefficient vector, and

U[npc,nh] is the matrix of the PCs of the lab emissivity spectra on the reduced spectral resolution.
The nh stands for the number of hinge points, which is 13 in our case, and npc is the number of
eigenvectors. The coefficient can be calculated then:

→
c =

→
e UT

(
UUT

)−1
(3)

After calculating the coefficients (
→
c ), the high spectral resolution emissivity values are determined

using Equation (2) at the same latitude and longitude point by using the high spectral resolution PCs
of the laboratory sets. This time, the U matrix sizes are [npc,nhsr], where nhsr stands for the number of
high spectral resolution wavenumber points.

In the HSR emissivity algorithm, the (
→
e ) is actually the difference of the emissivity spectra

from the mean (Elab) of the selected laboratory dataset (e.g., “general”, “general+carbonates”, or
“snow/ice”), so Equation (3) becomes:

→
c = (

→
e − Elab)UT

(
UUT

)−1
(4)

Then, the high spectral resolution emissivity
→
eh is calculated:

→
eh =

→
c Uh +

→
λh (5)

There are two primary updates in the CAMEL HSR algorithm from the UW HSR algorithm: one
is the number of principal components (PCs) determination (this will be discussed in the next section),
and the other is the selection of the laboratory measurements. While the UW HSR algorithm includes
only one set of laboratory measurements for all of the surface types, the CAMEL HSR algorithm uses
three sets of laboratory measurements based on the surface scene type and coverage: one for general
purpose (55 spectra), one for arid areas, which includes more carbonate measurements (82 spectra),
and a separate snow/ice set, which includes only snow and ice laboratory measurements (four spectra)
(see Section 2.3 for more details). With these three separate categories, false spectral features have
been avoided that occasionally occurred in the UW HSR emissivities. For example, the quartz doublet
feature sometimes erroneously appeared over fully snow-covered areas.

Table 2 summarizes the methodology used to determine which laboratory set would be used for a
given pixel. First, a carbonate test is performed that is based on the laboratory measurements. A pixel
falls into the non-vegetated and carbonate category if the ASTER NDVI is less than 0.2, the CAMEL
emissivity at 10.6 μm is larger than the 11.3 μm emissivity by more than 0.009, and the CAMEL
emissivity in the SWIR region is lower than 0.9. If the carbonate test is true, the Version 10 laboratory
dataset is assigned, and if it fails, then the “general” Version 8 laboratory dataset is assigned to the
pixel. In the general category, the quartz doublet feature can be present, which requires more PCs to
capture it accurately.
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Table 2. Determination of the number of PCs and the version number of laboratory datasets for
each pixel.

Tests Version # of Laboratory Dataset Number of PCs

1Carbonate test: yes 10 (general_carbonates) 5
1Carbonate test: no, but
CAMEL9.1 <= 0.85

8 (general) 9

All the others 8 (general) 7
MOD10 snow fraction >= 0.5 12 (snow/ice) 2

1Carbonate test: (CAMEL10.6 − CAMEL11.3) > 0.009 & ASTER NDVI < 0.2 & CAMEL3.6 < 0.9.

To determine the scene over a bare and sandy area, the 9.1-μm emissivity is used. If it is lower than
0.85, the surface probably contains quartz. Figure 8 shows an example of applying the PC regression
fit to the CAMEL LSE ESDR product at 13 points over the Namib Desert, Namibia. Comparisons of the
CAMEL emissivity with lab emissivity spectra from field sand samples show very good agreement,
particularly in the quartz doublet regions at 8.5 μm and 12.5 μm when compared with the UW
HSR. Biases and root mean square errors were reduced by 3% and 4%, respectively, by using the
CAMEL product instead of the UW HSR product. This case failed the carbonate test, but the 9.1-μm
CAMEL emissivity was less than 0.85; hence, the Version 8 (general) laboratory set with nine PCs was
determined by the CAMEL HSR algorithm. The determination of the number of PCs is explained in
more detail in the next section.

 
 
 
 
 
 
 
 
 
 
 

Figure 8. The advantages of combining the ASTER GEDv4 and UW BF databases are evident here,
showing the emissivity spectra over the Namib Desert, Namibia. UW BF emissivity for January
2004 (crosses) and hyperspectral fit (red line), the CAMEL 13 hinge-point emissivity (blue dots) and
hyperspectral fit (blue line), and lab spectra (black) of sand samples collected over the Namib Desert.
Note the improved spectral shape in CAMEL HSR (blue) in the quartz doublet regions between 8–10 μm
and 12–13 μm.

The snow fraction based on the MODIS MOD10 product has been added to the ASTER GEDv4,
and hence to the CAMEL products, to improve the emissivity determination over snow and ice.
In the CAMEL algorithm, if the snow fraction is larger than 0.5, then the snow/ice laboratory
dataset (Version 12) is used with two PCs. The emissivity over fully snow and ice-covered areas
is improved [32], but the 0.5 threshold assumption may need to be modified for partially snow/ice
covered areas. A blended average emissivity between the snowy and not snowy emissivity spectra for
a single pixel based on the snow fraction may be a better approach in the future.

3.2.1. Determining of the Number of Principal Components to Use

In the PCA regression method, the first PCs with the highest eigenvalues represent real variations
in the data while the last, least significant PCs most often represent random white noise. In this study,
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the maximum number of PCs allowed is 13, due to the number of spectral points of the input CAMEL
hinge-point emissivities. However, use of the maximum number or close to the maximum number of
PCs sometimes makes the solution unstable.

To determine the appropriate number of PCs to use, we first determine the percentage cumulative
variance (PCV) function and eigenvalues of the three laboratory datasets. This was then followed by
spectral reconstruction for the selected case sites, which were selected to cover the major global surface
types, such as the sandy desert location over Namib (see also Figure 8), the rocky carbonated surface
type over Yemen, seasonal vegetation cover at the Atmospheric Radiation Measurement (ARM) Cart
site, a mountainous region at Mt. Massive, which is covered by forest and snow in the winter, and the
permanently snow-covered location at Greenland. For these locations, the number of PCs was chosen
to reconstruct high spectral emissivity spectra. The reconstructed spectra were subsequently compared
to laboratory measurements or other in situ measurements. More details about the validation are
provided in Part 2 of this paper [32].

The left panels of Figure 9 show the number of PCs that were chosen for the three lab datasets, as
well as the optimal number of PCs that were determined where the PCV value equaled 0.999. The right
panels illustrate the eigenvalues of the laboratory datasets. The nature of the eigenvalues becomes less
significant after the first eight eigenvectors for Version 8 and Version 10, and after two eigenvectors for
Version 12, which indicates that the optimal number of PCs can be as low as nine for Version 8 and
Version 10, and two for Version 12. The optimal number of PCs was then finalized based on inspecting
the case studies.

 

 

  

Figure 9. (Left) Percentage cumulative variance (PCV) function of the three selected laboratory
measurement sets as a function of the number of principal components (PCs). The chosen number of
PCs is indicated with blue or red stars. The legend contains the corresponding PCV values. Black stars
stand for the number of PCVs, which reached the 0.999 value. (Right) The mean eigenvalues of the
laboratory datasets for the first 10 eigenvectors.
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For example, for the Yemen case (Figure 10a), the optimal number of PCs would be 19 (Figure 9,
middle panel), but the emissivity spectra with more than five PCs starts capturing less of the carbonated
(dip) feature in the 6–7 μm spectral region. For a general case such as that over the ARM cart site
(Figure 10b), the emissivity spectra with seven PCs captures more of the flat shape of the emissivity
spectra between the 5–8 μm region than with that nine PCs. However, for the same “general”
laboratory set, over the Namib Desert (Figure 10c), nine PCs better captures the quartz doublet
feature. For the snow/ice laboratory dataset, the chosen number of PCs is identical with the optimal
number of PCs (equal two) determined by the PCV function and eigenvalues (see the bottom panels of
Figures 9 and 10d).

(a)

(c) (d)

Figure 10. Emissivity on January 2004 at (a) Yemen, (b) Atmospheric Radiation Measurement (ARM)
Southern Great Plains (SGP) Cart site, (c) Namib Desert, and (d) Greenland case sites. High spectral
resolution emissivity from CAMEL with a different number of PCs used (different colored lines) and
lab or Atmospheric Emitted Radiance Interferometer (AERI) measurements (black) are shown in the
top row panels. The selected number of PCs is solid red for each case.

4. CAMEL Products

As noted earlier, the CAMEL dataset includes monthly global records of emissivity and
uncertainty at 13 hinge points between 3.6–14.3 μm, as well as PCA coefficients at 5-km resolution for
the years 2000 to 2016. A HSR algorithm is also provided for HSR applications. Detailed information
about these file specifics is provided in the CAMEL Users’ Guide [33].

The input UW BF emissivity database of the CAMEL dataset is based on the Aqua/MODIS
MYD11 monthly mean emissivity product. For the time period between 2000 and 2002, when the
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Aqua satellite was not yet launched, the Terra/MODIS MOD11C3 monthly mean emissivities are
used to produce the UW BF data, which are subsequently input to the CAMEL database. To check
the data consistency and continuity of the Aqua and Terra MODIS, time series of CAMEL, ASTER,
Aqua/MODIS MYD11, and Terra/MODIS MOD11 are compared over four case study sites. Figure 11
demonstrates unbiased and consistent agreement between Aqua and Terra MOD11 products over a
Rocky Mountain case site for five common wavelengths. The peaks in the CAMEL products during
the winter months reflect the snow cover over the area.

Figure 11. The CAMEL dataset is currently available for the years 2003–2015, and makes use of the
Aqua MODIS data as input to the 13 hinge-point product. The dataset is now extended to 2000, and
uses the Terra MODIS data for the months of 2000 through December 2002. Time series of the CAMEL,
ASTER GEDv4, UW BF (UW BF), and MODIS emissivity are shown, and demonstrate consistency
between the Aqua and Terra products over the Rocky Mountain case site.

The CAMEL emissivity products also include the MOD10 snow fraction, the ASTER NDVI, and a
quality flag for each pixel. The CAMEL quality flag is determined based on the quality flags of the
two input datasets (see Table 3). It ranges from 1 as the best quality to 4 as the least confident quality
product. The quality values 2, 3, and 4 indicate when either UW BF, ASTER GEDv4, or both are filled
from nearby valid grid cell estimates or from the average value of the neighboring months or yearly
data. The quality flag can also be used as a sea/land mask. A zero value means sea or inland water,
while a non-zero value is over land.

Table 3. Definition of the CAMEL emissivity quality flag.

Value Description

0 sea or inland water
1 input UW BF and ASTER GEDv4 data are good quality
2 input UW BF is good quality and ASTER GEDv4 is filled
3 the input UW BF is filled, but ASTER GEDv4 is good quality
4 both the UW BF and ASTER GEDv4 values are filled
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The product uncertainty is estimated by a total emissivity uncertainty comprised of three
independent components: temporal, spatial, and algorithm variability. Each measure of uncertainty
is provided for all 13 hinge points and at every latitude–longitude point. The total uncertainty is
calculated from the components as a root square sum. Part 2 of this paper [32] provides detailed
information on how each component is determined.

5. Applications

Within the NASA MEaSUREs LST&E project, the surface emissivity product plays a critical role
in the estimating of surface skin temperature derived from satellite remote sensing [33]. In particular,
the intent of the MEaSUREs LST&E project is to unify the global LST estimates from polar orbiting
and geostationary satellites through the use of a common emissivity database. Another important
application of the CAMEL emissivity database is for medium range weather forecasting, where
variability in land surface emissivity has led to the blacklisting (i.e., neglect) of infrared satellite
measurements that are not accurately represented by the forecast model, i.e., due to a lack of knowledge
of land surface properties [34]. In numerical weather prediction (NWP), the surface emissivity
contributes to both the land surface model and the assimilation of satellite infrared radiance channels.

NWP land surface models attempt to model the diurnal variation of surface air temperature using
a broadband radiative balance between incoming short-wave heating and long-wave cooling [35]. Due
to a prior lack of spatially and temporally variant global broadband emissivity (BBE) measurements,
it has been common practice in land surface models to set BBE as a single constant for all land types.
This may lead to systematic biases in the estimated net radiation for any particular location and time.
The CAMEL HSR product provides an opportunity to create a monthly mean BBE product [36] by
numerical integration over the CAMEL spectrum. Initial investigations show that improved estimates
of variations over time and land cover classification are more realistic when using BBE derived from
the CAMEL dataset [37].

An accurate emissivity is also required for any application involving calculations of brightness
temperatures, such as the assimilation of radiances into global weather (or climate) models.
For example, an interface to the HSR emissivity algorithm with the emissivity database was
implemented into the European Organization for the Exploitation of Meteorological Satellites
(EUMETSAT) Numerical Weather Prediction Satellite Application Facilities (NWP SAF) Radiative
Transfer for Television Infrared Observation Satellites (TIROS) Operational Vertical Sounder (RTTOV)
model Version 10 (UWIREMIS) and 12 (CAMEL). The implementation, testing, and evaluation of
that HSR emissivity module is described in Borbas and Ruston [11]. The RTTOV model [38] is
the primary tool used at the Met Office in the United Kingdom (UK) and European Centre for
Medium-range Weather Forecasting (ECMWF) for the assimilation of high spectral resolution infrared
sounders, including the NASA Aqua AIRS, the EUMETSAT Meteorological Operational Satellite
(METOP) Infrared Atmospheric Sounding Interferometer (IASI), and the Suomi National Polar-orbiting
Operational Environmental Satellite System (NPOESS) Preparatory Project (S-NPP)/NOAA-20
Cross-track Infrared Sounder (CrIS) sensors. The surface emissivity is used to provide the boundary
condition for computing the upwelling radiance from the surface. Spectral errors in surface emissivity
can lead to misinterpretation of the IR observations and errors in the derived air temperature or
moisture profiles. Table 4 includes a summary of the main differences between the RTTOV Version
10 and Version 12 land surface IR emissivity modules, e.g., the different input datasets and spatial
resolution. The CAMEL module kept the original 0.05◦ × 0.05◦, while the UWIREMS module was
degradated to 0.1◦ × 0.1◦ spatial resolution. In addition, the new CAMEL module uses three laboratory
datasets, with various numbers of PCs based on surface scene and coverage, as described in Section 3.2.
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Table 4. Summary of comparison between the RTTOV10/UWIREMIS and RTTOV12/CAMEL
emissivity databases.

RTOV10/UWIREMIS RTTOV12/CAMEL

Spatial Resolution: 0.1◦ × 0.1◦ 0.05◦ × 0.05◦

Inputs: MODIS MYD11 (6)
MODIS-ASTER Lab

UW BF (10) ATER-GEDv4 (5)
MODIS-ASTER Lab

Method: Baseline-fit conceptual
modelPCA regression

Conceptual hinge-points method
PCA regression

Laboratory data: One set of 123 selected MODIS/ASTER three sets of MODIS/ASTER:
55 general set; 82 general + carbonates; 4 ice/snow

Number of PCs 6
2, 5, 7, or 9

depends on surface types, ASTER8.6
emis & NDVI, MOD10 snow fraction

Outputs Emissivity spectra on 10 hinge points and
417 HSR points, PCA coefficients

Emissivity spectra on 13 hinge points and 417 HSR points,
PCA coefficients, uncertainties, NDVI, snow fraction

The geographical locations where significant improvements are expected in RTTOV performance
using the CAMEL module in Version 12 versus the UWIREMIS module in Version 10 are over
snow/ice surfaces and non-vegetated surfaces including bare soil, sand, and rock (including quartz and
carbonates). To ascertain these improvements, IASI observed brightness temperatures were compared
to those calculated using the RTTOV UW IR emissivity (UWIREMIS) module based on (1) the UW BF,
and (2) the NASA MEaSUREs CAMEL database. The debiased variances over the 3.6–5 μm, 8–9 μm,
and 10–13 μm spectral region are calculated and used as the indicator for an improved emissivity
estimate. Figures 12 and 13 illustrate an IASI granule at 17:56 UTC on 29 September 2008, where the
CAMEL emissivity improves the brightness temperature calculations over the Arabian Peninsula.
The full results of the RTTOV simulation study is reported in Part 2 of this paper [32].

Figure 12. IASI observed brightness temperatures are compared to those calculated using the Radiative
Transfer for TOVS (RTTOV) UW IR emissivity module based on the UW BF emissivity database
(black) and the CAMEL emissivity database (red) for the granule at 17:56 UTC, on 29 September 2008.
The debiased variances are included over the 8–9 μm and 10–13 μm spectral regions.
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Figure 13. Same as Figure 12 but for the short IR spectral region (between 3.6–7 μm).

A related near-real time application of the CAMEL emissivity is to improve the training sets
used to derive the temperature and moisture profiles from the high spectral resolution sounders [39].
The advantage of using the CAMEL database in a retrieval algorithm as a first guess and also in the
training phase is demonstrated for the EUMETSAT IASI Algorithm [40]. Similar studies are underway
at NOAA for application to the operational CrIS sensor with an emphasis on trace gas retrievals over
land [41].

6. Conclusions and Future Plans

The CAMEL database was created by merging the UW MODIS-based emissivity database (UW
BF) developed at the University of Wisconsin-Madison, and the ASTER Global Emissivity Dataset
Version 4 produced at JPL. The new CAMEL database is integrated to capitalize on the unique strengths
of each product’s characteristics. The CAMEL ESDR includes monthly global records of emissivity and
related uncertainties at 13 hinge points between 3.6 and 14.3 μm, as well as PCA coefficients at 5-km
resolution for the years 2000 through 2016. A HSR algorithm has been developed for HSR applications,
such as in data assimilation schemes and radiative transfer models that require accurate high spectral
resolution emissivity as a first guess for hyperspectral resolution retrieval schemes such as those for
AIRS, IASI, and CrIS. This paper describes the 13 hinge-point combination methodology and the high
spectral resolution algorithm, and reports on the current status of the dataset. The CAMEL products are
evaluated extensively with laboratory measurements over different field sites, with IASI climatological
data [42] and using the RTTOV forward model for IASI brightness temperature simulation. Part 2 [32]
of this paper provides more information about the results of these validations and evaluations.

The input of the UW BF dataset required for producing CAMEL is the MODIS MOD11C3 monthly
mean emissivity products, which includes emissivity at six IR bands. The climate quality of the UW BF
dataset is affected by changes over time in the quality of the MOD11 products. In 2017, the processing
of the MOD11C3 Col 4.1/5 product was discontinued and replaced by a new Col6 product with
some major differences and consequences for CAMEL. The discontinuation of the Col4.1/5 MOD11C3
products and a bug in the Col6 products requires a transition to the new MOD21 emissivity products
developed by JPL, which will soon be available. We anticipate that the transition from MOD11 to
MOD21 for CAMEL Version 2 will improve the product accuracy and reduce the systematic and
time-dependent errors that have been identified in CAMEL Version 1 (V1).
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In CAMEL V1, a distinct set of laboratory measurements (including snow and ice spectra) are
uniquely assigned to snow-covered areas. The snow emissivity that was derived using the unique
snow/ice emissivity spectra is calculated for 5 km × 5 km pixels where the snow fraction (derived
from MOD10) is >0.5. This is not optimal for pixels covered partially by snow. In the future, we plan to
determine the emissivity as a linear blend of the snow and underlying land emissivity values weighted
by the observed snow fraction. This should lead to improvements in high latitude forest regions and
in transition zones at mid-latitudes.

The MOD11 emissivity product input to CAMEL uses a day/night algorithm with the assumption
that day and night emissivity does not change over a period of a few days. That inherent assumption
could introduce an error, such as if, for example, the day/night emissivity changes due to soil moisture,
snowmelt, or any rapid changes in surface (e.g., fire). However, this error is very difficult to quantify,
and there are no uncertainty estimates of this provided in the original MODC3 products developed by
Wan et al. [27]. Masiello et al. [25] used IASI observations, and Li et al. [43] used geostationary satellite
data over the Sahara Desert to show that the IR emissivity between 8.7–12 μm has a diurnal variation.
The strongest diurnal effect occurs at 8.7 μm, with the highest value at night and the lowest value
during the day. The diurnal effect is the weakest at 12 μm, with an opposite feature. The assumption
of equal day–night emissivity can result in as much as a 2% emissivity error at 8.7 μm over desert.
In future work, we plan to investigate whether there is a diurnal effect in the MODIS product, and
how much it contributes to CAMEL uncertainties.

The CAMEL V1 does not yet include an angular dependence to the emissivity. However,
laboratory measurement studies [44–46] show an angular variation in thermal IR emissivity in the
8–14 μm spectral band for non-vegetated soils and samples, while homogeneous grass, for example,
does not show a strong angular dependence. Garcia-Santos et al. [47] and Ruston et al. [48] found
that the emissivity change is small for viewing angles lower than 40◦, but at higher viewing angles,
the emissivity decreased significantly. Garcia-Santos et al. established a relationship to take into
account the viewing zenith angle dependencies for a range of soil types. In contrast to the bare soils,
vegetated surfaces can exhibit a “canopy” effect where the emissivity value actually increases along
with the viewing angle. Borbas et al. [49], under a EUMETSAT NWP-SAF Associate Scientist Mission,
investigated the angular dependence of the IR emissivity using satellite retrieved measurements
over the IR spectrum derived from the CrIS as a function of International Geosphere-Biosphere
Programme (IGBP) ecosystem types, wavelengths, and seasons. The difference between the mean
emissivity at nadir (0◦) and the maximum of 60◦ shows a 6.8% and 8.0% increase at 3.7 μm and 4.3 μm,
respectively, during daytime, and 3.2% and 6.4% during nighttime. Over the TIR region, the land
surface emissivity does not vary much, so the angular changes are much smaller as well. Decreases of
1.1% and 0.9% in emissivity were observed at 12.1 μm. We are planning to develop a parameterization
correction/function for angle dependence, which will be incorporated into the CAMEL algorithm
uncertainty based on results from Garcia-Santos et al. [47] and Ruston et al. [48]. Our goal is to
provide improved uncertainty estimates for high viewing angles based on these results, which will
help promote the use of improved climate quality products for all view angle geometry configurations.

The CAMEL database unifies the infrared emissivity measurements from NASA sensors under the
umbrella of a NASA MEASURES LST&E project. The CAMEL dataset is expected to decrease the errors
in LST estimation from moderate spatial resolution satellites by providing realistic surface emissivity
estimates with global coverage and monthly temporal sampling at 5-km resolution. Applications to
NWP short and medium range weather forecasting are in progress, with the potential for climate
applications as the emissivity record is extended in time using NOAA satellites.
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Abstract: Under the National Aeronautics and Space Administration’s (NASA) Making Earth
System Data Records for Use in Research Environments (MEaSUREs) Land Surface Temperature
and Emissivity project, a new global land surface emissivity dataset has been produced by the
University of Wisconsin–Madison Space Science and Engineering Center and NASA’s Jet Propulsion
Laboratory (JPL). This new dataset termed the Combined ASTER MODIS Emissivity over Land
(CAMEL), is created by the merging of the UW–Madison MODIS baseline-fit emissivity dataset
(UWIREMIS) and JPL’s ASTER Global Emissivity Dataset v4 (GEDv4). CAMEL consists of a monthly,
0.05◦ resolution emissivity for 13 hinge points within the 3.6–14.3 μm region and is extended to
417 infrared spectral channels using a principal component regression approach. An uncertainty
product is provided for the 13 hinge point emissivities by combining temporal, spatial, and algorithm
variability as part of a total uncertainty estimate. Part 1 of this paper series describes the methodology
for creating the CAMEL emissivity product and the corresponding high spectral resolution algorithm.
This paper, Part 2 of the series, details the methodology of the CAMEL uncertainty calculation and
provides an assessment of the CAMEL emissivity product through comparisons with (1) ground site
lab measurements; (2) a long-term Infrared Atmospheric Sounding Interferometer (IASI) emissivity
dataset derived from 8 years of data; and (3) forward-modeled IASI brightness temperatures using
the Radiative Transfer for TOVS (RTTOV) radiative transfer model. Global monthly results are shown
for different seasons and International Geosphere-Biosphere Programme land classifications, and case
study examples are shown for locations with different land surface types.

Keywords: emissivity; infrared; surface; land; radiation; hyperspectral

1. Introduction

Infrared land surface emissivity is an important variable in the estimation of Earth’s radiation
budget as well as in the retrieval of temperature, water vapor, and other atmospheric constituent
profiles from hyperspectral infrared sounders. Under the National Aeronautics and Space
Administration’s (NASA) Making Earth System Data Records for Use in Research Environments
(MEaSUREs) project, a new and improved global land surface emissivity dataset is being made
available. This new dataset, termed the Combined ASTER and MODIS Emissivity over Land (CAMEL),
combines previously existing satellite emissivity datasets—those from the Moderate Resolution
Imaging Spectroradiometer (MODIS) baseline-fit emissivity dataset (BF) developed at the University
of Wisconsin–Madison (UW) [1], and the Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER) Global Emissivity Dataset v4 (GEDv4) produced at the Jet Propulsion Laboratory
(JPL) [2]. CAMEL leverages the additional thermal infrared bands from ASTER which more accurately
resolve the thermal infrared region (8–12 μm) and the ability of UW BF to provide information at
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channels throughout the entire 3.6–12 μm infrared region, thereby combing the strengths of each
dataset. The CAMEL methodology and high spectral resolution (HSR) application is described in Part
1 of this paper. An uncertainty product for the CAMEL emissivity dataset is included and is defined on
the same monthly, 0.05◦ resolution. The uncertainty product includes a total uncertainty estimate which
is determined by 3 separate components of variability—a spatial, temporal, and algorithm variability
component—all of which are included in the uncertainty product file. The CAMEL uncertainty
products, which are discussed in greater detail in this paper, are available at the NASA Land Processes
Distributed Active Archive Center (LP DAAC) website.

The CAMEL emissivity dataset is being used in the numerical weather prediction community via
the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) Network
of Satellite Application Facilities (NWP SAF) Radiative Transfer for TOVS (RTTOV) model Version
12. This model is a fast, radiative transfer model for nadir-viewing passive visible, infrared (IR),
and microwave satellites [3]. The CAMEL product is integrated into this model via an IR emissivity
module which, like the CAMEL HSR algorithm, creates a high spectral resolution emissivity on
417 infrared spectral channels. A single year of CAMEL data from 2007 is used by the RTTOV Version
12 IR emissivity module. This year is selected for use because it has a lack of observation degradation
in terms of calibration from MODIS and is optimal for representing the MODIS record. The use
of the CAMEL product within RTTOV’s IR emissivity module is an update to the previously used
UWIREMIS product, which is available with and leverages the UW-Madison UW BF dataset [4].

This study details the methodology for the CAMEL uncertainty product calculation, and it
provides an assessment of the CAMEL emissivity dataset. Comparison of CAMEL with lab data
from samples collected at ground sites provides the most important form of validation. However,
because this form of validation is only available for case sites and not globally, other forms are used as
well. Comparisons with an 8-year average of Infrared Atmospheric Sounding Interferometer (IASI)
land surface emissivity derived from measurements are made for specific case sites as well as over the
globe [5,6]. In addition, this study makes use of the RTTOV model CAMEL HSR emissivity module to
provide an assessment of the CAMEL product. Comparisons of RTTOV simulated IASI hyperspectral
IR radiances are made to observations for four focus days. Simulations of IASI radiances are performed
using the European Center for Medium Range Weather Forecasting’s (ECMWF) forecast model as input
into the RTTOV model. Simulations are made using both the CAMEL RTTOV emissivity module as well
as a constant 0.98 emissivity, which is a typical simplification in global NWP models. These simulations
are then compared to observed radiances, which provide a chance to assess the impact of the difference
between the 0.98 constant emissivity and the CAMEL HSR estimate. Statistics are then grouped
according to the International Geosphere-Biosphere Programme (IGBP) land classification scheme [7,8]
and are used to assess the CAMEL product’s accuracy over different surface types.

The paper is structured as follows: Section 2 describes the CAMEL emissivity product inputs.
Section 3 outlines the CAMEL uncertainty estimation method in detail and shows results for global
maps and lab validation case sites. Section 4 contains the CAMEL product assessments made from
comparisons to independent sources and the RTTOV simulated IASI radiances. Section 5 holds the
discussion of results and conclusions.

2. Data

2.1. Emissivity

2.1.1. The Combined ASTER MODIS Emissivity Over Land

The CAMEL product is available from 2000 to 2016 at a monthly mean, 0.05◦ (~5 km) resolution for
13 hinge points within the 3.6–14.3 μm region. It is created using both the ASTER GEDv4 and MODIS UW
BF emissivity datasets as input. A standalone CAMEL High Spectral Resolution (HSR) Algorithm included
with the dataset is also available, which extends the 13 hinge point CAMEL product to 417 infrared
spectral channels using a principal component regression approach. Additional details of the CAMEL
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dataset are available in Part 1 of this two-part paper series (Borbas et al. 2018). The CAMEL dataset,
including the uncertainty product discussed in this paper, is available from the NASA online archive at
https://lpdaac.usgs.gov/about/news_archive/release_nasa_measures_camel_5_km_products [9].

2.1.2. Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Emissivity
Dataset v4

Housed on NASA’s Terra Earth Observing System satellite, ASTER is a cooperative effort
between NASA, Japan’s Ministry of Economy, Trade and Industry (METI), and Japan Space Systems.
The ASTER GED version 4 (v4) product used in this study was produced at JPL and is available at
https://lpdaac.usgs.gov/dataset_discovery/aster [2]. The ASTER GEDv4 is available at a monthly,
0.05◦ resolution over 2000–2016. It is based on the ASTER GEDv3 2000–2008, 100 m resolution
climatology which uses emissivity derived using the ASTER Temperature Emissivity Separation
algorithm [10]. This climatology is adjusted to vary with the changing land surface (snow cover,
vegetation, drought) using a MODIS monthly snow cover (MOD10CM, 0.05◦ resolution) and monthly
NDVI (MOD13C2) product. ASTER GEDv4 has 5 bands located in the thermal infrared region at 8.3,
8.6, 9.1, 10.6, and 11.3 microns. These band placements, three of which are in the Restrahen region,
give ASTER the ability to characterize quartz doublet features.

2.1.3. University of Wisconsin Global Infrared Land Surface Emissivity Database

The UW Base-line Fit infrared land surface emissivity dataset is made available by the University
of Wisconsin–Madison at 10 wavelengths which were chosen at locations that provide as much
characterization of the high resolution infrared spectra as possible. These band placements are at
3.6, 4.3, 5.0, 5.8, 7.6, 8.3, 9.3, 10.8, 12.1, and 14.3 μm. This product is based on the MODIS MOD11C3
emissivity product and is extended to the 10 channels using a conceptual model based on laboratory
measurements [1]. Borbas et al. [11] and Borbas and Ruston [4] further extended this emissivity dataset
to cover 416 channels from 3.6–14.3 μm using the UW HSR Emissivity Algorithm. This algorithm uses
a Principal Component Analyses regression using high spectral resolution laboratory measurements
from the ASTER spectral library [12]. Both the UW BF dataset and UW HSR Emissivity Algorithm are
available at a monthly, 0.05◦ resolution from http://cimss.ssec.wisc.edu/iremis/.

2.1.4. Laboratory Validation Data

We chose three different sites to cover a range of land surface types including barren (Namib quartz
sand and Yemen carbonate), snow/ice (Greenland), and mixed vegetation (Tucson, Arizona and the
Atmospheric Radiation Measurement (ARM) Southern Great Plains (SGP)). Validation data for the
Namib site consists of sand samples that were collected over the Namib dunes near Sossussvlei and
measured in the lab at JPL using a Nicolet spectrometer [1,2]. The snow and ice validation emissivity
was taken from 2006 Greenland ice sheet measurements from University of California, Santa Barbara
(UCSB) and from Dozier and Warren [13]. A spline-fit was used to remove high resolution artifacts
from the UCSB measurements and data from Dozier and Warren [13] was then used to extend the
spectrum to longer wavelengths. Validation data for the ARM SGP site and Tucson, Arizona (AZ) site is
based on University of Wisconsin Atmospheric Emitted Radiance Interferometer (AERI) downlooking
measurements and coincident airborne data [14]. Measured AERI emissivities of vegetated and
non-vegetated surfaces are weighted and combined using a vegetation index that depends on the
day of year [15]. The Tucson, Arizona lab data is also a linear combination of AERI measurements.
For this case the ASTER Normalized Difference Vegetation Index (NDVI) product is used to define the
vegetation fraction used to weight the measurements.

2.1.5. Long Term Infrared Atmospheric Sounding Interferometer Dataset

Monthly, 8-year averages of IASI emissivity derived from measurements are available at
0.25◦ spatial resolution. For the months of January through May, emissivity is averaged over
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the years 2007–2014 and for the months of June through December it is averaged over 2008–2015.
An inversion scheme which uses both cloudy and cloud-free radiances is used to simultaneously
retrieve atmospheric thermodynamic and surface or cloud microphysical parameters [5,6].

2.2. Ancillary Data

2.2.1. European Center for Medium Range Weather Forecasting

European Center for Medium Range Weather Forecasting’s (ECMWF) 6 h analyses are used as
atmospheric data input to forward model the IASI observed brightness temperature calculations.
The ECMWF data has 0.25◦ (~18 km) horizontal resolution and 91 vertical levels with 0.1 hPa pressure
at the model top.

2.2.2. Infrared Atmospheric Sounding Interferometer

IASI Level 1C radiance data is available from EUMETSAT. IASI is a hyperspectral infrared sounder
which is flown onboard the Meteorological Operational satellite programme (MetOp) satellites under
EUMETSAT and the European Space Agency in the local morning orbit.

2.2.3. Moderate Resolution Imaging Spectroradiometer Land Cover

NASA’s Earth Observing System MODIS instrument is used to provide monthly global IGBP land
cover classification on a 0.5◦ × 0.5◦ grid resolution. The land cover product used is MCD12Q1
and is made available by the Global Land Cover Facility online at http://glcf.umd.edu/data/
lc/. More information can be found in [7,8]. There are 17 land cover types as defined by the
IGBP classifications.

3. CAMEL Uncertainty Estimates

3.1. Method

Because the inputs to the CAMEL emissivity product do not provide consistent error estimates,
it is not possible to use error propagation to estimate the CAMEL uncertainty. When uncertainties
are made available for the MODIS emissivity, which is intended for the future MOD21 version, it is
planned to include these in combination with the currently available ASTER uncertainties in the
CAMEL uncertainty estimates. The current CAMEL uncertainty formula is defined in the following
paragraphs and uses coherence analyses to define various components of the total uncertainty. Due to
the nature and inherent constraints of the input MODIS and ASTER datasets, CAMEL data is likely to
be highly correlated for certain domains, for example where no MODIS data is available in regions of
the long polar nighttime.

The CAMEL uncertainties are estimated by combining three separate components—temporal,
spatial, and algorithm. Each measure of uncertainty is provided for all 13 hinge points and for every
pixel. The total uncertainty is calculated from the components as a root sum square as in Equation (1):

σtotal =
√

σ2
spatial + σ2

temporal + σ2
algorithm (1)

The spatial uncertainty component is calculated as the standard deviation of the surrounding
5 × 5 pixel emissivity, which is equivalent to a 0.25◦ × 0.25◦ latitude-longitude region. This uncertainty
represents the variability of the surrounding landscape and is only provided where the CAMEL
emissivity quality flag is non-zero (i.e., sea/ocean is not included). Temporal uncertainty, also defined
on a pixel by pixel basis, is defined by the standard deviation of the three bracketing months
(e.g., Oct. uncertainty = standard deviation (September, October, November)). Even if emissivity
values are not available for all three months as in the case of the starting or ending month of the
CAMEL record, an uncertainty is still reported from the closest month.
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The algorithm uncertainty is estimated primarily by the differences between the two CAMEL
emissivity inputs: the ASTER GEDv4 and UW BF products. Thus, the algorithm uncertainty is
a measure of bias in the CAMEL inputs and is not a propagation of the ASTER and UW BF product
uncertainties. The intent is to warn the user when differences in the ASTER and UW BF products are
comparable to uncertainties due to other sources. To convert the signed difference into a standard
deviation, the absolute difference is divided by the square root of 3. This scaling gives the variance
associated with the algorithm uncertainty approximately equal weight to the spatial or temporal
uncertainties. Table 1 shows the CAMEL, ASTER, and UW BF channel wavelengths, the method for
combining the ASTER and UW BF emissivity, and the method for determining the CAMEL algorithm
uncertainty. For hinge points 6–9 and 11–13 where ASTER and UW BF report emissivities at nearby
frequencies, differences between the ASTER and UW BF emissivity are used to define the algorithm
uncertainty as shown in Table 1. Hinge point 10, at 10.8 μm, uses a linear interpolation between the
ASTER channels 4 and 5.

Table 1. Bands, inputs, and methodology for generating the CAMEL (Combined ASTER and MODIS
Emissivity over Land, combining the Moderate Resolution Imaging Spectroradiometer (MODIS)
and the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)) product and
algorithm uncertainty estimates *. Note University of Wisconsin Baseline-Fit (UW BF) is based on the
MODIS emissivity product.

CAMEL
Channel
Number

CAMEL
Wavelength

[μm]
UWBF ASTER CAMEL COMBINING METHOD

ALGORITHM
UNCERTAINTY

1 3.6 Y - UWBF1 Abs(UWBF1 × [(UWBF6 −
ASTER2)/UWBF6])/

√
3

2 4.3 Y - UWBF2 Abs(UWBF2 × [(UWBF6 −
ASTER2)/UWBF6])/

√
3

3 5.0 Y - UWBF3 Abs(0.01)/
√

3
4 5.8 Y - UWBF4 Abs(0.01)/

√
3

5 7.6 Y - UWBF5 0 (Minimal variation)
6 8.3 Y Y ASTER 1 + (CAMEL7(UWBF6, ASTER 2) − ASTER 2) Abs(UWBF6 − ASTER1)/

√
3

7 8.6 Y Y Weighted Mean(UWBF6, ASTER 2) Abs(UWBF6 − ASTER2)/
√

3
8 9.1 - Y ASTER 3 + (CAMEL7(UWBF6, ASTER 2) − ASTER 2) Abs(UWBF6 − ASTER3)/

√
3

9 10.6 - Y ASTER 4 Abs(UWBF8 − ASTER4)/
√

3

10 10.8 - - Linear Interpolation(ASTER 4, ASTER 5) Abs(UWBF8 − [(ASTER4 × 5
+ ASTER5 × 2)/7])/

√
3

11 11.3 - Y ASTER5 Abs(UWBF8 − ASTER5)/
√

3

12 12.1 Y -
UWBF9

but if ASTER5 > UWBF9,
UWBF9 + diff(UWBF9, ASTER 5) × w

Abs(UWBF9 − ASTER5)/
√

3

12 * 12.1 Y - if snowfrac > 0.5
UWBF9 + diff(CAMEL10, UWBF8) Abs(UWBF9 − ASTER5)/

√
3

13 14.3 Y -
UWBF10

but if ASTER 5 > UWBF9,
UWBF9 + diff(UWBF9, ASTER 5) × w

Abs(UWBF10 − ASTER5)/
√

3

13 * 14.3 Y - if snowfrac > 0.5,
CAMEL12 Abs(UWBF10 − ASTER5)/

√
3

* For more details on the CAMEL Combining Method, see Part 1 of this paper series. In the table w represents
a weight factor. CAMEL channels 12 and 13 have separate combing methods based on whether the pixel is defined
as snow or non-snow.

For CAMEL hinge points 1–5 which cover 3.6 to 7.6 μm, no ASTER data is available to use in
the uncertainty calculation. CAMEL hinge points 1 and 2 use a fractional difference from hinge point
7 due to the correlations between these window regions. Hinge points 3–5 are located in the water
vapor absorption region so emissivity does not change much. Thus, hinge points 3 and 4 assume that
there is a 1% constant difference. For hinge point 5 at 7.6 μm it is assumed that there is no variation.
This is based upon a previous study [1] which found that 7.6 μm was the channel that showed the least
amount of variation in a set of 123 laboratory emissivity spectra.

A quality flag is provided for the total uncertainty as defined in Table 2. The quality flag is
zero where no CAMEL data is available (over ocean), one where it is determined to be of good
quality, and two where it is determined to be unphysical and should not be used. To determine
which total uncertainty values are unphysical (i.e., have a ‘total_uncertainty_quality_flag’ = 2),
unphysical uncertainties are first identified in the 3 uncertainty components (i.e., the temporal, spatial,
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and algorithm uncertainty), though the components’ flags are not provided to users due to file size
restraints. Spatial and temporal uncertainty values are flagged unphysical if they are located in the
99.9th percentile, while algorithm uncertainty values are determined as unphysical if the ASTER
and BF differences prior to having their absolute values taken are in the 0.1st or 99.9th percentiles.
Total uncertainty values are then flagged as unphysical if any of the 3 components uncertainties
are flagged as unphysical, so that up to 0.4% of the total uncertainty estimates could be marked
as unphysical.

In addition to the 13 hinge point CAMEL product, the following analyses (illustrated in
Figures 3 and 4) show total uncertainty estimates for CAMEL HSR spectra. While a CAMEL HSR
uncertainty is not provided with the official product, it is calculated here to illustrate the sensitivity of
the HSR algorithm to the 13 hinge point CAMEL product. To obtain the HSR uncertainty, the 13 hinge
point total uncertainty is both added to and subtracted from the monthly emissivity and then input
into the CAMEL HSR algorithm. The HSR uncertainty is then estimated as half the difference between
the HSR emissivity produced by adding and subtracting the 13-hinge point uncertainty from the
monthly emissivity value.

Table 2. Definition of CAMEL emissivity uncertainty quality flag.

Value Description

0 Ocean or no CAMEL data available
1 Good quality
2 Unphysical uncertainty

3.2. Results

Figure 1 shows a global map of the CAMEL 8.6 μm emissivity for January 2007. Located within
the quartz doublet region, this channel’s emissivity highlights the location of surface types dominated
by quartz, for example the Sahara Desert, Namib Desert, and inland Arabian Peninsula. The associated
CAMEL quality flag (qf), defined in Table 3, is also shown in Figure 1 and shows where no CAMEL
emissivity values are reported over sea/inland water (qf = 0), where the input UW BF and ASTER data
are good quality (qf = 1), the input UW BF is good quality and ASTER is filled (qf = 2), the input UW
BF is filled but ASTER is good quality (qf = 3), and both the UW BF and ASTER values are filled (qf = 4).
The distinct line over which the quality flag changes at ~55◦N latitude is an artifact of the day/night
emissivity method of the NASA MOD11C product which is used as input to the UW BF product [16].
A lack of MODIS data is also seen over land in the ~0–20◦S tropical belt in regions dominated by
persistent cloudiness. The north-to-south stripes over Siberia are caused by the cloudiness over the
whole month in the ASTER dataset. For these cases, both datasets use filling techniques from the
average of the neighboring months or annual data.

Table 3. Definition of CAMEL quality flag.

Value Description

0 Ocean or inland water
1 input UW BF and ASTER data are good quality
2 input UW BF is good quality and ASTER is filled
3 the input UW BF is filled but ASTER is good quality
4 both the UW and ASTER values are filled
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Figure 1. Combined ASTER and MODIS Emissivity over Land (CAMEL) (a) 8.6 μm emissivity and;
(b) quality flag for January 2007. Quality flag is defined as in Table 3. The University of Wisconsin
Baseline-Fit (UW BF) has fill values north of ~55◦N congruent with the prevailing winter nighttime of
January at those latitudes. This is because the MOD11C3 product used as input to UW BF is dependent
on a day–night algorithm that requires a day and night observation close in time, and there is not
enough daytime data in the Northern Hemisphere winter.

The CAMEL uncertainty product for the 8.6 μm channel during January 2007 is shown in Figure 2.
The total uncertainty is shown with its quality flag and three separate uncertainty components.
Qualitatively it is apparent how the total uncertainty is a combination of the three components,
with the largest contributions coming from the algorithm component. The amount each component
contributes to the total value varies with season. For example, the month of July in general has lower
algorithm uncertainty and the spatial and temporal uncertainty has increased values north of ~60◦

latitude which are more readily identified as contributing to the total uncertainty. A line of larger
uncertainty values is seen along the ~55◦N latitude region in Asia, which is a pattern present in all
3 uncertainty components, and is attributable to the change of CAMEL input data (no UW BF input)
as shown in Figure 1’s quality flag.

A comparison of the 8.6 μm spatial uncertainty to the monthly mean emissivity in Figure 1 shows
areas of spatially uniform emissivity have low spatial uncertainties, for example densely vegetated
regions of the Congo Forest, and persistent snow/ice covered regions of Antarctica and areas over
Northern Hemisphere winter snow covered areas (northern Arctic Circle). Due to the large difference
in the 8.6 μm emissivity between quartz and non-quartz surfaces, even a small mixing of surface types
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can yield larger spatial uncertainty values. The map of temporal uncertainty reveals that desert regions
such as the Sahara, and more permanently snow-covered regions like Antarctica and the Arctic Circle
are characterized by low temporal uncertainty. The northeastern United States is marked by a higher,
~0.01 temporal uncertainty likely due to changes in snow cover over the winter months, and areas
around the Indus River Valley and northern India are marked by higher uncertainties likely due to
changing precipitation and meltwater levels. Such patterns in the uncertainty values reveal physical
characteristics and changes of the Earth’s surface. The algorithm uncertainty, which is proportional
to the UW BF 8.3 μm minus ASTER 8.6 μm emissivity, shows the largest values of over 0.02, mostly
over semi-arid and arid regions that exhibit the largest variability in emissivity for this band. This is
due to larger differences between retrieved emissivity in this band from the ASTER and MODIS
input products. However, because of ASTER’s greater number of bands in this region (3), the derived
CAMEL emissivities should be of higher accuracy than the original UW BF value, which only has
one band in this region. Uncertainty values over northern Russia and Canada show larger values of
~0.01 where snow cover signatures vary between the ASTER and the UW BF products.

Figure 2. Cont.
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Figure 2. January 2007 CAMEL 8.6 um emissivity uncertainty (a) total estimate; (b) spatial component;
(c) temporal component; (d) algorithm component; and (e) total uncertainty quality flag which is
defined in Table 2.

4. Validation with Laboratory Spectra

4.1. Field Sites

Figure 3 shows the HSR and 13 hinge point CAMEL products overlaid with the UW BF, ASTER,
and lab measurement emissivities for four validation sites. The total HSR uncertainty estimate for
the CAMEL HSR product is overlaid in the top panel (plotted as red dotted lines), and the CAMEL
13 hinge point total uncertainty with its 3 components are shown separately in the bottom panel.

The first site in Figure 3a shows emissivity spectra comparisons over the Namib desert during
January 2007. The quartz doublet feature can clearly be seen at 8.5 and 12.5 μm since the desert sands
consists mostly of quartz and hematite. In the top panel, the CAMEL HSR product closely captures
the depth of the quartz doublet within the 8–9 μm region. The middle panel shows how the CAMEL
emissivity is defined using ASTER bands within this 8–9.3 μm window. The difference between the
ASTER and UW BF product around 9 μm is reflected in the CAMEL algorithm uncertainty shown in
the bottom panel. With an exception for wavelengths less than ~5 μm where the temporal uncertainty
is the largest component, the total uncertainty is dominated by the algorithmic uncertainty.

The second site shown in Figure 3b is for Tucson, Arizona in May 2007. The spectrometer data
for this case was obtained from AERI in situ measurements of a characteristic creosote site, where the
Creosote bush is the dominant vegetation type [14]. The ASTER NDVI is used as a vegetation fraction
to form a weighted emissivity measurement from bare and vegetated spectra. This site shows very
close agreement between ASTER, UW BF, and CAMEL products. This close agreement, in addition to
the lack of temporal variation of the surface characteristics for wavelengths under 11 μm, produces
a total CAMEL uncertainty that is mostly driven by the spatial variability of the region. While the
CAMEL HSR product closely resembles the UW BF HSR emissivity across most of the spectrum,
the CAMEL HSR product is more accurately able to capture the 8–9.3 μm subtle quartz feature seen in
the lab validation data.

The third site in Figure 3c shows results for a site in Greenland, Summit Station, for January 2007.
The top panel shows that the CAMEL HSR emissivity more accurately fits the lab data for smooth
snow than does the UW BF, particularly for snow features in the 11–14 μm region. Snow spectral
features are better captured because the CAMEL HSR for snow is derived from a unique set of
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principal component (PC) coefficients derived from laboratory spectra of different snow grain sizes,
ice, and water, more details of which can be found in Part 1. While the CAMEL HSR uncertainty is
around 0.01 for wavelengths over 11 μm, the 13 hinge point CAMEL uncertainty is confined well
under 0.01 and is dominated by algorithm variability.

The last case site example in Figure 3d is for Yemen in January 2007. Lab measurements are
derived from the ASTER spectral library and illustrate the primary carbonate features that are seen over
regions of Yemen and Oman at the southern tip of the Arabian Peninsula. The CAMEL 13 hinge point
product is unable to resolve the narrow 6–7 μm main carbonate feature because MODIS does not have
any bands covering that region; however, the CAMEL HSR emissivity is able to capture the feature
since a unique set of PC coefficients for carbonate minerals are used. The CAMEL is an improvement
upon the UW BF HSR in this region since the UW BF uses only one set of PC coefficients for all surface
types. Though the lab data does not lie within the bounds of the CAMEL HSR uncertainty within
the ~6–7 and 11–11.5 μm regions, it is important to note that the lab spectra are a pure carbonate
(dolomite) and CAMEL is representative of a 5 km pixel which likely contains a mixture of material,
not purely carbonate. Additionally, the HSR uncertainty does appropriately reflect the increased
difference between the CAMEL HSR emissivity and the lab validation data. Like the Namib Desert site,
the Yemen desert site also has a higher CAMEL uncertainty in the shortwave region due to an increased
temporal variability but otherwise is dominantly influenced by the algorithm uncertainty component.

Figure 3. Emissivity at (a) January 2007 Namib Desert (−24.25N, 15.25E); (b) May 2007 Tucson, AZ (32.01N,
−110.77E); (c) January 2007 Greenland (72.57N, −38.45E); and (d) January 2007 Yemen (19.15N, 55.57E) case
sites. HSR emissivity from UW BF (blue dashed), lab measurements (black), and CAMEL (red solid with
dotted uncertainty) are shown in top row panels. UW BF (blue squares, dashed), ASTER (green x’s, solid),
and CAMEL (red circles, solid) emissivity are shown in middle row panels. CAMEL total (black solid),
spatial (black dash), temporal (red), and algorithm (blue) uncertainty components are shown in bottom
panels. Legend in middle and bottom panel include quality flags (QF) for the different products as well as
ASTER normalized difference vegetation index (NDVI). The version number (Vs) of the laboratory dataset
and the number of principal components (#PCs) used in the CAMEL HSR Algorithm are included in the
legend of the top panels.
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Each of the four case sites represents a different surface type and uses a different number of PCs in
the CAMEL HSR emissivity construction. The Namib Desert and Tucson, AZ cases represent surfaces
characterized by quartz. Within the quartz signature region located at ~8–10.5 μm, CAMEL and the
lab measurements agree within 0.05 for the Namib case and within 0.025 for the partially vegetated
Tucson, AZ case. At wavelengths greater than 10.5 μm, CAMEL and the lab data agree within 0.01 for
both sites, while for the Namib SW region from 3.6–6 μm, CAMEL has departures of ~0.1 magnitude
away from the lab measurements. This could be explained by surface roughness and terrain elevation
changes present in the satellite observation but not in the lab measurement. The Greenland case site
illustrates the CAMEL snow/ice emissivity performance: for wavelengths greater than or less than
8 μm, CAMEL and the lab data agree within 0.005 and 0.01 respectively. The Yemen site characterizes
the carbonate surfaces and shows the 6.5 μm spectral feature is included in the CAMEL dataset but the
lab data differs by up to 0.15, with the lab measurement lying outside of the CAMEL HSR uncertainty
bounds. The reduced spectral contrast in the CAMEL estimate could be explained by surface roughness
or sparse vegetation not accounted for in the lab measurement.

4.2. CAMEL Intercomparison with IASI Emissivity

This section shows a comparison of CAMEL to the 8-year averaged IASI HSR emissivity dataset,
which is derived from IASI radiance observations and uses a retrieval method based on Principle
Component Analysis (PCA) of lab spectra [5]. To facilitate the comparison at the 13 CAMEL hinge
points, the CAMEL 13 hinge point product is first resampled to a lower spatial resolution by applying
a 5 × 5 pixel running average over the CAMEL grids to match the 0.25◦ × 0.25◦ spatial resolution of
the IASI dataset. CAMEL 8-year averaged monthly emissivities are then computed corresponding to
the years over which the IASI dataset is averaged. For the months of January through May the years
2008–2015 are averaged, and for June through December the years of 2007–2014 are averaged. To compare
the HSR CAMEL product to the HSR IASI emissivity, the individual CAMEL HSR spectra are simply
computed and averaged over the proper years. Since the CAMEL HSR 8-year monthly averages actually
represent a 0.05◦ × 0.05◦ resolution, the HSR uncertainty estimate, which includes a measure of the
surrounding 0.25◦ × 0.25◦ standard deviation, is used to provide a measure of the potential error from
the spatial resolution mismatch (i.e., of the CAMEL 0.05◦ × 0.05◦ to the IASI 0.25◦ × 0.25◦).

Figure 4 shows the monthly 8-year averages of CAMEL HSR emissivities compared against (i)
laboratory validation data (where it is available) and (ii) the IASI HSR dataset for various case sites.
The 8-year averaged HSR emissivities are overlaid in the top panels, including individual CAMEL
spectra for each of the years averaged, and the bottom panels show the 8-year average differences
bounded by the CAMEL uncertainty estimate. At the top of Figure 4, the Namib and Tucson, AZ
desert cases show emissivity differences between the CAMEL and lab emissivities of less than 0.05 for
wavelengths greater than 5 μm. Within the quartz spectral region, CAMEL agrees more closely with
the lab measurements than the IASI emissivity. For the Greenland case site, differences between the lab
and CAMEL emissivities are less than 0.01. The IASI emissivity reflects a subtle quartz signature which
is absent in CAMEL. This case shows the importance of the selection of laboratory measurements for
the PCA method. For snow or ice-covered cases the CAMEL HSR Algorithm includes a separate set of
laboratory measurements of snow and ice spectra only. The Yemen case site shows the 8-year average
CAMEL emissivity having a ~0.15 maximum difference from the lab measurements around the 6.5 μm
carbonate spectral feature. While CAMEL does not capture the full extent of this feature as shown by
the lab measurements, it is an improvement upon the UW BF and IASI emissivity, as the feature is
present, but lower in magnitude. For the ARM SGP site, the CAMEL and IASI 8-year averages have
close resemblance across the spectrum with the exception of the 8–9.5 μm region where IASI resolves
the sharper features of the quartz signature. Differences between the CAMEL and lab emissivity are
generally less than 0.025 with a small exception in the SW region at 5 μm. The last case site (no lab
validation data is available) over Mt. Massive, located in the Colorado Rocky Mountains, is shown
for the month of November. The overlaid November CAMEL HSR estimates for the years 2007–2014
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located in the top panel reveal the year to year variation which is captured by the monthly CAMEL
product. In some years, HSR emissivities reflect snow/ice signatures (version number of the laboratory
dataset: Vs = 12 and #PC = 2), while others reflect more quartz-like signatures of bare rocks (Vs = 8
and #PC = 7), reflecting the dynamics of annual snow cover and snow-melt across the region.

Figure 4. High spectral resolution (HSR) emissivity for (a) January Namib (−24.25N, 15.25E); (b) May
Tucson, AZ (32.01N, −110.77E); (c) January Greenland (72.57N, −38.45E); (d) January Yemen (19.15N,
55.57E); (e) January Atmospheric Radiation Measurement, Southern Great Plains (ARM SGP) (36.60N,
−97.48E); and (f) Nov Mt. Massive (39.17N, −106.47E) case sites. Top panels show CAMEL
8-year averaged (solid black), lab measurement (dotted black), and Infrared Atmospheric Sounding
Interferometer (IASI) 8-year averaged (dashed black) HSR emissivity spectra overlaid on top of the
individual CAMEL spectra for the years over which the aforementioned average was computed
(colored). Bottom panel shows differences of the IASI minus CAMEL averages (blue solid) and lab
minus CAMEL emissivity (black solid) which are both bounded by the CAMEL HSR uncertainty
(dotted lines).
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Figure 5 shows global maps of the differences between the CAMEL and IASI 8-year averages
for the months of January and July at 4 different wavelengths. The global maximum magnitude
of differences is larger for the shortwave and 8–9 μm channels (e.g., the 3.6 and 8.6 μm channels),
where differences exceed 0.1 in select places (e.g., Sahara Desert, Australia, Tibetan Plateau), typically
in regions whose surfaces are barren. Comparison of the January and July results reveals a seasonal
dependence in the differences for various regions and channels, seen most notably at high latitudes
where snow cover varies with the seasons. In general, a stable emissivity over deserts and polar
ice (Greenland and Antarctica) is expected, so the large IASI variations over deserts and polar ice is
unphysical and synthetic. The IASI emissivity over permanent snow cover contains quartz signature
artifacts as discussed previously. The 10.8 μm channel shows slight changes from January to July and
does show select areas where CAMEL emissivity is higher than IASI such as over the Tibetan Plateau,
but in general CAMEL emissivities are lower than IASI at 10.8 μm. The 12.1 μm channel shows that
for latitudes south of ~40◦N where there is no snow cover, that the IASI minus CAMEL 8-year average
difference is qualitatively similar between January and July and is largely positive, though it is quite
small, being confined to under 0.03 magnitude.

Figure 5. Cont.
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Figure 5. Difference of IASI minus CAMEL 8-year average emissivities at 0.25◦ × 0.25◦ spatial resolution
for (a) January 3.6 μm; (b) July 3.6 μm; (c) January 8.6 μm; (d) July 8.6 μm; (e) January 10.8 μm; (f) July
10.8 μm; (g) January 12.1 μm; (h) July 12.1 μm. The years for which the 8-year averages are calculated are
2008–2015 for January and 2007–2014 for July. Colorbar limits change from channel to channel.

Statistics of the 8-year averaged IASI minus CAMEL emissivity over IGBP land classification
categories are shown in Figure 6 for the months of January and July. Top panels show the average
IASI and CAMEL emissivities and the bottom panel shows the average IASI minus CAMEL difference.
Differences are generally less than a magnitude of 0.02 in emissivity and could be due to multiple
issues including differences of spatial resolution between the IASI and MODIS/ASTER instruments
and differences between the IASI emissivity and CAMEL algorithms. While differences could also
be due the assumption of equal emissivity over day and night, further investigation is needed on
this topic. Largest differences between the CAMEL and IASI products are seen in the barren/sparse
vegetation category, where they exceed 0.03 in magnitude. The IASI product has larger differences
between January and July than CAMEL does for the barren/sparse 8–11 μm region. But the CAMEL
product has larger differences between January and July in the grassland 8–11 μm region. The CAMEL
temporal variations over temperate grasslands and stable emissivity over deserts is as expected due to
changes in phenology that affect vegetation cover.

4.3. RTTOV IASI Brightness Temperature Calculations

4.3.1. Methodology

As an additional assessment of the CAMEL HSR product, IASI brightness temperatures (BT) are
calculated using the RTTOV model and CAMEL HSR emissivity module for 616 selected channels
(National Oceanic and Atmospheric Administration selection) for four focus days representing the
four seasons including 15 January, 14 April, 15 July, and 29 September of 2008. Similar calculations
are performed for a constant with wavenumber 0.98 emissivity spectrum to assess the impact of the
difference between the CAMEL dataset and commonly used default 0.98 emissivity value. Both sets
of calculated BTs are then compared to IASI observed radiances for a subset of cases over land
(coastlines not included) and for clear sky conditions. The clear sky mask that is used is the MAIA
cloud mask [17], which selects scenes with less than 95% cloud cover. Simplifications to the BT
calculations include setting the satellite zenith and azimuth and sun zenith and azimuth angles to
zero, not applying the snow fraction, and using no trace gas inputs besides water vapor. ECMWF
6 hourly, 0.25◦ spatial resolution, analyses are used as input into the RTTOV model. The model
analyses are bilinearly-interpolated to the IASI observations, specifically the center of the IASI fields of
view. To minimize the effect of rapid skin temperature variations on the comparisons, only nighttime
cases (solar zenith angles greater than 85◦) are used and a two-hour time restriction between IASI
observations and ECMWF analyses time steps is applied.
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Figure 6. Top panels show IASI (black) and CAMEL (red) 8-year average emissivity averaged over
the (a) evergreen broadleaf forest; (b) barren/sparse vegetation; (c) grassland; and (d) cropland IGBP
land classifications for the months of January (solid line, circle markers) and July (red line, ‘X’ markers).
Bottom panels show the associated averaged IASI minus CAMEL again for January (black dashed ‘X’
markers) and July (black solid circle markers). Number of samples, N, noted in bottom panel’s legend.

4.3.2. Results

Differences between the calculated and observed IASI BTs are computed over the 616 channel set
and separated by land classification type using the IGBP categories. The improper skin temperature
determination can cause a bias in the BT calculation. This bias between ECMWF and IASI has
a magnitude typically around 1–2 K in the Northern Hemisphere and 2–3 K in the Southern Hemisphere.
To avoid it the de-biased variances of the calculated minus observed BTs differences for the 3.6–5, 8–9,
and 10–13 μm spectral regions are used as indicators for a better emissivity estimate. To compute the
de-biased variances for each spectrum, the IASI BT calculation minus observation difference is found
and the result is then fitted to the 10.5–13 μm window region by subtracting the calculation minus
observation 10.5–13 μm spectral domain average from the calculated spectrum. This de-biasing using
the window region is assumed to only account for differences in skin temperature, though it’s possible
that the de-biasing could account for other errors of lesser magnitudes such as inaccurate surface
emissivity characterization and errors induced from the inclusion of cloudy scenes in the analysis.
Three separate spectral variances over the 3.6–5, 8–9, and 10–13 μm regions are then computed for the
window-fitted BT difference. Using this method, there are 3 separate variances computed for each
IASI calculation. The de-biased variance statistics corresponding to the CAMEL and 0.98 emissivity
are compared for different time and space domains by taking averages of the variances over the
specific regions.

Figure 7 shows mean CAMEL and 0.98 constant emissivity spectra and calculated minus observed
IASI BT biases for a nighttime granule over Egypt. The 8.5 μm map of the calculated CAMEL minus
observed BTs illustrates the spatial distribution and magnitude of the differences. This example shows
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the very large improvement of over 5 K when using CAMEL emissivity as opposed to the constant
0.98 emissivity value within the 8–10 μm region Reststrahlen band region. De-biased variance values
over the three spectral regions can be found in the upper panel and show lower, improved values for
the CAMEL dataset. The CAMEL calculated minus observed BT bias has increased magnitudes in
spectral regions where atmospheric gases strongly absorb, in particular the 4.5–5 μm carbon monoxide
and carbon dioxide region, the 6–8 μm water vapor region, and 9.6–10 μm ozone absorption region.
Figure 8 shows a second nighttime example of statistics from a granule over the coast of Antarctica.
Though not many samples are included in this granule, results are representative of snow and ice scenes.
The BT bias corresponding to the CAMEL emissivity calculations is greater than the 0.98 emissivity
bias from approximately 10–10.8 μm, however, it is less within the ~11–13 μm region where most of the
spectral variation in snow/ice emissivity occurs. The magnitude of the BT bias difference is just under
1 K and represents how the CAMEL emissivity changes with respect to the 0.98 constant emissivity in
the bottom panel. While the 8–9 μm de-biased variance is greater for CAMEL than the 0.98 constant,
the 10–13 μm value is overall decreased.

Figure 7. (a) Calculated constant 0.98 (black) and CAMEL (red) emissivity brightness temperature (BT)
minus observed IASI BT bias (top panel) and mean emissivities (bottom panel) for a 29 September 2008
nighttime granule over Egypt. Number of samples, N, shown in legend. Debiased variances listed
for three spectral regions; (b) Map of 8.5 μm calculated CAMEL minus observed IASI BTs differences
in Kelvin.
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Figure 8. Same as Figure 7a except for daytime granule located over the coast of Antarctica.

Figure 9 shows nighttime statistics of the calculated minus observed IASI BTs for various IGBP land
classification categories for the 29 September 2008 case day. While these examples are not comprehensive
of all days and seasons, some general characteristics can be seen. For all categories shown, the CAMEL
calculated BT is seen to generally be closer to the observed IASI BT than the 0.98 emissivity calculated BT.
Land classification categories with emissivity spectra close to 0.98, such as the evergreen broad-leaf forests
and croplands show the smallest bias difference between the CAMEL and 0.98 emissivity BT calculations.
Largest differences are seen in the barren/desert land category around 8–9.5 μm, where the emissivity
spectra have prominent quartz spectral features and reach values less than 0.7, as expected. The CAMEL
calculations also show better agreement with the observations than the 0.98 emissivity calculations within
the 3.6–4.2 μm region. Improved agreement around these wavelengths is seen for all other land categories
shown as well. Comparison of the de-biased variance statistics for the CAMEL and 0.98 emissivity also
confirms that for all land categories shown the CAMEL HSR emissivity is a spectral improvement upon
the constant 0.98 emissivity within the 3.6–5 and 8–9 μm region. The 10–13 μm region de-biased variance
statistics show neutral improvement using the CAMEL emissivity for all categories shown except for the
open shrub and barren/desert land category where reductions in variance are significant.

To summarize the global RTTOV calculated minus observed statistics over the 4 case days,
the CAMEL and 0.98 emissivity de-biased variances are listed for the 8–9 μm spectral region in Table 4.
While variances for the 10–13 and 3.6–4.2 μm regions were calculated in a similar fashion, the results
are not listed here and are only discussed qualitatively. The 8–9 μm region was selected to be shown
since this spectral region is the region of largest expected improvement in comparison to the previous
UWIREMIS. The numbers shown in Table 4 are averages of de-biased variances for the focus days and
IGBP land classification categories shown. The corresponding number of samples are illustrated in
Figure 9.

Table 4 results show in general that CAMEL is an improvement upon the 0.98 constant emissivity
for this spectral region. For all categories with over 2000 samples, the CAMEL de-biased variance is
lower than the 0.98 emissivity de-biased variance. The open shrub and barren/desert land categories
again show the largest percent decreases in de-biased variance from the 0.98 emissivity to CAMEL.
The CAMEL de-biased variance is decreased on average for the four days to ~41% and ~21% of the
0.98 emissivity value respectively for the open shrub and barren/desert land categories.
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Figure 9. Nighttime RTTOV calculated minus observed IASI BT biases (top panels) for a constant
0.98 emissivity (black) and the CAMEL emissivity dataset (red) with associated mean emissivity
spectra (bottom panels) for 29 September 2008 for the (a) evergreen broad-leaf forest; (b) cropland;
(c) grassland; (d) savanna; (e) open shrub; and (f) barren/desert land IGBP categories. De-biased
variances (explanation in text) are used as the better emissivity estimate and are shown in figures.
The number of samples, N, are listed in figure legends. Note that the bottom panel y-axis limits change
for the desert/barren land category.

In addition to the 8–9 μm region, the 3.6–5 μm region of CAMEL also better matches the IASI
observations than does the 0.98 constant emissivity. De-biased variances for CAMEL are overall
lower than those for the 0.98 constant emissivity in the 3.6–5 μm region, with the exceptions being
for cases with a low (e.g., less than 100) number of samples. The open shrub and barren/desert
categories showed the most CAMEL improvement—the de-biased variances for CAMEL are decreased
respectively to be ~79% and ~56% of the 0.98 emissivity de-biased variance.
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The last spectral region assessed, the 10–13 μm region, does not show an obvious improvement
with the use of the CAMEL. For the average of the four case days, more land classifications show an
increase, rather than a decrease, in the CAMEL de-biased variances. Improvement is seen, however,
in the barren/desert land and open shrub categories, with the average CAMEL variances being 52%
and 80% of the 0.98 variance respectively. The deciduous needle forest and mixed forest categories
have the largest average increases of 10–13 CAMEL de-biased variances with respect to the 0.98 values,
with 15% being the largest increase.

Table 4. Variance over the 8–9 μm region of de-biased IASI calculated minus observed BTs are averaged
by IGBP land classification categories for four focus days and shown below in units of Kelvin for
nighttime cases. De-biased variances for BTs calculated using a constant 0.98 emissivity and the CAMEL
HSR emissivity module are shown. The corresponding number of samples are shown in Figure 10.

IGBP Category 15 January 2008 14 April 2008 15 July 2008 29 September 2008

0.98 CAMEL 0.98 CAMEL 0.98 CAMEL 0.98 CAMEL

1: Evergreen Needle Forests 3.48 3.48 1.35 1.45 3.48 3.38 2.89 2.86
2: Evergreen Broad Forests 5.21 4.95 5.76 5.49 6.19 5.81 2.33 2.14
3: Deciduous Needle Forests 1.98 1.98 5.99 6.02 7.91 7.49 1.31 1.29
4: Deciduous Broad Forests 2.22 2.23 1.92 2.06 3.03 2.84 4.37 4.44
5: Mixed Forests 1.97 1.96 1.24 1.3 5.34 4.96 2.73 2.64
6: Closed Shrubs 2.27 1.98 3.61 3.57 3.62 3.2 2.87 2.41
7: Open Shrubs 4.8 2.57 4.16 1.48 4.83 1.89 4.31 1.62
8: Woody Savanna 3.01 2.88 3.92 3.59 4.67 4.21 3.08 2.67
9: Savanna 3.76 2.93 3.77 3.11 4.68 3.75 2.18 1.52
10: Grassland 2.85 2.34 2.9 2.17 2.56 1.92 2.26 1.63
11: Wetland 1.83 1.84 1.24 1.3 3.63 3.4 2 1.78
12: Cropland 2.71 2.51 2.19 1.81 3.47 3.12 2.84 2.61
13: Urban Area 2.67 2.68 1.77 1.9 4.39 4.22 3.78 3.71
14: Crop Mosaic 3.34 3.15 2.62 2.45 3.9 3.55 3.1 2.75
15: Antarctic/Permanent Snow 1.25 1.3 1.16 1.2 1.46 1.45 1.57 1.72
16: Barren/Desert 6.96 2.28 13.4 2.16 10.3 2.62 14.2 1.85

Figure 10. Number of samples for de-biased variances listed in Table 4.

92



Remote Sens. 2018, 10, 664

5. Conclusions

The NASA CAMEL product reports monthly global land surface emissivity at 13 hinge points
between 3.6–14.3 μm and provides software which uses a PCA approach to compute 417 channel
high spectral emissivity spectra from the 13 hinge point product for the same wavelength region.
The uncertainty provided with the product is available at the 13 hinge point resolution for every month
and grid point and is a combination of 3 separate components of variability—a spatial, temporal,
and algorithm component. This work presented the methodology behind the uncertainty estimates
included in the product and a comprehensive validation of the CAMEL product which included
laboratory measurements, product intercomparisons, and radiative transfer calculations.

Comparisons of CAMEL to validation data, the 8-year averaged IASI dataset, and the previous UW
BF emissivity show an improvement of CAMEL in the characterization of snow, quartz, and carbonate
spectral features. The monthly and inter-annual variations of the emissivity reveal dynamic land
surface changes, for example, snow in the mountains. Comparison of the CAMEL 13 hinge point
product to the 8-year averaged IASI dataset at 0. 25◦ spatial resolution showed maximum differences
were located in the shortwave 3.6 μm region, where they reached over 0.15 magnitude in emissivity
for some geographic locations, typically dry desert regions. Differences at 8.6 μm were primarily less
than 0.1 and at wavelengths of 10.8 μm or larger they were predominantly under 0.02.

Assessment of the CAMEL RTTOV emissivity module was made using IASI brightness
temperature observations as a reference. Calculated minus observed BT biases were computed
for both the CAMEL emissivity and a constant 0.98 emissivity spectra, a commonly used simplification
for a land surface emissivity estimate. The use of a de-biased spectral variance over three spectral
regions was used as a measure of emissivity spectral accuracy. The average of the de-biased variances
was found over IGBP land classification schemes for four days which represented four seasons.
Land classifications which showed improvement with the use of the CAMEL emissivity for all three
spectral regions were the open shrub and barren/desert land categories. In general, the 3.6–5 and
8–9 μm region statistics showed the CAMEL to be a better emissivity estimate than the constant
0.98 value, while the 10–13 μm region showed an improvement only for barren or partially barren
surfaces. As expected, the percentage decreases in the 3.6–5 and 8–9 μm four day-averaged variances
were larger than the percent increases for the 10–13 μm region when comparing CAMEL with respect
to the 0.98 emissivity.

This two-part paper has described the methodology, applications, uncertainty, and validation of
the first release of the CAMEL dataset available from a NASA MEASUREs project at https://lpdaac.
usgs.gov/dataset_discovery/measures/measures_products_table/cam5k30em_v001. Future work
will include version updates to improve some known issues, for example, snow fraction in
mixed scenes, and the development of a 16-year CAMEL climatology and covariance for use in
NWP applications.
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Abstract: A variational inversion scheme is used to extract microwave emissivity spectra from
brightness temperatures over a multitude of surface types. The scheme is called the Microwave
Integrated Retrieval System and has been implemented operationally since 2007 at NOAA. This
study focuses on the Advance Microwave Sounding Unit (AMSU)/MHS pair onboard the NOAA-18
platform, but the algorithm is applied routinely to multiple microwave sensors, including the
Advanced Technology Microwave Sounder (ATMS) on Suomi-National Polar-orbiting Partnership
(SNPP), Special Sensor Microwave Imager/Sounder (SSMI/S) on the Defense Meteorological Satellite
Program (DMSP) flight units, as well as to the Global Precipitation Mission (GPM) Microwave Imager
(GMI), to name a few. The emissivity spectrum retrieval is entirely based on a physical approach.
To optimize the use of information content from the measurements, the emissivity is extracted
simultaneously with other parameters impacting the measurements, namely, the vertical profiles
of temperature, moisture and cloud, as well as the skin temperature and hydrometeor parameters
when rain or ice are present. The final solution is therefore a consistent set of parameters that fit
the measured brightness temperatures within the instrument noise level. No ancillary data are
needed to perform this dynamic emissivity inversion. By allowing the emissivity to be part of the
retrieved state vector, it becomes easy to handle the pixel-to-pixel variation in the emissivity over
non-oceanic surfaces. This is particularly important in highly variable surface backgrounds. The
retrieved emissivity spectrum by itself is of value (as a wetness index for instance), but it is also
post-processed to determine surface geophysical parameters. Among the parameters retrieved from
the emissivity using this approach are snow cover, snow water equivalent and effective grain size
over snow-covered surfaces, sea-ice concentration and age from ice-covered ocean surfaces and wind
speed over ocean surfaces. It could also be used to retrieve soil moisture and vegetation information
from land surfaces. Accounting for the surface emissivity in the state vector has the added advantage
of allowing an extension of the retrieval of some parameters over non-ocean surfaces. An example
shown here relates to extending the total precipitable water over non-ocean surfaces and to a certain
extent, the amount of suspended cloud. The study presents the methodology and performance of the
emissivity retrieval and highlights a few examples of some of the emissivity-based products.

Keywords: emissivity; variational retrieval; surface parameters

1. Introduction

Passive microwave measurements have been used extensively in the past to monitor surface
parameters such as the Sea-Ice Concentration (SIC) and ice age over ice-covered surfaces [1,2], the snow
depth or Snow-Water Equivalent (SWE) over snow-covered land [3,4], the soil moisture over snow-free
land surfaces [5], and the wind speed over the ocean [6], to list just a few examples. These inversions
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usually rely on brightness temperature measurements with, sometimes ad-hoc, corrections to account
for the atmospheric and cloud contamination. The methods generally make use of a limited number
of channels, mostly pure window channels, in order to avoid atmospheric impacts as much as
possible. However, the measurement, even if properly cleared from the atmospheric effects, is still
radiometrically a mixture of the emissivity and the skin temperature. These two parameters are indeed
intertwined from the radiometric point of view. Notably though, the signal of the surface properties is
most directly contained in the radiometric emissivity. An alternative approach to retrieving surface
properties is suggested in this study, in which the surface parameters, such as SIC and SWE, are directly
inverted from the emissivity spectrum of the surface in question, not from the brightness temperatures
or their combinations. The emphasis is on the use of the term spectrum in this case, since the intent is to
truly use not only the absolute values of the emissivities, but also the whole spectral shape, in order to
retrieve the surface parameters.

Many approaches for deriving surface emissivity rely on the simplified microwave radiative
transfer (RT) equation inverted to solve the emissivity term analytically:

ε =
Tb − Tu − TdΓ
(Ts − Td)Γ

, (1)

where the emissivity (ε) is a function of the observed brightness temperature at the satellite, Tb, taking
into account the skin temperature, Ts, the upwelling and downwelling brightness temperatures
(Tu and Td, respectively), and the atmospheric transmittance, Γ. In this case, as for brightness
temperature-based retrieval of geophysical parameters, methodologies must be adopted to remove
observations contaminated by clouds and precipitation [7–9]. The derived emissivity depends on
radiative transfer calculations to compute the transmittance, and therefore, is sensitive to errors from
the input temperature and water vapor profiles as well as the skin temperature and can be large,
especially if a forecast is used. Additionally, the accuracy of the emissivity depends on other factors
unaccounted for, including the surface roughness.

The usage of a restricted number of channels, the removal of observations affected by clouds and
precipitation, and the lack of consideration of errors in a priori information when deriving emissivity
and other surface parameters are argued to be limiting factors. In this study, we adopt the use of all
channels in order to have a better picture of the spectral shape of the emissivity. One of the key factors
for the success of the proposed approach is the ability to distinguish the different signals impacting the
brightness temperatures, in order to accurately isolate the emissivity signal from which the surface
parameters will be derived. In order to distinguish all of the parameters impacting radiances, one
logical approach is to use all channels available that have the potential to inform us about the state of
these parameters.

In this study, the main objective is to focus on the retrieved emissivity quality assessment and
to highlight some applications derived from it. In Section 2, we give an overview of the Microwave
Integrated Retrieval System (MiRS) emissivity retrieval approach (the overall approach is described
in [10]), and in Sections 3 and 4, we thoroughly assess the performance of the emissivity retrieval
(qualitatively and quantitatively). In Section 5, we highlight a few examples of parameters derived
using these emissivities. This constitutes an indirect assessment of the emissivity product itself. For
brevity, this study will not present details about the assessment of the emissivity-based products which
may be found in other publications ([11] for example, for sea-ice).

2. Overview of the Retrieval Approach

The MiRS-based retrieval of surface parameters consists of two distinct steps. The first step aims
to isolate the emissivity signal in the brightness temperatures from the rest of the signals impacting
them, such as those from skin temperature or from the atmosphere. This is performed using a
one-dimensional, variational-based physical approach (1DVAR) where the simulated radiances and
their Jacobians are computed using the Community Radiative Transfer Model (CRTM) [12]. The goal
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of the iterative 1DVAR is to find a solution that, when fed to a forward model, will produce simulated
radiances that closely match the measurements within a level of uncertainty (e.g., radiative transfer
error plus instrument noise).

The iterative solution is initiated from a climatological first guess. Figure 1 illustrates this approach
where, during this first step the system retrieves the state vector including the emissivity spectrum and
the skin temperature (representing the surface), along with the atmospheric parameters represented by
temperature, moisture, cloud, rain and ice profiles. A solution is found by minimizing the cost function,
and the retrieved state vector when input to the forward operator, fits the radiometric observations
(e.g., convergence). Further mathematical basis of the MiRS 1DVAR may be found in [10].

 

Figure 1. Products from the Microwave Integrated Retrieval System (MiRS) two-steps retrieval process.
Products listed in bold under “Derived Products” are generated from the emissivity spectrum. Soil
moisture and wind speed/vector are not current operational products. 1DVAR: one-dimensional,
variational-based physical approach.

The retrieved state vector is then used in the second step of MiRS, which is called the Vertical
Integration and Post-Processing (VIPP) step, also illustrated in Figure 1. Here, some products are
simply generated by vertical integration of the atmospheric profiles, such as the moisture profile,
to derive the Total Precipitable Water (TPW) or the ice profile to derive the Ice Water Path (IWP). Other
parameters are generated by using a more sophisticated mechanism. In the case of SIC and SWE,
the post-processing stage utilizes a procedure to search a catalog of pre-computed emissivity spectra
to closely match the retrieved one. Along with the search of SIC, the ice age (FYI/MYI for First-Year
and Multi-Year Ice, respectively) is also catalogued and searched for, given its impact on the emissivity
spectrum. Similarly, along with the search of SWE, the effective grain size is also catalogued and
searched for. These two byproducts (sea-ice age and effective grain size) are also operational products
from MiRS.

It is worth noting that the emissivity could be used directly as a proxy parameter to determine
the degree of wetness over land, for instance. In MiRS, however, as mentioned earlier, the emissivity is
further processed to produce more readily usable surface parameters, such as SIC and SWE. Figure 2
details this post-processing of the emissivity. It shows that the emissivity spectra as retrieved in the
first step are compared to an offline-computed catalog of emissivity spectra for a range of values of the
parameters to be derived.
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Figure 2. Illustration of MiRS emissivity-based products. The surface characteristics (Sea-Ice
Concentration, SIC; Snow-Water Equivalent, SWE) are retrieved along with corresponding secondary
parameters (age, grain size respectively), by matching the 1DVAR-retrieved emissivity with
pre-computed emissivity spectra stored in a catalog.

The MiRS algorithm is an enterprise algorithm that applies to a multitude of satellites and
sensors, provided that the forward operator (CRTM) is applicable to those sensors. Currently,
the MiRS algorithm is routinely applied to microwave sensors but efforts are ongoing to validate
it for infrared (IR) sensors as well, given that CRTM is applicable to IR sensors. Currently MiRS is
applied operationally or routinely to the NOAA and Metop series sounders (AMSU/MHS) as well as
the SNPP/ATMS and DMSP SSMI/S series, and research satellites (NASA GPM/GMI, NASA/JAXA
AMSR-2, CNES/ISRO Megha-Tropiques SAPHIR). It has recently been extended to process ATMS data
from the newly launched NOAA-20 satellite. In this study, we show a variety of emissivity highlights
from a number of sensors, but for the performance assessment, we focus on NOAA AMSU/MHS for
cross-track type sensors and DMSP SSMI/S for conical type sensors.

3. Emissivity Qualitative Assessment

3.1. Methods

The initial assessment of retrieved surface emissivity was qualitative and focused on assessing the
response of the emissivity magnitude to changes in surface type, and the responses of the magnitude
and spectral shape to changes in the land surface moisture content. This is an important first assessment
since the emissivity-based surface products from MiRS are only as good as the emissivity they are
derived from. The main difficulty with the direct validation of emissivity is the lack of a ground-based
reference to compare it to. Even if there was a ground-based sensor taking measurements of emissivity,
it would have to be made at exactly the same frequency, with similar sensor characteristics (bandwidths
for instance) and at the same viewing angle, and it would need to represent the same satellite footprint
size and not just a single point. The emissivity variability is simply too high within the footprint size
of a polar-based sensor to rely on single point measurements for assessment. This is particularly true
over non-ocean surfaces. We are therefore left, for the purpose of assessing our emissivities, with two
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methods: a qualitative assessment, and a quantitative assessment based on analytical emissivities,
which will be explained in the next section.

3.2. Examples

The first qualitative assessment of the dynamic emissivity from MiRS is presented in Figure 3 where
satellite data from SNPP/ATMS were used to generate global fields of microwave emissivities. The
Continental United States (CONUS) region is highlighted in this figure. The emissivity was found to act
as expected—ocean-like emissivity (lower values) over water surfaces and land-like emissivity (higher
values) over land surfaces. What is important to note is that these retrievals (with emissivity and other
parameters inverted simultaneously) have permitted full convergence or fitting of the measurements,
giving us confidence that these parameters belong to the space of possible solutions, including over
coastal areas. The system is therefore flexible enough to retrieve intermediate-values (or mixed-signal
value) of the emissivity when the brightness temperatures are measured over mixed surface types. This
is an important point as we will see later, because this allows the dynamic emissivity retrieval to absorb
the mixed signal present in the measurement, and it allows the other parameters (like TPW, cloud, rain,
etc.) to be retrieved seamlessly over ocean and land interfaces. If there was no emissivity in the retrieval
state vector to absorb this mixed-type signal, the atmospheric parameters would exhibit discontinuities
at these coastal regions. The same applies to other surface type transitions (sea–ice edges, snow and
snow-free land, river–land, lake–forest, etc.). We have shown, for example, that rain retrieval over land
and over coastal transitions is improved due to this approach. The emissivity, retrieved simultaneously
with all other parameters, absorbs the coastal signal and therefore, reduces the number of false alarms in
the rain retrievals over land and coastal areas significantly [13]. We argue that over these types of highly
variable surfaces, it is critical to allow the emissivity to vary dynamically as part of the retrieval, as we
did here, in order to provide seamless atmospheric products. This is especially true because the degree
of mixing (of the different surface types) depends, to a significant degree, on the shape and size of the
measurement footprint; this is highly uncertain a priori, making attempts to account for these dynamic
backgrounds through precomputed atlases sub-optimal at best.

Figure 3. MiRS-based emissivity retrieved using SNPP/ATMS data from 7 September 2017. The
emissivity of channel 1 (23 GHz) is shown. The emissivity is behaving as expected, with low values
over the ocean, higher values over land, and intermediate values over coastal areas. Over land, lower
values are also retrieved over water bodies and rivers. All cases have converged during the retrieval
(not shown).
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Another qualitative example to emphasize the previous point is given in Figure 4. It represents
the emissivity at the 31.4 GHz channel on the Advance Microwave Sensor Unit (AMSU) onboard the
NOAA-18 satellite. It shows that the emissivity retrieved from MiRS transitions has low value over
oceans and high values over land, as expected, with in-between transitional values on the coast and
along water bodies, in this case the Volta Lake in West African Ghana. At the same time, the bottom
panel in the same figure shows that convergence (fit to observations) was reached over land, ocean,
and mixed-surface areas. The convergence metric shown there is indeed under unity, signaling that
the solution found is within noise levels that are consistent with the radiometric measurements.

Figure 4. Qualitative assessment of the MiRS-based emissivity retrieval from NOAA-18 Advance
Microwave Sensor Unit (AMSU) measurements at the transition of the Sub-Saharan African coast. (The
actual emissivity retrieved from MiRS highlighting the low-to-high transition from ocean emissivities
to land emissivities, as expected (top), all while perfectly converging (bottom). Note also the angle
dependence of the emissivity over the ocean, as expected, is captured by MiRS emissivities.

A third qualitative assessment of the emissivity performed is illustrated in Figures 5 and 6. It
demonstrates the evolution of emissivity (amplitude and spectral shape) over time when a major
rain event occurs. One intuitively expects that when such an event occurs over a dry land surface,
the rain will wet the surface instantly, altering the emissivity spectrum significantly. After the rain
stops and the surface begins to dry out, one would expect that the emissivity would gradually go back
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to its pre-rain spectral shape. The speed of this cycle depends on many parameters, including the
pre-existing soil moisture, the surface type, and atmospheric conditions.

 

 

 

Figure 5. Rain storms in Midwestern US, as captured by NEXRAD radars during the period between
5 May (top), 6 May (middle) and 7 May (bottom), 2007.
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Figure 6. MiRS-based emissivity maps and spectra, before (top), shortly after (middle) and three days
after (bottom) the rain events in Midwestern US, shown in previous figure. Circles highlight the areas
where the spectra were computed from, corresponding to rain events. The emissivity absolute values
and spectra behave as expected, going from their dry land emissivity values and almost flat spectrum
before the rain, to much lower values (and water-like spectrum) right after the rain. After a few days of
drying, the emissivities go back (although not fully) to their higher values and dry-like flat spectrum.

A significant storm system was recorded due to its wide-spread nature. These storms hit
Midwestern US during 5–7 May 2007, as seen from NEXRAD Radar images in Figure 5. The MiRS
retrieved emissivity spectra were qualitatively assessed for their behavior before, during, and after
these rain storms. This is illustrated in Figure 6. In this figure, both a spatial map and a full spectrum
are shown. The emissivity map relates to channel 1 (23.8 GHz) of the NOAA-18 AMSU. It was chosen
for its higher sensitivity to the surface. The days of the measurements that were assessed are 4 May
2007 (a day before the rain event hit that area; dry surface); 8 May 2007 (a day after the storm had
passed, where the surface was presumably still wet); and 10 May 2007 (three days after the event,
where presumably, the surface had dried out). One can see clearly in Figure 6 that both the emissivity
values and the spectral shape from the MiRS-retrievals behaved as expected. Indeed, the dry surface
emissivity spectrum is almost flat with high values (4 May). This transforms into an almost water-like
spectrum on 8 May, when the surface is wet in terms of both the absolute values and the shape of the
emissivity spectrum. When the surface returns to its dry state, the emissivity spectrum again resembles
the shape and magnitude from before the rain event (10 May).

This physical behavior is quite encouraging, demonstrating that high variability in the emissivity
could be well captured, at least qualitatively, in cases of rain events. Note that only convergent points
were shown in this case. In these maps, areas of non-convergence can be observed, corresponding to
cases where precipitation is occurring far from the area of consideration (circled).
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One cannot stress enough the high degree of variability of microwave emissivity over land,
not only where rain is involved, but also because of other temporally dynamic phenomena, such as
morning dew or snow fall/melt and run off. This is in addition to the temporally-static/semi-static
spatial variability of the surface emittance (such as from rocks, mountains, forests, and rivers). For
these reasons, it is suggested that the use of atlases, databases or composite averaging of emissivity,
should be used with a high degree of caution. Using emissivity from precomputed atlases when
performing instantaneous inversions could, in many cases, harm the other parameters. Indeed, this
atlas-based emissivity is almost always different from the actual emissivity because of the reasons
listed above and because of the dynamic nature of the surface type mixture covered by the sensor
footprint. This is true no matter how high of a resolution (spatially or temporally) the atlas is. We
argue in this study that emissivity is a highly dynamic variable (and footprint dependent) and should
therefore be handled in a dynamic fashion, such as part of the 1DVAR system, especially during and
after rainy conditions or other emissivity-altering events, as illustrated above

4. Emissivity Quantitative Assessment

4.1. Methods

Along with the qualitative assessment that we described in the previous section, we performed a
more rigorous, quantitative assessment of the MiRS emissivity performances. This assessment was
done on a daily basis. Over ocean, the MiRS emissivity is simply compared to fields of emissivities
computed using the wind speed from the Numerical Weather Prediction (NWP) analyses, input to an
emissivity model (FASTEM) [14]. In this review, however, the quantitative assessment will focus on
non-ocean surfaces.

Over non-ocean surfaces (snow, ice and land), the assessment relies on NWP global analyses
as input to the CRTM for the computation of a reference emissivity which is computed analytically,
as shown by Equation (1). This approach to computing the analytic emissivity was introduced and
fully validated by [7,8]. Assuming that NWP analyses can provide accurate temperature and moisture
profiles as well as a relatively accurate estimate of skin temperature, the CRTM may be used to compute
the total transmittance of the up- and downwelling brightness temperatures. This gives a relatively
accurate estimate of the emissivity which can be compared to the MiRS-retrieved emissivity. As
mentioned in Section 1, restrictions exist on the observations that can be compared. There are four
criteria which need to be satisfied for this analytical emissivity to be valid: (1) Γ �= 0 (the equation is
not usable for opaque channels); (2) Ts �= Td (the solution could be unstable if this condition is not
satisfied); (3) the surface is assumed to be specular (for the validity of the simplified RT equation); (4)
the atmosphere is assumed to have clear sky and be free of hydrometeors.

Another quantitative assessment methodology relies on inter-comparisons with other
independently developed emissivities. This has been the subject of efforts led by others and
has been reported in a number of publications [15–17] and therefore, will not be addressed
here. Suffice to say that these comparisons highlight that MiRS emissivities are consistent with
independently-generated emissivities.

4.2. Examples

An example of the routine monitoring of MiRS retrievals is given in Figure 7, where the emissivity
product is shown (the example shown is for emissivity over land). This figure shows two maps
corresponding to MiRS retrieval at 50.3 GHz channel (top panel) and NOAA Global Data Assimilation
System (GDAS)-based analytic emissivity (bottom). This shows that globally, MiRS-based emissivity
retrievals are very similar to analytic emissivity, even if the two methods are different and computed
entirely independently. It is worth mentioning that the analytic emissivity computed here obviously
cannot be applied in real-time since it depends on NWP analyses. It can only be used as a source of
verification and validation.
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Figure 7. Global fields of non-ocean emissivity for the 50.3 GHz channel, as retrieved by the MiRS
algorithm (top) and as provided by the analytical emissivity based on the Global Data Assimilation
System (GDAS) analysis (bottom). The field corresponds to January 23, 2010. See text for more detail
and for a discussion on the similarities and differences between the two.

We can see in Figure 7 that the two estimates of emissivities differ in some areas, which could
be attributed to (1) the poor accuracy of the skin temperature estimate from GDAS, such as over the
high-latitude regions, where snow and ice cover the surface and it is known that skin temperature from
NWP is not very accurate, and (2) the non-validity of the assumptions made to compute the analytical
emissivity; over rough mountainous regions or over the Amazon forest, the surface is significantly
non-specular for instance, leading to large uncertainties in the analytic emissivity estimation over
those regions.
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These differences are further highlighted in Figure 8, which shows the map of the difference
between MiRS NOAA-18 retrieved emissivity at 23 GHz and the analytically computed emissivity
from GDAS over land surfaces. The scatter plots in same figure provide a snapshot of the
emissivity performances using the analytically computed emissivity as a reference, over both land and
snow-covered land, separately. They reveal that there is good correlation between the two.

Figure 8. Cont.
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Figure 8. Difference between MiRS-retrieved 23 GHz emissivity over land surfaces from NOAA-18
and analytically computed emissivity from the collocated GDAS analysis on 23 January 2010 (top),
along with scatter plots and statistics for points over snow-free land (middle) and snow-covered land
(bottom).These results indicate that the MiRS emissivities over land are reasonably accurate with a
standard deviation between 2% and 3%, including errors due to collocation, time matching and due to
the reference emissivity used.

Tables 1 and 2 compare the MiRS-retrieved emissivities from NOAA-18/AMSU (cross-track
scanning geometry) and DMSP-F16 SSMI/S (conical scanning geometry), respectively, using the
analytic emissivities as a reference. Recall that emissivities from all channels are retrieved by MiRS,
but emissivities for some high-frequency channels are not analytically inverted given the opacity of the
atmosphere for those channels. Therefore, only channels in the range from 19 to 50 GHz are compared.

Table 1. Performance of MiRS-based emissivities for three channels from NOAA-18 AMSU, when
considering European Centre for Medium-Range Weather Forecasts (ECMWF)-based and GDAS-based
analytically computed emissivities as references. Performance is shown in terms of bias (standard
deviation) for land, snow and sea-ice surfaces.

Emissivity Reference Channel 23.8 GHz Channel 31.4 GHz Channel 50.3 GHz

Reference:
ECMWF-based

analytical
emissivity

Land 0.015
(0.023)

0.015
(0.023)

0.015
(0.033)

Snow 0.015
(0.025)

0.003
(0.025)

−0.006
(0.032)

Sea-Ice 0.0001
(0.026)

−0.010
(0.026)

−0.025
(0.036)

Reference:
GDAS-based

analytical
emissivity

Land 0.013
(0.029)

0.012
(0.026)

0.011
(0.035)

Snow 0.021
(0.025)

0.008
(0.025)

0.0006
(0.029)

Sea-Ice 0.0004
(0.026)

−0.012
(0.025)

−0.026
(0.034)
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Table 2. Performances of MiRS-based emissivities for three channels (vertical polarization) from
DMSP-F16 SSMI/S, when considering ECMWF-based and GDAS-based analytically computed
emissivities as references. Performances are shown in terms of bias and (standard deviation) for
land, snow and water surfaces.

Emissivity Reference Channel 19 GHz V Channel 22 GHz V Channel 37 GHz V

Reference:
ECMWF-based

analytical
emissivity

Land 0.008
(0.029)

0.009
(0.028)

0.002
(0.027)

Snow 0.003
(0.039)

−0.002
(0.022)

−0.005
(0.023)

Sea-Ice 0.001
(0.041)

0.002
(0.019)

−0.001
(0.022)

Reference:
GDAS-based

analytical
emissivity

Land 0.004
(0.026)

0.011
(0.031)

0.002
(0.029)

Snow 0.002
(0.023)

0.003
(0.025)

−0.002
(0.025)

Sea-Ice 0.002
(0.017)

0.004
(0.018)

−0.002
(0.018)

The analytical emissivities were generated using both GDAS and the European Centre for
Medium-Range Weather Forecasts (ECMWF), with the statistics for biases and standard deviations
computed and shown separately for each. For emissivities at AMSU frequencies, the biases and
standard deviations had very similar magnitudes compared to both ECMWF and GDAS analytical
emissivities, ranging from ~0.015 to ~0.03. This gives us confidence that the statistics are not sensitive
to the source of reference used. For emissivity at the SSMI/S frequencies, the same conclusion can
be made, with one exception: the 19 GHz channel. At 19 GHz, the standard deviation in emissivity
was 0.039 over snow and 0.041 over sea-ice when ECMWF was used as a reference; these values were
slightly higher than the values of 0.023 for snow and 0.017 for sea-ice obtained when GDAS was used.
This points to some potential discrepancy between ECMWF and GDAS analysis when computing the
analytical emissivity over those regions.

An additional important assessment was made to verify the expected angle dependence of the
emissivity retrieved by MiRS over surfaces known to have specular features that cause the dependence
of emissivity on the viewing angle (from cross-tracking sensors). Figure 9 shows the angle dependence
of the emissivity retrieved with MiRS by comparing its scan dependence with those computed from
both GDAS and ECMWF analytical emissivities with the AMSU 23.8 GHz channel. The top plot
presents the mean emissivities over snow-free land as a function of the scan angle. The MiRS retrieved
emissivity appears to compare more favorably to the GDAS emissivity, while the ECMWF-based
emissivity demonstrates a negative bias of about 0.01. The bottom figure shows the mean emissivities
over snow-covered land as a function of the scan angle. Here, the MiRS-retrieved emissivity contains
about a 0.015–0.020 bias relative to both GDAS and ECMWF, which have almost identical means. It is
important to note that in MiRS, no bias corrections were applied over land (all non-ocean surfaces)
to the brightness temperatures used in this retrieval, which could explain some of the biases found
in the emissivity (of either MiRS or analytic emissivities). Angle dependence is also likely a mixture
of natural emissivity variation over partially specular surfaces, but also sensor calibration that is not
uniform across all angles. This explains, at least partially, the lower emissivities at the scanline edges.
The main conclusion that can be drawn from this assessment is that MiRS captures, within reason,
the angle dependence, through the analytical emissivity. Keep in mind that these emissivities are not
instantaneous—they are averaged over large areas and therefore combine different surface sub-types.
For example, over land, forest, desert, bare land, rivers, and urban surface types are included.
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Figure 9. Mean emissivity at 23.8 GHz as a function of scan angle averaged over snow-free land (top)
and snow-covered land (bottom). These correspond to the MiRS NOAA-18 retrieved emissivity, the
analytically computed GDAS emissivity, and the analytically computed ECMWF emissivity for 23
January 2010.

5. Examples of Emissivity-Based Products

In this section, we highlight some products that benefit from the emissivity retrieved from MiRS,
either directly or indirectly. Some products are indeed generated directly from the emissivity signal
(SIC, for instance) based on the post-processing step, as explained above. Other products are generated
as part of the 1DVAR system (first step in MiRS), but thanks to the emissivity being part of the same
retrieval, these parameters have been expanded to a multitude of other surfaces. Examples of such
cases include TPW, which has been extended to land, sea-ice, and snow-covered surfaces. The accuracy
of these parameters (those benefiting directly or indirectly from the emissivity dynamic retrieval)
presents a tool for the indirect assessment of the emissivity product itself. This is due to direct linkage
and simultaneous retrieval; in the context of dynamic simultaneous retrieval such as that employed by
MiRS, if an error is found in one parameter, it likely means that a corresponding (or compensating)
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error exists in the emissivity. In other words, the obtainment of accurate atmospheric parameters
retrieved as part of the same retrieval that generates emissivity likely means that the emissivity is
also accurate. Similarly, if the SIC generated directly from the emissivity is accurate, it likely suggests
that the emissivity is reasonably accurate as well. Note that this section is not aimed at providing
a thorough validation of the emissivity-derived parameters, but simply to highlight some of them
and point the reader, when appropriate, to publications that contain more thorough validation of
specific parameters.

Figure 10 highlights some of the MiRS-based operational cryospheric products, including the SIC
and the sea-ice age (FYI or MYI). These are products derived directly from emissivity. These products
have been thoroughly validated [11] by intercomparison with established algorithms as well as with
ground-truth data from the National Ice Center. They are also routinely generated and monitored for a
multitude of sensors (https://www.star.nesdis.noaa.gov/mirs). The fact that SIC, derived from the
emissivity, has been found to be valid is an indirect validation of the emissivity itself.

  

 

Figure 10. Polar-stereographic image of MiRS NOAA-18 derived Sea-Ice Concentration (top-left),
First-Year Ice (top-right) and Multi-Year Ice (bottom) over the Arctic on 25 January 2010, based on
MiRS dynamic emissivities. These products were validated extensively in [11].

Another example is shown in Figure 11, which highlights TPW as one of the parameters that
benefit indirectly from the simultaneous retrieval of emissivity. Indeed, because the emissivity is
dynamically retrieved in the same 1DVAR algorithm as the atmospheric parameters, it is possible
to extend the retrieval of TPW over non-ocean surfaces with microwave sensors. The methodology
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and extensive validation of this process was done in [18]. Figure 11 compares MiRS-based TPW over
land to that from the GDAS, and their differences are stratified by zenith angle for snow-free and
snow-covered surface types.

  

 

Figure 11. MiRS derived TPW (top left) and GDAS TPW (top right) for January 23, 2010. The TPW
difference as a function of scan angle is shown for land and snow-free land surfaces (bottom).

These assessments of MiRS products, for both the cryospheric and total moisture products,
benefiting directly or indirectly from the dynamic emissivity, point to the fact that these products have
good performances when compared to independent estimates, which indicates that the emissivity that
is underlying or allowing their retrieval is also reasonably accurate.

6. Summary and Conclusions

In this study we presented the methodology and validated the performances of a dynamically
retrieved emissivity based on a 1DVAR approach called MiRS. We also highlighted the benefit of
this dynamic emissivity retrieval for other applications, such as the extension of atmospheric and
hydrometeor parameter inversion over difficult (highly variable) backgrounds. This approach can be
applied to a multitude of microwave sensors including imagers and sounders, of both cross-track and
conical geometries. Previous intercomparison studies have already highlighted that this approach
leads to similar results as other independent algorithms, including physical models that simulate
emissivities using surface parameters as inputs. The present study attempted to thoroughly validate
the performances of MiRS emissivity, using both qualitative and quantitative approaches. The main
conclusion from the study is that the emissivity behaves fairly consistently with expectations—spatially,
spectrally and temporally—based on current knowledge of emissivity dependencies. Comparisons
with analytical emissivities allowed us to quantify the actual uncertainty and precision of retrieved
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emissivities over a number of surface types and for a number of frequencies. These performances were
deemed fairly reasonable (less than 3%). These uncertainties/precisions almost certainly also include
errors in the reference data itself, representativeness errors, and collocation errors, so one could argue
that the actual emissivity errors (from MiRS and the measurements alone) are more likely within a 1%
error margin for the window channels and surface types measured. While the analytical emissivity
was found to be a good reference for this assessment, it is worth noting its sensitivity to the accuracy
of inputs from numerical models (for skin temperature estimate for instance) and the non-universality
of its assumptions (such as the assumed specularity of the surface) which limits both its accuracy and
scope of validity. We emphasize that this dynamically-inverted emissivity from MiRS is inverted as
part of the impact of all parameters on measurements, including the surface temperature, atmospheric,
and hydrometeor parameters. These other parameters have also been extensively validated (not shown
here and not within the scope of this study), which gives even more credence to the validity of the
emissivity measures. If a systematic bias or high random error did exist in the emissivity because of
its simultaneous inversion with other parameters, it is likely that it would also cause a systematic
or higher random error in one or multiple other parameters. This is because for the inversion to be
deemed successful, the inversion is constrained by a strict convergence criterion to fit the observations.
No such systematic or high random errors were found when validating these atmospheric products.

Perhaps more importantly than the inversion of the emissivity itself, the inclusion of the emissivity
in a dynamic inversion system made it possible to extend the retrieval of atmospheric and hydrometeor
parameters from microwave sensors to non-traditional surfaces (such as retrieving TPW over land and
ice surfaces). It also allowed us to extend the retrieval to mixed-pixel situations (such as coastlines and
other surface type boundaries) in a very seamless fashion. This is an important application for those
concerned with capturing the evolution of atmospheric rivers, for instance, which usually bring heavy
precipitation to coastal and inland regions.

Another natural extension of this effort is the satellite data assimilation of surface sensitive
channels, both in microwave and infrared sensors. Indeed, the same variational dynamic approach
could be exploited in variational data assimilation systems by extending the data’s assimilation state
vector to include the emissivity in the analysis process; or by using the MiRS emissivity as a parameter
constraint when assimilating surface sensitive channels. This could potentially lead to an increased
assimilation acceptance rate, more accurate lower tropospheric sounding, as well as more cloud-
and rain-impacted data assimilation. Regarding this last point, we found that proper rain inversion
(or assimilating rain-impacted data) from microwave passive data also accounts for the highly variable
emissivity in the same process that extracts the rain information (or atmospheric information in
general). The same channels that are sensitive to the rain are also sensitive to the surface, and in these
situations (either during or after the rain), the surface emissivity’s changes are dramatic due to rain
impact and are highly dependent on footprint coverage. Accounting for dynamic emissivity as part of
the rain retrieval (or rain-impacted data assimilation) is crucial.
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Abstract: Infrared surface emissivity is needed for the calculation of net longwave radiation, a critical
parameter in weather and climate models and Earth’s radiation budget. Due to a prior lack of
spatially and temporally variant global broadband emissivity (BBE) measurements of the surface, it is
common practice in land surface and climate models to set BBE to a single constant over the globe.
This can lead to systematic biases in the estimated net and longwave radiation for any particular
location and time of year. Under the National Aeronautics and Space Administration’s (NASA)
Making Earth System Data Records for Use in Research Environments (MEaSUREs) project, a new
global, high spectral resolution land surface emissivity dataset has recently been made available at
monthly at 0.05 degree resolution since 2000. Called the Combined ASTER MODIS Emissivity over
Land (CAMEL), this dataset is created by the merging of the MODIS baseline-fit emissivity database
developed at the University of Wisconsin-Madison and the ASTER Global Emissivity Dataset (GED)
produced at the Jet Propulsion Laboratory. CAMEL has 13 hinge points between 3.6–14.3 μm which
are expanded to cover 417 infrared spectral channels within the same wavelength region using a
principal component regression approach. This work presents the method for calculating BBE using
the new CAMEL dataset. BBE is computed via numerical integration over the CAMEL High Spectral
Resolution product for two different wavelength ranges—3.6–14.3 μm which takes advantage of the
full, available CAMEL spectra and 8.0–13.5 μm which has been determined to be an optimal range for
computing the most representative all wavelength, longwave net radiation. CAMEL BBE uncertainty
estimates are computed, and comparisons are made to BBE computed from lab validation data for
selected case sites. Variations of BBE over time and land cover classification schemes are investigated
and converted into flux to demonstrate the equivalent error in longwave radiation which would
be made by the use of a single, constant BBE value. Misrepresentations in BBE by 0.05 at 310 K
corresponds to potential errors in longwave radiation of over 25 W/m2.

Keywords: broadband emissivity; infrared; surface; land; radiation

1. Introduction

Infrared surface emission is needed for the calculation of both the Earth’s radiation budget and the
Earth’s surface radiation budget [1]—two variables which are defined as Essential Climate Variables
by the Global Climate Observing System (GCOS) [2]. Land surface emissivity is a measure of how
closely Earth’s land surface acts as a blackbody in emitting radiation to the atmosphere. Infrared land
surface emissivity has long been known to contain spectral variations that vary across the globe [3].
These spectral variations are dependent upon vegetation cover, wetness, snow cover, and mineral
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composition of the soil including its particle size and compactness [4,5]. Knowledge of the temporal,
spatial, and spectral variations in land surface emissivity is important for data assimilation of the
hyperspectral infrared sounders [6,7]. Uncertainties in land surface model parameterizations in
Numerical Weather Prediction (NWP) models can influence the state parameters in the atmospheric
boundary layer and the forecast of severe weather [8].

NWP land surface models, e.g., the Noah Land Surface Model in the Weather Research and
Forecasting model (WRF), characterize land surface emissivity in terms of constant broadband values
which are multiplied by the Stefan-Boltzman constant and the surface temperature to the fourth power
to estimate the surface leaving infrared flux [9]. Due to a previous lack of spatially and temporally
varying global broadband emissivity (BBE) measurements, the use of simple parameterizations or
a single constant, global BBE value was adopted as common practice [10,11]. Such approximations
can lead to systematic biases in the estimated net radiation for any particular location and time of
year. A study done by Zhou et al. [11] showed that on average over North Africa a decrease in soil
emissivity of 0.1 could increase surface air temperature by ~1 K and decrease upward longwave (LW)
radiation by 8.1 Wm−2.

Several efforts in the past have outlined methods to produce optimal BBE datasets using satellite
infrared measurements [12–19]. Such methods have typically involved regression of BBE to measured
narrowband emissivities and/or albedos from satellite instruments such as the Moderate Resolution
Imaging Spectroradiometer (MODIS), Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER), or the Advanced Very High Resolution Radiometer (AVHRR). Another method
that has been used is the classification-based scheme, which defines BBE for various land surface
classifications using laboratory based measurements. An example of this is the parameterizations of
BBE that have been developed for input into models such as in Wilber et al. [20], where BBE values
are provided for different infrared bands and International Geosphere-Biosphere Programme (IGBP)
land cover classifications. Work has also been done to determine an optimal BBE wavelength range for
computing the most representative all-wavelength net radiation [18,21]. Cheng et al. [18] found that
the all-wavelength surface LW net radiation was best approximated using the wavelength range of
2.5–200 microns. They then established that out of a set of wavelength ranges, the BBE spectral range
of 8–13.5 microns was optimal for computing the LW net radiation between 2.5 and 200 microns.

Under the National Aeronautics and Space Administration (NASA) Making Earth System Data
Records for Use in Research Environments (MEaSUREs) project, a new global, land surface emissivity
termed the Combined ASTER and MODIS Emissivity over Land (CAMEL) has been made available
and is a part of the Unified and Coherent Land Surface Temperature and Emissivity Earth System Data
Record [22–25]. This new dataset combines previously existing satellite emissivity datasets—those from
the MODIS baseline-fit emissivity database (BF) developed at the University of Wisconsin-Madison
(UW) and the ASTER Global Emissivity Dataset version 4 (GED v4) produced at the California Institute
of Technology Jet Propulsion Laboratory (JPL) [26–29]. CAMEL leverages the ability of ASTER GED
v4 to accurately estimate infrared emissivity in the thermal infrared region (8–12 μm) and the ability
of UW BF to provide information at select hinge points throughout the entire 3.6–12 μm infrared
region, thereby combining the strengths of each dataset. The CAMEL product is available for the
years 2000–2016 for monthly mean, 0.05◦, or ~5 km, spatial resolution for 13 hinge points within
the 3.6–14.3 μm region. An uncertainty product is included which contains estimates of the total
uncertainty in addition to the spatial, temporal, and algorithm variability for each of the 13 hinge points
on the CAMEL 0.05◦ grid [22,23]. A high spectral resolution (HSR) emissivity algorithm which extends
the 13 hinge point product to 417 infrared spectral channels within the same 3.6–14.3 μm region is
also available. This CAMEL HSR algorithm provides an update to the previous, similarly constructed
UWIREMIS HSR emissivity product which is produced using the UW BF emissivity dataset [26,30].

This study presents broadband emissivity calculations that make use of the MEaSUREs CAMEL
emissivity version V001 and the CAMEL HSR algorithm. The BBE dataset described here provides
the advantage that (1) it is consistent with the MEaSUREs HSR emissivity and (2) it does not require
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regression schemes—BBE can be calculated by simple numerical integration over the CAMEL HSR
emissivity product. Monthly, ~5 km resolution BBE is calculated over the globe for the years
2000–2016. BBE is computed for two different wavelength ranges—over the 3.6–14.3 μm region
which uses the full available CAMEL wavelength region and the 8.0–13.5 μm region which has been
determined to be an optimal range for computing the most representative all wavelength, longwave net
radiation [18,21]. The physical reasoning for the choice of the 8.0–13.5 μm is described by Ogawa and
Schmugge [21]—they showed that outside the 8.0–13.5 μm region, assuming the surface temperature
and near-surface air temperature are close, the difference between the surface temperature and
brightness temperature of the downwelling atmospheric radiation is small. Thus, they argue only
minor contributions to the net longwave radiation come from outside the 8.0–13.5 μm region [21].
This choice has been supported by other studies as well, e.g., Cheng et al. (2013) [18].

The dependence of BBE on skin temperature is demonstrated for five different case sites for both
wavelength ranges. Uncertainty estimates of the CAMEL BBE and comparisons to BBE computed
from the UWIREMIS product and lab validation spectra are made to characterize the accuracy of the
CAMEL BBE product. Global maps of monthly and climatological results are shown for four months
representing the four seasons. Lastly, statistics are calculated for various land surface types using the
IGBP land cover categories and, BBE differences are then converted into fluxes to demonstrate the
equivalent error in LW radiation which would be made by the use of a single BBE value. Section 2
describes the data sources, Section 3 details the BBE calculation method, Section 4 contains results,
and conclusions are made in Section 5.

2. Data

The CAMEL product version V001 is used in this study and is available from 2000 to 2016 at
monthly, 0.05◦ (~5 km) resolution for 13 hinge points within the 3.6–14.3 μm region [22–25]. It was
created using the ASTER GED v4 and MODIS UW BF emissivity datasets as input. A standalone
CAMEL HSR Algorithm which extends the 13 hinge point CAMEL product to 417 infrared spectral
channels using a principal component regression approach is available with the dataset, as well as
uncertainty estimates which are reported on the 13 hinge points. Additional details of the CAMEL
dataset are available in Borbas et al. and Feltz et al. [22,23]. CAMEL is available from the NASA
Land Processes Distributed Active Archive Center (LP DAAC) online at the following site: https:
//lpdaac.usgs.gov/about/news_archive/release_nasa_measures_camel_5_km_products.

NASA’s Earth Observing System MODIS instrument is used to provide monthly, global skin
temperature and IGBP land cover classification on a 0.5◦ × 0.5◦ and 0.25◦ × 0.25◦ grid resolution,
respectively. Specifically, the MOD11C3 skin temperature product, which is used in the calculation of
BBE, is made available online by the NASA and United States Geological Survey (USGS) LP DAAC at
the following site: https://lpdaac.usgs.gov/dataset_discovery/modis [31]. The land cover product
MCD12Q1 is made available by the Global Land Cover Facility online at http://glcf.umd.edu/data/lc/
and more information can be found in Friedl et al. and Channan et al. [32,33]. There are 17 land cover
types as defined by the IGBP classifications, and these are used to characterize BBE behavior over
different surface types.

3. Methods

The CAMEL broadband emissivity is calculated by using the HSR emissivity algorithm which
extends the 13 hinge point CAMEL product to 417 contiguous spectral channels between 3.6 and
14.3 μm. The following equation is then used [18]:

εBB =

∫ v2
v1

εvBv(Ts)dv∫ v2
v1

Bv(Ts)dv
, (1)
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where εv is the CAMEL monthly, HSR emissivity product and Bv is the Planck function at wavenumber
v and temperature Ts, which is the land surface temperature defined by the average of the day
and night monthly MOD11C3 MODIS products. If no MODIS temperature is available, a default
value of 290 K is used. There is anticipated to be minimal error due to this approximation of skin
temperature—this is based upon previous studies which have asserted that BBE is largely insensitive
to variations of temperature that are within the typical range experienced on Earth [21], as well
as analyses and discussions included below. A quality flag for the CAMEL BBE is defined that
describes where the input temperature was taken from and is shown in Table 1. As mentioned,
BBE values are calculated for two different wavelength ranges—the 3.6–14.3 μm region which covers
the full extent of the CAMEL emissivity spectrum, and the 8.0–13.5 μm region. Lastly, CAMEL BBE
uncertainty estimates are computed using a combination of the CAMEL HSR uncertainty product and
Equation (1). Specifically, BBE is calculated for the CAMEL HSR product with both the uncertainty
added and subtracted from it, and the difference of these is then divided by two to produce the
uncertainty estimate.

Table 1. CAMEL broadband emissivity quality flag definition.

Value Description

0 Good—BBE between 0.8–1.0
1 Good—no MODIS data, 290 K used as default skin temperature
2 BBE outside 0.8–1.0 range
3 BBE calculation failed
4 No BBE calculation—no CAMEL coefficients available
5 No BBE calculation—sea or inland water

4. Results

4.1. CAMEL Broadband Emissivity

Examples of the CAMEL 13 hinge point and HSR products with uncertainty for the month of
January 2007 are shown overlaid in Figure 1 for five case study sites that represent different land
surface types. The Namib Desert site is dominated by the quartz mineral (with traces of hematite),
for which the spectral feature is clearly shown within the 8–9.5 μm region. The Yemen site represents
a carbonate surface minerology type, and such areas are found primarily on the southern tip of
the Arabian Peninsula. The Atmospheric Radiation Measurement (ARM) Southern Great Plains
(SGP) site is located in Lamont, Oklahoma and represents a grass-covered, farmland surface type.
The Greenland case study is representative of snow and ice-covered surfaces, and lastly, the Congo
Forest site represents a moist, broadleaf forest of the subtropics/tropics. The overlaid emissivities
in each panel of Figure 1 show how the CAMEL HSR product, through correlation with laboratory
spectra, is able to add physical spectral variations in emissivity not apparent in the 13 hinge point
product [22,23].

Figure 2 shows how the January 2007 CAMEL BBE for the five sites varies with temperature for
both the 8.0–13.5 and 3.6–14.3 μm ranges. The site with the highest sensitivity to skin temperature is the
Namib Desert site, for which the 8.0–13.5 μm BBE decreases by ~0.0014 for every 10 K increase in skin
temperature. Overall the 3.6–14.3 μm BBE varies less with skin temperature than does the 8.0–13.5 μm
BBE. The small, ~0.002 difference in BBE between the 220 and 320 K skin temperatures seen at the
Greenland site implies that the errors produced by the use of a 290 K default skin temperature would
lead to negligible errors for snow and ice-covered regions, which are the regions that would be most
poorly represented by a 290 K skin temperature.
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Figure 1. CAMEL emissivity for the 13 hinge points (blue open circles), 417 HSR channels (red line),
and HSR uncertainty (red dotted lines) for January 2004 over the (from the top to bottom panel)
Namib Desert (quartz), Yemen (carbonates), Congo (forest), Atmospheric Radiation Measurement
Southern Great Plains (mixed agriculture), and Greenland (ice/snow) sites. Note changes in y-axis
limits between panels.

(a) (b) 

Figure 2. January 2007 CAMEL high spectral resolution (HSR) broadband emissivity (BBE) dependence
on skin temperature for 5 different case study sites for (a) the 8.0–13.5 μm region and; (b) the
3.6–14.3 μm region.
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Uncertainty of the CAMEL BBE, in addition to BBE computed from CAMEL, lab validation
spectra, and UWIREMIS product are shown for the five case sites in Table 2. These BBE are computed
for the 8.0–13.5 μm region with the exception for the Namib site, which is computed over 8.0–13.0 μm,
since the lab data for that site does not extend beyond 13 μm. Uncertainty is largest for the Namib
site at 0.0112 and smallest for the Greenland site at 0.0038. The CAMEL and lab BBE are in agreement
within the CAMEL uncertainty for the Yemen, Congo, and ARM SGP site, and CAMEL BBE is less
and more than the lab for the Greenland site and Namib sites respectively. For all sites except for
Greenland, CAMEL BBE is in better agreement with the lab validation BBE than the UWIREMIS.

Table 2. CAMEL 8.0–13.5 μm BBE Uncertainty and Validation at Case Sites.

Site CAMEL CAMEL Uncertainty Lab Data UWIREMIS

Namib ** 0.9049 0.0112 0.8934 0.9182
Yemen 0.9609 0.0087 0.9616 0.9580
Congo 0.9716 0.0059 0.9767 0.9673

ARM SGP 0.9684 0.0045 0.9720 0.9667
Greenland 0.9775 0.0038 0.9831 0.9798

** For Namib, lab data is not available for wavelengths larger than 13 μm, so BBE is computed over 8.0–13.0 μm for
each the CAMEL, lab validation, and UWIREMIS.

Time series of the CAMEL 8.0–13.5 and 3.6–14.3 μm BBE for the five case sites shown in Figure 1
as well as for a seasonally snow-covered site in the Rocky Mountains (Mt. Massive) are shown in
Figure 3. (Note y-axis scale change.) Overlaid on the CAMEL BBE time series is BBE computed from the
UWIREMIS HSR emissivity product. Generally, the difference between the 8.0–13.5 and 3.6–14.3 μm
BBE estimates is small, under 0.01 for both CAMEL and UWIREMIS. An exception exists for the
Namib Desert site, where differences are seen to be just over 0.01 in BBE between the wavelength
ranges. Differences between the CAMEL and UWIREMIS BBE vary over time with the newer CAMEL
dataset showing more long-term stability. The Namib site shows an overall temporally constant
difference of ~0.01 between the CAMEL and UWIREMIS BBE; however, the Yemen site shows a large
increase in the CAMEL minus UWIREMIS BBE over the 2000–2016 time period. This decrease in
the UWIREMIS product is attributed to the MODIS product input to the UWIREMIS HSR algorithm,
which is known to degrade over this time period due to intrinsic algorithm issues. The CAMEL BBE
for this site is more stable due to the inclusion of ASTER GED v4 emissivity data that is an input
for the CAMEL product. This site example, as well as others like the Greenland site where sporadic
variations are seen in UWIREMIS BBE between 2003 and 2007, imply that the CAMEL HSR emissivity
is an improvement upon the UWIREMIS product. While the Greenland and Namib Desert sites show
the CAMEL BBE to be quite constant over time, obvious seasonal dependencies are seen in both the
ARM SGP and Rocky Mountain site CAMEL BBE. This is expected, as the Northern Hemisphere
mid-latitudes experience large changes in snow and vegetation cover over the year. Changes in BBE
over season are seen to be ~0.01 and ~0.02 for the ARM SGP and Rocky Mountain site respectively.
Such regions would suffer from the greatest amount of error from the use of a temporally constant
BBE value in modeling purposes.

Figure 4 shows the global CAMEL BBE results as maps for the month of January 2007 for both
the 8–13.5 and 3.6–14.3 μm regions. The wider 3.6–14.3 μm range produces larger BBE magnitudes
but is otherwise qualitatively similar to the 8.0–13.5 μm range. The Saharan Desert, barren regions of
Australia, and Tibetan Plateau have markedly lower BBE values, while snow and ice-covered regions
have the largest BBEs. The bottom panel shows a cutout of the 8.0–13.5 μm BBE over northeast Africa
and the Arabian Peninsula and highlights the detail that the 5 km resolution CAMEL product is able
to pick up, e.g., the Nile River and distinct changes in surface mineralogy within the Sahara Desert.
For the remainder of the analyses in this paper, the 8–13.5 μm range is used to illustrate the BBE results.
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As previously mentioned, broadband emissivity values used in some land surface or radiative
models are set to a single, constant value over the globe and over time. To illustrate the magnitude
and spatial distribution of error in BBE that is made by such an approximation, Figure 5 shows maps
of 8.0–13.5 μm January 2007 CAMEL BBE minus various example constants, ranging from 0.96 to
0.98. Even for the constant 0.97, which appears to globally offer the closest match for the January BBE,
differences of over 0.05 are seen in various localized areas as well as over the majority of the Saharan
Desert and Arabian Peninsula where differences exceed 0.08.

Figure 3. Time series of monthly average 0.5◦ × 0.5◦ CAMEL (red) and UWIREMIS (black) 8.0–13.5 μm
(solid) and 3.6–14.3 μm (dashed) BBE for five sites (see Figure 1 for single month of corresponding
emissivity spectra).

 
(a) 

 

(b) 
 

Figure 4. Cont.
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(c) 

Figure 4. January 2007 CAMEL BBE for (a) 3.6–14.3 μm and; (b) 8.0–13.5 μm with (c) cutout over the
eastern Sahara Desert and Arabian Peninsula for the 8.0–13.5 μm BBE.

 
(a) 

 
(b) 

Figure 5. Cont.
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(c) 

Figure 5. CAMEL 8.0–13.5 μm January 2007 BBE minus (a) 0.96; (b) 0.97 and; (c) 0.98.

Monthly climatologies of the CAMEL 8.0–13.5 μm BBE over the years 2000–2016 are calculated
and shown for 4 months that represent different seasons in Figure 6. While BBE does not change
dramatically from season to season, there are noticeable changes over the Northern Hemisphere
polar and mid-latitudes due mostly to vegetation phenology and snow freeze/melt cycles. Figure 7
shows the standard deviation of the CAMEL BBE over the entire the 2000–2016 record and highlights
the regions of highest variability over time. In contrast to the differences between the subpanels in
Figure 6 which show the average conditions for single months, Figure 7 shows the variability over
all of the individual months of the CAMEL record. Regions of increased standard deviations include
the Sahel and southern tip of Africa (likely due to intensive biomass burning over the Sub-Saharan
Africa region), Australia, and the Steppes of Central Asia, where standard deviations reach up to
0.025. Mountainous regions including the Andes on the southwestern South American coastline and
the Rocky Mountains of the US show larger variabilities as well, reaching over 0.01 in some areas.
These areas would be most poorly represented by a single BBE constant over time.

(a) (b) 

Figure 6. Cont.
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(c) (d) 

Figure 6. Monthly climatology of CAMEL 8.0–13.5 μm BBE over 2000–2016 for the month of (a) January;
(b) April; (c) July and; (d) October.

Figure 7. Standard deviation of monthly, 8.0–13.5 μm CAMEL BBE over the years 2000–2016 highlights
geographic regions which have larger temporal variations in BBE.

4.2. BBE by Land Type and Climate Regime

To further investigate how BBE changes with surface cover type, statistics are calculated over
IGBP land cover classifications listed in Table 3. To calculate the statistics, IGBP categories are mapped
to the CAMEL 0.05◦ resolution latitude and longitude grid. Since the IGBP categories are defined on a
0.25◦ grid, they are interpolated to the higher CAMEL resolution. Yearly updates of IGBP land cover
are available for 2002–2012, so the categories for the year 2012 were used for IGBP statistics over the
years 2012–2016.

For each month and land cover category, the mean, μ, standard deviation, σ, and uncertainty of
the mean, μunc, is calculated. Uncertainty of the mean is calculated as follows:

μunc = σ/
√

(N), (2)

where N is the number of samples; however, the uncertainty of the mean value is found to be negligible
so is not shown in figures.

Figure 8 shows time series of the monthly mean 8.0–13.5 μm BBE for several IGBP categories.
Overlaid on the time series are monthly means bounded by monthly standard deviations. Categories with
higher changes in mean BBE throughout the year include grassland, cropland, open shrubs, wetland,
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and needle forests. This makes physical sense as the grassland, cropland, wetland, and needle forests
land cover categories are either dominantly located in the Northern Hemisphere or have significant
portions of their coverage in the Northern Hemisphere where land cover changes significantly with
the seasons and associated snow coverage. Larger monthly standard deviations, which indicate the
land cover types that are not as well represented by a single, constant BBE value, are seen for the
barren/sparse vegetation, grassland, and open shrub categories. Closer inspection of various time
series, particularly for the wetland, evergreen needle forest and woody savanna, reveals an apparent
change in the magnitude of the seasonal oscillation of the time series around the year 2007. This change
in the time series behavior is likely attributable to the 2007 version change in the MODIS product
which is used as input into the CAMEL emissivity. The update in the MODIS product from Collection
4.0 to 4.1 was made for a change in the way clouds are dealt with in the processing.

Figure 8. Time series of CAMEL 8.0–13.5 μm BBE statistics by IGBP land cover classifications. Note the
y-axis limit is different for the top panel.
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A summary of the CAMEL 8–13.5 μm BBE over IGBP categories is given in Table 3, which contains
the average BBE over IGBP categories for each monthly climatology of the CAMEL product.
The associated number of samples are listed in Table 4. For this analysis, the IGBP categories for the
year 2009 were chosen for computing statistics for the 2000–2016 CAMEL climatology. While the
climatological averaging over multiple months of the CAMEL record mixes BBE values from different
land cover categories, as land cover and land use change from year to year, the IGBP statistics for
the CAMEL climatology give an approximate snapshot of how the 8.0–13.5 μm BBE changes over
IGBP category and by season. Variation in BBE values over the land cover categories is larger than the
month to month variation for a specific category by an order of magnitude. The grassland category
experiences the largest change in BBE over seasons, but the difference is only 0.005 in magnitude.
This is roughly equivalent to the CAMEL BBE uncertainty of the forested Congo and grassland/mixed
agriculture of the ARM SGP sites (0.0059 and 0.0045 respectively), whereas the Yemen and Namib sites
have larger uncertainties at 0.0087 and 0.0112 respectively and Greenland as a smaller uncertainty
at 0.0038. Differences over land categories are seen to be as large as 0.05, larger than any of the
site uncertainties. These differences in emissivity are shown as differences in LW radiation for three
different skin temperatures in Table 5. The values in Table 5 are computed using the following equation:

F = εBBσT4, (3)

where σ is the Stefan-Boltzmann constant and is equal to 5.67 × 10−8 W/m2K4, T is the skin
temperature, εBB is the broadband emissivity (or BBE perturbation), and F is the LW radiation values
reported in Table 5. Misrepresentations in BBE by 0.05 correspond to misrepresentations of LW
radiation by ~8 to 37 W/m2 for skin temperatures of 230 to 340 K. If accounting for differences of these
magnitudes is proved to be important for various surface modeling endeavors, then Table 3 for the
8–13.5 μm band could be used as a simple parameterization of infrared surface BBE values.

Table 3. Average CAMEL 2000–2016 monthly climatology BBE for the 8–13.5 μm region for IGBP land
cover categories.

Jan Feb Mar Apr May June July Aug Sept Oct Nov Dec

1: Evergreen Needle 0.974 0.975 0.975 0.974 0.973 0.973 0.974 0.974 0.973 0.973 0.973 0.974
2: Evergreen Broad 0.97 0.97 0.97 0.97 0.97 0.971 0.971 0.971 0.971 0.971 0.971 0.971
3: Deciduous Needle 0.972 0.972 0.974 0.973 0.97 0.972 0.973 0.972 0.971 0.969 0.972 0.972
4: Deciduous Broad 0.968 0.969 0.969 0.97 0.971 0.971 0.97 0.969 0.969 0.969 0.968 0.968
5: Mixed Forest 0.971 0.972 0.972 0.971 0.971 0.972 0.973 0.972 0.972 0.971 0.97 0.97
6: Closed Shrubs 0.964 0.964 0.964 0.966 0.966 0.964 0.963 0.963 0.963 0.964 0.965 0.964
7: Open Shrubs 0.965 0.965 0.965 0.966 0.964 0.963 0.963 0.963 0.962 0.963 0.964 0.964
8: Woody Savanna 0.971 0.971 0.971 0.971 0.971 0.971 0.971 0.97 0.97 0.97 0.971 0.971
9: Savanna 0.967 0.967 0.967 0.967 0.967 0.967 0.966 0.966 0.965 0.964 0.965 0.966
10: Grassland 0.968 0.968 0.966 0.965 0.965 0.964 0.963 0.963 0.964 0.964 0.965 0.967
11: Wetland 0.973 0.974 0.975 0.974 0.971 0.971 0.972 0.972 0.971 0.971 0.972 0.973
12: Cropland 0.97 0.97 0.969 0.968 0.968 0.968 0.969 0.969 0.969 0.968 0.968 0.969
13: Urban Area 0.968 0.968 0.967 0.967 0.968 0.967 0.967 0.967 0.967 0.967 0.967 0.968
14: Crop/Mosaic 0.968 0.968 0.967 0.966 0.967 0.968 0.968 0.968 0.969 0.968 0.968 0.968
15: Snow & Ice 0.975 0.975 0.976 0.976 0.976 0.975 0.974 0.974 0.975 0.976 0.975 0.975
16: Barren/Sparse Veg 0.927 0.927 0.925 0.925 0.925 0.924 0.924 0.924 0.924 0.925 0.925 0.926

Table 4. Number of samples for the average BBE climatology statistics over IGBP categories shown in
Table 2.

IGBP Category Number of Samples

1: Evergreen Needle Forests 179,000
2: Evergreen Broad Forests 454,500
3: Deciduous Needle Forests 94,500
4: Deciduous Broad Forests 43,400
5: Mixed Forest 492,200
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Table 4. Cont.

IGBP Category Number of Samples

6: Closed Shrubs 1400
7: Open Shrubs 1,184,900
8: Woody Savanna 418,000
9: Savanna 361,900
10: Grassland 876,300
11: Wetland 46,000
12: Cropland 507,000
13: Urban Area 3300
14: Crop/Mosaic 277,300
15: Snow & Ice 367,700
16: Barren/Sparse Vegetation 695,300

Table 5. Changes in LW radiation shown for various skin temperatures and changes in BBE.

Representation Emissivity (-) Skin Temperature (K) LW Radiation (W/m2)

Change between months 0.005 230 0.79
Change between months 0.005 310 2.62
Change between months 0.005 340 3.79

Change in land cover 0.05 230 7.9
Change in land cover 0.05 310 26.1
Change in land cover 0.05 340 37.89

5. Conclusions

This study presented and applied a method for calculating infrared surface broadband emissivity
estimates from the recently released MEaSUREs CAMEL version V001 emissivity dataset (https:
//ezid.lib.purdue.edu/id/doi:10.21231/S2PP8H). In comparison to previous methods that are based
upon regression techniques using satellite narrow band channels, this method takes advantage of the
CAMEL high spectral resolution emissivity product across the full 3.6–14.3 micron infrared spectrum
and directly integrates Equation (1) to obtain BBE estimates. BBE calculations were performed for two
wavelength ranges: (1) the full CAMEL 3.6–14.3 μm range and (2) the 8.0–13.5 μm range. The first range
was used to take advantage of the full, available high spectral resolution CAMEL spectrum. The second
range was selected based on work of previous studies [18,21]. Both Ogawa and Schmugge [21] and
Cheng et al. [18] found that from various wavelength ranges studied, BBE over the 8.0–13.5 μm range
was optimal for computing all wavelength LW net radiation, which is a key parameter in radiation
models and energy budgets.

For the case sites shown, BBE was found to be generally insensitive to skin temperature, with the
exception of the Namib Desert site, for which a ~0.0014 decrease in BBE was seen for every 10 K
increase in skin temperature. BBE from CAMEL were compared to those from lab validation spectra
and were in agreement with them within the CAMEL BBE uncertainty for 3 of the sites—the Yemen
(carbonate), Congo (forested), and ARM SGP (mixed agriculture). The Namib (quartz) lab data had a
smaller BBE (by 0.0115) and the Greenland (snow/ice) lab data had a slightly larger BBE (by 0.0056)
than CAMEL. Comparisons of CAMEL and UWIREMIS 8.0–13.5 μm BBE time series at selected sites
showed the CAMEL HSR product to be an improvement upon the UWIREMIS HSR and that changes
in BBE of up to ~0.02 can be experienced for a single location over the course of the year.

Differences of the monthly CAMEL BBE product from a single, global value illustrated the error
from using single constants over time and space to represent BBE in radiation models. Differences from
0.98, a constant which is known to be used in various models, revealed magnitudes greater than 0.05,
which is larger than the CAMEL BBE site uncertainties. Results showed more appropriate constant
values could be chosen for specific applications using the global 5 km resolution CAMEL BBE dataset
available from the authors upon request [34].
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Statistics of CAMEL 8–13.5 μm BBE over IGBP land cover categories were shown as times
series and revealed that the land cover categories changed by only ~0.01 in BBE over an annual
cycle. Changes in the BBE time series behavior were experienced prior to the year 2007 for
some IGBP categories and suggest the influence of a MODIS product version change. IGBP land
cover statistics were also calculated for the entire CAMEL records monthly climatologies, and are
summarized in Table 3, an example parameterization of BBE which could be used in land surface
models. Simple calculations of LW radiation corresponding to changes in monthly, climatological
BBE over months (0.005 change in BBE) resulted in changes in LW radiation of 0.79–3.79 W/m2 for
skin temperatures of 230–340 K, and changes over land cover categories (0.05 change in BBE) of
7.9–37.89 W/m2 for similar skin temperatures. If a single BBE constant were used in land surface
modeling, then systematic errors in the LW radiation of these magnitudes would occur.
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Abstract: Advances in remote sensing have led to the use of satellite-derived rainfall products to
complement the sparse rain gauge data. Although these products are globally and some regional bias
corrected, they often show substantial differences relative to ground measurements attributed to local
and external factors that require systematic consideration. A decreasing rain gauge network inhibits the
continuous validation of these products. Our proposal to deal with this problem was to use a Bayesian
approach to merge the existing historical rain gauge information to create consistent satellite rainfall data
for long-term applications. Monthly bias correction was applied to Climate Hazards Group Infrared
Precipitation with Stations (CHIRPS v2) using a corresponding gridded (0.05◦) rain gauge data over
East Africa for 33 years (1981–2013). The first 22 years were utilized to derive error fields which were then
applied to independent CHIRPS data for 11 years for validation. Assessments of the approach’s influence
on the rainfall estimates spatially and temporally were explored. Results showed a significant spatial
reduction of the underestimation and overestimation of systematic errors at both monthly and yearly
scales. The reduced errors increased with increased rainfall amounts, hence was less so in the relatively
drier months. The overall monthly reduction of Root Mean Square Difference (RMSD) was between
4% and 60%, and the Mean Absolute Error (MAE) was between 1% and 63%, while the correlations
improved by up to 21%. Yearly, the RMSD was reduced between 17% and 49%, and the MAE between 13%
and 48%, while the increase in correlations was between 9% and 17%. Decreased yearly bias correction
corresponded with years of high rainfall associated with El Niño. Results for the assessments of the
effectiveness of the Bayesian approach showed that it was more effective in reducing systematic errors
related to rainfall magnitudes, but its performance decreased in areas of sparse rain gauge network that
insufficiently represented rainfall variabilities. This affected areas of deep convection, leading to minimal
overestimation reductions associated with the cirrus effect. Conversely, significant corrections were during
years of low rainfall from shallow convections. The approach is suitable for long-term applications where
consistencies of mean errors can be assumed.

Keywords: Bayesian bias correction; satellite rainfall; rain gauge; East Africa

1. Introduction

Rainfall data is vital for many applications such as climate studies, water resource management,
and agriculture. As its accurate spatial and temporal representations can improve socio-economic planning.
Rain gauges provide the most direct representations of rainfall, but their distribution over land are sparse,
especially in mountainous areas [1], and being point observations, they lack spatial representativeness [2].
However, they offer useful information in modelling regarding local rainfall processes that are not accurately
parameterized by the Global Circulation Models (GCM) [3]. Alternative uses of satellite rainfall products
are increasing because of their high spatiotemporal coverage. However, these products often exhibit large
discrepancies with ground measurements [4,5], and the errors need to be reduced to make the products more
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representative of the local rainfall variability. Although some of these products are globally validated [6–8]
and some at regional scales [9,10], relatively few efforts have been made to reduce the often-large errors that
occur at local scales. Studies [11–13] have found that satellite rainfall products have systematic errors that
cause overestimations/underestimations, especially in high elevated areas [13]. Although rain gauge data have
low spatial distributions, their direct way of measuring rainfall are still vital as a reference to the local rainfall
variability. For better representations of local rainfall processes, the inclusion of all available quality controlled
rain gauge data merged with satellite products can enhance the products’ future applications. Different methods
have been proposed to reduce satellite rainfall estimates errors. A study by [12] applied bias correction using
empirical cumulative distribution (CDF) maps on a seasonal basis for hydrological applications in the upper
Blue Nile in Ethiopia. To reduce temporal rainfall variability, a seasonal timescale was utilized. However, in high
elevated areas, areas near inland water bodies, and those with maritime influences, high rainfall variabilities are
experienced. As such, the choice of temporal scale may differ from place to place. It is worth noting that the
effectiveness of bias correction on rainfall products may also differ from location to location and consideration
of spatial scale is of great importance. Quantile mapping approach was applied by [14] to bias correct rainfall
products and they observed that the approach improved estimates in some locations, while it degraded in
others. However, it is crucial that the applied method does not necessarily change the product’s original
rainfall estimates. Therefore, the consistencies of the systematic errors corrected are worthy of consideration.
Mateus et al. [15] assessed the performance of two bias correction methods—successive correction method
(SCM) and optimal interpolation and qualitative analysis—and visual inspections showed better results by
SCM. However, the study noted the limitation of this approach in defining the optimal weight of the error
distributions. Elsewhere, ref. [16] evaluated satellite rainfall estimates combined with high-resolution rain gauge
data using different bias correction methods based on an additive, multiplicative, and merged scheme approach.
The evaluation was carried out on a monthly basis in different rainfall seasons and with different rain gauge
networks. The results revealed that the choice of both the temporal and spatial scale of the rain gauge data was
vital for adequate bias correction. In their study, the merged scheme showed the best results. Nevertheless,
this approach is more suitable for real-time applications and in many areas of the world, the degradation of the
rain gauge network is a common problem due to the lack of maintenance. Furthermore, for climate studies and
other long-term applications, real-time data is not applicable.

A probabilistic Bayesian approach was applied by [17] on high temporal resolution rain gauge data.
Historical rain gauge and satellite data were used to create a satellite estimates–rain gauge data relationship,
which is applicable in the absence of real-time rain gauge data. The approach worked well even in
areas of low rain gauge distributions, but over corrections were observed in some areas. However, it is
understandable that rainfall variability differs from place to place and the impact of rain gauge distribution
needs to be determined. It is a fact that over the world, rain gauge distributions are decreasing [18], especially
in African countries due to their cost of maintenance. Their availabilities to validate the increasing satellite
rainfall products may be affected by inconsistencies caused by the low network. Despite this, they offer
useful information on the local rainfall variabilities. Over equatorial East Africa, few studies like [19] have
used high-resolution ground data to bias-correct satellite rainfall estimates for hydrological applications.
It is crucial to have long-term bias correction because of the accumulation of errors in time and for externally
induced errors, particularly in areas that experience high rainfall variability [13].

We proposed a Bayesian approach that could be used with the existing historical rain gauge information
to create consistent satellite rainfall data for long-term applications. This approach assumes consistencies
in time for the average errors in both datasets. As such, the error weight derived from their climatology
is considered to be representative of a given area. In our approach, we converted the probability into
independent variables to apply a linear relationship using the least square techniques [20]. This approach is
superior to other methods in that it does not always modify the estimates during corrections, but considers
the mean error consistencies of the input data in time. Therefore, the corrected satellite estimates approach
the uncorrected state in areas of poor rainfall representations arising from sparse rain gauge distribution.
This way, the satellite rainfall estimates remain close to the original state in areas of inconsistent rain gauge
data. A long-term (1981–2013) temporal scale bias correction was applied to the Climate Hazards Group

130



Remote Sens. 2018, 10, 1074

Infrared Precipitation with Stations (CHIRPS v2). The product was chosen based on its high spatial resolution
and lengthy climatology suitable for climate studies to help end users in planning [21]. Furthermore, a recent
study by [13] over East Africa showed a close correspondence of CHIRPS v2, Tropical Rainfall Measuring
Mission (TRMM)3B43, and the Climate Prediction Center (CPC) morphing technique (CMORPH) with
ground observations. However, in that study, all the satellite products assessed exhibited large biases in
high elevated areas. Although CHIRPS is globally bias corrected using some of the rain gauge data used in
this study, the data mainly come from the Global Telecommunication System (GTS). The GTS stations are
sparse and may therefore not accurately represent the rainfall variability over the region.

This study assessed the performance of the Bayesian approach in reducing systematic errors on CHIRPS
v2 rainfall estimates relative to regional gridded rain gauge data. The assessments on the effectiveness of the
method were on a monthly and yearly basis. This paper has six sections. Section 1 presents the introduction;
Section 2 gives a brief description of the study area and data used, Section 3 describes the Bayesian approach
and methods of evaluation; Section 4 presents the results, discussions of the results are in Section 5 while
our conclusions are in Section 6.

2. Study Region and Data

The study area in East Africa (Figure 1) extended between 29◦E and 42◦E, and 12◦S and 5◦N and
covered five countries: Kenya, Uganda, Tanzania, Burundi, and Rwanda. The region shows diverse
topography delineated by the embedded elevation map. Two main rainy seasons occur during March,
April, and May (MAM) and October, November, and December (OND). These rainy seasons coincide with
the overlying of a low-pressure belt of the Inter-Tropical Convergence Zone (ITCZ). The ITCZ migrates from
15◦S to 15◦N between January and July with characteristics of convective activities that lead to increased
precipitation. A third rainfall season occurs in the months of June through to August (JJA) and affects
a small part of Western Kenya and Uganda. This season significantly affects water resources within the
region and areas around Lake Victoria.

Two monthly rainfall datasets were used in this study and included CHIRPS v2 rainfall estimates and
rain gauge data. CHIRPS is a quasi-global dataset developed by the United States Geological Survey (USGS)
Earth Resources Observations and Science Centre and the University of California Santa Barbara Climate
Hazards Group. It has a spatial resolution of 0.05◦, and a daily/pentad/monthly temporal resolution. It uses
TRMM multi-satellite precipitation analysis version 7 to calibrate the Cold Cloud Duration (CCD) rainfall
estimates. The product covers the area between 50◦N and 50◦S, and data are available from January 1981 to
the near present. Further details of CHIRPS v2 used in this study can be found in [22], and an evaluation of
its performance relative to other products in [10].

The gridded (0.05◦) rain gauge was from the Intergovernmental Authority on Development
(IGAD) Climate Prediction and Application Centre (ICPAC [23]. Although the data includes global
telecommunication stations, ICPAC includes data from other stations sourced from the five countries
(Kenya, Uganda, Tanzania, Burundi, and Rwanda) (Figure 1). This move was prompted by the
decreasing rain gauge distributions, especially in developing countries, partially due to the cost and
lack of skilled personnel. In East Africa, the decreasing trend is worrying, and the only solution is to
grid the available rain gauge data [24] to preserve their information. It is in this context that the member
states of East African countries brought together their available data from all the operational stations
of the National Meteorological and Hydrological Services (NMHSs). They interpolated and quality
controlled the rain gauge measurements from 284 rainfall stations. They used the GeoCLIM [25] tool
with inverse distance weighting (IDW) [26]. The Tamuka Magadzire of the United States Geological
Survey (USGS) Famine Early Warning Systems Network (FEWSNET) developed GeoCLIM for rainfall,
temperature, and evapotranspiration analysis. The gridded data have been used regionally for hazard
and regional rainfall predictions, and recently for the evaluation of satellite rainfall data [13].

Elevation data was downloaded from the Shuttle Radar Topography Mission (SRTM) 90 m Digital
Elevation Model (DEM) [27]. The 5◦ spatial resolution tiles were then mosaicked over East Africa as
shown in Figure 1 by using the Geographical Information System (GIS) functionality.
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Figure 1. Map of East Africa with the Shuttle Radar Topography Mission (SRTM) 90 m digital elevation
model. Rain gauge station distributions used for gridding are highlighted in black. In red are the selected
pixels for assessments.

3. Methodology

We first describe the Bayesian method and then explain the training and testing procedures.

3.1. Bayesian Method

A Bayesian method is a probabilistic approach that merges data from different sources [28] to obtain
the optimal representative values from the input datasets. It is based on spatial transformation and uses
the variances of the input datasets. In this study, it was used to adjust monthly CHIRPS satellite rainfall
estimates using the gridded rain gauge data for 33 years (1981–2013) in two steps. First, training data from
22 years (1981–2002) were used to derive bias fields for the multi-annual monthly averages of each month.
The monthly averaged bias fields were then used to correct independent satellite rainfall estimates during
an 11-year (2003–2013) validation period. The hypothesis of the approach was the temporal consistency
of average errors. It was carried out at a 0.05◦ × 0.05◦ spatial scale for both datasets, but for compatibility,
the CHIRPS data were resampled using the nearest neighbor interpolation [29] to match the georeference of
the rain gauge data. The resampling approach is robust in reprocessing algorithms according to this study
and has been applied successfully in other areas [30].

3.1.1. Training Period

The Bayes theorem [28] aims to obtain the maximum likelihood of P(s|g), which is the conditional
probability of the satellite estimates (s) given the gridded rain gauge data (g).

P(s|g) = P(s)P(g|s))
P(g)

(1)
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where P(s), P(g|s) denotes the probability of satellite data and likelihood function of rain gauge data
given by the satellite estimates, respectively. Since the gridded rainfall data distribution is known,
P(g) = 1, then Equation (1) reduces to Equation (2):

P(s|g) = P(g|s)P(s) (2)

Following [31], the least squares estimation can be used to simplify the data assimilation problems to
linear relationships and Equation (2) is changed from the probabilistic form into independent variables.

Assuming the monthly averaged errors (ε) of the satellite rainfall estimates and the gridded rain
gauge data to be unbiased and consistent in time, E is the expected value as in Equation (3).

E(εg) = E(εs) = 0 (3)

The variances (σ2) of each dataset can be related to the errors (ε), assuming the errors are
uncorrelated (Equations (4) and (5)). σ is the standard deviation described in Section 3.2.

E(ε2
g) = σ2

g (4)

E(ε2
s) = σ2

s (5)

Bias-corrected satellite estimates are linearly combined with the gridded rainfall data and the
uncorrected satellite rainfall estimates (Equation (6)). The weighing factors, αg and αs, are dependent
on the respective variances. The higher the variance value, the lower the corresponding weighting
factor. Implying that in areas where variance of rain gauge data is high, the bias correction is minimal.

sc = αgg + αss (6)

With the overbars denoting the averaged values for each month in the 22 years training dataset,
Equation (6) assumes the bias-corrected satellite estimates (in this case CHIRPS) denoted as ‘s’ with a subscript
‘c’ to be unbiased as their errors are consistent during the training period. The sum of the CHIRPS estimates’
weighing factor, αs, and the gridded rain gauge weighting factor, αg, equals one (Equation (7)).

αg + αs = 1 (7)

Sc will be the best estimate of g if the weighing factors αg and αs are chosen to minimize the mean
squared error of the corrected satellite estimates Sc following Equations (8)–(11).

σ2
c = (sc − g) =

⌈
αg(sc − g) +

(
1 − αg

)
(sc − g)
2 (8)

∂σ2
c

∂αg
→ 0 (9)

σ2
c = (sc − g)2 (10)

σ2
c = α2

gσ2
g +

(
1 − αg

)2
σ2

s (11)

αg =
σ2

s
σ2

g + σ2
s

(12)

This leads to

αs =
σ2

g

σ2
g + σ2

s
(13)

Equations (12) and (13) imply that the weights of the satellite estimates and the corresponding
rain gauge data are related to the inverse of their variances. The weighting factors correct the average
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satellite estimates for each month during the 22 years training period using the linear relationship
shown in Equation (6) which can be rewritten as Equation (14)

sc = s +
σ2

s
σ2

s + σ2
g
(g − s) = s + αg(g − s) (14)

Equation (14) implies that when the variance of the reference (rain gauge) data is very large,
that is, σg � σs, then σg→0 and sc approaches s, and that when σg � σs σg→1 and sc approaches g.

3.1.2. Testing Period

In this section, the Bayesian approach is described using the error fields derived during training with
the monthly data. The CHIRPS and bias-corrected CHIRPS estimates comparison with corresponding rain
gauge data was conducted on a monthly and yearly basis. The bias fields were derived from the satellite
estimates for each month using Equation (15). The subscript ‘i’ stands for the time step.

Bias =
1
n

N

∑
i
(sci − gi) (15)

The bias is then subtracted from the satellite data of each corresponding month (subscript ‘i’)
using Equation (16).

sci = si − bias (16)

3.2. Evaluation of Bias Corrected CHIRPS Rainfall

Validation of bias correction of CHIRPS rainfall estimates was carried out for 11 years (2003–2013)
between the raw and bias-corrected CHIRPS (bc) relating to the gridded rain gauge data on a monthly
and yearly basis. Continuous statistics of the correlation coefficient (cc), RMSD, standard deviations
(σ) (Equations (17)–(19)), MAE (Equation (20)), and mean bias (Equation (21)) were used to quantify
their relationships. For visualization, Taylor diagrams [32] and spatial maps were utilized.

cc =
1
N ∑N

i=1(si − s)(gi − g)
σsσg

(17)

RMSD =

√√√√ 1
N

N

∑
i=1

(si − gi)
2 (18)

σg(s) =

√√√√ 1
N

N

∑
i=1

(
g(s)− g(s)

)2
(19)

where the overbar stands for the respective mean satellite estimates (s), the gridded rain gauge datasets
(g), g(s) is either the gridded rain gauge or satellite dataset, and N is the number of samples considered.

MAE =
1
n

N

∑
i=1

[si − gi] (20)

Mean bias =
1
N

N

∑
i=1

(si − gi) (21)

3.3. Assessments of Bayesian Approach Performance

East Africa has complex terrain, comprising of lakes, mountains, and lowlands. As a result, the high
elevated areas and Lake Victoria influence local rainfall variability. As such, further assessments were
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carried out to determine the performance of the Bayesian approach in eradicating CHIRPS biases on
an annual basis. Pixels within the areas of lowest Bayesian performance were assessed using CHIRPS
and bias-corrected CHIRPS rainfall estimates relative to rain gauge data. These included areas of large
uncorrected overestimations over Mt. Elgon, Southern Tanzania, Lake Victoria, and Mt. Kilimanjaro (Figure 1).
Scatter plots and MAE were used to quantify these relationships.

4. Results

4.1. Assessments of Bias-Corrected CHIRPS Estimates

4.1.1. Monthly Assessments

This section describes the monthly assessments of bias correction of CHIRPS rainfall estimates using
rain gauge data over East Africa during a validation period of 2003 to 2013. Figure 2 presents the Taylor
diagrams displaying the error metrics before (CHIRPS) and after bias corrections (abbreviated with a ‘bc’)
during the wet months of March to May, and October to December. These results showed that the Bayesian
approach significantly improved the accuracy of the CHIRPS estimates as indicated by the reduced RMSD
and increased correlations for all months. The biases showed seasonality and occurred more during OND
when compared to the MAM months. During OND, the orographic processes were more dominant and
more challenging for the infrared-based satellite rainfall products [13]. The bias increased with an increase
in rainfall magnitudes [11] and were largest in April and November. These are the peak rainfall months
of the MAM and OND seasons, respectively. These observations of bias dependence on rainfall amounts
concurred with [10] over other parts of Africa.

 

Figure 2. Monthly Taylor diagrams displaying the statistical comparison between the Climate Hazards
Group Infrared Precipitation with Stations (CHIRPS) (red) and bias-corrected CHIRPS (bc) (blue)
estimates with corresponding rain gauge data (green) as the reference. Shown are the wet months
of the rainfall seasons (March–May and October–December) over a period of 11 years (2003–2013).
The azimuthal angle represents the correlation coefficient; radial distance is the standard deviation
(mm/month), and green contours represent RMSD (mm/month).
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Figure 3 presents the results of the relatively dry months of January, February, and June through
September and showed a significant reduction of biases. It was evident that there were increased error
magnitudes than during the wet months, mainly from June–September. These errors are attributable
to orographic processes during the northeast (January through February) and southeast (June through
September) monsoon period. The high grounds inhabit moisture influx inland, thereby limiting the
rainfall occurrence to the high ground areas. In their study [33,34], associated Turkana Jets that run
parallel to the highlands cause rainfall variabilities during the south-east monsoon season.

Figure 3. Same as for Figure 2, but for the relatively drier months of January, February, June–August
and September.

Figure 4 shows the mean bias (2003–2013) derived from CHIRPS and the bias-corrected CHIRPS
(bc) relative to rain gauge data for April and May, August, and November. The three wet seasons
are representative of March–May, June–August, and October–December, respectively. The spatial
patterns display areas of underestimations and overestimations and indicate the areas of improvement
after Bayesian applications. It is evident that increased bias followed areas of the highest rainfall
amounts. Consequently, the largest underestimations (negative bias) were observed in highly elevated
regions of Mt. Kenya in November, around Mt. Elgon in August, and over the coastal areas bordering
the Indian Ocean in May. This confirmed that the CHIRPS monthly estimates underestimated high
rainfall amounts [29]. These findings were also in line with [11], where observed systematic errors
increased with increased rainfall amounts. Evidently, in April, which is the peak rainfall month of
MAM, the mean biases were well distributed and attributable to mixed rainfall regime characteristics.
Additionally, overestimations (positive bias) were evident in areas around Lake Victoria, eastern parts
of Kenya, and Southern Tanzania in April and May. The overestimations arose from cirrus effects
common to infrared based products using a cold cloud temperature threshold as they consider
the cold cirrus clouds that occur in deep convections as precipitating [11]. It was evident that
the approach adequately reduced overestimations except over Southern Tanzania, which showed
sparse rain gauge stations (Figure 1) and may therefore not have well-represented rainfall variability.
Similarly, a study by [17] used the probability distribution to adjust satellite rainfall estimates and
associated overcorrections for the misrepresentation of rainfall variability in sparse rain gauge areas.
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It is recommended that this approach is sensitive to the inconsistencies of the reference data and does
not necessarily modify the satellite rainfall estimates.

Figure 4. Monthly mean bias derived from averages (2003–2013) of rain gauge data and satellite rainfall
estimates of CHIRPS (A) and bias corrections (CHIRPS (bc)) (B).

Table 1 shows a summary of the monthly error statistics for all months before and after bias corrections
and the change of errors in percentages. It was evident the bias-corrected CHIRPS (bc) estimates showed
reductions in RMSD and MAE errors and an increase in correlations. One notable observation was the low
percentage change in correlations during the relatively dry months. Further observations showed that these
months corresponded with the southeast and northeast monsoon months of June through September and
December–February, respectively. Therefore, it was evident that the systematic errors locally induced by
topographic effects were also externally influenced by the largescale circulations. The low linearity arose
from abrupt rainfall variability, hence increasing the average error inconsistencies in time assumed in the
Bayesian approach. The overall monthly reduction of RMSD was between 4% and 60%, and the MAE was
between 1% and 63%, while the correlations increased up to 21%.

Table 1. Statistics for the monthly spatial evaluation.

Months CC
CC
(bc)

Change
(%)

RMSD
RMSD

(bc)
Change

(%)
MAE

MAE
(bc)

Change
(%)

Rainfall
(mm/month)

Jan 0.95 0.98 2 23.1 13 -45 17.6 9 -49 88.0
Feb 0.96 0.97 2 23.1 15 -37 14.9 10 -31 70.3
Mar 0.87 0.90 3 40.1 31 -22 24.7 23 -9 105.5
Apr 0.47 0.61 14 64.3 48 -25 43.1 28 -35 155.1
May 0.77 0.94 17 49.5 25 -50 36.2 20 -45 103.5
Jun 0.87 0.97 10 22.8 10 -58 15.8 6 -61 38.4
Jul 0.89 0.98 9 20.1 8 -60 12.0 5 -63 31.9

Aug 0.89 0.98 9 24.1 11 -56 14.2 6 -57 38.8
Sep 0.92 0.97 6 19.3 13 -34 13.3 8 -43 39.4
Oct 0.95 0.95 0 21.1 19 -11 16.9 15 -11 87.1
Nov 0.72 0.94 21 41.4 27 -35 29.3 23 -22 129.5
Dec 0.92 0.92 0 27.2 26 -4 20.7 20 -1 127.0
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4.1.2. Yearly Evaluations

This section describes the annual spatial evaluation of the CHIRPS and bias-corrected CHIRPS
(bc) rainfall estimates relating to the rain gauge data during the validation years (2003–2013).
Figures 5 and 6 show the Taylor diagrams displaying the error metrics of the RMSD and correlations
and their respective standard deviations. It was evident that in all of the years, the CHIRPS rainfall
estimates were adjusted towards the rain gauge data as indicated by the reduced RMSD and increased
correlation coefficients. Large differences occurred in the years associated with El Niño (2003 and
2006) and the least during the relatively drier year (2005). Therefore, it was clear that systematic errors
accumulated with increased rainfall, especially during anomalous years and it is worth noting that
the seasonality over East Africa corresponded with the observed bias. This shows the importance
of a long-term correction period that is inclusive of the known external variabilities. A notable
observation of increased bias was in the year following El Niño, for example, the years 2004, 2007,
and 2010. El Niño occurred towards the end of the year in October through December and increased
rainfall in the months following may have arisen from recycled water.

 

Figure 5. Taylor diagrams displaying the statistical comparison between the CHIRPS (red) and
bias-corrected (blue) CHIRPS estimates with corresponding rain gauge data (green) as the reference
for years 2003–2008. The azimuthal angle represents the correlation coefficient; the radial distance
represents the standard deviation (mm/year), and the green contours represent RMSD (mm/year).

Figure 7 shows the spatial mean bias distribution during the anomalous wet years of 2003 and 2006,
the relatively dry (2005), and standard (2008) years. Similar to the monthly analysis, underestimations
were evident before bias correction. The Bayesian approach substantially reduced the biases over the
high elevated areas of Mt. Kenya in 2006, which was also an El Niño year. Similarly, overestimations
were evident around Lake Victoria, Southern Tanzania, near Mt. Elgon, and North-eastern Kenya.
Large uncorrected overestimations were observed, particularly in the southern parts of Tanzania and
around Mt. Kilimanjaro, which are areas of poor rain gauge network (Figure 1).
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Figure 6. As per Figure 5, but for the years 2009–2013.

Figure 7. Yearly spatial bias patterns derived from the averages of the anomalous wet years (2003 and
2006), the dry (2005), and standard (2008) of the CHIRPS and bias-corrected CHIRPS (bc) abbreviated
as (A,B), respectively, relative to the rain gauge data.

Table 2 shows a summary of the yearly error statistics before and after bias corrections, and the
change of errors in percentages. There was a remarkable decrease in the RMSD and MAE as well as
an increase in correlations after bias corrections. Similar to the monthly analysis, the errors corrected
showed a dependence on rainfall magnitude, but also on rainfall regime. As such, the years 2003,
and 2009, which were also El Niño years, did not correspond to the highest mean rainfall as El Niño
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occurred during the short rainfall period of OND. However, the years after (2004 and 2010), had
higher rainfall that spread to the MAM rainfall season. Similarly, in 2007 and 2010, the years following
El Niño, there was increased rainfall and a correspondingly high percentage of errors corrected. It is
worth noting that during the relatively dry year (2005), the percentage of RMSD and MAE corrected
was high (46%). This can be attributable to the fact that CHIRPS estimates are designed for drought
monitoring, hence there are more consistent mean errors during dry years. In [11], it was observed that
the systematic errors were seasonal, hence the importance of understanding the rainfall distribution
during the year in a given area.

Table 2. Statistics for the yearly spatial evaluation.

Years CC
CC
(bc)

Change
(%)

RMSD
RMSD

(bc)
Change

(%)
MAE

MAE
(bc)

Change
(%)

Rainfall
(mm/year)

2003 0.71 0.88 17 264 145 −45 197 107 −46 847
2004 0.54 0.68 14 277 183 −34 206 131 −36 962
2005 0.72 0.86 15 241 138 −43 178 96 −46 772
2006 0.58 0.74 16 449 324 −28 312 225 −28 1234
2007 0.68 0.83 15 276 155 −44 199 107 −46 951
2008 0.66 0.78 12 270 168 −38 201 123 −39 917
2009 0.57 0.68 11 256 178 −30 195 131 −33 887
2010 0.77 0.92 15 261 134 −49 187 97 −48 943
2011 0.58 0.74 16 348 290 −17 258 224 −13 911
2012 0.78 0.87 9 258 205 −21 191 155 −19 866
2013 0.62 0.79 17 316 264 −17 239 204 −15 847

4.2. Analysis of Bayesian Performance

In addition, pixels within the areas of lowest Bayesian performance were assessed using the
yearly CHIRPS and bias-corrected (bc) rainfall estimates relative to rain gauge data. Nine pixels
from Mt. Elgon, Southern Tanzania, Lake Victoria, and Mt. Kilimanjaro were considered (Figure 1).
Figure 8 shows the scatter plots of the uncorrected CHIRPS rainfall estimates and MAE change in
percentage after correction. A linear relationship was evident, indicating that as the CHIRPS rainfall
estimates increased, the effectiveness of the approach reduced. Further results also showed that for the
11 years of analysis, overestimations were dominant except over Mt. Elgon, which showed isolated
incidences of underestimation. CHIRPS overestimates in areas of high rainfall, and this is likely to be
attributable to cirrus effects in those areas of deep convection [13].

Table 3 shows a summary of the yearly statistics for the 11-year validation period on Bayesian
performance analysis over Mt. Elgon, Southern Tanzania, Lake Victoria, and Mt. Kilimanjaro.
These were the areas of largest uncorrected overestimations. The results showed that over the four
regions, the lowest MAE in the uncorrected CHIRPS corresponded to the highest percentage of error
corrected. This suggests that the retrieval capability of CHIRPS determines the magnitude of errors
corrected due to the average error consistencies. Consequently, the MAE errors corresponded to rainfall
magnitude, suggesting overestimations increase in years of high rainfall. As such, the relatively dry
year of 2005 had substantial MAE errors corrected. Furthermore, observations showed that although
each region received different amounts of rainfall in different years, the percentage change in the MAE
showed a similar pattern. An example was in the year 2009 over the Mt. Elgon and Lake Victoria
areas, where the lowest MAE in CHIRPS rainfall were 49.4 mm/year and 273.5 mm/year, respectively.
Consequently, the corrected MAE were the highest (38% and 44%). Similarly, over Southern Tanzania,
in 2007, the lowest MAE in CHIRPS was 175.6 mm/year, and corresponded to the highest percentage
(50%) of corrected errors. In Mt. Kilimanjaro in 2005, the lowest MAE error in CHIRPS was
1140.4 mm/year and also coincided with the highest percentage error corrected of 23%. These errors of
overestimations were attributable to the cold cirrus effect, which infrared based algorithms including
CHIRPS consider as precipitating. The Bayesian approach showed little skill in eradicating these errors,
partly due to the low misrepresentation of rainfall variability in areas of poor rain gauge distribution
in these areas. As such, the rain gauge data were inconsistent in time.

140



Remote Sens. 2018, 10, 1074

Figure 8. Yearly scatter plots for of pixels in areas of lowest bias correction.

Table 3. Statistics for the yearly Bayesian performance analysis.

Mt Elgon Southern Tanzania

Years MAE MAE (bc) Change (%) MAE MAE (bc) Change (%)

2003 105.2 85.2 −19 270.9 182.6 −33
2004 167.3 160.3 −4 423.0 334.7 −21
2005 56.2 37.4 −33 254.3 166.0 −35
2006 771.7 764.8 −1 601.4 513.0 −15
2007 143.9 137.0 −5 175.6 87.3 −50
2008 113.1 103.9 −8 498.3 410.0 −18
2009 49.4 30.5 −38 383.2 294.8 −3
2010 182.9 176.0 −4 322.6 234.3 −27
2011 347.9 341.0 −2 844.4 756.1 −10
2012 728.5 721.6 −1 329.6 241.3 −27
2013 188.8 181.9 −4 602.8 514.5 −15

Lake Victoria Mt Kilimanjaro

MAE MAE (bc) Change (%) MAE MAE (bc) Change (%)
2003 504.6 384.8 −24 1167.7 907.7 −22
2004 492.6 372.8 −24 1254.7 994.7 −21
2005 459.2 339.4 −26 1140.4 880.5 −23
2006 720.4 600.5 −17 1692.8 1432.8 −15
2007 577.6 457.8 −21 1238.9 978.9 −21
2008 446.3 326.5 −27 1685.8 1425.9 −15
2009 273.5 153.7 −44 1548.5 1288.5 −17
2010 481.2 361.4 −25 1239.0 979.1 −21
2011 851.9 732.0 −14 1399.5 1139.5 −19
2012 572.6 452.8 −21 1272.8 1012.8 −20
2013 427.1 307.3 −28 1178.0 918.0 −22
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5. Discussion

This study assessed the Bayesian bias correction on CHIRPS v2 using the regionally gridded rain
gauge data provided by the ICPAC over East Africa. Although CHIRPS includes some of the rain
gauge data used in this study, they were a small percentage derived mainly from the GTS. The ICPAC
gridded dataset incorporates all of the available quality controlled meteorological and hydrological
rain gauge data from East African member states. Furthermore, a recent study by [13] on the commonly
used satellite products including CHIRPS over the region, showed large discrepancies with ground
data, especially in high elevated areas. This study aimed to reduce these errors mainly caused by
local effects by using Bayesian methods. The correction was on a monthly scale, which is relevant
for long-term applications of 33 years (1981–2013). The usage of the approach assumes the mean
errors of the input data are consistent in time. The results from the monthly analysis showed that the
approach significantly reduced the systematic errors in all months from January to December with
varying magnitudes. The corrected biases were mainly of underestimations affecting the high elevated
areas attributable to orographic processes. Overestimations affected the areas around Lake Victoria
and low-lying areas to the eastern parts of East Africa and Southern Tanzania. This is attributable
to the cirrus effects caused by the assignment by infrared sensors in satellite products of all cold
clouds as precipitating. It is suggested the cirrus effect affects areas of poor rain gauge networks areas
as they misrepresent rainfall variability. As such, the rain gauge data were inconsistent with time,
which is an assumption in this approach, hence the low effectiveness of bias correction over those areas.
This observation concurred with that in [35] where at monthly time scales, CHIRPS overestimated low
rainfall amounts and underestimated high rainfall amounts. However, the underestimations were
associated with local processes, while overestimations were more likely to arise from cirrus effects
occurring in deep convection [36]. Consequently, cirrus effects are observed mainly in months of
increased rainfall in April and May. The study further revealed that during the southeast and northeast
monsoon months of June to September and December to February, low linearity improvements were
observed as indicated by corrections change. The inhibition of rainfall further inland from the low-level
diffluence of the monsoon winds leads to the dominance of orographic processes [13]. Consequently,
the rainfall variability in Eastern Kenya and Southern Tanzania coincided with Turkana low-level
jets [33,37], which link the local rainfall variabilities to external influences. These abrupt changes lead
to increased rainfall variabilities, hence the reduced linearity assumed in the Bayesian approach.

The yearly analysis showed an increase of the corrected biases attributable to the reduced
rainfall variability. Similar to monthly assessments, the underestimations in corrected data were
more dominant over the high elevated areas. Similarly, overestimations were observed in areas around
Lake Victoria, Mt. Elgon, Eastern Kenya, and Southern Tanzania. These are areas of poor rain gauge
distribution, and the misrepresentation of rainfall variabilities led to a reduction in the minimal errors.
Consequently, the CHIRPS rainfall estimates approached its uncorrected state. One advantage of the
method the incorporation of the error variance in the correction, and the correction only applies when
the reference dataset is reliable, and errors are systematic, not random. Although 2006, which was
also an El Niño, received the highest rainfall, the percentage of errors corrected was not equivalently
high. This suggests that the errors are not only dependent on rainfall magnitude, but on distribution in
time. El Niño years occur during the October–December rainfall months, which also have fewer rain
days when compared to the March–May rainfall months [38]. Consequently, the years following the
El Niño years were observed to have high rainfall and a large percentage of bias were also corrected.
This high rainfall after El Niño is suggested to arise during the MAM rainfall months. However, it is
worth noting that East Africa has high rainfall variability and the yearly analysis presented here is
for the whole region. This observation is essential as the systematic errors occur more with increased
rainfall amounts, and also depend on the distribution of rainfall in time and space.

Further annual assessments of the performance of Bayesian approach were conducted on selected
pixels centered in areas of large CHIRPS overestimations. Nine pixels from each region over Mt. Elgon,
Southern Tanzania, Lake Victoria, and Mt. Kilimanjaro were selected. MAE in percentage change of
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CHIRPS and bias-corrected CHIRPS relative to rain gauge data were used to quantify the relationships.
Results showed that CHIRPS overestimated in all years (2003–2013) over those areas except for a few
incidences of underestimation over Mt. Elgon. Furthermore, the MAE percentage change showed
a linear relationship with rainfall magnitudes. An increase in rainfall magnitude corresponded with
a decrease in the percentage of MAE change. This showed that there were uncorrected errors during
high rainfall periods. It is understandable that cirrus coexists in deep convective systems [36] that are
also related to high rainfall amounts. Overestimations in the cirrus effect have also been observed in
infrared based products in Eastern Africa [37]. The years 2005, 2007, and 2009 showed the lowest annual
rainfall in these regions, and consequently, the highest MAE percentage change. The designation
of CHIRPS is for dry conditions; hence the mean errors are consistent in time, hence an increased
Bayesian performance. Similar findings in a recent study [38] showed that CHIRPS had low rainfall
detection during the wet season. The Bayesian approach showed low skill in reducing errors attributed
to cirrus effects in areas of poor rain gauge network due to the misrepresentation of rainfall variability.

6. Conclusions

Rain gauge distributions are on the decline, and satellite rainfall estimates are increasingly used
to complement the sparse network. However, rain gauges continue to be used as reference data to
validate the incoming satellite products as they offer the most direct information on local rainfall
variabilities. This is understandable in developing countries where other ground observations like
weather radar are too expensive. However, considering the decreasing trend in rain gauge density,
other measures like gridding the available gauge data are preferred. As such, validation exercises are
enhanced, which may otherwise become increasingly compromised in the future. This impact may
be much more severe for long-term data applications. This study assessed the applicability of the
Bayesian approach with an existing historical rain gauge dataset to create consistent satellite rainfall
data for long-term applications. The gridded rain gauge dataset was developed by ICPAC to safeguard
the decreasing rain gauge information over East Africa.

CHIRPS was chosen based on its close correspondence with rain gauge datasets when compared
to other commonly used products over the region [13]. However, CHIRPS, like other satellite-derived
products, exhibit systematic errors that vary from place to place. In mountainous areas like East Africa,
the retrieval of topographic processes is challenging. These biases need to be reduced to increase
the effectiveness of this product over the region. It is understandable that high elevated areas play
a significant role in water availability and minimizing these errors would improve the representative of
the CHIRPS estimates. Furthermore, as CHIRPS has a high (0.05◦) spatial scale, it can be used for future
reference for the incoming coarser satellite products. The study aimed at temporally and spatially
evaluating how CHIRPS rainfall estimates compared with the gridded rain gauge data in magnitude
and distributions after bias correction. For the Bayesian correction, a historical dataset of 22 years of
data was used as the calibration dataset, and the ensuing 11 years were used for the validation.

Monthly analysis showed that CHIRPS estimates had systematic errors mainly of underestimations
arising in high elevated areas and their surroundings. The approach adequately reduced them in both
wet and relatively dry months. The study revealed large biases emerged during the wet months and less
so for the relatively drier months. This is understandable as the CHIRPS algorithm has been optimized
for drought monitoring, that is, for better accuracy during drier periods. As such, in April, which is the
peak rainfall month of the March to May rainfall season, the biases were distributed over East Africa.
In May, they were observed near the Lake Victoria region and coastal areas of Kenya where high rainfall
is experienced during this month. During the south-east monsoon month of August, they were situated
on the border between Kenya and Uganda following the highest rainfall amounts in the June through
August rainfall season. However, low linearity improvements of the negative biases were observed during
the southeast and northeast monsoon months in June to September and December to February, respectively.
These were attributable to indirect rainfall variability related to external factors in high elevated areas.
The study revealed that these monsoons influenced orographic processes, reducing further inland impacts.
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Furthermore, the Bayesian approach assumes linear relationships between rainfall variability and the mean
errors. Overestimations were dominant over Lake Victoria, Southern Tanzania, Mt. Elgon, Eastern Kenya,
and the Kilimanjaro region. These biases were attributable to cirrus effects, which in IR based products
(like CHIRPS) often results in an overestimation of precipitation. Adequate bias reduction was observed
except in a few areas over Southern Tanzania and part of Lake Victoria where misrepresentation due to the
sparse rain gauge network affected the correction. It is worth noting that inconsistencies of average errors,
due to sparse rain gauge distributions were attributable to CHIRPS large uncorrected errors in those areas.
A remarkable difference in the approach to other methods is its ability to leave the satellite estimates close to
the uncorrected state when the reference data is inconsistent in time. The overall monthly average reduction
indicates that the RMSD reduced between 4% and 60%, and the MAE between 1% and 63%, while the
correlations improved by up to 21%, as shown in Table 1.

The yearly analysis showed an increase in the corrected biases which is associated to the reduced
rainfall variability at this scale. Similar to monthly findings, the corrected underestimations were
more dominant on high elevated areas and were in areas of high rainfall magnitudes that showed
seasonality. The study observed that the corrected biases were more during years of high rainfall
magnitude. Although large biases were evident during El Niño year of 2006 which also has highest
rainfall amount, not all El Niño years showed similar results. This is understandable as El Niño years
occur during the October–December rainfall months, but its effect spreads to the March–May rainfall
months. As a result, the year that followed was observed to have high rainfall, hence an increased
in the biases corrected. An example is shown in the 2003, 2006, and 2009 El Niño years whereby
an increased rainfall average amount was observed a year after in 2004, 2007, and 2010. Consequently,
a higher percentage of bias were corrected. This observation is vital as the systematic errors are
increased with increased rainfall amounts, but are also dependent on the distribution of the rainfall
in time. The overall yearly average reduction indicated that the RMSD was reduced by between 17%
and 49%, and the MAE was reduced by between 13% and 48%, while the correlations increased by
between 9% and 17%, as shown in Table 2.

Further assessments of the performance of the Bayesian approach were carried out using
selected pixels (Figure 1) in areas of substantial uncorrected bias. These areas included Mt. Elgon,
Southern Tanzania, Lake Victoria, and the Mt. Kilimanjaro areas. Nine pixels from the areas with the
largest overestimations were used for the extraction of average rainfall for CHIRPS, and bias-corrected
CHIRPS (bc) and compared with the corresponding rain gauge dataset. The percentage change in MAE
quantified their relationships. This analysis indicated that CHIRPS considerably overestimated rainfall
in those areas of sparse rain gauge distributions. The highest corrected MAE were observed in the years
of the lowest MAE. Observations showed that the years 2005, 2007, and 2009 had the lowest annual
rainfall in these regions, and consequently, the highest MAE decrease. Although each region received
different amounts of rain over the validation period, the errors in corrected estimates showed a similar
trend. The lowest MAE before correction corresponded with the highest percentage of corrected
errors spatially and temporally. This can be understood as shallow convections in cirrus effects are
minimal. Conversely, in the years and areas of deep convections, cirrus clouds increase. However,
in areas of relatively dense rain gauges, cirrus related errors are minimized. For example, in the
year 2009 over the Mt. Elgon and Lake Victoria areas, the lowest MAEs observed before correction
were 49.5 mm/year and 273.5 mm/year, respectively. Consequently, those were the areas of highest
corrected MAE, at 38% and 44%, respectively. Similarly, over Southern Tanzania, in the year 2007,
the lowest MAE was 175.6 mm/year, and was consistent with the highest corrected MAE of 50%.
In Mt. Kilimanjaro, in 2005, the lowest MAE error was 1140.6 mm/year and coincided with the highest
percentage improvement of 23%. Therefore, overcorrections were adequately addressed spatially and
temporally when rainfall was low in areas of sparse rain gauges, but remain unaddressed in deep
convection attributed to monsoons. This effect was minimal in densely distributed rain gauge areas
due to the increased representation of rainfall variability.

144



Remote Sens. 2018, 10, 1074

The Bayesian approach is recommended to adjust rainfall estimates of other algorithms with
long-term historical records that are representative of rainfall variability of the area under consideration.
The method is suitable for the reduction of systematic errors, especially in high elevated regions. It is,
however, sensitive to sparse rain gauge distributions in regions of deep convective systems due to cirrus
effects that cause overestimations. Therefore, with a good quality rain gauge network, the approach
works better in those areas. It is recommended to have the reference data of a higher or equal spatial
scale for higher rainfall spatial representation.
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Abstract: Soil moisture plays a key role in water, carbon and energy exchanges between the land
surface and the atmosphere. Therefore, a better representation of this variable in the Land-Surface
Models (LSMs) used in climate modelling could significantly reduce the uncertainties associated with
future climate predictions. In this study, the ESA-CCI soil moisture (SM) combined product (v4.2) has
been confronted to the simulated top-first layers/cms of the ORCHIDEE LSM (the continental part of
the IPSL Earth System Model) for the years 2008-2016, to evaluate its potential to improve the model
using data assimilation techniques. The ESA-CCI data are first rescaled to match the climatology of
the model and the signal representative depth is selected. Results are found to be relatively consistent
over the first 20 cm of the model. Strong correlations found between the model and the ESA-CCI
product show that ORCHIDEE can adequately reproduce the observed SM dynamics. As well as
considering two different atmospheric forcings to drive the model, we consider two different model
parameterizations related to the soil resistance to evaporation. The correlation metric is shown to be
more sensitive to the choice of meteorological forcing than to the choice of model parameterization.
Therefore, the metric is not optimal in highlighting structural deficiencies in the model. In contrast,
the temporal autocorrelation metric is shown to be more sensitive to this model parameterization,
making the metric a potential candidate for future data assimilation experiments.

Keywords: surface soil moisture; land-surface model; satellite data; representative depth; temporal
autocorrelation

1. Introduction

Land-surface models (LSMs) are crucial components of climate models, representing the matter
and energy transfers at the continental interface with the atmosphere. They therefore play a key
role on the climate model simulations, past, present, and future predictions. Within LSMs, surface
soil moisture (SM) heavily influences the hydrological interactions between soil, vegetation, and
atmosphere. Because of the coupling between water and carbon cycles at the leaf and soil levels, it is a
major constraint for the assimilation of carbon by the vegetation through photosynthesis [1], whose
net global value is still largely debated [2–4]. Moreover, SM governs the partition between runoff and
infiltration and is thus a key element of the global water cycle. Consequently, correctly representing
this variable in LSMs could highly improve both short- and long-term forecasts [5–9].
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Despite considerable improvements in recent years, estimated water and carbon fluxes in LSMs
are still affected with biases and large uncertainties. Three different sources of uncertainty prevail in
LSMs: the external forcing, model structure and its parameterization. More specifically, simulated SM
exhibit large sensitivities to meteorological forcing data and to land-surface parameterizations [10].
Since SM variability is largely driven by precipitation, the meteorological forcing data used to run
the LSM could have a greater weight on the comparison scores than the parameterization of the
model itself [11].

Simulated SM depends on the model version and configuration used. Since it is impossible to
accurately model and represent all the land-surface processes in an LSM due to lack of knowledge
and computing limitations, choices are made to determine which processes are included and how
they are described in the model. These choices contribute to the structure of the model. For example,
how one chooses to discretize the upper soil layers will affect the soil moisture dynamics [12], similarly
the inclusion of a soil resistance term for water transfer will greatly affect evapotranspiration. It is
important to separate the different sources of errors to understand whether the deficiencies in the
model process are due to the forcing used or the model structure and configuration. To improve the
representation of a variable such as SM in LSMs, the model can be confronted with the observations.
These observations can be measured in situ, i.e., locally, or remotely, for example, from space
instruments. Since soil moisture is difficult to observe at large scales due to its high spatial and
temporal variability, satellite data can provide much needed consistent and comparable global datasets.
Extra care needs to be taken with SM data since it is not directly observed but rather estimated using
backscattering signals and brightness temperatures through different inversion algorithms.

Over the last decade, the quality and quantity of the Earth Observations has vastly improved
and has been used to evaluate the performance of LSMs over different climatology and hydrological
environments. For example, GRACE (Gravity Recovery and Climate Experiment) data has been used to
evaluate land water storage in several LSMs (e.g., ORCHIDEE; [13]). GRACE has been used to evaluate
the CLM (Community Land Model) over Africa, specifically to assess a soil resistance parameterization
in the model [14]. Ref. [15] evaluate the CLM and GLDAS models over Africa using GRACE
and other remote sensing data to highlight discrepancies between the models’ evapotranspiration
outputs. Other remote sensing products used to evaluate the representation of soil moisture in LSMs
include SMOS (Soil Moisture and Ocean Salinity, [16]), SMAP (Soil Moisture Active Passive, [17])
and ASCAT (Advanced Scatterometer, [18]). These have been used to evaluate LSMs over a wide
range of climatologies e.g., [19] consider ASCAT and SMOS over Europe and Northern Africa, and
[20] use SMAP assess storm event runoff over America. Satellite retrievals have also allowed global
comparison (e.g., [21]). Of course, there are several other remote-sensed products used to evaluate
LSMs, such as biomass, albedo and NDVI (normalized difference vegetation index); however, these
are beyond the scope of this study.

As well as evaluating LSMs, satellite retrieval can be used to improve models through data
assimilation (DA). Several recent studies have used data DA to improve the representation of SM
in LSMs, by either optimizing initial conditions or the model parameters e.g., [22–27], and therefore
improve LSMs ability to forecast events such as droughts and floods e.g., [23,24,26,28]. SM data can
also be used to improve other components of the LSM such as the carbon cycle [29]. Furthermore,
DA can be used to reveal structural errors in the model [30,31]. However, before attempting to improve
the model through DA, a thorough comparison of the observations with the model output is needed.
Such a comparison allows us to assess whether the physical properties in both the observations and
model output are comparable, and to select which model configuration and forcing to use at a later
stage. This allows to evaluate whether the model is sophisticated enough and whether the observations
can improve the model through assimilation or not. It then helps determining the most appropriate
metrics to use in an objective function to be optimized which will depend on the aspect of the model
under focus. In addition, most DA methods rely on Gaussian statistics. Therefore, a proper assessment
of the satellite and model errors is needed, with potential bias correction, before any assimilation step.
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The ESA-CCI multi-instruments dataset provides the SM observations used in this study.
Thanks to its large spatio-temporal coverage, the ESA-CCI product offers a good opportunity to
benchmark LSMs and improve their parametrization with DA techniques [32]. Combining several
products from a broad range of instruments allows to get a large spatio-temporal coverage, which is
suitable for global LSMs evaluations, and provides additional information at these larger scales
compared to in situ observations in a global assimilation process. Moreover, active and passive
instruments have been found to complement each other as they are affected differently by vegetation
density (active instruments perform better over moderate vegetation areas whereas passive instruments
give more reliable estimates over arid regions) and radio frequency interference contamination which
alters L-band instruments measures [21]. The SMOPS soil moisture product [33] is another example
of a blended soil moisture data set; however, this product does not cover as many years as the
ESA-CCI product.

There are some known errors linked to the satellite data themselves which need to be considered
(see [32]). For example, the observations can be spatially inhomogeneous due to the satellite’s retrieval
heavy dependence on surface and sub-surface properties such as soil texture and vegetation. Similarly,
the satellite data suffer from temporal inhomogeneity because of instrument drift and lifespan issues.
The sampling of the observations is not continuous and in the case of the ESA-CCI SM product where
each independent dataset has been rescaled to be merged together, combining different instruments
from different periods adds temporal inhomogeneity to the final dataset and thus complications for
model evaluations.

The quality of the ESA-CCI SM product has already been evaluated on a global scale by several
studies with encouraging results. The merging of active and passive products has been shown to
increase the number of observations and hence coverage, while keeping the same relative dynamics
and minimally changing the accuracy [23,32,34,35]. By comparing the blended product to reanalysis
and in situ measurements, [36] found that the product was able to capture the annual cycle of SM and
its short-term variability. The quality of the product has been shown to increase with time due to the
addition of new satellites and methods use to merge them [32]. A comprehensive list of studies using
the ESA-CCI SM product can be found in [32].

In this study, the ESA-CCI SM product is compared with the process-based global LSM
ORCHIDEE (ORganizing Carbon and Hydrology In Dynamic EcosystEm, [37]) at the global scale.
ORCHIDEE has been recently endowed with a new 11 layers hydrological model which allows to
refine the representation of soil water transfers. This discretization scheme offers a unique opportunity
to match as closely as possible the representative depth of the satellite instrument products. While the
paper focuses on a comparison of the soil moisture dynamics simulated by ORCHIDEE land-surface
model with ESA-CCI soil moisture product, the analysis is done with a future data assimilation
experiment in mind. Even though no data assimilation is performed in this work, this paper serves as
an important preliminary study assessing the following more specific objectives:

• How should the satellite product be processed (bias corrected) for a meaningful comparison with
the ORCHIDEE LSM?

• What are the impacts of the selected model representative soil depth and the meteorological
forcing on the comparison between the satellite and model SSM?

• What are the strengths and weaknesses of a few (widely used) temporal comparison metrics?
What is the potential of these metrics for future model structure/parameter optimization?

2. Methods and Data

2.1. The ORCHIDEE Land-Surface Model

The ORCHIDEE LSM [37] allows the representation as explicit as possible of processes governing
water, carbon, and energy budgets of the terrestrial biosphere. It has a high spatial resolution
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flexibility (based on the meteorological forcing spatial resolution) and a temporal resolution of
30 min. ORCHIDEE conceptually includes (i) a Soil Vegetation Atmosphere Transfer (SVAT) scheme,
which calculates energy, water and carbon fluxes between soil, plant and atmosphere; (ii) a module
describing carbon flow within ecosystems (plants and soils) and (iii) a sub-model describing the
long-term dynamics of vegetation which is not activated in this study. We use the main version of
ORCHIDEE (Trunk, revision 4783) that corresponds to the version used in the IPSL earth system
model for the ongoing CMIP6 (Coupled Model Intercomparison Project Phase 6) climate simulations.
This version has recently been improved with a multi-layer hydrological model which should be ideally
suited to confront remotely sensed and simulated soil moisture products, thanks to its high vertical
resolution [38–40]. In this new scheme, hydrology is resolved using the Richards equation over the first
2 m of soil with an 11-layer discretization. Increasing grid spacing is used throughout the soil column,
allowing a finer discretization at the top of the column (Table 1). The Richards equation describes the
diffusion of water according to the soil properties (prescribed following a global texture map). The SM
at different levels is thus computed at each time step as influenced by rain infiltration, evaporation,
transpiration, and drainage. For the bottom boundary condition, three options are possible: 1- free
drainage (under the hypothesis that hydraulic head is constant beneath the last layer), 2- no drainage
and 3- a mixed option between the two previous ones. Free drainage is used as default. Concerning
the upper boundary condition, bare soil evaporation in ORCHIDEE is the minimum between potential
evaporation and the hydrological flux allowed by diffusion. Then, soil water infiltration is obtained
by solving the Green-Ampt equation which represents the evolution of the wetting front through the
different soil layers.

Table 1. Table showing the depths of the 11-layer discretization based on work by [39] and adapted from [41].

Layer Layer Thickness (m) Integrated Depth (m)

1 0.001 0.001
2 0.003 0.004
3 0.006 0.010
4 0.012 0.022
5 0.023 0.045
6 0.047 0.092
7 0.092 0.186
8 0.188 0.374
9 0.375 0.750

10 0.750 1.500
11 0.500 2.000

In ORCHIDEE, vegetation is represented by 15 plant functional types (PFTs). To define soil
properties, these PFTs are aggregated into 3 groups classified as bare soil, low vegetation (grasses
and crops) and high vegetation (forests). This allows to divide each grid box into 3 tiles for which an
independent hydric budget is calculated, by using the 11-layer physically based hydrology scheme.
In the analysis presented here only the grid box weighted average SM profile (based on the fraction of
vegetation) is considered.

2.2. ESA-CCI SM Product

The ESA-CCI SM project is part of the ESA (European Space Agency) Program on Global
Monitoring of Essential Climate Variables (ECV), better known as the Climate Change Initiative
(CCI) and initiated in 2010. A first version of the ESA-CCI SM product was released in June 2012 by
the Vienna University of Technology [42]. In this study, we use the new version of the global ESA-CCI
SM product (v4.2), released in January 2018 and freely available at http://esa-soilmoisture-cci.org/,
that extends the data record from November 1978 to December 2016.
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ESA-CCI SM is based on a series of active and passive microwave satellite sensors. Three
datasets are provided: a merged passive-only (produced from multi-frequency radiometers), a merged
active-only (produced from C-band scatterometers) and a combined active and passive SM product.
In this new version, the exploited passive instruments are Scanning Multichannel Microwave
Radiometer (SMMR), Special Sensor Microwave/Imager (SM/I), Tropical Rainfall Measuring Mission
Microwave Imager (TMI), Advanced Microwave Scanning Radiometer for Earth Observation System
(ASMR-E) and, added more recently, AMSR-2 and WindSat. The algorithm developed by the Vrije
Universiteit Amsterdam in collaboration with the National Aeronautics and Space Administration
(VUA-NASA) has been used to retrieve SM from remote-sensed measurements [43]. The active
instruments exploited in this new version are the C-band scatterometers on board of the European
Remote Sensing (ERS-1&2) and the Advanced SCATterometer (ASCAT). The change detection
algorithm developed by the Vienna University of Technology (TU-Wien) has been applied here
to retrieve SM from remote-sensed measurements [18,44]).

To provide a global coverage, the active and passive retrievals were combined. Since data provided
by the retrievals have different units, to merge them, the SM values need to be rescaled into a common
climatology. Therefore, data were scaled by GLDAS-Noah surface soil moisture product (v1, soil depth
10 cm) by a direct CDF-matching of the collocated observations [45]. The final combined ESA-CCI
SM dataset is based on the spatial distribution of the temporal correlation between active-only and
passive-only datasets. Over regions with correlation coefficients greater than 0.65, a simple average
between active and passive measurements is used. Outside these regions, the merged passive-only
dataset is used over areas with sparse vegetation density and the merged active-only dataset is used
over areas with moderate vegetation density.

The ESA-CCI SM product provides daily SM, with a spatial resolution of 0.25 degrees, together
with quality flags indicating the possible presence of dense vegetation, snow, or a temperature
below 0 ◦C. For our study, we used only the final combined dataset which is provided in volumetric
units (m3/m3) and furnishes the largest spatio-temporal coverage of the three ESA-CCI SM datasets
available.

2.3. Simulation Set Up

2.3.1. ORCHIDEE Configurations

In this study, the CMIP6 version of the ORCHIDEE model is run globally at a resolution of 0.5◦.
Using the half-hourly moisture content output, daily values of soil moisture are calculated using
the weighted average of the 3 hydric budgets for soil columns associated with bare soil, forests, and
grasslands PFTs. The distribution of PFTs and soil textures are determined according to some ancillary
files created for CMIP6.

There is an option to account for a soil resistance term in ORCHIDEE which is used for the
calculation of soil evaporation rates. Namely, it affects bare soil evaporation Eg which is calculated
using the following equation:

Eg = min(Epot/(1 + rsoil/ra), Q) (1)

where Epot denotes the potential evaporation, ra denotes the aerodynamic resistance and Q is the
supply of water by diffusion in the soil. When rsoil = 0, the resistance term disappears and Eg is simply
the minimum of the potential evaporation and the supply. The soil resistance term itself is calculated
following the formulation of [46]

rsoil = exp(8.2 − 4.3 · W1) (2)

where W1 is the wetness of the first 4 layers of the soil (2.2 cm) found by dividing the soil moisture
in these layers by the corresponding moisture at saturation. Most of our analysis will be conducted
over these first 4 layers of the model output. The coefficients in this equation have been determined
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in [46]’s study and are therefore specific to their model. These values may need to be reconsidered or
indeed calibrated for the ORCHIDEE model later.

This soil resistance term is included by default in our simulations, with the exception of one
comparative run where rsoil is set to zero.

2.3.2. Meteorological Forcing

We use two different meteorological forcings to drive ORCHIDEE in this study. The first is the
CERASAT forcing data, used by default in our simulations. This is a 3-hourly climate reanalysis
dataset spanning 8 years between 2008 and 2016 generated by ECMWF within the ERACLIM2 project.
It has been produced specifically for the satellite era [47]. The second, used for a comparative run,
is CRUNCEP, a 6-hourly 0.5◦ global forcing product (1901–2015) which is a combination of the
annually updated CRU-TS monthly climate dataset [48] and NCEP climate reanalysis [49]. Rainfall,
cloudiness, relative humidity, and temperature are taken from the CRU while the other fields (pressure,
longwave radiation, windspeed) were directly derived from NCEP. The forcings are interpolated to
the half-hourly time step of the model.

In addition, Multi-Source Weighted-Ensemble Precipitation (MSWEP; [50]) data is used during
the analysis step. The MSWEP data have a 0.25◦ spatial resolution and a 3-hourly temporal resolution.
This forcing is independent from the two datasets used to drive the ORCHIDEE model, as well as the
forcing data used to generate the GLDAS reanalysis, used in scaling the ESA-CCI product.

2.3.3. Land Cover

ORCHIDEE uses land-cover maps to prescribe the distribution of vegetation used in the
simulation. By default, we use the yearly land-cover maps created for the CMIP6 release of the
model. These maps have been created through aggregation of the latest ESA-CCI land-cover map for
2010 (v2.0.7b) at 300 m resolution from 38 ESA land-cover classes into 15 ORCHIDEE PFTs at 0.5◦

resolution [51,52]. For producing historical PFT maps (1860–2010) the resulting map has been further
merged with the LUH2 dataset (Land-Use Harmonization, http://luh.umd.edu/). The overall protocol
of the ORCHIDEE PFT maps production is outlined here: https://orchidas.lsce.ipsl.fr/dev/lccci/.

For our comparative run, an older version of the land-cover maps created for the CMIP5 LSM
generation is used. These maps differ from the CMIP6 maps by the initial ESA-CCI land-cover map
used (the epoch map for 2010 has been used, v1.6.1), and the protocol for merging the ESA data with
LUH2 dataset has been slightly improved since that time.

2.3.4. Model Spin Up

The ORCHIDEE simulations include a spin up phase, that brought the prognostic variables
including vegetation state and soil moisture content into equilibrium. The protocol follows that from
the TRENDY model intercomparison (see http://dgvm.ceh.ac.uk/node/21/) with several hundred
years of spin up, recycling the first 10 years of each meteorological forcing. Please note that such
protocol includes a transient phase with increasing atmospheric CO2 concentration and changes in land
cover, as it is primarily designed for the spin up of long-term soil carbon stock variables (not necessary
for this paper). The spin up is followed by a historical simulation over the period of the ESA-CCI
SM product.

2.3.5. Model Data Comparison

Both the model output and the observations used in the comparison were upscaled to the same
spatial and temporal resolution (i.e., daily and global using a resolution of 0.5◦), making it is possible
to match up the time series at each grid point. The observed values with the quality flag indicating
dense vegetation, snow, or freezing temperature were disregarded, as well as the modelled data
corresponding to these points. Similarly, points are masked when the modelled surface temperature is
less than 0 ◦C, suggesting snow cover or frozen soil moisture values at that time and location.
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Satellite SM observations represent only the top few centimeters of the soil column. From the
eleven soil moisture layers simulated by ORCHIDEE (as described in Table 1), the first 4 layers
spanning the top 2.2 cm of soil are most closely related to the instruments theoretical global mean
sensing depth of 2 cm [32]. We thus choose this depth as the reference and averaged the model SM
over the 4 top layers for the comparison. In addition, we also tested the impact of choosing different
depths. The first 6 layers span the top 9.2 cm of the soil which is closer the GLDAS-Noah model
depth simulation (the GLDAS-Noah model is used in combining the different products used to form
ESA-CCI SM data). Additionally, the in situ data used in several studies to benchmark the satellite
data is typically 5 cm which is closer to the integrated depth of 4.5 cm (layer 5). This raises the question
of how to link observations to model variables and thus motivates the sensitivity analysis on the
selected model depth, reported in Section 3.2.

2.3.6. Performed Simulations

The different simulations used in this study are outlined in Table 2. Since CERASAT only covers
2008-2016, our analysis will focus on this period. This is also the period for which the ESA-CCI SM
combined product provides close to a complete spatio-temporal coverage [32]. In this paper, we
compare our default run (ORC_REF) to ORC_CRU in Section 3.4 to assess the effect of meteorological
forcing data on simulated SM values. Also in Section 3.4, ORC_REF is compared to ORC_LC5 to
evaluate the effects of different land-cover maps. ORC_REF is finally compared to ORC_NoRs in
Section 3.7 to discuss the effect different parameterizations can have on modelled SM.

Table 2. The different simulations used in this study; differences from the reference run are in bold.

Simulation Climate Forcing Land Cover Soil Resistance

ORC_REF CERASAT LC6 Y
ORC_CRU CRUNCEP LC6 Y
ORC_LC5 CERASAT LC5 Y

ORC_NoRs CERASAT LC6 N

2.4. Data Processing and Statistical Analysis

All the metrics described in this section are calculated over the entire time period n and considered
at every location i; xi,t=1...n and yi,t=1...n denote the time series of two datasets at that given location.

2.4.1. Statistically Rescaling and Bias Correcting the Observations

Cumulative density function (CDF)-matching schemes are used in this study to rescale the
observed soil moisture y to the modelled soil moisture x (further explained in Section 3.1).
Two CDF-matching algorithms are implemented [53]. The first is a linear CDF-matching which
matches the mean and standard deviation in the following manner. Let xi,t=1...n and yi,t=1...n denote
the time series of the two datasets for a given location i. Similarly, let σxi and σyi denote the standard
deviation of each dataset respectively at location i. Then to obtain rescaled y∗i,t at each grid point,
we use the following equation

y∗i,t =
σxi (yi,t − yi)

σyi

+ xi. (3)

The second algorithm used a full CDF-matching which, in addition to the mean and standard
deviation, matches higher moments of the distribution. The CDFs function of yi is matched to the CDF
yi such that y∗i satisfies the following equation:

cdfxi (y
∗
i ) = cdfyi (yi). (4)

We use the python software (pytesmo package) to do this matching [54].
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In another approach to rescale data, it is also normalized in the following manner:

x̂i,t =
xi,t − min xi

max xi − min xi
. (5)

When applied to SM data, this normalization translates values to what is known as the Soil
Water/Wetness Index (SWI).

2.4.2. Seasonal and Inter-Annual Variability

To separate seasonal effects from faster components, sub-monthly variations (also shown as
monthly anomalies) are calculated. The raw data are divided into two components:

1. a slow-varying component (SC) which represents seasonal variability. This is calculated in
two steps. First, the mean annual cycle over the 8 years of data is calculated (xa

i ). Then,
following [55], the signal is averaged using a 35-day moving window. Considering a 35-day period
P = [t − 17, t + 17], a minimum of 5 values are needed to calculate the average soil moisture for
this period resulting in the slow-varying component:

xSC
i,t = xa

i (P). (6)

When there are not 5 values within P for a given grid point, the grid point is then ignored for that
given period.

2. a fast-varying component (FC), or daily anomaly, given by:

xFC
i,t = xi,t − xSC

i,t . (7)

2.4.3. Correlation Scores

We use the Pearson product-moment correlation coefficient, r, to assess the relative agreement of
the temporal structures between two datasets:

r =
∑n

t=1(xi,t − xi)(yi,t − yi)√
∑n

t=1(xi,t − xi)2
√

∑n
t=1(yi,t − yi)2

. (8)

We also consider spatial correlations. These are calculated using same formula but on single
vector of locations at each time step.

2.4.4. Root Mean Standard Deviation

To calculate the difference between two datasets, we used the root mean standard
deviation (RMSD):

RMSD =

√
∑n

t=1(xi,t − yi,t)2

n
. (9)

2.4.5. MSD Decomposition

Following [56], we can decompose the mean standard deviation (MSD = RMSD2) into three
informative components. Let xi,t=1...n and yi,t=1...n denote the two datasets, then

MSD = (xi − yi)
2 + (σxi − σyi )

2 + 2σxi σyi (1 − r) (10)

= bias2 + VAR + LCS (11)

where the bias = (xi − yi), VAR = (σxi − σyi )
2 and LCS = 2σxi σyi (1 − r).
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The first term of the decomposition is the squared bias. The second term, VAR, shows the
difference in the magnitude of fluctuation between the simulation and measurements. The larger this
term, the more the model fails to simulate the magnitude of the fluctuation among the n measurements.
The last term of the decomposition is the Lack of Correlation weighted by the Standard deviations
(LCS). This term is large when the model fails to simulate the pattern of fluctuation across the n
measurements [56].

2.4.6. Autocorrelation and Lag Time

For a dataset xi,t=1...n, the lag-k autocorrelation coefficient can be expressed as:

rk =
∑n−k

t=1 ((xi,t − xi)− (xi,t+k − xi))
2

∑n
t=1(xi,t − xi)2 . (12)

Following [57], we define the characteristic lag time (ct) as the time at which the autocorrelation
coefficient reduces to below e−1 ≈ 0.37. This is also known as the e-folding time. This quantity
determines a threshold after which the dataset is no longer considered as significantly autocorrelated.
This can thus be seen as a way to quantify the inertia of the studied variable. This metrics is applied to
the fast-varying component of the data.

2.4.7. Singular Value Decomposition

Singular Value Decomposition (SVD) offers an adequate tool to analyze the temporal co-variability
between two gridded datasets. A detailed description of the method can be found in [58].
The spatio-temporal analysis will consider the total explained covariance of the two fields that is
explained by the decomposition into pairs of optimally correlated observation and model patterns,
as well as homogeneous correlation maps (depicting the geographic localization of the covarying parts
of observation and model respectively) and observation heterogeneous correlation maps (reflecting
how well observations are predicted by model patterns). Since the SVD analysis concerns itself
with spatial patterns, the SVD algorithm is directly applied to the raw data instead of using the
CDF-matched data. This is because the rescaling is applied pixel by pixel and hence would affect the
spatial distribution.

3. Results

3.1. Rescaling the ESA-CCI SM Product

Since the ESA-CCI SM product has undergone a rescaling process with the GLDAS-Noah LSM,
a direct comparison with the ORCHIDEE model outputs is likely misleading as those models have
different soil representation: spatial distribution, textural and hydraulic properties and vertical
discretization. In this context, agreement between the ORCHIDEE and ESA-CCI SM products should
only be evaluated in terms of relative dynamics unless the observations are first bias corrected or scaled
to be consistent with the model climatology. Bias correction is also vital for future data assimilation
experiments. Most data assimilation algorithms assume that the uncertainties in the retrievals and the
model output are Gaussian distributed, bias correcting the retrievals ensures this condition is satisfied.

In Figure 1 we consider how different scaling algorithms introduced in Section 2.4.1 affect
the ESA-CCI SM values. Since the rescaling used in the creation of ESA-CCI product was applied
individually at every pixel, we also do the same. Three different scaling are considered. The first
rescaling translates both the ESA-CCI and the modelled values to soil water index (SWI) values.
Calculated using the minimal and maximal SM values as proxy for the residual/minimum and
volumetric field capacity respectively, the values obtained are between 0 and 1. Since the residual value
and volumetric field capacity vary between land-surface models, through this rescaling, the ESA-CCI
values remain within the GLDAS-Noah climatology. This scaling is more of a type of normalization
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than a type of bias correction. The second type of rescaling, referred to as linear CDF-matching,
matches the mean and standard deviation of the ESA-CCI SM values to that of the modelled values
(as described in Section 3.1). The third type of rescaling considered here, is a more complex full
CDF-matching which is a refinement of the linear approach, but also matching higher moments of the
distributions such as skewness and kurtosis. This latter algorithm for CDF-matching is a non-linear
transformation, and as such we can expect small changes in the relative magnitude of the temporal
dynamics [35]. Since a full CDF-matching was used in the creation of the ESA-CCI product, it follows
that this is the best suited method for rescaling the data to the ORCHIDEE climatology. It is also the
method using in several SM assimilation studies e.g., [59–61].

Figure 1. Global distribution of daily SM within ORC_REF and the ESA-CC1 product for 2008–2016.
The histogram found prior to any rescaling is shown in the top left-hand corner. Histograms for the
SWI values of ESA-CCI and the model are shown in the top right-hand corner. The ESA-CCI values
rescaling via a CDF-matching to the ORCHIDEE model are shown on the bottom row. The data used
in each panel is shown by the title of the legend.

The histogram for the ESA-CCI soil moisture values prior to any rescaling is binomial with the
second peak (around 0.22 m3/m3) much larger than the peaks seen for the modelled soil moisture
values (Figure 1). When translated to SWI values, this second peak is lost as the histogram is flattened.
After the rescaling using CDF-matching, this peak is split in two to match the three narrower peaks
observed in the modelled data. Using the linear CDF-matching, the total global RMSD over the whole
8-year period drops from 0.059 m3/m3 to 0.039 m3/m3, which equates to a 34% discrepancy reduction.
Logically, the SM density distribution overlapping increased from 68.3% to 87.9%, associated with
the creation of a third intermediate peak. This similarity between the distributions at this stage is
promising. It assures us that the observed and modelled SM values are already relatively consistent
and can be compared and used in the future to further optimize model parameters and bring potential
improvements. When applying the full CDF-matching, the distributions are nearly identical.
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The MSD decomposition shown in Figure 2 illustrates how the full CDF-matching performs at
different latitudes focusing on one year (2016). Prior to this rescaling, we can see that bias makes up
most of the error. On average it makes up over 72% of the MSD. Errors are particularly high in the
northern latitudes for the winter months (January–March). This is because of snow and frozen areas
found at these latitudes. In ESA-CCI SM product, points with high levels of uncertainty are flagged
and removed. Similarly, using the model output, points where surface temperature is lower than
negative one are also removed. Therefore few data points remain to calculate the average MSD in this
area during this season as can be seen in Table A1. Otherwise, errors are relatively consistent at each of
the latitude and over each three-month period prior to rescaling.

Figure 2. Example of the averaged MSD decomposition for the year 2016. The MSD between the daily
SM values of the ESA-CCI SM product and ORC_REF model at each pixel is averaged by latitude and
then decomposed. The MSD calculated using the ESA-CCI SM values before the full CDF-matching
can be seen on the left and after the full CDF-matching on the right. Each bar covers a three-month
period (January–March, April–June, July–September, October–December) and the number of points
used to calculate each bar is described in Table A1.

In each case, the discrepancy is reduced after the full CDF-matching. Each decomposition still
displays a bias component, it on average makes up 37% the bar. This is because the rescaling is done
using data from multiple years whereas the figure only displays one single year, and therefore the
remnant bias is the bias with respect to the yearly average. Generally, for each latitude-month (one bar),
most of the bias is removed, VAR decreases slightly and the LCS portion of the MSD remain the same
size. This shows that overall correlation amplitudes are relatively insensitive to this choice of rescaling.

Spatial correlations were also considered between the model and ESA-CCI SM values both prior
to and after rescaling. Before rescaling, mean spatial correlations globally range according to a seasonal
cycle between 0.66 and 0.86. After rescaling, these values follow the same pattern but drop between 0.50
and 0.79 for the SWI algorithm and increase to between 0.82–0.95 for both versions of CDF-matching.

For the remainder of this paper, unless stated otherwise, the rescaled ESA-CCI SM values obtained
through the full CDF-matching are the ones considered.

3.2. An Analysis of Model Depth Selection

We investigate in this section the effect of integrating the model soil moisture over different depths.
The reference depth is 2.2 cm, corresponding to the 4 top layers (see Section 2.3). We first consider the
RMSD with the reference depth that makes the most theoretical sense (Figure 3a). The lowest errors are
observed in the Sahara and other desert areas. RMSD is relatively low in these dry areas, with errors
averaging 0.017, since these places will have low SM values. The largest values of RMSD of about
0.15 tend to be found in the northern latitudes and along the Himalayan mountain range. These are
snowy regions and, as discussed previously, these may be areas where most of the model and ESA-CCI
SM values are flagged. There are also a few areas with higher RMSD values near the masked areas of
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dense vegetation (i.e., Brazil and central Africa). The rest of the map shows a relatively constant error
close to 0.04 m3/m3.

(a) (b)

Figure 3. An analysis of daily soil moisture RMSD between ORC_REF and the rescaled ESA-CCI SM at
different depths of the ORCHIDEE model averaged over the 2008–2016 period. The left-hand figure
considers the RMSD at the reference depth of 2.2 cm (top 4 layers of the model). The right-hand figure
shows the standard deviation of the RMSD values calculated at the different integrated depths in
ORCHIDEE between the top 2 layers and down to the top 7 layers (18.6 cm). Note the difference of
scale in parts (a,b). Areas with dense vegetation have been masked (e.g., Brazil and central Africa).
(a) Surface soil moisture RMSD (top 4 layers); (b) Vertical standard deviation of RMSD over layers 2–7.

When considering the standard deviation globally in Figure 3b, we can see that there is little to no
variation in RMSD between layers. Indeed, for 50% of the map, the standard deviation between layers
is less than 0.001 m3/m3. This proportion increases to over 90% of the map for standard deviations
less than 0.003 m3/m3. The highest scores of around 0.01 (less than 0.12% of the points globally) can
be found in some of the dry areas. These RMSD values remain low considering the values of soil
moisture are of magnitude O(0.1) m3/m3. The consistency in RMSD values over these first few layers
of the model may be partly due to the use of daily averages. It is possible that we may see variations
at different depths if we could get instantaneous values for the different rainfall events. However,
since the ESA-CCI SM product currently only provides daily values, we cannot reduce our time step.

With the first few layers virtually the same, even though the errors are slightly lower calculated
over the top 5 layers, we choose to keep using the top 4 layers in our analysis since this depth makes
the most theoretical sense [32,62]. Therefore, for the remainder of this study, a depth of 2 cm (top 4
layers in the model) is used.

3.3. Mean Temporal Correlations between Model and ESA-CCI SM Product

Due to the rescaling process undergone to create ESA-CCI SM product, as well as the rescaling
procedure implemented, considering the RMSD between the observations and modelled time series is
not the most informative metric. Temporal correlation, on the other hand, evaluates the agreement
between the ORCHIDEE and ESA-CCI SM product in terms of relative dynamics and therefore is less
sensitive to the choice of rescaling. Overall, we can see strong correlations between the model output
and the ESA-CCI SM values (Figure 4). Highest correlations are found in the tropics and southern
latitudes when the average correlation score is 0.7. Temporal correlations are highest over areas where
remote sensing methods are known to be efficient. Poorer results are found over desert, mountainous
and frozen areas. In desertic areas, this may be explained by forcing errors, i.e., the precipitation
used to drive the model. Rain is spatially heterogeneous over deserts with few events, these can be
hard to observed, and hence can be a large source of uncertainty over such regions. Furthermore,
the satellite representative depth over deserts tends to be larger in dry conditions and the larger surface
ground heating during the day may also increase the errors on the retrievals [43]. The poor results in
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mountainous and frozen areas can be partly explained by the difficulty to model the radiative transfer
in those conditions (i.e., separate roughness and soil moisture effects), and therefore to inverse SM from
remote-sensed data. This is particularly noticeable in the high latitudes where the average correlation
reduces to 0.15 compared to the global mean of 0.49. In lines with previous studies, best scores are
obtained in areas with strong annual cycles and higher density data [32].

Full data Fast component

Figure 4. Temporal correlation of the full data (left) and the fast component (right) between the daily
ESA-CCI SM values and ORC_REF SM output integrated over a depth of 2 cm. Histograms show the
distribution of the correlation values for each map. The slow seasonal component is not shown as
correlations are uniformly one globally.

For the purposes of data assimilation, we are interested in the sub-monthly variations.
From Figure 4 we see that the sub-monthly variations are less correlated than the full data.
The histograms show that for the full data, there is a peak large at 0.76. For the anomalies, the peak
is lower found at 0.63. The full data reaches close to values of one whereas the fast component does
not exceed 0.9. The differences observed between the full data and the fast component highlight the
fact that factors such as the spatio-temporal variability of precipitation strongly affect the temporal
correlations. Though not shown here, the correlations found here are nearly identical to correlations
calculated at the other depths between layers 2 and 7. This is also the case when considering the
raw and different rescalings of the ESA-CCI SM data. The full CDF matching used to rescale the
observations can have a slight effect on the temporal dynamics. However, since the strong correlations
are also observed when the raw ESA-CCI values are used, we can be confident that the strong
correlations are due to the agreement between the model and satellite data instead of the rescaling
procedure itself.

3.4. The Effect of Meteorological and Land Cover Forcing Data

The choice of forcing data heavily influences the simulation of SM in LSMs. In this section,
we first compare our default ORCHIDEE run ORC_REF to one with a different meteorological forcing,
CRUNCEP, introduced in Section 2.3. From Figure 5 we can see that the ORC_REF run outperforms
the ORC_CRU for the full data and the fast component. This is particularly notable in arid or desert
regions (i.e., Sahara, Asia, and Australia). ORC_REF shows stronger correlations than ORC_CRU for
the fast component. This shows that the ORCHIDEE run using the CERASAT meteorological forcing
not only captures the same seasonal patterns as the satellite data but also more of the sub-monthly
behavior of SM.

CERASAT is a new dataset of the ECMWF based on recent advances in data assimilation and uses
satellite data in its creation. Another reason for the CERASAT forcing data outperforming CRUNCEP
may be due to the difference in temporal resolution between both products. CERSAT is 3-hourly
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whereas CRUNCEP is 6-hourly. This difference in frequency may affect how the precipitation is
partitioned for each different time step and hence the response of SM in the model. The noticeable
differences between the correlations for each run show that the choice of meteorological forcing is
critical for the accurate simulation of SM. Many studies have in fact used SM to correct precipitation
input [63–67]. Conversely, to correct the SM parameters in ORCHIDEE, it is important to find a metric
that is less sensitive to the meteorological forcing.

(a)

Full data Fast component

(b)

Full data Fast component

Figure 5. Temporal correlations between the daily ESA-CCI SM observations and the ORC_CRU output
shown on the top row, and the difference in correlation scores found using different forcing to run
the model is shown on the bottom (i.e., r(ORC_REF, ESA-CCI)− r(ORC_CRU, ESA-CCI)). Both the
full data (left) and fast components (right) are considered. (a) Correlations “ORC_CRU vs. ESA-CCI”;
(b) Correlations “ORC_REF vs. ESA-CCI” minus Correlations “ORC_CRU vs. ESA-CCI”.

Forcing data is not limited to the meteorological data used to drive the model. It encompasses all
external data used for a given model run. Another dataset used as forcing data in ORCHIDEE is the
choice of land-cover map, which determines the distribution of the global vegetation. In this study,
we only tested two slightly different land-cover maps, and the correlations between the ESA-CCI SM
product and ORCHIDEE SM output remained very similar. This suggest that, in this case, the choice
of land cover is not the primary source of variability.

3.5. Measuring the Covariance of Rainfall and Soil Moisture

The chosen meteorological forcing data prescribes (among others) the precipitation in the model.
Since precipitation, both the amount and intensity, has been shown to be a major driver to surface soil
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moisture dynamics [68], this dependency can be assessed through their covariance. Following [69], we
use the SVD method described in Section 2.4.7 to identify and study coupled rainfall-SM covarying
spatio-temporal patterns. To ensure that the comparison does not favor the model output and that
therefore any differences found originate from the SM only [69], independent rainfall data is needed.
For this experiment, it was provided by MSWEP data and the period 2008–2014 was considered
because it overlaps all datasets.

We focus our analysis over Australia and the Iberian Peninsula. Australia was selected since the
ESA-CCI SM product has shown a good performance over this country in terms of correlation with
reanalysis and in situ datasets [35,36]. Also, passive, active, and combined products have all been used
over this region [70] resulting in the fractions of days with valid observations to be very high [35].
Therefore, we can expect a reliable quality of the product over this region. The Iberian Peninsula
was selected to provide direct comparison with [69] who used satellite SM values from the ESA’s Soil
Moisture and Ocean Salinity product (SMOS-BEC).

Considered in Table 3 are the first three covarying patterns representing approximately 95% and
99% of the covariance of SM and P for Australia and the Iberian Peninsula, respectively. The explained
covariance is of the same proportion whether the ESA-CCI product is considered, or whether the
different model runs are considered. For the Iberian Peninsula, most of the covariance is explained by
PC1. When the SM time-expansion coefficients are plotted, (see Figure 6) we can identify a large annual
cycle in PC1. PC1 therefore represents the seasonal co-variability of rainfall and SM. The usually
shallow trough observed in 2012 corresponds to the severe drought that Spain experienced with
precipitation less than 30% than its normal amount between December and February. PC2 and PC3
represent the higher frequency (synoptic) variability of SM linked to rainfall events.

For Australia on the other hand, PC1 still explains most of the covariance; however, PC2 and
PC3 also explain a small part. From Figure 7, PC1 appears to be explaining the monsoon events
occurring in north-east Australia. The pronounced trough seen in late 2010/early 2011 correspond
to the Australia floods of 2010–2011. These floods were due to unusually heavy and prolonged
rain caused by the seasonal wet monsoon coinciding with an unusually strong La Niña events [71].
The spatial representation of the PC1 for the ESA-CCI SM suggest that the monsoon comes down too
low in both versions of the model runs. PC2 and PC3 described the rainfall patterns found in the south
and southeast.

By considering the spatial patterns in Figures 6 and 7, we can see that PC2 and PC3 for the
ESA-CCI SM and the models are reversed for both Australia and the Iberian Peninsula. The PCs are
ordered by the amount of explained covariance. For Australia, the satellite product suggests that
the rainfall in the south explains more of the covariance than the rainfall in the south-east, whereas
the models suggest the opposite. For the Iberian Peninsula, the ESA-CCI SM product highlights the
Mediterranean coastal rainfall explaining more than the rainfall over the Pyrenees. However, when we
consider the values of explained covariance in Table 3 we can see that the difference between the two
PCs is negligible.

The homogeneous explained variance fraction in Table 3 refers to the SM variance explained
by the soil moisture itself. The soil moisture PC1 for the Iberian Peninsula and Australia explains
a slightly higher proportion of the total SM variance when using the model runs that the ESA-CCI
product; 81% compared to 76% for the Iberian Peninsula and 30% compared to 23% for Australia.
This slight discrepancy between the satellite observations and models is consistent with [69]’s findings
and similarly suggests that there are structures that are not rainfall-driven captured by the satellite
product that are missing in the model.
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ESA-CCI SM

ORC REF

ORC CRU

PC1 PC2 PC3

Figure 6. Visualization of the SVD results for the Iberian Peninsula depicted in Table 3. On the left-hand
side, spatial patterns of the explained homogeneous variance by SM patterns for the ESA-CCI product
and two different runs of the ORCHIDEE model over the Iberian Peninsula; the first run with the
CERASAT forcing data (ORC_REF) and the second with CRUNCEP (ORC_CRU). On the right-hand
side, the expansion coefficients for the first three pairs of covarying patterns (i.e., the temporal projection
of these covarying patterns). From top to bottom the SVD analysis corresponds to MSWEP/ESA-CCI,
MSWEP/ORC_REF and MSWEP/ORC_CRU.

ESA-CCI SM

ORC REF

ORC CRU

PC1 PC2 PC3

Figure 7. Same as Figure 6 but for Australia.

The heterogeneous explained variance fraction in Table 3 refers to the SM variance explained by
the rainfall. For both the Iberian Peninsula and Australia, the PCs show a slightly weaker link between
rainfall and SM for the satellite data than for the model. The sub-seasonal variability of precipitation
extracted by the SVD analysis (shown by PC2 and PC3) seems to explain a negligible part of the SM
variability. This is because the seasonal variations of the precipitation are better represented than the
higher frequencies due to the precipitation’s high spatio-temporal variability.

The best thing that can explain the variance in the SM patterns is SM itself. Therefore, the values
for homogeneous explained are the highest possible. The fact that, for Australia, the precipitation
can explain the variance of the SM pattern by the same magnitude as SM itself, clearly shows that
precipitation is the main driver of SM in this region. For the Iberian Peninsula, the precipitation
explains nearly the same amount of the SM pattern variance as it does for Australia, but this is only a
third of the homogeneous values.
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Table 3. Characteristics of the first three pairs of covarying patterns of precipitation (P) and SM over
Australia and the Iberian Peninsula for 2008–2014. Explained (co-)variance are shown in percentage.
Found in bold are the total explained (co-)variances and mean correlation scores.

Data
Covarying Explained

Explained Variance Correlations between Covarying

Pattern Covariance
of SM Patterns Patterns of SM and P

by Precip. by SM Itself Spatial Temporal
(Heterogeneous) (Homogeneous) (Expansion Coeff.)

Australia

ESA-CC1

PC1 85.2 12.73 21.71 0.92 0.76
PC2 5.15 4.05 23.6 0.84 0.42
PC3 4.55 2.34 9.87 0.92 0.5

94.9 19.12 55.18 0.89 0.56

ORC_REF

PC1 81.97 20.61 29.46 0.90 0.83
PC2 6.77 4.01 13.82 0.95 0.56
PC3 5.03 5.50 17.97 0.92 0.57

93.77 30.12 61.25 0.92 0.65

ORC_CRU

PC1 86.69 19.91 29.76 0.87 0.80
PC2 5.08 3.01 15.37 0.92 0.46
PC3 3.50 3.50 14.27 0.86 0.52

95.27 26.42 59.40 0.88 0.59

The Iberian Peninsula

ESA-CC1

PC1 96.78 15.89 75.81 0.56 0.46
PC2 1.65 1.39 8.89 0.89 0.4
PC3 1.04 0.82 5.25 0.87 0.41

99.47 18.1 89.95 0.77 0.42

ORC_REF

PC1 95.12 23.68 81.96 0.52 0.54
PC2 2.52 3.11 12.4 0.95 0.52
PC3 1.79 2.29 8.36 0.96 0.54

99.43 29.08 102.72 0.81 0.53

ORC_CRU

PC1 95.71 18.99 80.24 0.68 0.49
PC2 2.12 1.71 11.92 0.89 0.42
PC3 01.58 1.51 10.15 0.94 0.44

99.41 22.21 102.31 0.84 0.45

The spatial correlation values are stronger for Australia than for the Iberian Peninsula. One
of the reason we observe higher spatial correlations in our analysis may be due to topological and
land-use differences between Australia and the Iberian peninsula. Australia has more homogeneous
and natural landscape, whereas the Iberian Peninsula has more irrigation, lakes, mountainous areas in
a smaller area.

As observed in [69], we find that the slow-varying PC1 for the Iberian Peninsula is less spatially
correlated than the fast-varying PC2 & 3. Since the PC1s represent the seasonality for the Iberian
Peninsula, the variability represented is determined not only by rainfall, but also by other processes
such as evaporation and drainage. These processes are less important for the fast-varying PCs.
In contrast, for Australia, we find that spatial correlations of each of the PCs show the same magnitude
in each of the datasets. This may be due to the fact each of the PC1s for Australia is representative
of different rainfall types. Overall these spatial correlations are stronger than those observed in [69].
In [69], the SVD analysis was conducted using SMOS, a pure remote sensing estimate, whereas we are
using a merged product where a model has been used. It is possible that the usage of the GLDAS-Noah
model in the merging process has smoothed out a large part of the spatial variability associated with
landscape features or measurement noise.

3.6. Temporal Autocorrelation

The strong correlations found between the ESA-CCI SM product and the ORCHIDEE output are
very promising. In this section, we further investigate the temporal autocorrelation, a similar metric
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that should also be insensitive to the choice of rescaling. It represents the correlation of a variable with
its own future and past values [72]. Intuitively, since SM temporal autocorrelation should be more
controlled by processes such as evaporation and drainage, it should be less sensitive to the choice of
meteorological forcing and more sensitive to the choice of parameterization used in the model.

Temporal autocorrelation, and thus characteristic lag time, is a relatively simple metric but with
potentially complex interpretations which can integrate notions of dry-down. Temporal autocorrelation,
in cases when the interval between precipitation events is large enough, can sometimes be interpreted
as a useful indicator of SM inertia (i.e., persistence and depletion time), less influenced than correlation
metrics by the climate forcing; it should allow to assess more precisely the model’s structure. In past
studies, people rarely used such analysis, probably because it often leads to large disparities between
modelled and observed products (see for example [12]). Such disagreements could be explained by
the gap between the observed representative depth and the simulation depth. It is indeed well-known
that depth has a major influence on the inertia of SM [69]. However, we have shown in Section 3.2 that
signal representative depth in ORCHIDEE for daily SM value is relatively consistent.

The characteristic lag time ct defined in Section 2.4.6, is a measure of temporal decorrelation rate.
More specifically, it measures soil moisture memory which can be partly related to the time taken
by the soil to ‘forget’ an anomaly [73]. ct of the ESA-CCI SM product varies greatly depending on
different regions (Figure 8a). Areas with the longest ct, between 15 and 30 days, tend to be regions
with a temperate climate. Shorter ct times occur in areas with a drier climate, for example 1.4 days
over the Sahara, where there is less rainfall. Figure 8b allows us to compare ct for the model run and
the ESA-CCI product. Overall there is higher SM stability in the model than in the satellite product
(red areas in Figure 8b), though parts of Australia, South America and Asia are modelled as more
reactive (blue areas in Figure 8b). The model predicts much higher characteristic lag-time values
around the tropics than the ESA-CCI SM, mainly around the masked dense vegetation; these values
can differ up to 15–20 days. On average; however, the differences between the model and the product
tend to be of the order 4–5 days.

(a) ct(ESA-CCI SM) (b) ct(ORC_REF)− ct(ESA-CCI SM)

Figure 8. Spatial distribution of the characteristic lag time of the daily anomalies of the ESA-CCI
product (left) and the difference between the characteristic lag time of the ORCHIDEE anomalies and
the ESA-CCI anomalies (right). Both figures cover the 2008–2016 period.

3.7. Potential Impact of Parameterization on SM Dynamics

In this section, we consider the effect of removing the rsoil parameterization from the model
(see Section 2.3), as was chosen for a configuration of ORCHIDEE in the IPSL-ESM for the CMIP6
exercise. This is not exhaustive but will help to illustrate the impact that changing a parameterization
can have on SM dynamics. The soil resistance term in the model will control how long the soil moisture
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is kept in the first few centimeters of the soil. Water is removed from these centimeters either by
evapotranspiration into the atmosphere, by vertical infiltration into the deeper layers of the soil or by
surface-runoff to rivers. When comparing ORC_REF to ORC_NoRs (an ORCHIDEE run without soil
resistance, Figure 9), since both versions of the model runs use the same PFT and soil maps, and same
topography, the evapotranspiration will be the flux quantity that differs the most between the different
model runs.

Evapotranspiration comprises soil evaporation and plant transpiration. In arid regions, since soil
evaporation is dominant, it will have a larger control on SM than in vegetated areas where transpiration
will play a key role. When soil resistance is not included in the model (i.e., ORC_NoRs), evaporation
rates are higher and therefore the SM in the model will dry out faster. This is why for ORC_NoRs,
arid regions, where evaporation dominates the total evapotranspiration, show the greatest difference
in characteristic lag time between the run and the ESA-CCI values. The differences in the characteristic
lag-time values for ORC_NoRs and ORC_REF are of the same magnitude as the differences between
ORC_NoRs and the ESA-CCI values. This shows that adding or removing a parameterization can
largely affect SM output and thus structural model changes need to be considered before parameter
estimation experiments.

Change in meteorological forcing

CERA-CRU

Change in model parameterization

YesRs-NoRs

Figure 9. Difference in the characteristic lag-times found between the model and ESA-CCI values
for different model runs. On the left-hand side, the model runs differ in the meteorological forcing
used to drive the model - specifically CERASAT (ORC_REF) and CRUNCEP (ORC_CRU). On the
right-hand side, the model runs differ in the parameterization used - namely the inclusion (ORC_REF)
and exclusion (ORC_NoRs) of a soil resistance term.

When considering the difference between the autocorrelation lag time of the model and the
ESA-CCI product for the different meteorological forcings, similar regional patterns are identified.
However, when taking the difference between both model runs(i.e., ORC_REF and ORC_CRU),
the intensity is seen to differ (Figure 9). The forcing induced difference is also comparable in magnitude
to the difference between two model runs with different parameterizations (with change in model
parameterization being slightly stronger; the average global absolute difference is of 5 days compared
to 4 days). Without the soil resistance parameterization, the ct values are much lower nearly globally.
Changing the meteorological forcing or the model parameterization in this example affects different
regions. For example, the characteristic lag time of south China is more sensitive to the meteorological
forcing than the soil resistance term. In contrast, the Australia ct value is more affected by the
parametrization change than the change in meteorological forcing. This is an example where the
autocorrelation metric is sensitive to the specifically selected parameterization. Since the characteristic
lag time was shown to differ between the different configurations of the model and the satellite
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observations, it is potentially a useful metric to identify and correct systematic errors and parameters
in ORCHIDEE.

In contrast, if instead we consider the correlation metric, as shown in Figure 10, we observed
that changing the meteorological forcing has a greater effect on the correlation scores than changing
the model parameterization. The global mean absolute difference in correlation score is 0.11 for the
meteorological forcing compared to 0.07 the parameterization change. This increases to 0.25 over the
Sahara compared to 0.08. In this example, the correlation metric is more sensitive to the meteorological
forcing used and it may be harder to use this metric to pick out the internal deficiencies of the model
but would be more appropriate if one wanted to diagnose or correct input precipitation data.

The choice to include or exclude soil resistance will also have a direct effect on the carbon cycle.
As such, to conclude this section, we consider how different vegetation (based on maximum leaf area
index values LAIMAX) and soil classes perform with respect to the ESA-CCI product and the different
metrics discussed (see Table A2 in Appendix A). The strongest correlations are found at points where
LAIMAX ≥ 3 or where points have a fine soil texture. Areas with finer soil textures tend to have the
most fertile soils and hence vegetation with the largest LAI. These regions, found in the temperate
and tropical zones, have precipitation regimes with frequent rainfall events. The RMSD is relatively
consistent over the different vegetation and soil texture classes considered, though slightly lower in
areas with sparse vegetation (LAIMAX < 0.5) and coarse soils. These areas include desert areas where
soil moisture values will be very low. The average RMSD is slightly higher for the run without the soil
resistance parameterization. The characteristic lag time increases with increasing LAIMAX, and these
values are higher when using soil resistance in the model compared to running the model without soil
resistance. When LAIMAX < 0.5, these pixels will be close to having bare soil. With increasing LAIMAX

values, the vegetation will become more complex (for example with larger roots) as will the processes
involved in control the soil moisture. Characteristic lag time is also highest for fine soil textures which
have a higher water-holding capacity and lower hydraulic conductivity. The average characteristic
lag-times for the model differs the most in areas with sparse vegetation or areas with fine soils, and
more for the ORC_REF (with soil resistance) than for the ORC_NoRs run (no soil resistance).

Change in meteorological forcingg g g

CERA-CRU

Change in model parameterization

YesRs-NoRs

Figure 10. Difference in the correlations found between the model and ESA-CCI values for different
model runs. On the left-hand side, the model runs differ in the meteorological forcing used to
drive the model - specifically CERASAT (ORC_REF) and CRUNCEP (ORC_CRU). The figure shows
r(ORC_REF, ESA-CCI)− r(ORC_CRU, ESA-CCI). On the right-hand side, the model runs differ in
the parameterization used - namely the inclusion (ORC_REF) and exclusion (ORC_NoRs) of a soil
resistance term. The figure shows r(ORC_REF, ESA-CCI)− r(ORC_NoRs, ESA-CCI).
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4. Discussion

Throughout this paper, we have been assessing the potential of the ESA-CCI SM product to be
used to evaluate and further improve the ORCHIDEE LSM. A first step in doing so, was to rescale the
observations to the climatology of the ORCHIDEE model. This is necessary due to the steps undergone
to create the ESA-CCI SM product: i.e., active and passive satellite retrievals were combined using
the climatology of the GLDAS-Noah model reanalysis. Since this model has its own soil moisture
climatology with different dynamical ranges [74], it is important to rescale data to the ORCHIDEE’s
climatology. In addition to the rescaling undertaken in creating the ESA-CCI product, there are also
biases due the satellite signal processing. SM is estimated through inversion procedures based on
radiative transfer modelling. This procedure uses additional assumptions and data such as vegetation
distribution maps. For data assimilation studies, proper treatment of systematic errors is critical for
the success of the experiment [75]. Since Gaussian error statistics is one of the key assumptions of
most data assimilation systems, bias correction is a vital first step. However, it is worth noting that any
form of bias correction will not only correct systematic biases and the biases due to the climatology
mismatch but will also remove biases linked to the ORCHIDEE model itself. In an ideal case, using DA
techniques, we would correct this latter source of bias. Since it is impossible to distinguish between
sources of biases, we accept that, through the rescaling, we lose some of the information contained
in the observations that could have potentially, corrected parts of the model. This choice is common
practice when using satellite products even though it has been shown that the current bias-correction
methods may remove up to 50% of information from the original satellite observations [76,77].

Since the microwave instruments used to generate the ESA-CCI product, are only able to monitor
a thin surface layer, it was important to assess which depth has to be considered in the model.
Fortunately, the first two meters of the soil column in ORCHIDEE is discretized by an 11-layered
hydrology scheme, allowing us to select the corresponding depth. When unable to directly match the
sensing depth, or when one wants to constrain model SM further down the soil column, a potential
approach to the issue of representativity is to use an exponential filter [44]. This method translates
the SM observed in the top few centimeters by the satellites to the SM representative of deeper layers
following certain exponential assumptions. Such exponential filter has been used in several previous
DA studies e.g., [55,78,79]. Since we can directly match the sensing depth in this study, we simply use
the first four layers of the ORCHIDEE soil column discretization to perform the intercomparisons.

Comparison scores were found to be very similar at different depths of ORCHIDEE soil column.
Since this trend was observed globally, this is the case when both the passive satellites dominate
the product (i.e., over deserts) and when the active retrievals dominate the combined product
(i.e., over high latitudes). The merging process may have contributed to the smoothing of the depth
profile, as might the fact that the product only provides daily values. The first 4 layers of the model’s
soil column have been evaluated in this study. Although little difference was observed between the
different integrated depths, if the data assimilation experiment is conducted at this depth, it will
be important to consider its effect of the improvements over the rest of the 11 layers. The soil
hydro-thermal parameters are currently homogeneous over the soil column but improving the surface
soil moisture may highlight the need for different parameters further down the soil column or lead
to conclusions that parts of the model such as the bare soil evaporation or root dynamics need to
be modified.

An SVD analysis showed that most of the SM variability could be explained by the precipitation
patterns. Since the simulation of SM in the model is driven by precipitation and hence the
meteorological forcing data, it is impossible to find metrics unaffected by the forcing errors. Two main
metrics were considered: correlation and autocorrelation. Both allow to focus on relative temporal
dynamics for the chosen rescaling and they were also found to be consistent over the first few layers of
the ORCHIDEE discretization scheme.

The strong correlations between the daily model outputs and the ESA-CCI values were identified.
The mean correlation globally for the full data had a value of 0.49, this average increased to 0.7 when
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considering the tropics and southern latitudes. For the fast component, the mean global correlation
was 0.45, and 0.51 over the tropics and south latitudes. Such strong correlations give confidence in
both the model and satellite product. However, the correlation metric was shown to be sensitive to the
meteorological forcing used, with variations of 10% globally, and therefore not necessarily informative
about the model structure and parameter errors. Indeed, we saw when considering the soil resistance
parameterization, changing the meteorological forcing had a greater effect on the correlation scores
than this structural change. For example, over the Sahara, changing the meteorological forcing saw an
average change of 21% in correlation scores compared to a change of 5% found when changing the soil
resistance parameterization.

Temporal autocorrelation, which characterizes quickness and extension of SM variations,
highlighted different behaviors in the model vs ESA-CCI product. In some areas, the ESA-CCI values
are found to be more autocorrelated than the model, and in the others, the opposite is seen. This metric
is sensitive to the parameterization of the model that control variables linked to the simulation of SM,
such as evaporation, infiltration and drainage. Given the large uncertainties that are still associated
with these processes [10,74] using SM temporal autocorrelation to optimize the main parameters
involved in these parameterizations, through DA techniques, is promising.

Temporal autocorrelation can be used to measure soil moisture memory and can be related in some
cases to notions of dry-out. The characteristic lag-time metric used in this study is one of a number to
the measure of these processes. Although it is informative, it has a few limitations. Firstly, since this
metric is based on anomalies, to calculate these anomalies, the mean state is removed from the full data.
The mean state was averaged only over 8 years of data which is not long enough to properly extract the
climatology for regions with high year to year variation in seasonal precipitation. Hence the calculation
of the mean state introduces sampling error into the data [73]. Secondly, autocorrelation-based-metrics
ignore the sign of the anomaly which can provide physically meaningful information. Other metrics
such as mean persistence time can overcome some of these limitations and hence could be interesting
metrics to consider in the future [73,80].

We have shown that the choice of parameterization used in the model is vital in the simulation
of SM. In our example, removing soil resistance in the model was seen to decrease soil inertia and
therefore create greater discrepancies with the ESA-CCI SM values. Of course, other key variables
related to water fluxes should be considered for DA such as soil porosity and the other textural
properties and hydraulic parameters (saturated hydraulic conductivity and variation with depth
according to soil compaction and vegetation roots) as well as plant water uptake parameters such
as root profile. The water and energy balance formulations in ORCHIDEE are representative of the
equations found in other LSMs (e.g., JULES [81,82], JSBACH [83]) used in wider Earth system models.
Therefore, improvements and structural changes highlighted in a future DA study could potentially
also be applicable to these other models.

Overall the ESA-CCI product has great potential to identify missing processes and structural
issues in the ORCHIDEE model, and potentially to correct the internal model parameters. However,
the effectiveness of any data assimilation frameworks relies on the quality of satellite soil moisture
observations and assimilation technique used. We will need to quantify the errors in the satellite
retrievals to ensure the success of the assimilation, as well as account for forcing errors in the
DA scheme.

Improving soil moisture will influence other modelled products such as evapotranspiration and
infiltration. It will be important to consider the impact improving soil moisture has on such variables.
Incorporating other products in the assimilation process can help ensure the quality of these outputs
do not degrade when correcting soil moisture values. In addition, due to SM’s role in driving the
terrestrial carbon balance (through photosynthesis, ecosystem dynamics, and soil respiration), SM data
has been highlighted as one of the remotely sensed Earth observation products relevant for terrestrial
carbon cycle data assimilation [29]. As such, SM data can also be used as one of multiple data streams
to improve the carbon cycle. Two approaches exist when assimilating multiple data streams. The
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first is simultaneously, as shown in [84] where remotely sensed soil moisture data along with in situ
atmospheric CO2 are used to constrain global terrestrial carbon cycle. The second approach is stepwise,
by taking each data stream one at a time. This approach is used in [85], where three different data
streams are assimilated to constrain the ORCHIDEE LSM’s carbon cycle. A follow up study will
consider the addition of SM into the carbon cycle DA system.

Throughout this study, we have focused on off-line runs which use meteorological data to drive
the model. Another avenue for further work would be to consider coupled surface-atmosphere runs,
which would allow to analyze the role of soil moisture on the atmospheric boundary layer properties
and on the generation of precipitation, especially in semi-arid areas where these links are debated [5,9].

5. Conclusions

Even though there have been many studies evaluating the usefulness of the ESA-CCI SM dataset,
this study is unique in considering the product on a global scale using a cutting-edge terrestrial CMIP6
model. This global comparison has shown that both the model and the product are at a stage where
useful information can be derived and assimilated. The strong temporal correlations seen between
the ESA-CCI product and the model show that the dynamics in the model are developed enough to
capture the main trends identified by the combined satellite product. This is especially the case when
the CERASAT meteorological forcing data was used.

Temporal autocorrelation was identified as a useful metric to investigate the discrepancies in the
inertia of SM. Since it measures the response time of the model and in some cases is more intrinsically
linked to the internal dynamics of the model, it gives us an opportunity to evaluate the structure
of the model more precisely. The focus of upcoming DA studies could be to correct the internal
parameters of the model by minimizing characteristic lag-time discrepancies, or similar metrics of soil
moisture memory.
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Appendix A

Table A1. Number of points used in the MSD decomposition shown in Figure 2.

90 N–60 N 60 N–30 N 30 N–0 0–30 S 30 S–30 N

Jan–Mar 34 10,662 9398 6543 1874
Apr–Jun 9212 19,385 9578 6531 1866
Jul–Sep 9597 19,456 9557 6501 1820
Oct–Dec 3310 17,003 9545 6528 1865
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Table A2. Properties for different classes of maximum LAI and soil textures. All values correspond the
mean calculated over all the points in each class. Each metric is calculated between the model (both
ORC_REF and ORC_NoRs runs) and the rescaled ESA-CCI SM product (in each case, CDF-matched to
the corresponding ORCHIDEE run). The distribution of the different classes is displayed in Figure A1.

Index Range Covered
% of Points r RMSD ct (Mod) Δct (Mod-Obs)

REF NoRs REF NoRs REF NoRs REF NoRs REF NoRs

1 LAIMAX < 0.5 29.0 25.0 0.47 0.37 0.029 0.033 9.605 6.744 4.859 1.969
2 0.5 ≤ LAIMAX < 2 28.0 27.0 0.46 0.38 0.038 0.049 12.14 8.017 2.768 −0.760
3 2 ≤ LAIMAX < 3 23.0 25.0 0.51 0.47 0.037 0.046 11.841 9.711 1.744 −0.244
4 3 ≤ LAIMAX 18.0 21.0 0.67 0.68 0.038 0.043 14.943 12.631 1.796 −0.166

1 Coarse 25.0 25.0 0.50 0.46 0.028 0.029 8.217 5.719 2.756 0.254
2 Medium 62.0 62.0 0.49 0.44 0.037 0.049 12.392 9.734 2.768 0.111
3 Fine 11.0 11.0 0.68 0.65 0.038 0.042 17.380 13.497 4.207 0.350

Figure A1. Global grid-points partitioned down into different LAIMAX classes and soil classes.
The distribution of LAIMAX point differs slightly when considering the ORC_NoRs run (not shown).

To further understand characteristic lag time, we consider the global points divided into different
categories: namely by LAI class (as a proxy for PFT classes) and by soil type. To be able to still consider
temporal correlations, each pixel is consider only once by categorising the points by maximum LAI
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(LAIMAX). For the soil textures, the 5 soil textures from the Zobler map are reduced to only three,
which are then called the Coarse (holding class 1), Medium (gathering classes 2, 3, 4) and Fine (class 5)
soil textures.
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Abstract: In this paper, we review the use of satellite-based remote sensing in combination with in
situ data to inform Earth surface modelling. This involves verification and optimization methods that
can handle both random and systematic errors and result in effective model improvement for both
surface monitoring and prediction applications. The reasons for diverse remote sensing data and
products include (i) their complementary areal and temporal coverage, (ii) their diverse and covariant
information content, and (iii) their ability to complement in situ observations, which are often sparse
and only locally representative. To improve our understanding of the complex behavior of the
Earth system at the surface and sub-surface, we need large volumes of data from high-resolution
modelling and remote sensing, since the Earth surface exhibits a high degree of heterogeneity
and discontinuities in space and time. The spatial and temporal variability of the biosphere,
hydrosphere, cryosphere and anthroposphere calls for an increased use of Earth observation (EO) data
attaining volumes previously considered prohibitive. We review data availability and discuss recent
examples where satellite remote sensing is used to infer observable surface quantities directly or
indirectly, with particular emphasis on key parameters necessary for weather and climate prediction.
Coordinated high-resolution remote-sensing and modelling/assimilation capabilities for the Earth
surface are required to support an international application-focused effort.

Keywords: earth-observations; earth system modelling; direct and inverse methods

1. Introduction

The era of information technology and advances in high-performance computing are opening up
possibilities to realistically simulate the evolution of the Earth system at scales not thought possible
before. In hydrology, this has been labeled hyper-resolution, referring to a finer spatial discretisation
than what was previously attempted at global scale [1–3] and it has triggered a fruitful debate on the
importance of information-driven advances [4,5]. The debate is partly about the resolution and model
complexity needed to resolve and represent regional-scale water-cycle processes [6–8]. In weather and
climate studies, calls for higher resolution have also been made [9,10], as currently unresolved cloud
processes are one of the obstacles for improved climate predictions. Attaining these finely resolved
scales with the entire Earth System including the land, atmosphere, oceans and ice surfaces involves
major technological advances in scalability [11] due to computing energy barriers, time-to-solution
requirements, and hardware/software limitations. In this review, we emphasize the essential role of
Earth Observations data from polar orbiting and geostationary satellites as a key driver for advancing
models, and we present a number of examples of how satellite data combined with in situ observations
have successfully driven model improvement. A global kilometric representation of the Earth surface
that can feed into the next generation of weather and climate models will have to be driven by satellite
observations [12,13]. The expected increased use of subseasonal-to-seasonal (S2S) forecasts [14] makes
it even more important to improve the representation of the land and ocean surface in current models,
given the essential role of land–ocean–atmosphere interactions in S2S predictability. Such an ambitious
goal can be achieved only via the synergistic development of models and model-data fusion techniques
that make use of the wealth of satellite observations, ingested into the modelling chain, to genuinely
characterize the details of land physiography, coastal and inland water and all surface heterogeneity
that impacts water and energy fluxes. The drive to achieve physical realism in Earth surface modelling

177



Remote Sens. 2018, 10, 2038

is common to hydrological and environmental applications [15] and resolution and model complexity
are key ingredients. Not all surface variables can be observed routinely and constraining most
sub-surface properties remains challenging. Therefore, the representation of uncertainties is essential
in forecasting applications [16].

Information on the parameters necessary to describe the thermal, radiative, and hydrological
properties of the surface must also be extracted, and uncertainties evaluated, so that the models
can predict the main reservoirs and fluxes for water, energy and mass exchanges. The availability
of stored energy and water within the Earth surface is further modulated by land use (such as
irrigation, agricultural practice, forest management) and sub-surface properties which drive the high
spatial heterogeneity. That is why there is a growing realization that human activities, impacts and
feedback need to be represented in models [17]. The projected increase in the occurrence of extreme
weather events (heatwaves, but also droughts and floods in some regions [18]) in connection with
global warming in the 21st century, combined with the proven fact of observed warming trends since
pre-industrial time [19], are both of global-scale and local relevance. The latest IPCC (Intergovernmental
Panel on Climate Change) assessment [18] indicates that further warming, even for only 0.5 ◦C of
global warming, would further increase the occurrence or intensity of warm spells on global scale, of
heavy precipitation in several regions, and of droughts in some regions; heavy precipitation associated
with tropical cyclones is also projected to increase with increased global warming. Similarly, the
fast-paced change observed for the cryosphere including the significant trends in both snow and
sea-ice cover [20–22] means that we need an improved account of surface thermodynamic processes
at the relevant scales in interaction with the diurnal cycle and synoptic variability. Observing and
simulating the response of land biophysical variables and the cryosphere to extreme events is a major
scientific challenge in Numerical Weather Prediction (NWP) and environmental applications, which is
relevant also in the context of climate change adaptation.

The modeling of terrestrial variables can be improved through the integration of observations.
Integrating observations into models covers several aspects: (1) the dynamic integration of observations
into models through data assimilation techniques, (2) the use of observations for model validation and
evolution and (3) the mapping of the model parameters used to characterize the representation of land
properties within the model (e.g., soil properties, land cover). Although the assimilation from satellite
data is becoming widely adopted in Earth system modelling also at the surface [23], limited use tends
to be made of the wealth of Earth observations (EO) data available for model validation, evolution
and parameterisation. There is a thus a great opportunity to improve upon current development
strategies. For example, it is well known that the use of indirect observations such as the near surface
temperatures to constrain model soil moisture [24] can lead to compensating errors. Remote sensing
can also greatly support model development for the cold processes associated with seasonal snow
cover. Snow is a key component of the Earth system due to the unique surface “shielding” properties
and its presence over large parts of the Earth’s surface. The radiative (albedo), thermal (insulation) and
mechanic (roughness) characteristics of a snow covered surface differ greatly from those of a snow-free
surface. While the particular microphysical characteristics of snow are challenging to represent in
models, they provide unique radiative signatures that can be explored by EO data. Remote sensing
observations are particularly useful in this context because they are now available for all parts of the
globe. However, most snow remote sensing products greatly benefit from in situ observations [25].
Many satellite-derived products relevant to the hydrological and vegetation cycles are already available
and the use of combined observing platforms is increasingly adopted in order to enable the move
towards the kilometer-scale and support global Earth surface modelling.

The focus of this review is to cover relevant successful examples, inspired by the National
Aeronautics and Space Administration (NASA) decadal survey [26] and by the World Meteorological
Organisation (WMO) Global Climate Observing System (GCOS) essential climate variable observing
capabilities [27,28], without aiming to be exhaustive. We present recent use of Earth Observations
data pertinent to constraining the surface energy, water and carbon cycles in models. We discuss

178



Remote Sens. 2018, 10, 2038

their relevance for the next generation of surface models for Earth system monitoring and forecasting
applications, and we present options for closer collaboration and more rapid information uptake
between data providers and model developers. In Section 2, satellite and in situ observations of the
earth surface are listed with the relevant instruments information. Section 3 presents the Earth surface
model development examples over land and ocean. Section 4 presents some of the pathways in which
EO data guide enhanced global-scale local relevant monitoring and forecasting applications. Section 5
discusses how to increase EO data uptake in earth system modelling moving towards global km-scale,
including international coordination activities. Section 6 presented a summary and the outlook.

2. EO Satellite and In Situ Observations for Earth Surface

This section reviews the satellites and in situ platforms that have dedicated sensors for Earth
surface monitoring and that have been used to inform model development. Both surface dedicated
and surface sensitive instruments are considered.

2.1. SMOS Soil Moisture Ocean Salinity Mission

The Soil Moisture and Ocean Salinity SMOS mission [29–31] was launched on 2 November 2009.
This is an interferometric synthetic aperture radiometer mission that can measure the Earth’s natural
emission at a relatively low microwave frequency of 1.4 GHz in full-polarization and covering multiple
incidence angles from 0 to 60 degrees with angles in the 40–45 range accessible all across the swath.
SMOS has 69 small static antennae that, thanks to interferometry, are equivalent to a filled antenna
of 8 m, achieving a spatial resolution on the ground ranging from 27 to 55 km. The satellite follows
a sun-synchronous polar orbit with 6:00 a.m. (ascending half-orbit) and 6:00 p.m. (descending
half-orbit) Equator overpass times. The mission provides global brightness temperature and retrieves
soil moisture fields in near real time [32,33]. The land products are also generated globally at 15 km
resolution with a latency of 24 h. These products are surface soil moisture, vegetation opacity, and
surface dielectric constant [30]. Level-3 and Level-4 are also produced [34] and cover a large range of
products [35,36], e.g., root zone soil moisture and drought index, L-Band Vegetation Optical Depth
(VOD, [37–39]), thin sea ice [40], global rainfall estimates [41], to name a few.

2.2. SMAP Soil Moisture Active Passive Mission

The Soil Moisture Active Passive SMAP mission [42], launched on 31 January 2015 carries both
an L-band (1.4 GHz) passive microwave radiometer and a radar (although the latter is no longer
functioning). Using a 6-m diameter spinning antenna, the observatory provides near-global coverage
every two to three days. The primary focus of the SMAP mission is on soil moisture retrieval and
freeze/thaw detection, but SMAP observations have also been used for ocean salinity [43] and wind
retrievals [44]. To provide estimates of root zone soil moisture and complete spatio-temporal coverage,
SMAP radiometer observations are routinely assimilated into the NASA Catchment land surface model
to generate the SMAP Level-4 Soil Moisture (L4SM) data product [45]. The L4SM product is generated
globally at 9 km resolution every three hours and distributed to the public with a latency of 2.5 days
from the time of observation.

2.3. TERRA/AQUA—MODIS

Terra and Aqua (Latin for land and water) are NASA Earth Science satellite missions equipped
with multi-sensors aimed at studying the Earth’s water cycle including evaporation from the oceans,
water vapor in the atmosphere, clouds, precipitation, soil moisture, sea ice, land ice, and snow cover
on the land and ice. Terra was launched in December 1999 and initiated data transmission in February
2000, with its five instruments, ASTER, CERES, MISR, MOPITT, and MODIS (see acronyms list for
details, page 55). Aqua was launched on 4 May 2002, and had six Earth-observing instruments on
board, AIRS, AMSU, AMSR-E, CERES, HSB, and MODIS, which are collecting a variety of global
data sets. Aqua was originally developed for a six-year design life but has now far exceeded that
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original goal. About half of the sensors continue transmitting high-quality, in particular from AIRS,
CERES, and MODIS, with reduced functionality from AMSU-A channels. AMSR-E became inactive
since 2011, with HSB, collected approximately nine months of high quality data but failed in February
2003. For both satellite platforms MODIS (Moderate-resolution Imaging Spectroradiometer) is a key
instrument with its 36 spectral bands ranging in wavelength from 0.4 μm to 14.4 μm and at varying
spatial resolution (two bands at 250 m, five bands at 500 m and 29 bands at 1 km). Together, the
instruments image the entire Earth every one to two days. A large amount of MODIS-based Earth’s
surface products are currently used in weather and climate modelling, as detailed in Section 2.

2.4. LANDSAT and Its Legacy

The Landsat program initiated with the launch of the first satellite in July 1972 and the latest
Landsat-8 launched in February 2013 is the longest-serving EO platform of high resolution mapping
satellites. Landsat-9 foreseen to launch in 2020 will continue this legacy that has allowed to monitor key
surface changes over time, including water-bodies changes, glaciers retreat, large fires, urbanization and
agricultural land expansions. Landsat 8 ensures the continued acquisition and availability of Landsat
data utilizing a two-sensor payload, Operational Land Imager (OLI) and Thermal Infrared Sensor
(TIRS). These provide imagery from 15 m to 100 m resolution and up to 700 scenes per day. Landsat
data volume is prohibitive for most research applications at global scale and often used in mapping
applications to produce more accurate medium resolution (e.g., at 1 km) as mentioned in Section 4.

2.5. SEASAT and Its Legacy

The Seasat was the first ocean dedicated satellite launched in June 1978 although it operated
only for 106 days. Earth-orbiting satellites such as TOPEX/Poseidon, and scatterometers on NASA
Scatterometer (NSCAT), QuickSCAT, all launched in the 1990s and Jason-1, launched in 2001, Jason-2,
launched in June 2008, and Jason-3 launched 17 January 2016 followed the initial mission and continued
its legacy. The MetOp and its successor MetOp-SG programmes are the current and future legacy to
enhance and expand the European EO capability.

2.6. Copernicus Sentinels

The Copernicus Sentinels program developed by the European Space Agency consists of a family
of missions designed for the operational monitoring of the Earth system with continuity up to 2030 and
beyond (Figure 1 and Table 1). The Sentinels’ concept is based on two satellites per mission necessary
to guarantee a good revisit and global coverage and to provide more robust datasets in support of the
Copernicus Services.

On-board sensors include both radar and multi-spectral imagers for land, ocean and
atmospheric monitoring:

Sentinel-1 is a polar-orbiting, all-weather, day-and-night radar imaging mission for land and
ocean services. Sentinel-1A was launched on 3 April 2014 and Sentinel-1B on 25 April 2016.

Sentinel-2 is a polar-orbiting, multi-spectral high-resolution imaging mission for land monitoring
to provide, for example, imagery of vegetation, soil and water cover, inland waterways and coastal
areas. Sentinel-2 can also deliver information for emergency services. Sentinel-2A was launched on
23 June 2015 and Sentinel-2B followed on 7 March 2017.

Sentinel-3 is a polar-orbiting multi-instrument mission to measure sea-surface topography,
sea- and land-surface temperature, ocean colour and land colour with high-end accuracy and reliability.
The mission will support ocean forecasting systems, as well as environmental and climate monitoring.
Sentinel-3A was launched on 16 February 2016 and Sentinel-3B has been launched on 25 April 2018.

Sentinel-5 Precursor—Sentinel-5P—polar-orbiting mission is dedicated to trace gases and aerosols
with a focus on air quality and climate. It has been developed to reduce the data gaps between the
Envisat satellite—in particular the Sciamachy instrument—and the launch of Sentinel-5. Sentinel-5P is
orbiting since 13 October 2017.
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Sentinel-4 is devoted to atmospheric monitoring that will be embarked on a Meteosat Third
Generation-Sounder (MTG-S) satellite in geostationary orbit and it will provide European and North
African coverage.

Sentinel-5 will monitor the atmosphere from polar orbit aboard a MetOp Second
Generation satellite.

Sentinel-6 will be a polar-orbiting mission carrying a radar altimeter to measure global sea-surface
height, primarily for operational oceanography and for climate studies.

Figure 1. Copernicus Sentinels 1 to 6 (left to right).

Table 1. Copernicus Sentinels launch dates and relevance in modelling application (aggregate use
refers to composites in space and time, while direct use refers to single observation).

Sentinel 1 Launch Date ESM Relevance

Sentinel 1A 3 April 2014 aggregate
Sentinel 1B 25 April 2016 aggregate
Sentinel 2A 23 June 2015 aggregate
Sentinel 2B 7 March 2017 aggregate
Sentinel 3A 16 February 2016 direct
Sentinel 3B 25 April 2018 direct
Sentinel 5P 13 October 2017 direct
Sentinel 6 2020 (expected) direct

Future Sentinels missions include polar-orbiting satellites dedicated to support an anthropogenic
CO2 monitoring capacity. In the longer term, thermal Infrared imagers with focus drought monitoring
and on polar regions are being planned, and a hyper-spectral instrument will enable more precise
agricultural monitoring.

Special focus here is given to the Sentinel-3 mission [46], jointly operated by the European
Space Agency (ESA) and the European Organisation for the Exploitation of Meteorological Satellites
(EUMETSAT), and which tackles precisely the scales of interest of our study and has operational
requirements. The objectives of Sentinel-3 are to measure sea-surface topography, sea- and land-surface
temperature and ocean- and land-surface color in support of ocean forecasting systems, and for
environmental and climate monitoring.

The Sentinel-3 satellites series ensures global, frequent and near-real time ocean, ice and land
monitoring, with the provision of observation data in routine, long term (up to 20 years of operations)
and continuous fashion, with a consistent quality and a high level of reliability and availability.
The Sentinel-3 mission addresses these requirements by implementing and operating the following
instruments, building on experience and heritage from the ERS and ENVISAT missions:

A dual frequency, delay-Doppler Synthetic Aperture Radar Altimeter (SRAL) instrument
supported by a dual frequency passive microwave radiometer (MWR) for wet-tropospheric correction,
and a Precise Orbit Determination package. This combined package provides measurements of
sea-surface height and topography measurements over sea ice, ice sheets, rivers and lakes.

A highly sensitive Ocean and Land Colour Imager (OLCI) delivering multi-channel wide-swath
optical measurements for ocean and land surfaces. With 21 bands (compared to the 15 on Envisat’s
MERIS) and a design optimised to minimise sun-glint, OLCI marks a new generation of measurements
over the ocean and land attaining a resolution of 300 m over all surfaces.
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A dual-view Sea and Land Surface Temperature Radiometer (SLSTR) delivering accurate surface
ocean, land, and ice temperature, with an accuracy better than 0.3 K. SLSTR measures in nine spectral
channels and two additional bands optimised for fire monitoring. SLSTR has a spatial resolution in the
visible and shortwave infrared channels of 500 m and 1 km in the thermal infrared channels. The swath
of OCLI and nadir SLSTR fully overlap.

Sentinel-3A and 3B were launched in February 2016 and April 2018, respectively. Full performance
will be achieved once both Sentinel-3A and 3B will be in routine operations at the end of 2018, with a
revisit time of less than two days for OLCI and less than one day for SLSTR at the equator. The satellite
orbit provides a 27-day repeat for the topography package, with a 4-day sub-cycle (defined as the
minimum number of days after which the ground track of the satellite nearly repeats itself within a
small offset).

The Sentinel-3 ground segment systematically acquires, processes and distributes a set of
pre-defined core data products to the users (see https://earth.esa.int/web/sentinel/missions/sentinel-
3/data-products).

An example of the sensor capability is given in Figure 2 for land surface temperature, vegetation
state (chlorophyll index) and snow cover.

Figure 2. Sentinel-3 derived kilometre-scale products for Earth System Modelling. (top) SLSTR Land
Surface Temperature monthly composite for September 2016 (Credit: D. Ghent, University of Leicester)
(middle) OLCI Terrestrial Chlorophyll Index April–May 2017 (Credit: University of Southampton–J.
Dash/Brockman Consult (S3-MPC)) (bottom panel) SLSTR Snow Extent Product, 5–10 April 2018
(Credit: ENVEO). Copyright: All figures contain modified Copernicus Sentinel data (2018), processed
by ESA, CC BY-SA 3.0 IGO.
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2.7. GOES, METEOSAT and Other Geostationary Satellites

Geosynchronous satellites have the great advantage of orbiting with the Earth’s rotation and
therefore of providing observations of the same location at high temporal frequency. Such capability is
particularly relevant for the estimation of variables rapidly changing with time over land and ocean
surfaces. EUMETSAT currently operates four satellites of the Meteosat Second Generation (MSG)
series over Europe and Africa (Meteosat-9, Meteosat-10 and Meteosat-11) and over the Indian Ocean
(Meteosat-8). The redundancy over the former (nominal 0◦E) disk allows a full disk service together
with a rapid scan service over Europe, keeping one satellite as backup. MSG series observations are
available for more than 14 years, since 2004. If combined with Meteosat First Generation satellites,
these can be extended back in time to the early 1980s, despite the poorer spatial and temporal samplings,
as well as lower spectral resolutions of that series.

The National Oceanic and Atmospheric Administration, NOAA’s operating strategy calls for two
GOES satellites to be active at all times, one satellite to observe the Atlantic Ocean and the eastern
half of the USA, and the other to observe the Pacific Ocean and the western part of the country.
GOES-16 (or GOES-East) positioned at 75◦W longitude and GOES-15 (or GOES-West) positioned at
135◦W longitude are currently, the two operational meteorological satellites in geostationary orbit
over the equator operated by NOAA. GOES-16 replaced GOES-13 on 8 January 2018 and GOES-15
replaced GOES-11 on 6 December 2011. Additionally, GOES-13 located at 60◦W supports Central and
South America to prevent data outages during the GOES-16 rapid scan operations, while GOES-14 is
maintained as on-orbit spare to replace either, GOES-15 or GOES-16, in the event of failure.

Russia’s new-generation weather satellite Elektro-L No.1 (GOMS-2) operates at 76◦E over the
Indian Ocean. India also operates geostationary satellites called INSAT-3D which carry instruments for
meteorology. China currently maintains three Fengyun geostationary satellites (FY-2E at 86.5◦E, FY-2F
at 112◦E, and FY-2G at 105◦E) in operations, while Japan maintains MTSAT-2 (very similar to GOES
satellites prior to GOES-16) located over the mid Pacific at 145◦E (although inactive since 10 March 2017)
and the Himawari-8 (with instruments similar to GOES-16/17) at 140◦E. Table 2 provides an overview
of geostationary satellite series launched until this day and their main coverage area.

Table 2. Geostationary satellites operated positions as of 2018. Operational position can vary over time.

Geostationary Satellite Agency
Operating
Longitude

Area Coverage

Meteosat First Generation series
(up to Meteosat-7) EUMETSAT

0◦E;
57◦E–63◦E;
50◦W

Africa, Europe, partly South
America; Indian Ocean Coverage

MSG series (Meteosat-8 to
Meteosat-11) EUMETSAT 0◦E; 9.5◦E;

45◦E
Africa, Europe, partly South
America ; Indian Ocean Coverage

GOES-East/West NOAA 75◦W; 135◦W

East Satellite: North and South
America, Atlantic Ocean; West
Satellite: North and South America,
Pacific Ocean

GOMS-2 Roshydromet 76◦E Eurasia, Indian Ocean

INSAT-3D ISRO 82◦E Asia, Indian Ocean

FY-2 CMA 86.5◦E; 105◦E;
112◦E Asia, Indian Ocean, Australia

MTSAT-2 JMA 145◦E
Asia, Indian and Western Pacific
Ocean, Australia (inactive since
10 March 2017)

Himawari JMA 140◦E Asia, Indian and Western Pacific
Ocean, Australia
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Accurate derivations of land surface temperature and land surface emissivity from satellite
measurements are difficult because the two variables are closely coupled. At the very surface,
the land surface temperature is characterised by a strong diurnal cycle that is driven by solar
radiation and is dependent on the exact sensing depth and thermal properties of soil and vegetation.
Geostationary observations with temporal samplings ranging between 30-min (earlier satellites) and
10-min are particularly suitable for monitoring variables with pronounced diurnal cycles, with the
exception of the polar regions where revisit times of polar orbiters are generally short. The Spinning
Enhanced Visible and Infrared Imager (SEVIRI) onboard MSG takes top-of-atmosphere measurements
within 12 bands, every 15-min and with spatial sampling of at least 3 km at nadir. SEVIRI-based
retrievals of Land Surface Temperature (LST) can therefore capture the high spatial and temporal
variability (see Figure 3, as example), which in turn are closely linked to surface conditions, such as
vegetation cover and state, or soil moisture availability. LSTs (or equivalently Sea Surface Temperatures)
are usually derived from top-of-atmosphere thermal infrared measurements in the atmospheric
window, by correcting for the atmospheric absorption and emission and surface emissivity. Such
surface temperature estimates are fairly close to actual observations [47], though they are restricted to
clear-sky conditions and to the disk field of view. Multiple geostationary satellites can be combined to
extend coverage, maintaining a good temporal sampling.

The use of satellite LSTs to understand and improve the modelling of land-surface processes is
still largely under-utilised [13,48]. The LST spatial and temporal variability reflects changes in the
surface energy balance. The amplitude and phase of the LST diurnal cycle are strongly linked to net
radiation and turbulent energy flux partitioning at the surface [49], and to surface properties such as
surface wind, the surface type and vegetation state, soil moisture availability, amongst others.

2.8. Ground-Based Networks

A great wealth of Earth system observations are available to constrain land surface state.
These observations continue to grow in volume and diversity but gaps still exist for certain key
parameters (e.g., soil moisture, snow depth and river discharge). Despite their limited coverage and
limited expansion, in situ observations continue to be the backbone of the observing system used
by NWP land-surface applications. Some of the key in situ parameters used in NWP are: surface
pressure, 2 m temperature, 2 m humidity, snow depth, soil temperature and wind (see Figure 4).
They are mainly provided by the Synoptic Operations (SYNOP) and METeorological Aerodrome Report
(METAR) networks and by radiosondes. These observations are used to constrain the atmospheric
model, land-surface and snow analyses together. Large spatial gaps and representativity issues [50]
continue to affect soil moisture and snow observations. In addition, most variables are retrieved in
the atmosphere so that the constraint on the land surface is only indirect. Indeed, for instance, the
soil moisture updates reflect changes in the surface energy partitioning, which affects the atmosphere
(e.g., air temperature and humidity). Any incorrect physical representation between the surface (soil
moisture) and the atmosphere (fluxes) would lead to incorrect soil moisture inversion.
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Figure 3. Median Land Surface Temperature (LST, ◦C) for all 12 UTC LST estimates in July 2016,
derived from GOES-13, MSG/SEVIRI and Himawari-8 observations (upper panel; the circles mark the
respective 70o disks). The median LST diurnal cycle for July 2016 is shown in the lower panels, for two
pixels (desert landscape in Northern Africa, lower-left, and Savannah in South America, lower-right).

In the past five years, the number of observations available from the SYNOP (Synoptic
observations) and METAR (Meteorological Report at the Airports) has increased (Figure 5) thanks to
the inclusion of automatic data reports not previously considered.

Long-term, large scales networks of ground measurements are also of paramount importance.
For instance, detailed ground based soil moisture information is provided by in situ soil moisture
databases such as the International Soil Moisture Network (ISMN) [51]. Ground-based measurements
of soil moisture and temperature from ISMN [52–55] have been used to evaluate the European
Centre for Medium-Range Weather Forecasts (ECMWF) operational analyses, forecasts and reanalyses
ability to represent soil moisture and temperature. Verification studies using in situ networks
contribute to a better understanding of the deficiencies in models and point to processes that need a
better representation.
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Figure 4. Number of available observations per unit area of 1◦ × 1◦ from the SYNOP and METAR
networks in January, February and March 2018 for 2 m temperature (upper) and snow depth (lower).
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Figure 5. Daily global data counts from SYNOP and METAR observations. The sudden increase of
data counts in 2013 is related to the inclusion of existing METAR observations not previously sourced.

Particular attention must also be devoted to rainfall measurements, for which numerous datasets
exist combining in situ rain gauge observations from the SYNOP and SYNOP-like national networks
with satellite and ground-based remote sensing to obtained gridded products, as recently compared in
a study [56]. The combination of multi-sources observations with models to ensure meteorological
consistency is advocated as a way to increase accuracy. However, precipitation estimation for
hydrological applications remains a challenge and motivates the continuous effort of the International
Precipitation Working Group (IPWG), a permanent Working Group of the Coordination Group for
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Meteorological Satellites, active since 2001 [57]. Despite the effort of data collection of long term
precipitation observations e.g., [58], a precipitation dataset that can support climate change studies
and can be readily considered in reanalysis, remains largely unavailable. Earth system models also rely
increasingly on non-atmospheric ground-based observation networks including information on river
discharge from river gauging stations such as the databases held by the WMO Global Runoff Data
Centre (GRDC) and groundwater levels from wells. Such networks are notably at risk from decline in
network coverage and restricted national-scale data access [59]. More comprehensive coverage of the
in situ networks availability is included in the status report of the global observing system for climate
by GCOS in 2015 [60].

2.9. Ocean-Based Networks

The ocean in situ observations coordinated under the Global Ocean Observing System (GOOS,
http://www.goosocean.org) is a sustained observing system, unified by the Framework for Ocean
Observing [61], designed to provide access to timely ocean observations. In many cases, data are
telemetered to data centers in near real-time for assimilation into NWP. Higher quality data are
also available in delay mode and can be used for validation and evaluation of processes. With its
unique status within the United Nations system, GOOS has been able to gather a network of
independently-managed and independently-funded observing elements. The network includes Argo
floats [62–64], surface drifters [65], OceanSITES moorings (http://www.oceansites.org), and ships
(http://www.jcommops.org/sot). GOOS surface Essential Ocean Variables include sea state, ocean
surface stress, sea ice, sea surface height, sea surface temperature, surface currents, sea surface salinity,
and ocean surface heat flux, with the turbulent heat flux typically measured as a bulk flux from
state variables.

3. Earth Surface Modelling Advances and Links with EO Datasets

In this section, we describe some of the progress that has been made over the last few years
in modelling that can be directly linked to EO data availability. For instance, advances in different
land-surfaces components introduced in the ECMWF operational forecasts can be linked to availability
of key observational datasets. It is acknowledged that surface related developments need to be
discussed in the wider context of Earth system modelling. Common areas of development in
surface parameterisation going towards environmental applications are presented by clustering the
following groups: land-surface reservoirs, land-atmosphere fluxes, land-surface properties, inland and
open waters.

3.1. Land-Surface Reservoirs

The land surface is an important component of the Earth system and numerical weather prediction
and climate models are evolving continuously to include more of its natural complexity. The relevance
of an accurate description of the land surface for atmospheric modelling has been widely established
in the scientific community for over thirty years [66–69]. The land controls the partitioning of available
energy at the surface between sensible and latent heat fluxes, which in turn has a strong impact on the
atmospheric heat and moisture budgets, especially on diurnal time scales. The land also determines the
partitioning of available water between evaporation, drainage and runoff. The water fluxes and storage
terms interact with the land morphology forming lakes and rivers. The land surface influences weather
and climate on all time and space scales [70,71], and responds actively to modifications of weather
patterns and climate change [72]. The role of the land surface in Earth system models is to provide a
consistent description of the water, energy and carbon exchanges (between atmosphere, biosphere,
hydrosphere, and cryosphere) at various time scales ranging from hours to decades. Many sensitivity
studies have shown that the description of physical processes of continental surfaces can significantly
affect the prediction of meteorological variables such as precipitation, wind or temperature in the lower
troposphere [73–77]. Evapotranspiration directly affects weather parameters such as temperature,
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humidity, boundary layer development and clouds [78–82]. Furthermore, a strong feedback between
evaporation and precipitation exists which appears to be negative at the convective scale [83–86]
and positive at the continental scale [84]. This feedback involves soil water in the root-zone layer,
which is one of the most important variables controlling large-scale continental summer temperature
extremes [87,88].

The way land surfaces store and regulate water and energy fluxes is firstly controlled by soil
moisture in the unsaturated zone, snow, ground water, lakes and open water. Such water bodies
are de facto reservoirs of energy and water and have a “memory” much longer than atmospheric
components (on the order of a few days). Secondly, the energy and water fluxes are also controlled
by land use/management and biosphere [72], which are complex, heterogeneous and difficult to
characterize in practise. Modelling upgrades can be clustered in two areas of development:

• Enhanced realism of the representation of water and energy stocks in soil, snow and inland water
bodies, via parameterisations and physiography revisions.

• Improved fluxes for land-atmosphere energy and water exchanges, inclusion of natural and
anthropogenic carbon emissions, and improved river discharges.

These developments are summarised in the following subsections: soil, snow, vegetation
and river hydrology development are illustrated in light of the EO dataset that have guided the
model improvements.

3.1.1. Soil

Soil is a porous medium that can store water, energy and carbon and these can be exchanged with
the atmosphere and the oceans via transport mechanisms. The observations within the soil layer are
typically in situ measurements, while remote sensing data can only penetrate the top few centimeters;
therefore, a combination of satellite based and in situ based information is essential in constraining
soil models. The amount of water in the soil and its vertical distribution in the column are important
for the regulation of heat and water vapor fluxes towards the atmosphere and involves a range of time
scales from minutes to years in the coupled land-atmosphere system.

For example, at ECMWF, the Hydrology—Tiled ECMWF Surface Scheme for Exchanges over
Land (H-TESSEL, [89])—has included a revised soil hydrology developed and tested for the global
scale. These model developments were a response to known weaknesses of the TESSEL hydrology
as used in the ERA-Interim reanalysis: specifically the choice of a single global soil texture, which
does not characterize different soil moisture regimes, and a Hortonian runoff scheme which produces
hardly any surface runoff. Therefore, a revised formulation of the soil hydrological conductivity and
diffusivity (spatially variable according to a global soil texture map) and surface runoff (based on the
variable infiltration capacity approach) were introduced in the Integrated Forecasting System (IFS) in
November 2007, and is used in weather and sub-seasonal-to-seasonal forecasting applications and
climate reanalysis products at ECMWF.

The soil hydrology revisions involved the use of selected field sites as well as global atmospheric
coupled simulations and data assimilation experiments [89]. Figure 6 illustrates the impact of these
hydrology changes on the water budget of a number of European river catchments. H-TESSEL
increases the seasonal amplitude of the Terrestrial Water Storage (TWS, Figure 6) change due the
increased water holding capacity of the soil resulting from the new hydrological parameters and
soil texture. The H-TESSEL scheme compared better than TESSEL with the terrestrial water storage
dataset [90], which was derived as the residual of reanalysed atmospheric moisture convergence and
observed river catchment runoff and referred to as the Basin Scale Water Budget (BSWB) dataset.
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Figure 6. Monthly Terrestrial Water Storage (TWS) changes (left panel) for the Central European
catchments Wisla, Oder, Elbe, Weser, Rhine, Seine, Rhone, Po, North-Danube (the coverage is shown in
the right panel). The curves are for TESSEL (GSWP-2-driven, green line), H-TESSEL (GSWP-2-driven,
blue line), TESSEL in ERA-40 (black dashed line). The red diamonds are the monthly values derived
from atmospheric moisture convergence and runoff for the years 1986–1995 in the BSWB dataset [90].

Bare ground evaporation was improved by adopting a lower soil water content threshold for
evaporation than the one used for vegetation. The most right panel of Figure 7 shows the difference
in Root Mean Square Error (RMSE) of soil moisture between the revised model and the old model.
RMSE is computed with respect to in situ measurements of soil moisture over the United States of
America [54].
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Figure 7. Mean soil moisture in the ECMWF model (August 2010), before (BEVAP OLD, upper left)
and after (BEVAP NEW, upper right) the bare soil evaporation revision, evaluated using the US in situ
soil network (lower left) to calcuate the difference in soil moisture Root Mean Square Error when using
the revised bare soil evaporation threshold instead of the old model version (curve with dots, lower

right)). The solid curve indicates the number of in situ observations in each of the bare soil fraction
classes. For further details, see Figures 1, 2, 4 and 5 in [54].
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The new bare ground H-TESSEL evaporation formulation resulted in more realistic soil moisture
values when compare to in situ data, particularly over dry areas. Considering ground measurements
sites where fraction of bare ground was greater than 0.2, The Root Mean Squared Difference (RMSD)
of IFS’s soil moisture with the observations decreased from 0.110 m3 m−3 to 0.088 m3 m−3.

Figure 7 illustrates the impact of the new parameterisation on soil moisture over the USA. The old
and new schemes (first and second panel from the left) shows the August soil moisture in the western
part of the USA is much lower than with the old scheme. These changes correlate with the bare ground
fraction (third panel). This is clearly beneficial, as can be demonstrated by verification based on the
Soil Climate Analysis Network (SCAN) over the USA (see Figure 7 for the location of the stations).
The positive differences in the right panel of Figure 7 indicate a reduction of the root-mean-square error
(RSME) of soil moisture particularly at high bare ground fractions. A better match with Soil Moisture
and Ocean salinity (SMOS) satellite observations [53] reinforced the generality of the results obtained
from the in situ comparison, and confirmed once again the synergy of satellite and ground-based
observations for the model development.

At NASA, the Catchment land surface model [91] has been continuously developed for use
in the Goddard Earth Observing System NWP and reanalysis products [92] and the SMAP L4SM
product. The latter product in particular depends critically on the skill of the land surface model.
Some of the model developments prior to the launch of SMAP were focused on a revised set of soil
texture and soil hydraulic parameters [93], as well as on the calibration of the microwave radiative
transfer model that converts the modeled soil moisture and temperature values into L-band passive
microwave temperatures [94]. Within the L4SM assimilation system, these modeled radiances were
then confronted with the SMAP observations, with deviations between the modeled and observed
radiances resulting in adjustments to the modeled soil moisture [95].

Since the first release of the L4SM product in 2015, new input parameter datasets for land
cover, topography, and vegetation height were derived based on recent, high-quality satellite
observations [96,97]. Land cover inputs were updated using the GlobCover2009 product, which
is based on satellite observations from the Medium Resolution Imaging Spectrometer. Topographic
statistics now rely on observations from the Shuttle Radar Topography Mission. Finally, vegetation
height inputs are derived from space-borne Lidar measurements. Additionally, SMAP Level-2 soil
moisture retrievals [98] were used to calibrate a particular Catchment model parameter that governs
the recharge of soil moisture from the model’s root-zone excess reservoir into the surface excess
reservoir [99]. Specifically, the replenishment of soil moisture near the surface from below under
non-equilibrium conditions was substantially reduced, which brought the model’s surface soil moisture
better in line with the SMAP Level-2 soil moisture retrievals (not shown).

The benefits of this change are illustrated in Figure 8, which shows that the surface soil moisture
dynamics from the new model better agree than the old model with independent in situ measurements
at SMAP core validation sites [45].

Figure 8a shows an example of surface soil moisture time series for one such site at Little River,
Georgia, USA. Figure 8b quantifies the improvements across 18 sites. Between the old and new
model versions, the average correlation increased from 0.64 to 0.67 and the bias decreased from
0.032 to 0.017 m3 m−3, respectively, while the unbiased RMSE remains unchanged at 0.041 m3 m−3.
The improved Catchment model version will be used in future versions of the L4SM product, thereby
resulting in an improved soil moisture data product.
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Figure 8. Surface soil moisture at Little Washita, OK, USA for two versions of the NASA Catchment
model (a). Average surface soil moisture skill (b) in terms of time series correlation (R), bias, and
unbiased root mean squared error (RMSE) (or standard-deviation of the error). Skill is measured vs. in
situ measurements from 18 SMAP core validation sites [45] and then averaged across the sites. The
improved model version (NRv7.2) uses updated land cover, topography, and vegetation parameters
based on remote sensing observations and was further calibrated using SMAP soil moisture retrievals.

3.1.2. Seasonal Snow Cover

Snow acts as a fast climate switch [100] with implications ranging from weather forecasts to
climate change projections. Among the main evidence of the importance of snow in the Earth System,
we can enumerate: (i) the snow albedo feedback, (ii) driver of sub-seasonal to seasonal atmospheric
predictability, (iii) important role in the recent Arctic amplification and (iv) its impact on future
water resources [101]. The snowpack lying on top of the soil affects the evolution of atmospheric
temperatures via its high albedo and its thermal insulation capacity that can create a decoupling
between the soil and the atmosphere [102–104]. This snow insulating effect causes strong temperature
inversions near the surface in winter, which represents a challenge for daily minimum temperature
forecasting. Snow also affects the freezing of water in the soil, with an impact on the hydrology
in spring, on near-surface temperatures and on the stable boundary layer development [105–107].
Snow cover also acts as a water reservoir, which is released by snowmelt in the spring, influencing
runoff, soil moisture, evapotranspiration and thus precipitation and the entire hydrological cycle [108].
Until 2009, the snow pack was parameterised in H-TESSEL following Douville et al. [109]. The snow
pack was represented with a single layer of dry snow (i.e., neglecting liquid water) with four snow
prognostic variables: mass, albedo, density and temperature. Snow albedo decreased in time at an
exponential or linear rate, for melting and normal conditions respectively, and snow density increased
with time according to an exponential relaxation.
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With the participation of H-TESSEL in the snow model inter-comparison project 2
(SnowMIP2, [110]), and after the soil hydrology revision presented in the previous subsection, several
shortcomings of the Douville snow pack representation were identified such as the lack of liquid
water representation with freeze/thaw cycles during the melting season, unrealistic evolution of snow
density, and unrealistic albedo of shaded snow (i.e., snow under high vegetation). These shortcomings
were partially addressed with a full revision of the snow pack parameterisation in 2009 [111] including:
(i) a new parameterisation of snow density, (ii) a liquid water reservoir and (iii) revised formulations
for the sub-grid snow cover fraction and snow albedo. In offline mode, forced with near-surface
observations, the revised scheme reduced the end of season ablation biases from ten to two days in
open areas, and from 21 to 13 days in forest areas. The evolution of snow mass, depth and density
during one winter season at the Fraser forest and open stations is shown in Figure 9, a research location
in the Rocky Mountains, CO, USA. The results show the improvements of the snow scheme revision
(NEW) with respect to the version used in ERA-Interim, labelled as control (CTR). The new snow
density parameterisation increased the snow thermal insulation, reduced soil freezing, improved the
hydrological cycle, and substantially reduced a warm winter bias compared to Siberian screen-level
(2m) observations (not shown).

The dramatic change in surface reflectivity when snow is present has been widely explored using
EO data, in particular in the visible range, and is mainly limited by cloud presence and contamination.
The detection of snow on the surface was one of the first applications of EO data associated with
surface characteristics and it is currently one of the surface variables with longer observed datasets
using remote sensing. Furthermore, it is the main direct data source in land-surface assimilation in
several operational weather forecasting centers [112]. In addition to snow presence, snow mass is an
important water reservoir and there have been many studies focusing on the retrieval of snow mass
from satellite [113].

Monitoring of snow cover area is well established based on optical data, whereas current Snow
Water Equivalent (SWE, i.e., the total water mass in liquid equivalent) products mostly rely on passive
microwave measurements [114]. Active microwave measurements at high frequency (Ku-band)
are sensitive to volume scattering of the dry snow as well as the wet or dry status of the snow
cover [115]. They are therefore also relevant for future mission concepts dedicated to accurate snow
water equivalent retrieval from space. Dry snow is, however, largely transparent at lower frequencies
(C or L-bands), making it a challenge to observe snow from space [116,117].

Physically-based forward models that rely on a good understanding of the electromagnetic
interactions with the snowpack are best suited to obtain consistent retrievals of snow macrophysical
and microphysical properties or for data assimilation in NWP systems. The new generation
of snow forward models, such as the Snow Microwave Radiative Transfer (SMRT), account for
multi-layer snow emission and backscatter [118]. Using satellite data from microwave sensors with
appropriate multi-layer forward modeling and retrieval approaches for the snow microwave properties
characterisation is of great interest to support physically based multi-layer snow model developments.
Recent studies showed that SMOS data [119] and ground-based L-band measurements [120] could
give insight on snow density and liquid water in snow using a two stream approach. This is promising
for constraining model errors in snow depth that are not associated with snow mass but with its state
of compaction.
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Figure 9. Offline simulation results with the older (CTR ECMWF) snow scheme (black line—before
2009 revision), and NEW (red line—after 2009 revision) for the 2004–2005 winter season at Fraser
forest (a–c) and open (d–f) sites. Snow mass (a,d), snow depth (b,e) and snow density (c,f) are shown,
with time on the x-axis (from 1 October 2004 to 1 June 2005). Observations are represented by open
blue circles.

3.1.3. Permanent Snow and Ice

In glaciers and over ice-sheets such as Antarctica and Greenland, the representation of snow for
weather and seasonal forecasting has slightly different challenges. The spatial variability is somewhat
reduced and open-snow is the dominant cover. There is also less emphasis on the mass balance as this
is often not directly relevant. It is, however, essential to correctly represent the albedo to resolve the
snow energy balance with a particular focus on melting. EO snow albedo, along with snow cover,
plays a crucial role in model evaluation and development [121] with some important examples of data
assimilation [122].

The surface skin temperature provides information particularly over Antarctica where polar
orbiting satellites have multiple passages per day. The presence of snow largely affects the diurnal
cycle of LST, for which current state-of-the-art models show some limitations. Recent results have
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also shown the potential for monitoring internal temperature of the ice sheet in Antarctica [123,124]
using SMOS data. EOs can provide reliable information of LST over snow and ice in clear-sky
conditions [125]. However, its application for model evaluation has been limited so far because of the
poor coverage of geostationary satellites in high latitudes and because of the low temporal resolution
of polar satellites far from the poles. LST data have been used to evaluate the diurnal cycle of skin
temperature in the ECMWF ERA-Interim reanalysis over Antarctica, showing a homogeneous and
persistent (throughout the year) warm bias over the Antarctic plateau [126]. Numerical experiments
by [127] indicated that this could be associated to the high thermal inertia of deep snowpacks in the
bulk (single-layer) snow scheme used in the reanalysis model (see Figure 10), indicating the potential
of more sophisticated multi-layer snowpack schemes in future operational weather forecasting models.

–50

–55

–60

–65

–70

–75
05/08 09/08 13/08 17/08 21/08 25/08

–45

Su
rfa

ce
 te

m
pe

ra
tu

re
 (T

sk
°C

)

BSRN
MODIS

CTR
DSN

Figure 10. Time-series of the land surface (skin) temperature (LST, Celsius) at the south-pole for in situ
observations (BRSN), MODIS satellite data (MODIS), numerical experiment with the bulk (single-layer)
snow scheme (CTR) and numerical experiment with the thermal depth of the snow reduced by a factor
of 10 (DSN), the latter being a proxy for the potential impact of a multi-layer snow scheme. It is clear
that DSN has a larger amplitude LST diurnal cycle than CTR, and a better representation of strong
cooling events [127].

3.1.4. Vegetation and Carbon Cycle

The biosphere plays a prominent role in regulating the flux of gases, energy and momentum
into the atmosphere, so it is important to properly represent it in models. Parameterisations of the
biosphere are simplified representations of the natural processes in which the spatial scales of interest
such as the plant, field or watershed remain largely sub-grid in the foreseeable future and can only
describe the main feedback mechanisms sometimes marred by sizeable systematic errors. A key
characteristic for water vapour and carbon fluxes modeling is the so-called canopy resistance, which is
a bulk representation of stomatal resistance, vegetation type and leaf area. The stomata are leaf pores
through which the plants absorb carbon dioxide and transpire water vapour.

There are continuing efforts to calculate large-scale evapotranspiration using EO data.
Globally available products include MODIS [128], GLEAM [129,130], SEBS [131] and PT-JPL [132],
FLUXCOM [133] or WECANN [134]. Since evapotranspiration cannot be observed directly from
radiative, observable properties of the surface and atmosphere, typically the models use EO data such
as radiation, rainfall and soil moisture to train or derive simple models.
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Refs. [135,136] focused on evaluating these products using flux tower and river streamflow under
the LandFlux-EVAL initiative. They found significant differences between the products, which limited
their use for model evaluation. More recently, Refs. [137,138] have assessed the latest products.
They conclude that (i) the models tend to overestimate soil evaporation, (ii) the way the models treat
soil moisture stress is important and that (iii) finding ways to evaluate the split of evapotranspiration
into its three components (transpiration, soil surface and interception evaporation) is currently not
possible but a critical task for the future. For the latter, Ref. [139] showed that the flux attribution is a
complex issue.

Despite these caveats, it is imperative that developers use observed data to evaluate their models.
To that end, iLAMB (integrated Land Atmosphere Model Benchmarking, [140]) was developed as a
shared framework for large-scale model evaluation. It was used by the EartH2Observe project [141] to
evaluate a suite of ten models including the evaluation of evaporation against the GLEAM EO product.
As other researchers, they found that the comparison had limited value due to limited accuracy of the
EO product.

In the ECMWF land surface scheme, the Leaf Area Index (LAI) expresses the phenological
phase of vegetation (growing, mature, senescent, dormant). Initially it was kept constant [142] and
assigned using a look-up table depending on the vegetation type. Thus, vegetation appeared to be
fully developed throughout the year. In November 2010, Ref. [143] modified this and introduced a
seasonality of vegetation via a LAI monthly climatology based on the MODIS (collection 5) satellite
product by [144]. The new monthly LAI climatology was shown to affect particularly the spring
season when the radiative forcing is already strong, but when the vegetation not yet fully developed.
The sensitivity generally indicated a warming of the spring as a consequence of the lower LAI and
reduced evaporation (and consequently more sensible heat flux). This resulted in a reduction of the
systematic 2-m temperature errors in the spring [143].

Recently, the Copernicus Global Land Service (CGLS) products of surface albedo and LAI based
on observations from the SPOT-VEGETATION and PROBA-V sensors [145] have become available
in near real-time (NRT) with an operationally-maintained production chain. However, the direct
use of these products within a NWP system is not possible without quality checks given the spatial
and temporal discontinuities they may contain. A direct assimilation of LAI and surface albedo
products using optimal interpolation analysis with the ECMWF NWP system was explored and
evaluated for anomalous years [146]. It was shown that: (i) the assimilation of these products enables
detecting/monitoring extreme climate conditions where the LAI anomaly could reach more than 50%
and the albedo anomaly could reach 10% (Figure 11), (ii) extreme LAI anomalies have a strong impact
on the surface fluxes, while for the albedo, the impact on surface fluxes is small, (iii) neutral to slightly
better agreement with in situ surface soil moisture observations and surface energy and CO2 fluxes
from eddy–covariance towers is obtained, and (iv) in forecast mode, the assimilation of LAI reduces
the near-surface air temperature and humidity errors both in wet and dry cases, while the albedo has a
small impact, mainly in wet cases, when albedo anomalies are more noticeable.

3.2. Land–Atmosphere Fluxes

3.2.1. CO2 Natural Ecosystem Exchange

More recently, the ECMWF land surface scheme has been extended with a carbon dioxide module
based on the A-gs model [147]. The reason for adopting simple vegetation and carbon dioxide
schemes, is that these are suitable for the NWP setup where environmental factors are controlled by
meteorological forcing and constrained by data assimilation. The model relates photosynthesis to
radiation, atmospheric carbon dioxide (CO2) concentration, soil moisture and temperature. Ecosystem
respiration is based on empirical relations dependent on temperature, soil moisture, snow depth
and land use [148]. The CO2 module parameters are optimised by vegetation type considering the
Gross Primary Production (GPP) and the Ecosystem Respiration (Reco). Together, they compose the
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Net Ecosystem Exchange (NEE) of CO2 between biosphere and atmosphere. The FLUXNET-based
in situ observations from different climate regimes (http://www.fluxdata.org/), combined with a
benchmarking systems similar to iLAMB [140], was used for parameter optimization by minimizing
flux errors. Subsequently, a different year of the FLUXNET data was used for verification.

Figure 11. Relative anomaly [%] with respect to mean (1999–2012) climate of Leaf Area Index (LAI)
(left) and broadband diffuse albedo (right) for (a) August 2003; (b) July 2010 and (c) November 2010.
Regions of interest are zoomed in.

The seasonal cycle of NEE is illustrated in Figure 12 for six sites with different biomes. Two
model configurations are shown: the first uses a stomatal resistance formulation for evaporation
that is controlled by the photosynthesis module (C-TESSEL), and the second uses the Jarvis-based
stomatal resistance for evapotranspiration (CH-TESSEL). In addition, the CASA climatology
(Carnegie–Ames–Stanford Approach, [149] ) is shown because it is extensively used in the community
and it was previously used as a boundary condition for atmospheric CO2 in the MACC (Monitoring
Atmospheric Composition and Climate) project. Although it is difficult to draw firm conclusions,
it is clear that the errors in NEE are large and vary dramatically from site to site, and differences
between C-TESSEL and CH-TESSEL are small compared to the errors. The correlation between model
NEE and observations averaged over 34 flux tower sites is 0.37 for CASA, 0.68 for C-TESSEL and
0.65 for CH-TESSEL. Both TESSEL versions have a correlation of about 0.80 for sensible and latent
heat fluxes [148]. The substantial improvement of C-TESSEL/CH-TESSEL with respect to the CASA
climatology is significant because it suggests that the real-time meteorological variability is a key
driver of the NEE variability.
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Figure 12. Seasonal cycle (2004) of 10-day averaged offline simulated (lines) and observed (blue dots)
Net Ecosystem Exchange μmol m−2 s−1 for C-TESSEL (with A-gs, black line), CH-TESSEL (with
Jarvis-type evaporation, red line) and CASA-GFED3 (green line) at diverse FLUXNET observational
sites in the panels (a–f) representative of different biomes: (a) Southern Great Plains site-Lamont, US;
(b) Monte Bondone, Italy; (c) Tonzi Ranch Sierra Nevada, US; (d) Morgan Monroe State Forest, US;
(e) Saskatchewan Western Boreal, Mature Black Spruce forest, Canada; (f) Castelporziano, Italy.

Correlations coefficients of the two components of NEE, GPP and Reco, compared with tower
observations (0.8 for both fluxes, on average over 34 sites) indicate much higher skill and confirm the
robustness of these results. NEE is a small residual of GPP and Reco; therefore, a correlation coefficient
above 0.6 is highly relevant. Again, C-TESSEL and CH-TESSEL show similar performance, with site to
site variability attributed to representativity of the model grid-box [148]. CH-TESSEL has also been
evaluated in coupled integration mode for the 2003 to 2008 period.
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Figure 13. Atmospheric CO2 anomalies associated with the passage of a low pressure system over N.
America: (a) CO2 anomalies above the well-mixed background CO2 at different levels in the vertical:
grey near the surface, cyan at 850 hPa, blue at 500 hPa and dark grey at 300 hPa on 24 September 2010.
The anomalies are defined as CO2 dry molar fraction above the background value of 392 ppm for both
near the surface and at the 850 hPa levels, and above the background value of 388 for the 500 and 300
hPa levels. The locations of the observing site of the Park Falls Tower (Wisconsin, USA) is depicted by
a red triangle. The black contours of mean sea level pressure show the location of the centre of low
pressure systems; (b) daily mean dry molar fraction (ppm) of CO2 from measurements (black) and
forecasts (cyan) at Park Falls in September 2010. The observations are courtesy of NOAA Earth System
Research Laboratory [150].

The operational CAMS (Copernicus Atmosphere Monitoring Service) atmospheric CO2 analysis
and forecast system has been using the online NEE fluxes from CH-TESSEL ever since its introduction
in the IFS, replacing the offline CASA fluxes from the GFED dataset [151]. Extensive testing of
this online configuration shows that the global CO2 atmospheric inter-annual variability is well
simulated [152]. The correlation of global CO2 with observationally based estimates is 0.70. The global
CO2 forecast has high skill in simulating day-to-day synoptic variability, which is crucial in order to be
able to assimilate atmospheric CO2 observations.

Figure 13 illustrates the spatial and temporal CO2 synoptic anomalies associated with the passage
of synoptic weather systems over North America. The CO2 forecast can represent the peaks of CO2
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observed at Park Falls (Wisconsin, USA) originating mainly from the advection of high CO2 anomalies
generated at the surface within the warm conveyor belt of synoptic low-pressure systems. Modelling
day-to-day variability of the CO2 fluxes from vegetation compared to using equivalent monthly mean
fluxes with a diurnal cycle enhances significantly the atmospheric CO2 variability and skill. Again,
this illustrates the advantage of modelling the CO2 fluxes inside the IFS with real-time meteorology.
Despite the synoptic skill provided by the NEE synoptic variability, the model suffers from substantial
biases in the biogenic CO2 fluxes (GPP and Reco). These biases are diagnosed and corrected by
comparing the model budget with a reference budget from a flux inversion system [153] based on in
situ observations of atmospheric CO2 at the surface [154]. The biogenic flux adjustment scheme of [153]
addresses the important task of reconciling the bottom-up and top-down estimates of CO2 fluxes. The
benefits are a substantial reduction in the atmospheric CO2 biases as well as a useful diagnostic to
guide model developement. New data sets based on FLUXNET data [155] or satellite observations of
Solar Induced Chlorophyll Fluorescence [156] can also be used to improve the attribution of the errors
associated with GPP and Reco.

3.2.2. CH4 Natural Methane Fluxes

Recent trends in atmospheric CH4 are not well understood and attribution using surface networks
is underdetermined [157]. The relatively short CH4 atmospheric lifetime of 9.8 years [158] and the
combination of anthropogenic and natural sources make CH4 a suitable species for spatial and temporal
analysis using EO. Near-surface CH4 sensitivity provided by the GOSAT satellite has been available
since 2009 and provides retrievals using the light-path proxy approach from shortwave infrared
radiances. To improve attribution and aid model development, retrievals of methane isotopologues,
such as 13CH4, could be used in the future. These retrievals are currently limited to stratospheric
retrievals using the Atmospheric Chemistry Experiment (ACE) satellite [159] and remain a challenge
for tropospheric instruments.

Wetlands are the most dominant source of CH4, contributing about 30% to the total flux [160].
Large uncertainties have been identified in both the spatial and temporal distribution of wetland
CH4 fluxes provided by land surface models [161]. Major impacts can be seen when simulating
long-term CH4 emissions taking into account different vegetation classes [162]. Ref. [163] used GOSAT
column CH4 (XCH4) to evaluate wetland emissions from the Joint UK Land Environment Simulator
(JULES, [164]). The detailed spatial and temporal resolution of GOSAT data permitted evaluation of
the model performance over specific wetlands, which provided insight into some of the causes of
model uncertainty. Bias in the modelled fluxes highlighted a failure to capture large scale, river fed,
wetlands in the Pantanal region during high rainfall years. This is most likely caused by a lack of river
routing in the model or by a misrepresentation of methanogenesis in high flood waters. In 2009/2010,
the Paraná River region experienced a flood event that caused a spike in CH4 concentration retrieved
from GOSAT; this was not reproduced in JULES, highlighting the need to include representation of
over-bank inundation in the model.

Figure 14 shows the model failure to transport surface moisture, via river runoff, from the rainfall
region in Southern Brazil down the Paraná River towards Paraguay and Argentina. The lack of river
routing within the model causes a spatial bias in wetland area in JULES when compared to the GRACE
satellite water storage anomaly, resulting in misrepresentation of modelled CH4 fluxes.
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Figure 14. Maps of the Paraná region for November 2009 to February 2010 showing (top–left,
clockwise): GOSAT-JULES difference, JULES wetland emissions, JULES wetland fraction, GRACE
water storage anomaly, Sustainable Wetland Adaptation and Mitigation Program (SWAMP) wetland
fraction and JULES rainfall amount [163].

3.2.3. Vegetation Water Fluxes

Transpiration dominates the continental water cycle [165–167]. It is therefore crucial to better
represent and constrain vegetation activity and its contribution to the continental energy and water
cycles. Historically, continental microwave remote sensing has been focusing on soil moisture
retrieval [168,169]. Vegetation was mostly considered during the retrieval of surface soil moisture as a
by-product as it affects the signal penetration to the surface [170,171]. The attenuation of the microwave
signal when passing through the vegetation layer depends on the so-called Vegetation Optical Depth
(VOD). The VOD depends on the frequency of the sensor, on the water content of the plant (trunk,
branches, leaves) as well as on the biomass [172–178]). As such, there has been recent interest in using
VOD to assess biomass changes [37,39,178–181] or plant water stress strategies [177]. The VOD might
prove especially useful in regions where soil moisture retrieval is especially complicated by dense
vegetation coverage (e.g., forested landscape). C or X-band do not penetrate much into the canopy and
are more sensitive to the top part of the canopy. Figure 15 shows that L band is sensitive up to very
dense canopies (300 Mg/hectare) enabling the probing of almost all vegetation canopies [182]. A further
advantage of the VOD is that data can be acquired even in the presence of clouds. C-band senses a
thicker layer of the canopy and branches so that the signal somewhat differs from the X-band signal
especially in humid regions with dense canopy coverage such as the Amazon rainforest (Figure 16).
The lower frequency signal, in L-band, senses a thicker vegetation layer corresponding to the above
ground biomass such as the ones derived in [183] (Figure 15).
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Figure 15. Relationship between Above ground Biomass (AGB) in Mg/hectare and Normalized
Difference Vegetation Index (NDVI) data from X-band, C-band and L-band Vegetation Optical Depth
(VOD, left panel). The right hand panel shows AGB data versus VOD from SMOS L-band observations
(red dots) [183].

Most of our observations of the land surface relate to surface variables (soil moisture, biomass,
vegetation coverage among others) but ultimately one of the key objectives is to better constrain the
vegetation water, energy and carbon fluxes. Recently, direct observations of a proxy for photosynthesis
have been made possible, at the global scale using Solar-Induced Fluorescence (SIF) [184–192]). SIF is a
by-product of photosynthesis, which is directly related and even nearly-proportional to photosynthesis
in most conditions and is a direct indicator of vegetation stress [156]. One of the advantages of SIF
is that it provides information that is not included in the other datasets (e.g., vegetation indices or
VOD). Indeed, SIF is able to correctly capture the seasonal cycle across diverse climates dominated by
phenology and temperature (Figure 16 top panel the northeastern US), by temperature and water stress
(Figure 16 middle panel Mediterranean Spain) or in rainforests, where vegetation indices struggle to
correctly define the seasonality which is imposed by leaf aging [193–195]) and radiation structure [196]
(Figure 16 lower panel, the Tropical Amazon). SIF thus provides unique information to constrain
land-surface fluxes and its response to droughts (e.g., [197]). It is, however, particularly noisy [186]
so that averaging in both time and space is needed to extract a meaningful signal. This noise is also
a major road block for direct use in either a data assimilation context or to directly assess surface
fluxes. As a result, recent approaches have tried to use SIF not directly but as a target of machine
learning strategies using MODIS broadband reflectances (Reconstructed SIF, [198]). The advantage
of such approach is that it gets rid of most of the large amplitude noise in SIF, while conserving to
a large extent the photosynthetic activity dependence across biomes and climates. An alternative to
SIF is the Photochemical Reflectance Index (PRI) [199] or combined products that can improve the
signal-to-noise ratio.
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Figure 16. Seasonal cycles over different climates (top: energy limited—northeastern US, middle:
Mediterranean climate in Spain, bottom: rainforest in the Amazon) as assessed using different sources
of data: Vegetation Optical Depth (VOD) at high (X-band), medium (C-band) or low frequency (L-band),
Enhanced Vegetation Index (EVI) and Solar-Induced Fluorescence (SIF) using the GOME-2 satellite data.

3.2.4. CO2 Anthropogenic Fluxes and Co-Emitters

In the atmospheric source inversion community, the use of satellite data to constrain trace gas
fluxes was made possible through the adoption and adaptation of data assimilation techniques already
in use at operational NWP centers. As a result, two methods have emerged: Four-Dimensional
Variational (4D-Var) and Ensemble Kalman Filter (EnKF) [200] The computational efficiency of
4D-Var to solve high-dimensional inverse problems and its ability to accommodate a large amount of
remote-sensing measurements over long periods of time, made 4D-Var a method of choice in the source
inversion community. However, the development and maintenance of adjoint models in variational
approaches can be cumbersome. On the other hand, EnKF-based methods use a small ensemble of
perturbed model simulations to represent and propagate the error statistics explicitly, while similar
methodological difficulties characterize DA in NWP and source inversion problems, it is worth noting
some specific aspects of the latter. First, while the prior (or background) information in NWP DA
systems is associated to prognostic variables of the model that are often directly observed, the source
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inversion problem involves model parameters that are usually measured only indirectly, making the
quality of the optimised sources strongly dependent upon the accuracy of the transport model itself.
Additionally, the prior error statistics prescribed for the bottom-up emission sources are often very
uncertain owing to the sparsity of the available observational network [201]. These uncertainties in the
transport model and the prior error emissions can translate into large errors in the inferred posterior
estimates. Although current methodologies used for top-down atmospheric source inversions have
reached a high level of sophistication enabling efficient and scalable computation of the posterior
estimates along with their information content (i.e., posterior errors, observational constraints), the lack
of observations to provide source estimates at accuracies and spatio-temporal resolutions compatible
with environmental policy requirements is a key remaining limitation. The advent of satellite missions
dedicated to air quality and carbon cycle observations (Sentinel-5P, GeoCarb) will be a milestone toward
building such policy-relevant monitoring systems and will provide an unprecedented opportunity
to improve the synergy between Earth surface models and numerical simulations of atmospheric
dynamics across time scales, from NWP to climate modeling. In turn, such inverse modeling tools
can be exploited to conduct instrumental design experiments that can inform mission strategies and
requirements [202], and optimize scientific outcomes.

3.3. Land Surface Properties

Land surface processes and parameters strongly depend on geomorphology, land use, water body
distribution, vegetation cover and soil type, and therefore the climatological fields describing these
characteristics are a key part of any land surface scheme.

3.3.1. Orography

For every grid point, models have associated values for surface elevation (orography), sub-grid
orography statistics, land cover (used as land/sea mask), lake cover and depth, glacier cover, low and
high vegetation type, low and high vegetation cover, albedo, LAI, and soil texture. Within the ECMWF
system, these fields are derived from different external sources (e.g., albedo and LAI from MODIS,
vegetation type and cover from GLCC/AVHRR, water bodies from Globcover).

Global datasets come in different resolutions, data formats and projections and need to be
interpolated, or merged in the case of non-global coverage. In light of the changing climate signal also
affecting surface physiography, multi-year climatological data at 1 km resolution for all surface fields is
desirable. One-km resolution represents a challenge for current global NWP and Earth system models,
but it is relevant to allow direct comparison with present and future Sentinel missions monitoring
the Earth system. Figure 17 shows the orography, ocean and lake bathymetry used operationally at
ECMWF. The lake depth is based on [203] and the ocean bathymetry is based on ETOPO1 by [204].

The land-sea mask and orography are based on the following raw data information: ESA’s
Globcover V2.2 based on Envisat MERIS (300 m resolution) mapping 2005/2006 (ESA, 2010), the Shuttle
Radar Topography Mission (SRTM [205] at about 90 m resolution, the Global Land One-kilometer Base
Elevation (GLOBE [206], only north of 60N and south of 60S), and specialised DEMs of Greenland [207],
Iceland (Icelandic Meteorological Office, 2013) and Antarctica [208], replacing the corresponding data
points on the 1 km latitude/longitude grid. The lake mask has been created from the land sea mask
and quality controlled by consistency algorithms. All spatial resolutions that are used by the IFS run
in fully coupled forecasts [209].
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Figure 17. Global map of land orography and ocean+lakes bathymetry in m (above and below sea level
or lake shore respectively) at T1279 resolution ( 9km) as used in the ECMWF—IFS operational system.

3.3.2. Soil Depth

While earth-observing satellite data have been widely used in modeling land processes (e.g.,
global land cover [210]), in situ measurements as constrained by satellite observations are needed
to estimate other variables. One such variable is the Depth To Bedrock (DTB), which is essential for
accurate land surface modeling of the energy, water, carbon cycle, and dynamic vegetation. In general,
a lower boundary condition is needed to solve the governing equation for vadose zone soil moisture.
The presence of bedrock is a player in soil hydrology as can change the water flow and storage [211].
Earlier land models assume a free drainage bottom condition (i.e., without considering groundwater),
while more recent models include an unconfined aquifer which implicitly assumes a globally constant
bedrock depth. However, no conditions are satisfactory without a DTB estimate [212].

Ref. [213] has recently developed the world’s first global 1 km soil and alluvial thickness dataset
(Figure 18) by combining geomorphologic theory with the best available data for topography (using
satellite elevation measurements), climate, ecosystem [210], and geology as input. This dataset utilised
different approaches to separately estimate soil and alluvial thickness for upland hillslopes, upland
valley bottoms, and lowlands, as the character of soil depth is fundamentally different for these units:
upland hillslopes have relatively shallow soils (∼1 m), while valleys and lowlands have relatively
deeper soils/alluvium (10 s of meters or more) (Figure 18). These three units are distinguished at the
90 m pixel scale using a valley network extraction algorithm as well as criteria related to geologic age.
On hillslopes, the data set is calibrated and validated using independent data sets of measured soil
thicknesses from the U.S. and Europe and on lowlands using DTB observations from groundwater
wells in the U.S. This dataset is publicly available at: https://daac.ornl.gov/SOILS/guides/Global_
Soil_Regolith_Sediment.html. A similar product based on global spatial ensemble prediction models
with various input datasets is also available [214].
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Figure 18. Global map of soil and alluvial thickness [213].

The impact of this DTB dataset on land surface modeling has been demonstrated [215]
implementing variable DTB in the Community Land Model (CLM4.5) with 0.9◦latitude x
1.25◦longitude grid boxes. The greatest changes in the simulation with variable DTB are to baseflow,
with the annual minimum generally occurring earlier in the year comparing to fixed soil depth
simulations. Smaller changes are seen in latent heat flux and surface runoff primarily as a result
of an increase in the annual cycle amplitude. These changes are related to soil moisture changes
that are most substantial in locations with shallow bedrock. Total water storage anomalies are not
strongly affected over most river basins because they tend to contain deep soils. These anomalies are
substantially different for river basins in more mountainous terrain. Additionally, the annual cycle
in soil temperature is partially affected by including realistic soil thicknesses resulting from changes
in the vertical profile of heat capacity and thermal conductivity. However, the largest changes to soil
temperature are introduced by the soil moisture changes in the variable soil thickness simulation.

3.3.3. Soil Texture

Soil properties, particularly the texture of the soil in the near-surface horizon, obviously affect the
evolution of soil moisture by controlling the ability of water to move in the soil column. Water retention
and conductivity, as governed by soil texture, have secondary effects such as controlling the persistence
of soil moisture anomalies and helping determine what type of vegetation can flourish in a location.
Less evident is how subsurface properties affect surface soil moisture evolution. This is not well
appreciated because it is very difficult to discern the structure of the terrain below the top meter
or two of the soil. Weather and climate models typically treat the vadose zone below vegetation
roots as terra incognita, assuming no spatial variability except that related to the slope of terrain. If a
model simulates the water table, it is often connected directly to the shallow soils without regard
to the spatial variability in between. Lumped hydrologic models infer the effect of the vadose zone
in their calibration, but this is not possible in ungauged or arid basins. In reality, there can be
preferential pathways of drainage that quickly remove water from the reach of direct evaporation
or plant transpiration [216]. These correspond to areas of fractured or unconsolidated bedrock,
called karst that underlie a significant fraction of the land surface, about a quarter of the continental
US [217] and western part of Kazakhstan, where landscape can change quite dramatically, including
emergence/disappearance of lakes, in a very short period [218]. Observational and modeling evidence
suggests regions overlying shallow karst formations experience very different soil water evolution,
affecting surface moisture and heat fluxes, vegetation distribution, and even impacting the evolution
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of convective precipitation [219]. A direct way to discern the effect of karst is to examine time series of
in situ soil moisture measurements from networks using consistent instrumentation spanning both
karst formations and less permeable bedrock. In the southern Appalachian region around the Middle
Tennessee River Basin, there are extensive shallow carbonate karst formations and a fairly dense
network of US Department of Agriculture (USDA) soil moisture stations spanning karst and non-karst
substrates. A strong correspondence between weak soil moisture memory (lagged autocorrelation
of anomalies) and the presence of karst has been found across a dozen stations [220]. Comparison
among closely-located stations helps control for the confounding effects of other climatic, vegetative
and hydrologic factors. The methodology developed for in situ data has been applied to remotely
sensed soil moisture georeferenced against high-resolution karst information from the US Geological
Survey [217] across the southeastern and south-central US. Small-scale (within 2700–3000 sq.km)
spatial variability in karst coverage correlates significantly with small-scale variability in soil moisture
memory [221].

Figure 19 shows that, where there is strong spatial variation in karst coverage, there is also
greater variation in soil moisture memory as derived from NASA/SMAP satellite soil moisture.
Correspondingly, where there is little or no variation in bedrock permeability, soil moisture memory is
also more uniform.

The fact that the signal of karst appears in satellite soil moisture data yields promise that remote
sensing could contribute important hydrologic information in poorly-observed regions of the globe.
Radiances in near-infrared and other parts of the electromagnetic spectrum have been shown to
correlate to surface soil properties in unvegetated areas [222,223]. Remote sensing of soil moisture is
achieving levels of quality and information content that can allow inference of surface and subsurface
properties otherwise unobserved or unavailable. Careful assays of remote sensing data could enhance
global datasets used for Earth system modeling, whose quality is currently skewed towards developed
wealthy nations.

Figure 19. Cont.
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Figure 19. Explained spatial variance in satellite-derived soil moisture memory (e-folding time scale
i.e., lag at which the autocorrelation of SMAP soil moisture drops below 1/e) within circles of radius
0.3◦ as a function of the standard deviation of gridded United States Geological Survey (USGS) shallow
carbonate karst coverage in the corresponding circles. The karst data have been interpolated to the
9 km resolution SMAP Level-3 data grid, and the circles for comparison are centered on each land grid
cell between 29–40N, 104–83W. Purple circles indicate the means of spatial explained variance in soil
moisture memory within bins of width 2.0% centered on each 1.0% step of the abscissa; cyan circles are
for the 90th percentile values. Dotted lines are best-fit linear regressions. All correlations are significant
at the 99% confidence level.

3.4. Inland-Waters

Globally, there are approximately 117 million lakes (>0.002 sq.km) with a combined surface area
of 5 × 106 sq.km, which is approximately 3.7% of the Earth’s non-glaciated land surface [224]. Despite
their relatively small spatial extent, lakes can have a disproportionately large influence on the climate,
in particular within their near-vicinity [225,226]. This occurs as a result of lakes influencing surface
energy exchange with the atmosphere, which differs to those from soil or vegetated surfaces [227].
Some lakes also freeze seasonally, resulting in considerable changes in surface albedo and thermal
capacity and, as a result, alterations in lake–climate interactions [228].

Although traditionally neglected in land surface models within NWP, primarily because of the
computational expense, community efforts in recent years have improved our understanding of the
importance of lakes and have highlighted their added-value in simulating accurately regional climatic
variations [225,229,230]. Research aimed at introducing inland water bodies (lakes, rivers and coastal
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waters) into the operational model at ECMWF has started by considering a medium-complexity scheme
that satisfies the operational constraint of having low computational cost. FLake [231], a shallow-water
scheme originally applied to lakes, was introduced into the IFS in progressive steps. This model is a
particularly appropriate choice for NWP as it predicts the vertical temperature structure and mixing
conditions in lakes of various depths and on time scales from a few hours to multiple years, while
maintaining a relatively low number of prognostics variables (seven in total). The model is intended
for use as a lake parameterisation scheme in NWP, climate modelling and other prediction systems for
environmental applications. FLake has been implemented in the operational regional weather forecast
models of Deutscher Wetterdienst (the German weather service), Finnish Meteorological Institute
(FMI), Norwegian Meteorological Institute (Met.no) and Swedish Meteorological and Hydrological
Institute (SMHI), and is used for research at several meteorological services across Europe including
Météo-France [232] and UK Met Office [233], and is included in several climate models. The most
important external variable for lake model FLake is depth (bathymetry or mean depth at least).
There were several attempts to derive lake depths from satellite observations. Already in [234], an
approach for determining lake depths by using spaceborne Synthetic Aperture Radar (SAR) images
was developed. For those lakes that freeze completely to the lake depth some time in the winter,
the simulated ice growth curve providing the ice thickness allows to estimate the lake’s maximum
water depth [234]. In [235], the same idea was used and lake depth of shallow sub-Arctic lakes and
ponds was determined by using Landsat Thematic Mapper (TM) and European Remote Sensing
(ERS)-1 Synthetic Aperture Radar (SAR) data. Landsat TM image is used to map lake bathymetry
and multi-date ERS-1 images acquired during winter are utilised to determine when and which lakes
freeze to the bottom during winter. Lake depth estimates computed by this approach correspond
well with in situ measurements, especially in the tundra zone; however, the approach needs to be
further tested and improved for automatic use [235]. While at the moment still no complete global
lake depth dataset exist, local bathymetry dataset can be found at least for large lakes (see Section 6.3.4
of the GCOS report [60]). Beyond a few large lakes, the collection of local datasets is a difficult task;
therefore, the most common practise for lake modeling in global NWP is to use in situ measurements
and indirect estimates of lake mean depths based for instance on the geological origin of lakes [236].

Prior to its implementation in the IFS, the influence of FLake was evaluated in a series of
preparatory studies: first, in an offline experimental framework [227,237], and then extended to
fully-coupled lake-atmosphere simulations [230]. More recently, the possibility of treating sub-grid
water bodies (lakes and coastal waters) using the land surface tiling methodology has been included.

An important step in the inclusion of lakes in NWP is that the simulated lake surface temperature
and lake ice conditions are validated by comparing with observations. The use of remote sensing data
for validating lake model outputs in NWP is essential, in particular as in situ observations at a global
scale are currently lacking.

With this approach, each grid box is divided into fractions of different land use, each with their
own tile. Merits and limitations of the tiling methodology when accommodating lakes and forest
within the same model grid-box have been assessed by [238]. They conclude that the tiling method
captures well the influence on surface fluxes of the contrast between the “lake” and “forest” surface
boundary conditions, on seasonal and diurnal time scales (see Figure 20, upper left and upper right
panels, respectively).
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Figure 20. Sensible heat-flux over a lake (blue line) and a near-by forest (green line) in Finland.
An annual cycle (upper left) and a mean July diurnal cycle (upper right) are shown for the model (solid
line) and the flux-tower observations (dashed line), with a negative sign indicating an upwards heat
transfer. Lake surface temperature on global scale simulated by the model FLake and observed with
MODIS (bottom).

The behavior of simulated lake surface temperatures (Figure 20, bottom panel) and the period
of ice cover in large inland water bodies worldwide was verified using satellite-based products
(see [230]). Particularly relevant for validating lake simulations (temperature and ice cover) in NWP
is, for example, data provided by the ATSR Reprocessing for Climate, ARC-Lake lake surface water
temperature and ice cover dataset [239]. Satellite-derived observations from ARC-Lake have been
used in recent years to validate simulations from the Canadian small lake model within the Canadian
land surface scheme [240], global lake temperature simulations performed within the CNRM-CM5
climate model [232], and in validating the coupling of FLake to the UK Met Office Unified Model [233],
among others.

The impact of introducing interactive inland water bodies in ECMWF’s IFS has been examined by
a set of dedicated analysis experiments. However, the lake model (FLake, [231]) does not currently
consider a mass balance of water (only for the ice components), whereby a static dataset is used
to represent the extent and bathymetry of the world’s lakes. Monitoring lake depth globally is not
currently achievable although inversion methods (e.g., Ref. [237] demonstrates that an effective lake
depth can be derived on the basis of the remotely-sensed lake water-surface temperature).
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3.5. River Discharge and Hydrological Forecasting

Continental and global scale information on river discharge, and upcoming floods and droughts
can be used in many applications including disaster risk reduction initiatives, particularly in preparing
for severe events and providing early awareness where local flood models and warning services
may not exist [241]. The European and Global Flood Awareness Systems (EFAS and GloFAS) are
part of the European Commission’s Copernicus Emergency Management Service (CEMS-flood)
and provide complementary flood forecast information to relevant stakeholders supporting flood
risk management at national, regional and global level at several different timescales ([242–245];
http://www.globalfloods.eu). CEMS-flood is based on an Earth system modelling approach, and
the forecasts are derived using in situ and satellite data as well as hydro-meteorological and Earth
system models. It is only very recently that improvements in the resolution, precipitation processes,
and the improvements in land surface representations discussed in the above subsections have meant
that the forecasts of hydrological variables such as precipitation, soil moisture and more recently also
runoff, can be considered good enough to make effective forecasts of river flow using Earth System
models [241,246]. GloFAS uses the ECMWF Ensemble Prediction System, the operational ensemble
forecasting product of ECMWF which consists of a 51 member ensemble of global forecasts. The
ECMWF land surface scheme, H-TESSEL, then calculates land surface response to atmospheric forcing,
and estimates the surface water and energy fluxes and the evolution of snowpack, soil temperature
and soil moisture. Operational ensemble forecasts of surface and sub-surface runoff are resampled
to 0.1 degree resolution to be used as input by the river routing model (for more information
see [242,245]). River flow climatologies, against which forecasts are compared, have been created
using corrected reanalysis products such as ERA-Interim Land [247] which includes precipitation
adjustments based on monthly GPCP v2.1 (Global Precipitation Climatology Project). Similar corrected
climatologies are planned for the next generation reanalysis product ERA5 (i.e., ERA5-Land). Future
needs for hydrological forecasting in terms of data assimilation, model validation/evolution and
parameterisation are better information on river flow rates and flood extent (particularly in real time),
groundwater contributions, and high resolution river catchment and river channel topography from
EO data [248–250].

3.6. Land–Atmosphere Coupling

A promising method of model evaluation is to study the dynamics of the system rather than
its states. The response of the land surface to atmospheric drivers repeats after each rainfall
event. The repeating wetting–drying cycle can be studied using different observable properties
to identify the time response of the surface to the driver which is dependent on evapotranspiration.
Refs. [251,252] developed a systematic way of analysing the time-response of evaporation after a
rainfall event by analysing the land surface temperature increase. The theory is that a dry soil with
low evapotranspiration will warm up more quickly than a wet surface with high-evapotranspiration.
Since the dynamical time-response of the system is an inherent property of the land surface, rather
than a result of the driving data, the method can be applied to coupled model simulations. The method
was applied to evaluate a model in coupled mode by [253]. Two model configurations were tested and
Figure 21 shows how the data favours one of the model configurations, at least for the spring months.
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Figure 21. Example of usage of land surface temperature during dry episodes after a precipitation event.
The plot shows a composite of the so-called Relative Warming Rate (RWR) as a function of the amount
of precipitation during the preceding event for March-April-May (MAM, a) and June-July-August
(JJA, b). RWR quantifies the increase in dry spell land surface temperature relative to air temperature,
and is a measure for the evaporation regime of the land surface.

In a similar vein, but at a much slower time-scale, EO observations of Total Water Storage
(TWS) have been used [254] at the seasonal time-scale to evaluate evapotranspiration in a suite of
land-surface models. Key properties of the models can be obtained. Similarly, a dynamic soil moisture
global dataset based on EO data [255] has been obtained by characterizing the dry-down trends.
Since EO soil moisture only captures near surface water, it can only be used for two of the three
evaporation components (soil surface and interception) and not the larger transpiration. Ref. [256]
quantified the power spectra of rainfall, EO soil moisture and modelled soil moisture allowing for
inferring the low-pass filter effect of soil hydrology. Neither of these analyses have yet been used
to evaluate land-surface model systematically, but the principle shows great promise. These new
methods can further be backed up with in situ observations such as drying rates from Flux Tower or
soil moisture sensors.

Producing accurate forecasts of near-surface parameters becomes increasingly important as
near-surface temperature, humidity and wind are used in a widening range of applications and are
themselves highly relevant during extreme events (e.g., wind-storms, droughts and heat-waves).
The representation of land-atmosphere interactions depend on a large number of processes.
The exchange of energy or moisture between land surface and the atmosphere plays an important role
for near-surface temperatures and humidity [70] while the roughness of the surface exerts a major
control on near-surface winds. However, the parameterisation of these interactions is hindered by
difficulties in estimating the land-atmosphere coupling strength from theory or observations. Thus,
the parameterisation relies on a number of parameters, set to poorly constrained values, that depend
at most on the vegetation type or sub-grid information (tile fractions). The skin layer conductivity,
the roughness length for heat or momentum, the minimum canopy resistance, the dependence of the
canopy resistance on the water vapour pressure deficit and the root distribution over the soil layers
are just a few examples. In the past years, efforts have been made to (i) evaluate the sensitivity of
near-surface variables to the values chosen for such parameters, and (ii) find ways in which to better
constrain them [106]. The first obvious candidate was the roughness length for momentum, which
has a strong influence on the representation of 10-m wind speeds. For many years, ECMWF forecasts
overestimated the near-surface (10 m) wind speed over land. The mean forecast errors, with respect
to routine SYNOP observations, range roughly between 0.5 and 1 m/s for various regions/times of
the day. A stratification of the 10-m wind speed forecast errors by vegetation type showed that these
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errors depend on the vegetation type, or more precisely on the momentum roughness length of each
vegetation type.

The overestimation of the near-surface wind speed for most of the vegetation types suggests that
the values used for the momentum roughness length were too low. This motivated the revision of these
values based on theoretical considerations and SYNOP observations of wind speed at 10 m. The basic
idea was to search, for each vegetation type, for a new value of the momentum roughness length
for which the mean 10-m wind speed forecast error with respect to SYNOP observations drops to
zero in near-neutral conditions. This calibration showed that the momentum roughness length values
should be increased for nine and decreased for one of the 18 vegetation types characterizing land
areas. The newly derived values were introduced in IFS cycle 37r3 (November 2011). As the roughness
length for momentum was on average increased, the roughness length for heat was decreased in
order to account for terrain heterogeneity. The use of the new momentum roughness length values
reduced significantly the 10-m wind speed forecast errors, especially for the predominant vegetation
types, but also on average over continental areas. The improvement for Europe was clear both in
the pre-operational testing and in the operational verification afterwards. The reduction of the heat
roughness length had also a positive impact on the 2-m temperatures, leading to a small warming
during night-time and cooling during daytime over the continental regions for both winter and
summer, which reduced the forecast biases over Europe [106]. Near surface temperature and humidity
biases in weather are handled by assimilating SYNOP temperature and relative humidity and therefore
optimising the 2 m forecast performance on given weather conditions [112].

3.7. Ocean–Atmosphere Coupling

Both satellite and in situ observations show evidence of a diurnal cycle in Sea Surface Temperature
(SST), with a amplitude in excess of 1K over large regions of the ocean extending from the Tropics to
high latitudes (see review by [257]). There is a growing appreciation for the need to resolve coupled
physics at time scales shorter than a day. In terms of representing the diurnal cycle in models, a key
factor is the difference between the temperature at a depth of 10m (foundation SST), the temperature
at shallower depths which is generally warmer (bulk SST) and the temperature in the ocean’s thin skin
layer (<1 mm thick) which can be cooler at night and under certain wind conditions.

Observations of the diurnal cycle have motivated the development of ocean models to represent
the diurnal cycle. This can be achieved in one of two ways: the first approach is to provide
sufficient vertical resolution (O(1m)) in the near surface to explicitly resolve the diurnal cycle [258,259]
which models the bulk SST. The second approach is to use coarser vertical resolution but provide a
sub-model within the mixed layer scheme which parameterises the bulk and skin temperature [260].
Both approaches agree well with the observed diurnal amplitude of the bulk SST (equivalent to
1 m). There is a subtle difference in the approaches which is taken into account when calculating
surface fluxes from bulk formulae; [260] were able to parameterise the skin temperature of the ocean
while [259] resolve the bulk SST with a 1 m vertical resolution and three hourly coupling. Ref. [260]
show differences in the air–sea fluxes of up to 10 W/m2 in the Tropics when the diurnal cycle of SST
is included.

The diurnal cycle of solar radiation can lead to stabilization of the surface ocean during daytime
and to nighttime convective mixing. As a consequence, when winds are weak, daytime solar warming
can create near-surface temperature stratification, referred to as a “warm layer”, with skin temperatures
up to 2C (or more) warmer than the foundation SST below the warm layer. This stratification and the
peak skin temperature, however, cannot be simulated in an ocean model forced by daily-averaged
air–sea fluxes [261]. Critically, the very large daytime surface heat fluxes associated with solar radiation,
acting on the thin daytime surface mixed layer, result in a rectified SST that is warmer than the SST
produced by the averaged fluxes. Without the diurnal cycle coupling, the skin temperature would be
equivalent to the bulk foundation SST. The rectified SST can then feedback to affect the air–sea fluxes.
Ref. [262] show that, when foundation SST is used instead of the diurnally varying skin temperature,
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the computed net surface heat flux can differ by more than 5–10 W/m2 in parts of the tropics when
averaged over the 10-year period. The afternoon near-surface stratification can also cause trapping
of wind-momentum resulting in a thin diurnal jet [263] and enhanced surface freshening associated
with daytime rainfall under light winds [264]. The resulting rectified SST, enhanced near-surface
stratification, shear, and advection can lead to a cascade of errors if not properly represented.

The benefits of coupling a dynamical ocean to the ECMWF medium-range forecasts have been
evaluated in a set of dedicated forecast sensitivity experiments and from June 2018 all forecasting
systems running operationally now include the ocean model (NEMO v3.4) in the ORCA025Z75
configuration with 75 levels in the vertical and a quarter of degree horizontal resolution to represent the
3D ocean and includes a dynamical sea-ice model (LIM2) and a wave-model (EC-WAM). These coupled
forecasts, in which the ocean interactively responds to the meteorology, are better performing
particularly for the prediction of tropical cyclones and their intensity [265]. The use of all-weather
SST from AMSR-2 microwave sensor is shown to validate the cold wake 5-day forecast of the Pacific’s
tropical cyclone Neoguri in July 2014 with the ECMWF high resolution model coupled and uncoupled
with ocean (Figure 22).

Moreover, the use of in situ SSTs observations has allowed to assess the diurnal variability in the
ECMWF coupled forecasts and the advantages of ocean-atmosphere coupling [266].

Indeed, GCMs that resolve the air–sea flux diurnal variability tend to perform significantly better
than ones which do not [259,267–269]. In the tropics, the mean SST cool bias [270] is reduced, with
warmer SST leading to increased precipitation that compares better to climatology [259]. Further
motivations for the inclusion of the diurnal cycle in SST is the potential improvement it might provide
in predictions of the Madden–Julian Oscillation (MJO, [271]). The results of [259] actually show a
reduction in the performance of the MJO index although there is indication that the diurnal coupling
produces a stronger and more coherent MJO. Increasing the coupling frequency to resolve the diurnal
cycle also enhanced the intensity of MJO convection [272] and changed the magnitude of the El
Niño–Southern Oscillation (ENSO) amplitude [268,273]. In the Southern Ocean, resolving diurnal
and intra-diurnal variations leads to a colder mean SST, and stronger westerlies [269], probably
due to the resolution of fast-moving storms. It is therefore likely that resolving the diurnal cycle
in SST and coupling on these timescales may provide at least part of the picture in improved
extended-range predictions.

Air–sea exchanges of properties are highly sensitive to wind speed. However, if the wind is gusty
or associated with a fast-moving storm, so that the wind direction is variable over the course of the
day, then the magnitude of the mean wind, computed from the average zonal and meridional wind
components, will be less than the average “scalar” wind speed computed from the variable wind speed
magnitude. In the state-of-the-art Coupled Ocean Atmosphere Response Experiment (COARE) bulk
flux algorithm [274], averaged hourly wind speeds are increased by a gustiness parameter to account
for this additional wind speed variance at hourly time scales [275]. Using high resolution Tropical
Atmosphere and Ocean (TAO) mooring data [276] showed that the diurnal ‘mesoscale’ gustiness
was more than twice as large as the parameterised ‘convective’ gustiness and that neglecting this
diurnal wind variance could cause a mean bias of up to 8 W/m2 in the latent heat flux component
alone. For scaling purposes, a 20 m layer subject to 10 W/m2 net surface heat flux error over a 1-year
period would produce a temperature error in that layer of 4C. In an operational context [277], the
wave forecasting and the coupling with atmosphere and ocean models is progressing with detectable
benefits both on near surface winds and sea-surface temperatures. The impact of waves on the coupled
climate system is also highlighted in [278] for the continuous exchange of heat, energy, water vapor,
and carbon dioxide that are relevant from diurnal cycles to extended prediction ranges.
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Figure 22. AMSR2 Observations of SST on 10 July 2014 after the passage of Tropical Cyclone Neoguri
(upper), ECMWF uncoupled day-5 forecast (middle), ECMWF coupled ocean forecast (lower) valid at
observation time.

3.8. Ocean Cryosphere: Snow and Ice

The presence of sea ice on the ocean drastically alters air–sea fluxes of heat and momentum.
Hence, sea ice is an important component of Earth system models at high latitudes. As operational
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centres incorporate the ocean cryosphere within seamless prediction systems (i.e., in forecast systems
spanning days to decades), there is an increasing demand for high-latitude coverage of observations
to compare models for assessment of forecast performance and support ongoing development of the
model, its coupling and data assimilation systems. As the polar regions have relatively sparse in
situ observations, model development relies heavily on the earth observation data. It is important to
note that this also requires the EO products to have a good estimate of the uncertainty as there are
limited independent data sets to validate against. Recent advances in EO products are allowing model
developments to be compared across the entire Arctic domain rather than just using limited in situ data
at a single point. For the Arctic cryosphere, this is also important as the region is changing so rapidly.
Field campaigns that have provided large datasets for model development such as SHEBA [279] may
well be less representative of the ice conditions in recent years as much of the multi-year ice has
been lost.

There are several products that are available operationally to describe the sea ice field.
They are derived from brightness temperatures from various instruments and scatterometer data.
These describe: the cover in terms of concentration, type, and edge; physical properties such as
emissivity, skin temperature and thickness; and the dynamic properties in the form of motion (drift).

Of these EO measurements, the most established for use in NWP is sea ice concentration. It is one
of the few fields routinely assimilated by operational centres (e.g., [280–282]) and also the main type of
observation that the models are verified against (e.g., [283–287]). An example case study is shown in
Figure 23 of an unusual event occurring to the north of Greenland that was captured in the model and
also observed. Here, the performance of the coupled ECMWF HRES forecast is compared to the sea ice
concentration as shown in the SAR image.

In recent years, it has become increasingly clear that thickness, i.e., the vertical distance from the
air–ice interface at the top to the ice–water interface at the bottom, is essential for sea-ice modelling
and prediction [288–290]. This is because thin ice allows much stronger conductive heat fluxes than
thick ice, and it evolves much more quickly than thick ice because it is more susceptible to dispersion
or compression by winds, and it can melt or grow more rapidly.

One way to observe the thickness of sea ice from space is to measure the surface emissivity in the
L-band, which is sensitive to sea-ice thickness if the surface is dry, the ice temperature is well below
freezing, and the ice is thinner than about 1 m [291]. This allows detection of areas which are covered
by thin ice even though the sea-ice area fraction might be close to 100%. Typically, this occurs close to
the ice edge, where new ice forms during seasonal ice advance. However, thin ice is also present in
polynyas and fracture zones within the ice pack. These are frequent in winter where the old ice breaks
up under the force of winds, and new ice forms rapidly on the exposed water surface (see Figure 24).
This thin ice is difficult to model because it requires a good representation of the complex mechanical
properties of sea ice combined with a good representation of its sub-grid-scale thickness distribution.
Commonly used sea-ice models, like the LIM2 sea ice model currently operational at ECMWF, feature
a simple visco-plastic rheology and a single sea-ice thickness category. This can be improved upon e.g.,
by introducing multiple sea-ice categories that allow treatment of sub-grid-scale variability in the ice
thickness, but large-scale observations of sea-ice thickness are urgently needed to validate these new
model developments.
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Figure 23. Evolution of sea ice concentration and the preceding 24-h mean 10-m wind field for
forecasts initialised on 18 February 2018 and valid on (a) 19 February; (b) 21 February and (c) 24
February; (d) shows the Synthetic Aperture Radar (SAR) image from the Sentinel-1B satellite for
24 February around Cape Morris Jesup. (Satellite image: European Space Agency via Danish
Meteorological Institute).
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Figure 24. Daily-mean fields for 16 April 2017 showing (a) brightness temperature in L-band from
SMOS (K); (b) sea-ice thickness from the University of Hamburg SMOS sea-ice thickness product (m);
and (c) observed sea-ice concentration from the EUMETSAT Ocean and Sea–Ice Satellite Application
Facility (OSI-SAF). Brightness temperatures over land are masked out. The greyed-out area around the
North Pole does not have observations due to the characteristics of orbit and instrumentation of the
SMOS satellite.

At present, there are large discrepancies in the representation of thickness of thin sea ice
between observational products derived from L-band and ocean analyses with a prognostic ice
model, assimilating sea-ice concentration but not sea-ice thickness [292]. This is not entirely due to
limitations in the sea-ice model or data assimilation methods, but systematic biases in the observational
data set also play a role. Further improvements in the retrieval methods are clearly needed [293],
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but the current sea-ice thickness data sets from L-band radiance have already proven highly valuable
for exposing weaknesses in currently used sea-ice models. Hence, sea-ice thickness observations
from L-band are essential to further improve prognostic sea-ice models to the benefit of advancing
characterization and prediction of polar regions.

Another sea ice model development has been the parametrization of melt ponds, a feature
essential for correct representation of the surface albedo of the ice and therefore capturing the correct
evolution of the sea ice melt during the summer. In the past melt pond fractions have been estimated
from field campaigns (e.g., [294]), but coverage of the whole Arctic basin are now possible, such as the
data set produced by [295], which enables assessment of model parametrization schemes (e.g., [296])

For processes and parameters that are particularly important for Earth system model development,
such as near surface temperature over polar oceans, there is a reliance on reanalysis data which can
only be assessed in terms of performance with relatively limited in situ observational data within
the ice [297] or using land based in situ data [298]. Sea ice and snow surface temperature data sets
derived from different satellite products are starting to be used in data assimilation and are allowing
the ongoing development of the sea ice model themselves [299].

Another example from the coupled system development is that data from CALIPSO has helped
to identify model weakness in representing marine stratus cloud. It also helped to identify areas of
model physics that would benefit from further development [300].

4. Towards Enhanced Global-Scale Local-Relevant Monitoring and Forecasting

Global monitoring and forecasting for environmental, weather and climate applications needs an
accurate specification of the Earth surface as boundary condition to the atmosphere. This need can be
satisfied at various levels of precision and complexity. However, some properties do not receive enough
attention or they are simply neglected and therefore introduce errors in the surface representation.
Others are approximated, due lack of information, by drastically simplified biogeophysical processes,
typically when satellite datasets are not used. To enhance global-scale forecasting that maintains high
relevance at local scale, it is necessary to pay more attention to the mapping of surface properties and
parameters, in association with the parameterisation schemes used. In this section, we highlight some
of the important mapping efforts and their relevance for modelling capabilities.

4.1. Anthropogenic Surface Modifications

NWP and climate models need lower boundary conditions to calculate the evolution of dynamic
processes in the atmosphere and to produce a usable weather forecast, such as skin temperature, surface
fluxes of heat, moisture and momentum. To compute them accurately, detailed plant functional maps
are required. Previously, ecosystem maps were produced by collecting regional geodesic information
at the national level and then merging the data in global maps. The main issue was that those maps
were rapidly outdated because of changes in land use. Nowadays, human activity influences the Earth
surface very rapidly by changing the landscape from forest to crop fields, breeding cattle in more
profitable locations, providing water for arid places, or building homes for an expanding population.

4.1.1. Urban Areas

Although urban areas occupy 2.7% of the world’s land excluding Antarctica (according to
the Columbia University Socioeconomic Data and Applications Center Gridded Population of the
World and the Global Rural-Urban Mapping Project (GRUMP)), they hosted 54% of the world’s
population in 2014 (according to United Nations report World Urbanization Prospects, 2014 revision)
and forecasts for these areas are particularly crucial. The surface energy balance in urban areas is
quite different from the one over vegetated surfaces, due to the complex three-dimensional building
structure and construction materials, and therefore a special treatment for heating processes related
to urban canyons is needed [301]. An urban model can be implemented as an additional tile or
as a geo-located high-resolution subsurface. Inter-comparison studies involving several urban
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parameterisations [302,303] with simplified approaches to urban modelling were shown to be well
suited for NWP and permit to represent the heat-island effect that characterize the modified diurnal
cycle in large cities [304]. This is another good example where continuous satellite observations are
extremely useful to detect anthropogenic influence in an urban or human settlement ecosystem type.
In places of their habitat, humans develop built-up areas. The main issue with built-up areas is
that they do not release their heat as fast as the surrounding country side, which leads to increased
daytime temperatures, reduced night-time cooling and higher air pollution levels—Urban Heat Island
effect (UHI) [304]. For instance, over Berlin the mean annual difference in UHI between simulations
with without the city is 0.5 ◦K, and in winter daily differences are as large as several degrees [305].
Significant advances in monitoring urban areas temperature with remote sensing have recently allowed
to characterise the different fluxes including the urban anthropogenic heat flux [306].

4.1.2. Changing Water Bodies and Irrigated Areas

Inland waters have been dramatically modified by humans in the last decades. Recent
satellite observations demonstrate that the world’s surface water bodies are far from static [307,308].
In particular, by analysing more than 3 million satellite images between 1984 and 2015 by the
USGS/NASA Landsat satellite programme, new global maps of surface water occurrence and change
have been produced with 30-m resolution [307]. These global maps demonstrate that, over the past
30 years, 90,000 square kilometres of what was thought to be permanent surface water has disappeared
from the Earth’s surface, linked with climatic variability and human influence (e.g., river diversions
or damming and unregulated withdrawal). Elsewhere, 184,000 square kilometres of new permanent
bodies of surface water have appeared, some man-made (e.g., reservoirs) and others as a result of
climate change (e.g., melting of glaciers). Satellite observations provide a means for defining spatially
varying lakes in NWP, but this concept has not yet been realised fully. Future studies should investigate
how NWP can benefit from the real-time monitoring of inland surface water bodies. A more dynamic
representation of lakes should be a future ambition of forecast centres. One of the recent possibilities to
observe changes in ecosystems and take them into account in NWP is to use the 30 m (1′ ′) horizontal
resolution Global Water Surface Dataset (GWSD) created by Joint Research Centre (JRC). JRC used
Landsat 5, 7 and 8 individual images over the past 32 years to map the spatial and temporal variability
of global surface water and its long-term changes.

Figure 25 shows different places on the globe and their evolution in recent years. Upper plots
show Aral Sea area. After massive diversion of water for cotton and rice cultivation in the 1960s
shrinking of water surface area accelerated and in 1998 became 28,990 sq.km (less than a half of its
initial size) [309]. Due to major recovery program launched in 2001 by Kazakhstan President Nursultan
Nazarbayev and supported by the World Bank, Aral Sea water surface area started to stabilise and in
2014 became 7660 sq.km (almost 10 times less of its initial size) [309].

Lower plots show emergence of the new, largest in Western Europe, man-made Alqueva reservoir
(Figure 25). It was built in 2002, and reached its present water surface area of 210 sq.km in 2006. Newly
built reservoirs can be found all over the globe. Influence of inland water bodies on local climate is
over 1 ◦K in temperature [225,230]. Local weather influence can be more pronounced—correct lake
surface state (ice/no ice) in winter conditions can lead up to 10 ◦K [310] difference in 2 m temperature.
At the moment, there are several satellite products that have lake ice cover variables.
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Figure 25. Aral sea (Kazakhstan/Uzbekistan, top panels, a and b), and Alqueva reservoir (Portugal,
lower panels, c and d): water distribution in 2015 (left, a and c) and 1998 (right, b and d).

Figure 26. Urban areas and irrigated areas.

Irrigated areas have also been considered in preliminary tests, following the approach by [311,312].
Ref. [313] have demonstrated the relevance of including irrigation in a 20th century reanalysis.
Figure 26 illustrates the fractional cover of irrigation and urban areas as dominant surface
anthropogenic land use modifications, that are yet neglected in most global NWP models.
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4.2. Relevance for Atmospheric Composition

Satellite retrievals of gases and aerosols in the global atmosphere carry the imprint of the surface
fluxes of these compounds. The latter can therefore be inferred from the former by inversion of
the atmospheric transport and of the atmospheric chemistry within a Bayesian approach. In recent
years, Earth observations from space-based instruments have played a key role in improving our
understanding of surface processes driving air composition, like for air quality [314].

The need to complement or evaluate the diverse bottom-up estimations of these fluxes by a
top-down approach that would be inclusive of all source and sink processes has dramatically increased
the interest in inverse modelling over the last decade (see, e.g., item 59 in SBSTA 2017, https://unfccc.
int/sites/default/files/resource/docs/2017/sbsta/eng/07.pdf). In some cases, like for greenhouse
gases, surface flux estimation has become a primary motivation for some satellite programmes,
like NASA’s Orbiting Carbon Observatory. A step further consists in optimizing some key parameters
of Earth surface models based on inferred surface fluxes. For carbon monoxide, such an optimization
could target fire emission factors to resolve the long-lasting mismatch in the peak fire month in Africa
between models and satellite observations [315]. For ammonia, it could improve the representation
of fertilisers spreading practices in inventories [316]. For methane, it could allow wetland models
to better represent the response to extreme events [317]. For carbon dioxide, it could facilitate the
sophistication of carbon processes representation outside the peak growing season, such as leaf
flushing [318]. For aerosols, it could improve binding energy or other parameters in mineral dust
emission models [319].

However, in practice, detecting enhanced or depleted plumes from space does not imply that the
associated surface sources and sinks can be quantified to sufficiently useful accuracy and localization.
The modesty of many plume signals when averaged vertically (particularly in the case of long-lived
tracers), their fuzzy boundary within their background and with other plumes, joined to systematic
errors (for given atmospheric or surface conditions) in satellite retrievals, the coarse resolution of EO
systems, and in atmospheric transport and chemistry models, have slowed down progress and keep
inverse modelling for Earth observation as a major scientific challenge. Some of the solutions found
so far are trivial: an empirical bias correction of the retrievals before or within the inversion systems;
a rise in computer resources allocated to chemistry-transport models in inversion systems in order
to increase horizontal and vertical numerical resolutions. More robust solutions require dedicated
spectroscopic or transport-process studies. For chemistry, measurements of new tracers that could
serve as proxies may be necessary. In the next decade, satellite imagers for greenhouse gases and
pollutants are expected and will bring more emphasis on flux estimation at the local scale for usage
outside the scientific community. They will likely require optimizing local meteorological variables
together with surface fluxes. Similarly, there is a growing need to merge information from various
sensors for a given species, or for species emitted by common processes, like fire or fossil fuel burning.
Properly quantifying the uncertainty of each data-stream, of the correlations between these, and of
underlying models is prerequisite for these developments.

4.3. Improved Diurnal Cycle for Assimilation Purposes

The availability of new satellite data informative about superficial water over continental surfaces,
particularly at low microwave frequencies (L-band and C-band), requires improvements in the
description of land surfaces in atmospheric models for the simulation of satellite products, as a
preliminary step towards land data assimilation. This is illustrated in the following by few examples.

Satellite pixels in the microwave frequency range have footprints of several kilometres typically
encompass many surface types. It requires horizontal heterogeneities to be accounted for in the
forward modelling since most NWP models have horizontal resolutions below 10 km. Indeed, at low
microwave frequencies, the emission of a vegetated surface is very different from that of an open
water surface (e.g., lake, river) or of a snow covered area. Radiometers dedicated to probe water in
the soil are also sensitive to liquid water present in other media (vegetation, lakes, oceans, snow).
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An improved description of inland water bodies has been proposed by [230] for the ECMWF model by
using the prognostic lake scheme «FLake». Another important constraint on land surface schemes
with this type of observation comes from the fact that remote-sensing instruments probe at most the
first 5 cm of soil. However, the water contained in the top soil layer is not the main driver of surface
evapotranspiration that is of primary interest in NWP models. What dominates the strength of water
losses in the atmosphere or in rivers is the water content over a deeper layer including the root-zone
(tens of centimetres to few metres). The usefulness of these satellite data relies on the capacity of land
surface schemes to transfer background departures located in the superficial soil layer into relevant
increments in the root-zone layer. The simplicity of force-restore equations from the ISBA scheme [320]
allows the estimation of analytical Jacobians that relate sensitivity of the superficial soil moisture at a
given time T to changes in deep soil moisture at the beginning of an assimilation window [321].

However, a contradiction appears between the “analytical expression soil moisture Jacobians”
and the physical understanding of how information can be transferred from the superficial to the
deep layer. This unexpected behavior is explained by the use of a single energy balance for bare soil
and vegetation, together with the nonlinear behavior of vegetation transpiration near the wilting
point. Indeed, an increase in root-zone soil moisture, when above wilting point, enhances vegetation
transpiration that cools the surface. A decrease in surface temperature reduces bare soil evaporation
and in turn reduces water losses of the superficial layer. Therefore, in a data assimilation system,
satellite observations sensitive to the surface soil moisture could appear more informative than they
actually are. Studies described in [322] and in [323] reveal that two-layer schemes artificially enhance
deep layer corrections because the actual physical transfers (through vertical gradients of water
potential) are not explicitly described.

In conclusion, multi-layer surface schemes with separate surface energy balances are expected
to lead to a more realistic extraction of information from remotely sensed superficial soil moisture in
land surface models. This work is particularly relevant to illustrate that approaching data assimilation
with simplified models may impair the transfer of information from and to the deeper soil layers that
control predictive skills in medium and extended range forecasting.

5. Towards Enhanced Use of High Resolution EO Data in Earth System Modelling

In this section, an analysis of data availability with the most common challenges in utilising the
data is presented with the aim of identifying virtuous pathways to data inclusion in global modelling
for forecasting and monitoring applications. The volume of Earth Observations of the surface creates
an issue which calls for data reduction and data streaming with a clear set of applications in mind.
A too passive role of EO data users (awaiting new observations without listing modelling needs),
or assuming that a web portal will multiply by itself the use of satellite products, has the risk of limited
user-uptake of EO data. There is the potential of creating a gap between availability and exploitation
of data. Closer connection between EO surface data and Earth surface modelling, as part of weather
and environmental prediction applications, can multiply users of the data by orders of magnitude.

Earth Observations ultimately drive model development, via data assimilation and via exposing
systematic model errors. However, the balance between model resolution, the degree of sophistication
of represented processes and the size of ensemble configurations (Figure 27) is a trade-off considering
that computing resources are limited. The Earth surface cannot be easily observed nor modelled if
coarse resolution sensors or models are utilised because the subgrid variability becomes too large.
The use of ensembles with a large number of members enables representing the uncertainty of the
forecasts [16] attributed to the modelling steps as well as to the analyses used as initial conditions that
encompass EO observability and representativity issued.
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Figure 27. Model complexity, model resolution and ensemble, and High Performance Computing and
data volume trade-offs. Courtesy of Peter Bauer, ECMWF.

5.1. Towards More Comprehensive Model Improvement through Joint Use of Multivariate EO Data

As illustrated throughout various examples in this paper, satellite-based EO data products are
essential to improving and informing model development. However, the potential of the growing
suite of EO datasets could be better exploited through the joint use of multiple EO datasets. So far, this
is only done in classical data assimilation even though the approach holds promising potential also for
improving model structures, and for deriving more accurate, more unique, parameter value sets.

For example, Ref. [13] showed that robust improvements in the parameter calibration of the
H-TESSEL model are only possible with multiple observation-based reference datasets. For this
purpose, they used several EO datasets in conjunction with in situ measurements. This allows
overcoming their individual shortcomings; e.g., the satellite-based soil moisture offers unprecedented
spatial coverage but is available only during relatively short time periods and is constrained to the
surface layer, whereas in situ soil moisture measurements cover longer time periods and multiple soil
depths. Such a comprehensive approach helps to advance model development as it can capture and
adjust various couplings within a model. In contrast, calibration against individual datasets such as
land surface temperature results in degraded model performance with respect to other variables such
as soil moisture. This is due to an imperfect representation of the energy-water coupling in the model.
In this way, the use of different combinations of reference datasets for training and validation enables
a targeted identification of flawed couplings within a model.

While the suite of EO datasets is growing, the complexity of state-of-the-art (land surface and
hydrological) models is also increasing. The related increasing number of parameters renders it difficult
to sufficiently constrain such models. The potential of a comprehensive model calibration through an
adequate ratio between the numbers of model parameters and employed reference datasets has been
illustrated in [8]. They used a conceptual water balance model with few parameters and calibrated
it thoroughly against a range of EO and in situ datasets. As a result, this simplistic model reached
similar (and partly better) performance in simulating key hydrological variables such as soil moisture
and runoff.

Despite the success of a simplistic model in this particular case, the increased complexity of
state-of-the-art models is required in the context of coupled weather forecasting systems, or Earth
system models [324]. This indicates that the use of emerging new EO datasets is absolutely required
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to better constrain those complex operational models. As a result, the improved calibration of
individual modules, such as H-TESSEL, within a weather forecasting system, can contribute to advance
temperature and precipitation forecasting skills, as exemplified in [325].

Following this avenue, it is critical to better link model development efforts—for example to
enable to explicit representation of (to be) observed EO variables—with the planning and design
of upcoming EO missions. This way, the growing suite of EO data products can contribute to an
improved physical understanding of land–atmosphere interactions, and furthermore to more accurate
weather predictions as well as climate projections.

5.2. Delivering EO-Driven Research to Services

Buizza and colleagues at ECMWF [326,327] have presented a typical Research to Operation (R2O)
cycle for new model and assimilation versions. It includes internal updates, but it does not address
yet the inter-agency planning. The latter is achieved via a variety of collaborations, externally funded
projects, and internal projects. We present a sketch of the R2O in a given organization specialised
in global atmospheric data assimilation and discuss ways in which cooperative work can extend to
multiple organizations particularly to tackle the evolution towards a kilometer-scale representation of
the Earth surface.

Earth Observations have a dual role in Earth-system monitoring and prediction applications.
Firstly, they are required to define the initial state of the Earth-system components, i.e., the state
from where forecasts are generated by integrating numerically the Earth-system equations. Secondly,
they provide an estimate of the ‘truth’ (the true state of the Earth), that is required to evaluate
model accuracy and forecast performance. Good quality observations are essential in the testing and
evaluation phases. Diagnostics that allow objective evaluation of improvements in the development
and testing phases, and routine monitoring of forecast performance are essential. The latter can trigger
investigations that feed into subsequent model upgrades.

The establishment of focused multi-institute projects and working-groups e.g., around
international field-campaigns, is a common practice to link remote-sensing and Earth system modelling.

5.3. Satellite-Focused Field Campaign: The Concordiasi Example

Concordiasi was a field campaign, part of the Thorpex experiment [328] dedicated to the study
of the atmosphere above Antarctica as well as the land surface of the Antarctic continent and the
surrounding sea-ice. In 2010, an innovative constellation of balloons, including 13 driftsondes,
provided a unique set of measurements covering both a large volume and time. The balloons drifted
for several months on isopycnic surfaces in the lowermost stratosphere around 18 km, circling over
Antarctica in the winter vortex, performing, on command, hundreds of soundings of the troposphere.
Many dropsondes were released to coincide with overpasses of the Meteorological Operation (MetOp)
satellite, allowing comparison with data from the Infrared Atmospheric Sounding Interferometer
(IASI). IASI is an advanced infrared sounder that has a large impact on NWP systems in general.
However, there are some difficulties in its use over polar areas because the extremely cold polar
environment makes it more difficult to extract temperature information from infrared spectra and
makes it difficult to detect cloud properties.

A number of results have been described in the Concordiasi workshop report [329,330]. Although
the performance of NWP analyses and forecasts have dramatically improved over the last decade,
large systematic differences remain in analyses from various models for temperature over Antarctica
and for winds on the surrounding oceans. A comparison between short-range forecasts and the
Concordiasi data was investigated for various NWP centres. Results show that models suffer from
deficiencies in representing near-surface temperature over the Antarctic high terrain. The very strong
thermal inversion observed in the data is a challenge in numerical modeling because models need
both a very good representation of turbulent exchanges in the atmosphere and of snow processes to
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be able to simulate this extreme atmospheric behavior. It has been shown that satellite retrievals also
have problems representing the sharp inversions over the area.

An example of comparison of such profiles is provided in the Figure 28 (courtesy of T August,
EUMETSAT). At the surface, particular attention has been paid to observing and modeling the
interaction between snow and the atmosphere. This research has led to an improvement of snow
representation over Antarctica in the Integrated Forecasting System (IFS) model at ECMWF [331].
Coupled snow–atmosphere simulations performed at Météo-France with the Crocus and Applications
of Research to Operations at Mesoscale (AROME) models have been shown to realistically reproduce
the internal and surface temperatures of the snow as well as boundary layer characteristics [332].
In this example of the Concordiasi campaign, datasets obtained from the field experiment over snow
and sea ice have proven invaluable to document the quality and deficiencies of both satellite retrievals
and NWP model fields. This has helped to provide directions in which to explore the improvement
of models, which will be beneficial for weather prediction and climate monitoring. The validation
and diagnostics of numerical weather modelling over snow and sea-ice with Earth observations pose
challenges because of the lack of regular in situ data and because satellite observations can be difficult
to interpret in those areas. Field experiments can help to provide precious information to assist
scientists in this validation work.
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Figure 28. This Figure shows an example of a dropsonde vertical profile of temperatures (in black) on
23/10/2010 together with nearest ECMWF model profiles (in red and orange) and EUMETSAT IASI
retrievals (in magenta and blue). Courtesy of Thomas August, EUMETSAT.

5.4. Links with the World Weather / Climate Research WWRP/WCRP Programmes

In the context of a more seamless prediction from day to decades, the World Weather Research
Programme (WWRP) and the World Climate Research Programme (WCRP) have both recognised
the importance of EO for the evaluation of climate models and development of climate research.
For instance, the Observations for Climate Model Intercomparisons (Obs4MIP) project under the
governance of WCRP (https://esgf-node.llnl.gov/projects/obs4mips/) is aiming at developing a
database of existing observational products that can be directly used for model validation. GEWEX,
the core project of WCRP focusing on land–climate interactions (http://www.gewex.org), has a
particularly strong emphasis in this area, and oversees the GEWEX Data and Assessment Panel
(GDAP), which provides regular assessments and evaluation of existing EO products. The use of
EO products to improve the understanding and simulations of global water and energy processes is
substantially highlighted in the GEWEX Science Questions [333].
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The GEWEX Strategy 2019–2028 reviews the scope of research in the context of increasing
greenhouse gases and changes in climate extremes. Examples are heat waves, heavy precipitation,
droughts, or floods, which all are of particular concern [87].

Several recent studies have shown that land-surface processes play an essential role for climate
extremes, and thus EO of land surface variables are likely to help constrain the representation of
these extremes in current climate models. This is particularly the case for heatwaves and changes in
temperature variability, which have been shown to be strongly affected by soil moisture availability
(e.g., [334–340]).

In particular, recent results show that much of the changes in temperature extremes in mid-latitude
regions can be understood as the combination of the global climate sensitivity—i.e., the global
temperature response to greenhouse gas forcing—and regional effects due to soil moisture [341].
Climate simulations also suggest that typical changes in land albedo (on the order of 0.1) can
substantially affect temperature extremes on local to regional scales [342,343].

Soil moisture–precipitation feedback have been shown to be relevant as well [76], although climate
models possibly present biases in the representation of these relationships [344]. There are only a
few studies of the possible impact of soil moisture on precipitation extremes, but there is evidence
that land evapotranspiration was a strong contributor to the 2010 Pakistan floods [345] and climate
model simulations also suggest that soil moisture–precipitation feedback impact projected changes in
precipitation extremes [339,346]. Besides the effects of land–climate interactions for temperature and
precipitation extremes, soil moisture states also play an essential role in the development of droughts
(e.g., [347]) and floods, and combined with high resolution imagers can reach km-scale resolution (e.g.,
SMOS/MODIS combination [348]). Soil moisture products at km-scale resolution will in turn benefit
from dedicated field campaigns, such as for instance the AirMOSS (https://airmoss.ornl.gov [349]) as
well as in situ ground based network for calibration/validation activities.

5.5. Links with EO Satellite Data Providers

Many important land surface geophysical parameters can be inferred from satellites including:
soil moisture, snow cover, surface temperature and LAI. Due to their indirect nature and given
the currently used assimilation systems, remotely sensed observations are still significantly under
exploited. Used products are generated by complex external processing levels (L2 to L4) which can
potentially introduce inconsistencies with other atmospheric observations and processes. Coupled
data assimilation systems would address these issues by allowing a consistent handling of these
observations across systems, provided systematic differences (e.g., due to calibration) are removed
by bias correction schemes, that can be integral part of the data assimilation system [350]. Moreover,
a stronger link between observations and data assimilation, will by design enable a quality control
system with reduced latency.

5.6. An International Surface Working Group

The International Surface Working Group (ISWG) has been active since 2016 to gather
requirements specific to surface observations, and to enhance both our understanding and ability to
monitor the components of the Earth system. Land, vegetation, snow, ice, coastal waters and open
waters are included. An international science working group focused on land surface would integrate
the other active scientific groups, gathering requirements that are specific to land and surface-water
monitoring. A coordinated effort to bring concerns and advances from the scientific community could
bring a clear focus by reviewing what technology has reached a maturity level to be directly used in
land surface monitoring and modeling applications and feed into weather and climate. Usage of readily
available observing capacity that has not been exploited (such as several geostationary platforms)
could be fostered by dedicated workshops and a gap analysis for observing needs from this community
could provide a link to future missions. The recognition of ISWG with its focus on existing international
scientific coordination can be critical to support operational applications in forecasting and monitoring
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of weather and climate. In particular, the satellite based estimation of soil moisture, snow, land surface
temperature and surface water body extents are particularly poorly considered for continuity in current
satellite missions (with few exceptions). Unfortunately, when satellite data is available, users’ uptake
is often confined to local applications not encompassing global weather and environmental forecasting
or climate monitoring, which would naturally scale the number of users to a broader community. The
primary task of ISWG should be to bring forward a continuity plan using existing systems and ones
which would fill application gaps in future. ISWG would provide the community a point of focus for
applications of EO data that would be particularly relevant to bridge gaps between monitoring and
mapping of terrestrial surfaces that have been historically developed in different communities.

6. Conclusions

This review presents some examples of how Earth Observations can successfully drive model
development for Earth monitoring and prediction systems, such as those used for weather and
climate. Often the link between observing a process, reaching a physical understanding and designing
parameterisations that can be used in models is not explicitly made but is nonetheless fundamental.

Recent land surface modelling developments, aimed at increased hydrological consistency,
have been substantially guided by water-dedicated missions such as SMOS and SMAP. Surface
temperatures have begun to be used in models despite the resolution barriers and large systematic
model errors, which had previously limited the observation uptake.

This list is non-exhaustive and aims to exemplify the great opportunities offered by remote sensing
of the Earth surface combined with in situ observations. Emphasizing the link between observations
and model development is important as global Earth system modelling moves to the kilometer scale.
Existing models need to evolve to reduce model-data discrepancies at the surface, and data assimilation
needs to evolve to coupled surface-atmosphere data assimilation.

Scientists working in the field can benefit from more than a decade of research in regional weather
and climate models. The data volume required for a high resolution representation of the Earth surface
(close to 1 billion points if 1/120 degree resolution is considered) requires smart data reductions
and prioritisation of benchmarks. Surface temperature-sensitive and water-sensitive remote sensing
products are key data to drive model improvements.

Products that combine unique remote sensing capabilities at coarser resolution (e.g., SMOS/SMAP
for soil moisture, GOME-2 for vegetation) with high resolution imagers are promising for the support
and further development of the next generation of weather and climate models which will be
approaching kilometer-scale resolution at the surface. To ensure continuity of the existing observation
capabilities to preserve and extend complementarity and diverse and covariant information, i.e., for low
frequency passive microwave measurements a follow-on mission for SMOS or SMAP is needed.

While the examples given here clearly demonstrate the benefit of investing further in EO-driven
model development, the gaps are substantial. In addition, the lack of coordinated efforts to attain such a
goal using current and future observations can be a major obstacle. Forming application-focused model
development working groups such as the ISWG will help to channel efforts and gather modelling
requirements for a more effective data uptake. Three recommendations include:

• The improvement of parameterisation schemes over land and water surfaces to reduce systematic
model errors that are clearly associated to missing processes (e.g., lack or spatial resolution in
horizontal and vertical dimension, inadequate representation of local physiography) that impair
the realism of surface fluxes partitioning.

• The development of observation operators that map the observed satellite radiance into physical
quantities that are represented in models, particularly for thermal infrared imagers (e.g., for LST)
and low-frequency microwave radiometer/radars (e.g., for L-band brightness temperature).

• The improvement of assimilation schemes capable of handling the models and observations
uncertainties related to surface heterogeneities and processes and associated to the diverse remote
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sensing resolutions (e.g., LST and L-band). Data assimilation shall make use of observations for
constraining both surface state-variables and fluxes.

To ensure progress in those areas, the synergetic use of in situ observations and satellite data is
of paramount importance and should be developed in parallel so that ground-based observations
can provide a solid anchor for the physical interpretation of satellite radiances in diverse biomes,
ecosystems and climates.

Advantages for an increase accuracy in monitoring and prediction at the surface can be anticipated
to be sizeable. An Earth system model which is capable of reproducing the observed range of
surface temperatures in accordance with the amplitude of the diurnal and the seasonal cycle, and
which reproduces synoptic disturbances or persistent weather, will have greater skill in predicting
temperature extremes and therefore increase the relevance for climate studies. Similarly, the water
cycle can benefit from more realistic precipitation and evaporation rates when approaching scales that
are relevant to convection.

An accurate and up-to-date land-use description is necessary for obtaining modelled soil moisture
that is more directly comparable to kilometer scale remote-sensing products. Attention to the energy
and water cycles realism is a crucial ingredient to support simulations of the natural and anthropogenic
carbon exchanges at the surface.

Representing the anthropogenic influence on the Earth surface and its effects within Earth system
models is a challenge for the next generation of models. In these models, there will be an increased
role for Earth observations to map and monitor the natural and human-driven surface changes in the
Earth system. Their aim will be to integrate weather, climate and environmental applications.
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Abbreviations

The following abbreviations are used in this manuscript:

AIRS Atmospheric InfraRed Sounder
AMSR-E Advanced Microwave Scanning Radiometer for EOS (Earth Observing System)
AMSR-2 Advanced Microwave Scanning Radiometer 2
AMSU-A Advanced Microwave Sounding Unit-A
AROME Action de Recherche Petite Echelle Grande Echelle
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
ATSR Along Track Scanning Radiometers
AVHRR Advanced Very High Resolution Radiometer
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BEVAP Bare-ground Evaporation
BSWB Basin Scale Water Balance
C3S Copernicus Climate Change Service
CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation
CAMS Copernicus Atmosphere Monitoring Service
CASA Carnegie–Ames–Stanford Approach
CEMS Copernicus Emergency Monitoring Service
CERES Clouds and the Earth’s Radiant Energy System
CGLS Copernicus Global Land Service
CH-TESSEL Carbon and Hydrology—Tiled ECMWF Scheme for Surface Exchanges over Land
CLM Community Land Model
CMA China Meteorological Agency
CNRM Centre National de Recherches Météorologique
COARE Center for Oceanic Awareness, Research, and Education
DEM Digital Elevation Model
ECMWF European Centre for Medium-Range Weather Forecasts
EC-WAM ECMWF Wave Model
ENVISAT ENVIronment SATellite
ENS Ensemble System
ENSO El Niño–Southern Oscillation
EO Earth Observations
ERS European Remote-sensing Satellites
ESA European Space Agency
ESM Earth System Modelling
EUMETSAT European Organization for the Exploitation of Meteorological Satellites
EVI Enhanced Vegetation Index
FMI Finnish Meteorological Institute
GEWEX Global Energy and Water Exchanges
GCOS Global Climate Observing System
GDAP GEWEX Data and Analysis Panel
GFED Global Fire Emissions Database
GLCC Global Land Cover Characterization
GLEAM Global Land Evaporation Amsterdam Model
GLOBE Global Land One-kilometer Base Elevation
GloFAS Global Flood Awareness System
GOES Geostationary Operational Environmental Satellite
GOOS Global Ocean Observing System
GOME Global Ozone Monitoring Experiment
GOSAT Greenhouse Gases Observing Satellite
GPCP Global Precipitation Climatology Project
GPP Gross Primary Production
GRACE Gravity Recovery and Climate Experiment
GRUMP Global Rural-Urban Mapping Project
GSWP Global Soil Wetness Project
GWSD Global Water Surface Dataset
HRES High Resolution System
HSB Humidity Sounder for Brazil
IASI Infrared Atmospheric Sounding Interferometer
IFS Integrated Forecasting System
ISRO Indian Space Research Organisation
ISWG International Surface Working Group
JMA Japan Meteorological Agency
JULES Joint UK Land Environment Simulator
LAI Leaf Area Index
LANDSAT Land Remote-Sensing Satellite (System)
LIM Louvain-la-Neuve Sea Ice Model

228



Remote Sens. 2018, 10, 2038

LST Land Surface Temperature
MACC Monitoring Atmospheric Composition and Climate
MERIS MEdium Resolution Imaging Spectrometer
METAR METeorological Aerodrome Report
MetOp Meteorological Operational Satellite
MetOp-SG Meteorological Operational Satellite - Second Generation
MISR Multi-angle Imaging SpectroRadiometer
MJO Madden–Julian Oscillation
MODIS Moderate Resolution Imaging Spectroradiometer
MOPITT Measurements of Pollution in the Troposphere
MTSAT Multifunctional Transport Satellites
NASA National Aeronautics and Space Administration
NEE Net Ecosystem Exchange
NEMO Nucleus for European Modelling of the Ocean
NDVI Normalized Difference Vegetation Index
NOAA National Oceanic and Atmospheric Administration
NWP Numerical Weather Prediction
Obs4MIP Observations for Model Inter-Comparison Project
OLI Operational Land Imager
OSI-SAF Ocean and Sea Ice Satellite Application Facility
QuickSCAT Quick Scatterometer
R2O Research to Operation
Reco Ecosystem respiration
SAR Synthetic Aperture Radar
SSP SubSatellite Point
SBSTA Subsidiary Body for Scientific and Technological Advice
SEASAT Sea Satellite
SEBS Surface Energy Balance System
SHEBA Surface Heat Budget of the Arctic Ocean
SIF Solar-Induced Fluorescence
SMAP Soil Moisture Active Passive
SMHI Swedish Meteorological and Hydrological Institute
SMOS Soil Moisture Ocean Salinity
SST Sea Surface Temperature
SRTM Shuttle Radar Topography Mission
SYNOP Synoptic Operations
TAO Tropical Atmosphere-Ocean
TISR Thermal Infrared Sensor
TOPEX/POSEIDON Topography Experiment—Positioning, Ocean, Solid Earth, Ice Dynamics,

Orbital NavigatorAIRS
TWS Terrestrial Water Storage
UHI Urban Heat Island
VOD Vegetation Optical Depth
WECANN Water, Energy, and Carbon with Artificial Neural Networks
WCRP World Climate Research Programme
WWRP World Weather Research Programme
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The authors wish to make the following corrections to this paper [1]:
Update of Figure 1 and correct authorship to include Dr. Eleanor Blyth (CEH).

Figure 1. Example of usage of land surface temperature during dry episodes after a precipitation event.
The plot shows a composite of the so-called Relative Warming Rate (RWR) as a function of the amount of
precipitation during the preceding event for March–April–May (MAM, left) and June–July–August (JJA,
right). RWR quantifies the increase in dry spell land surface temperature relative to air temperature,
and is a measure for the evaporation regime of the land surface.

The authors wish to make the following corrections to this paper [2]:
Correction to the legend of Figure 15 to mention this is adapted from Rodriguez-Fernandez et al.,

2018 ([2] and referenced as [182] in [1]).
The authors would like to apologize for any inconvenience caused to the readers by these changes.
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