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The term “biomedical engineering” refers to the application of the principles and problem-solving
techniques of engineering to biology and medicine. Biomedical engineering is an interdisciplinary
branch, as many of the problems health professionals are confronted with have traditionally been
of interest to engineers because they involve processes that are fundamental to engineering practice.
Biomedical engineers employ common engineering methods to comprehend, modify, or control
biological systems, and to design and manufacture devices that can assist in the diagnosis and therapy
of human diseases.

The goal of this Special Issue of Fluids is to be a forum for scientists and engineers from
academia and industry to present and discuss recent developments in the field of biomedical
engineering. It contains papers that tackle, both numerically (computational fluid dynamics studies)
and experimentally, biomedical engineering problems, with a diverse range of studies focusing on
the fundamental understanding of fluid flows in biological systems, modelling studies on complex
rheological phenomena and molecular dynamics, design and improvement of lab-on-a-chip devices,
modelling of processes inside the human body, and drug delivery applications. Contributions have
focused on problems associated with subjects that include hemodynamical flows, arterial wall shear
stress, targeted drug delivery, fluid–structure interaction/computational fluid dynamics (FSI/CFD) and
multiphysics simulations, molecular dynamics modelling, and physiology-based biokinetic models.

In a comprehensive computational modelling study focused on complex rheological phenomena,
Alexopoulos and Kiparissides [1] are using a macroscopic model to investigate the spreading of a linear
viscoelastic fluid with changing rheological properties over flat surfaces. The computational model is
based on a macroscopic mathematical description of the gravitational, capillary, viscous, and elastic
forces. The dynamics of droplet spreading are determined in sessile and pendant configurations for
different droplet extrusion or formation times for a hyaluronic acid solution undergoing gelation.
The computational model is employed to describe the spreading of hydrogel droplets for different
extrusion times, droplet volumes, and surface/droplet configurations. The effect of extrusion time is
shown to be significant in the rate and extent of spreading.

In a series of studies where microfluidics engineering principles are used to improve understanding
of biomedical phenomena, Paras and Mouza with their group contribute three different papers under
this common theme:

Koupa et al. [2] present a study of the geometrical characteristics of a free-flowing non-Newtonian
shear-thinning fluid flowing in an inclined open microchannel. The liquid film characteristics were
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measured by a non-intrusive technique that is based on the features of a micro particle image velocimetry
(μ-PIV) system. Relevant computational fluid dynamics (CFD) simulations revealed that the volume
average dynamic viscosity over the flow domain is practically the same as the corresponding asymptotic
viscosity value, which can thus be used in the proposed design equations. A generalized algorithm for
the design of falling film microreactors (FFMRs), containing non-Newtonian shear thinning liquids is
also proposed.

Mouza et al. [3] present a simplified model for predicting friction factors of laminar blood flow
in small-caliber vessels. The aim is to provide scientists with a correlation that can assist with the
prediction of pressure drop that arises during blood flow in small-caliber vessels. This study has been
conducted, like the previous one, using a combination of CFD simulations validated with relevant
experimental data, acquired by the group. Experiments relate the pressure drop measurement during
the flow of a blood analogue that follows the Casson model, that is, an aqueous glycerol solution that
contains a small amount of xanthan gum. Results from this study lead to the proposal of a simplified
model that incorporates the effect of the blood flow rate, the hematocrit value (35–55%) and the vessel
diameter (300–1800 μm) and predicts, with satisfactory accuracy, pressure drop during laminar blood
flow in healthy small-caliber vessels.

Stergiou et al. [4] in their contribution incorporated a complex multiphysics simulation to provide
a realistic model of blood flow and to numerically examine, using a fully coupled fluid–structure
interaction (FSI) method, the complicated interaction between the blood flow and the abdominal aortic
aneurysm (AAA) wall. The study investigates the possible link between the dynamic behavior of an
AAA and the blood viscosity variations attributed to the haematocrit value, while it also incorporates
the pulsatile blood flow, the non-Newtonian behavior of blood and the hyperelasticity of the arterial
wall. Results in terms of wall shear stress (WSS) show that its fluctuations due to haematocrit changes
can alter the mechanical properties of the arterial wall and increase the growth rate of the aneurysm or
even its rupture possibility.

In the field of drug delivery, Tsermentseli et al. [5] present a comparative study between PEGylated
and conventional liposomes, as carriers for shikonin. Liposomes are considered one of the most
successful drug delivery system. On the other hand, shikonin and alkannin, a pair of chiral natural
naphthoquinone compounds, are widely used due to their various pharmacological activities. The study
reports the effects of different lipids and polyethylene glycol (PEG) on parameters related to particle
size distribution, polydispersity index, ζ-potential, drug-loading efficiency and stability of the prepared
liposomal formulations. Three types of lipids were assessed (DOPC, DSPC, DSPG), separately and
in mixtures, forming anionic liposomes with good physicochemical characteristics, high entrapment
efficiencies, satisfactory in vitro release profiles, and good physical stability. The shikonin-loaded
PEGylated sample with DOPC/DSPG, demonstrated the most satisfactory characteristics and is
considered promising for further design and improvement of these type of formulations.

In the field of lab-on-a-chip research, Narayanamurthy et al. [6] present a study on pipette Petri
dish single-cell trapping (PP-SCT) as an application of a passive hydrodynamic technique. PP-SCT is
simple and cost-effective with ease of implementation for single cell analysis applications. In their study,
passive microfluidic-based biochips capable of vertical cell trapping with the hexagonally-positioned
array of microwells are exhibited and a wide operation at different fluid flow rates of this novel
technique is demonstrated. Using human lung cancer cells, single-cell capture (SCC) capabilities of
the microfluidic-biochips are found to be improving from the straight channel, branched channel,
and serpent channel, accordingly. Multiple cell capture (MCC) is on the order of decreasing from
the straight channel, branch channel, and serpent channel. Among the three designs investigated,
the serpent channel biochip offers high SCC percentage with reduced MCC and NC (no capture)
percentage. Using the PP-SCT technique, flow rate variations can be precisely achieved.

In a study focusing on the use of physiology-based biokinetic (PBBK) models, Sarigiannis and
Karakitsios [7] aim at the development of a lifetime PBBK model that covers a large chemical space,
which, when coupled with a framework for human biomonitoring (HBM) data assimilation, provides
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an advanced chemical risk assessment method. The methodology developed was demonstrated in the
case of bisphenol A (BPA), where exposure analysis was based on European HBM data. Based on their
calculations, it was found that current exposure levels in Europe are below the temporary tolerable
daily intake (t-TDI) proposed by the European Food Safety Authority (EFSA). The authors propose
refined exposure metrics, which show that environmentally relevant exposure levels are below the
concentrations associated with the activation of biological pathways relevant to toxicity.

Finally, in a computational study using molecular dynamics (MD), Arsenidis and Karatasos [8]
present fully atomistic MD simulations employed to study the interactions between a complex
comprised by a PEGylated hyperbranched polyester (HBP) and doxorubicin molecules, with a model
membrane in an aqueous environment. The effects of the presence of the lipid membrane in the drug
molecules’ spatial arrangement are examined in detail and the nature of their interaction with the
latter are discussed and quantified where possible. A partial migration of the drug molecules towards
the membrane’s surface takes place, while clustering behavior of the drug molecules appeared to be
enhanced in the presence of the membrane, and development of a charge excess close to the surface of
the hyperbranched polymer and of the lipid membrane is observed. The build-up of the observed
charge excesses, together with the changes in the diffusional behavior of the drug molecules are of
particular interest, regarding the latest stages of the liposomal disruption and the release of the cargo
at the targeted sites.

We would like to thank the contributors to this Special Issue for sharing their research, and the
reviewers for generously donating their time to select and improve the manuscripts.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The spreading of viscous and viscoelastic fluids on flat and curved surfaces is an important
problem in many industrial and biomedical processes. In this work the spreading of a linear
viscoelastic fluid with changing rheological properties over flat surfaces is investigated via a
macroscopic model. The computational model is based on a macroscopic mathematical description
of the gravitational, capillary, viscous, and elastic forces. The dynamics of droplet spreading are
determined in sessile and pendant configurations for different droplet extrusion or formation times
for a hyaluronic acid solution undergoing gelation. The computational model is employed to
describe the spreading of hydrogel droplets for different extrusion times, droplet volumes, and
surface/droplet configurations. The effect of extrusion time is shown to be significant in the rate and
extent of spreading.

Keywords: spreading; gelation; hydrogel; hyaluronic; viscoelastic; viscous; gravitational; capillary

1. Introduction

The spreading of viscous and viscoelastic droplets over surfaces is an immensely important
subject that has been studied extensively [1–4]. The detailed computational description is inherently
an extremely challenging problem as it involves complex flow fields, movement and deformation of
the droplet interface as well as creation of a new interface and these processes alter the boundary to
the computational domain. Fluid viscoelasticity further complicates the problem and can manifest in
many ways, e.g., memory, elastic forces, yield-stress effects.

To date computational techniques to solve these types of problems have been developed following
a case-by-case problem-oriented approach, e.g., Reference [5]. On the other hand, commercial
Computation Fluid Dynamics, CFD, products until recently have lacked efficient boundary updating
for many of the large deformation problems. Currently, commercial products based on Finite Element
Method, FEM, techniques with well-structured grids appear to be the most accurate in terms of surface
updating during large deformations [6]. Continuing efforts to develop computational techniques for
such challenging programs include many hybrid approaches, e.g., boundary element methods for
the interface and FEM for the internal nonlinear viscoelastic or inertial terms [7]. These and other
approaches require significant expertise and further testing before they can be adopted by the general
scientific community.

At the same time there is significant amount of experimental investigations involving free-surface
flows of viscous or viscoelastic fluids. Spreading of droplets over flat surfaces is a very common
laboratory test to determine “spreadability” of fluids, (e.g., with lubricant oils [8] and food products [9])
as well as an industrial test (e.g., with foamed cement [10]). The droplet spreading tests can become
even more difficult to interpret when considering viscoelastic fluids, curved surfaces, or time-variable
fluid properties. Because of these difficulties there is a need to provide a simple means to describe

Fluids 2018, 3, 78; doi:10.3390/fluids3040078 www.mdpi.com/journal/fluids4
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spreading tests of complex fluids in order to extract more meaningful data as well as to obtain a better
understanding of more complex coating processes.

In this work we develop a simple droplet spreading model for a linear viscoelastic fluid and
connect it to nonlinear processes that affect the rheological properties of the fluid. The literature is
currently lacking in such simple models. These models can be employed to facilitate the interpretation
of simple spreading tests and potentially as a design tool for many processes involving spreading
and time varying fluid properties. In the section that follows the computational model is described
building on the work of Härth and Schubert [11]. Next the specific hyaluronic acid system which
forms droplets examined in this work is described. In the third section the model is tested with the
spreading of viscoelastic droplets with time-varying properties.

2. Droplet Spreading Model

To develop a simple macroscopic film spreading model the macroscopic model of Härth and
Schubert [11] is employed which considers viscous, gravitational, and surface forces for partially
or fully wetting droplets. The model is extended to include elastic forces, consider pendant drop
configurations in addition to sessile drop, and is applied to a gelling system with time-varying
rheological properties. It should be noted that the spherical cap approximation is realistic if the initial
droplet radius is less than the capillary length, LC =

√
γL/ρ g, or the Bond number, Bo, is less than

one [12]:

Bo =
Δρ g R2

0
γL

=

(
R0

LC

)2
< 1 (1)

where ρ is the fluid density, g, is the gravitational acceleration constant, γL is the fluid surface energy,
and R0 is the initial curvature at the apex which is equal to the initial spherical cap radius.

The basic geometry of a spherical-cap droplet spreading on a flat surface is shown in Figure 1.

Figure 1. Drop shapes during spreading. Initial spherical cap (solid line), transition shape (short-dashed

line), steady state “pancake” shape (long-dotted line).

For a spherical cap droplet of base radius, r, and height, h, the volume, V, is given by:

V =
π

6

(
3 r2 h + h3

)
(2)

and it is constant with time as long as there are no physical or chemical changes in the fluid and as
long as there are no mass losses, e.g., due to evaporation.

Consequently the differential in height is given by [13]:

dh = − 2 r h
r2 + h2 dr (3)

2.1. Forces Acting on Droplet during Spreading

The total force, F, acting in the radial direction is the sum of capillary, viscous, gravitational,
and elastic terms. To determine these forces a macroscopic approach is followed assuming flat droplets,

5
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i.e., h << r, and small Bond numbers, i.e., Bo < 1. The forces are determined by considering the various
contributions to the droplet energy, E, during an infinitesimal spreading step of dr and dh (Figure 2)
during which the total radial force, F, is given as:

F = −dE
dr

= −∂E
∂r

+
∂E
∂h

2rh
r2 + h2 (4)

Figure 2. Spreading of droplet over a flat surface over a time period of dt.

With these assumptions it was shown in [11] that the capillary force, FC, is given by:

FC = 2 π r
(

S + γL
2 r2

r2 + h2

)
(5)

where S is the spreading coefficient given by:

S = γS − γSL − γL (6)

where γS is the surface energy of the solid and γSL is the surface/fluid interface energy.
Following Härth and Schubert, and by considering the potential energy of a spherical cap as an

integral over horizontal slabs of thickness dz:

E =
∫ h

0
ρgzdV (7)

the gravitational force, FG, is determined to be [11]:

FG = ρ g π h2 r
3

(
r2

r2 + h2

)
= ρ g

π

6
r3 h
R

(8)

where R is the radius of the spherical cap (Figure 2) which is equal to:

R =
r2 + h2

2 h
(9)

The viscous force, FV, can only be approximated in a macroscopic approach because of the
unknown velocity profile, e.g., adjacent to the contact line. The movement of the contact line can
be very complicated and dynamic. The contact line does not always move smoothly (e.g., stick-slip
motion, see [1]) and is not always well defined (e.g., the fluid over the contact line can move over a
thin layer of air). When considering microscopic effects van der Waals forces [14] and line tension
effects [15] can become important and nanoscale effects require different considerations [16].
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The viscous force for a Newtonian fluid undergoing simple shear flow is proportional to a shear
stress, τ, multiplied by a surface area, A, parallel to the direction of flow according to:

FV = τ A = η
.
γ A (10)

where η is the viscosity and
.
γ is the shear rate. Here it is assumed that the dominating nature of flow is

simple shear as a stick boundary condition can be assumed for most of the contact area of the droplet.
This assumption over-estimates the shear rate only in a small region near the moving contact line
which during the slip transition does not flow via simple shear. Consequently, we have:

FV = η

.
r
w

2πrw = 2 π r η
.
r (11)

where w is the average height of the droplet. It should be noted that in Härth and Schubert the viscous
force (without the 2π term) was adapted to:

FV = r η
.
r ≈ r6 η

.
r

ξ V2 (12)

where ξ = 37.1 m−1 is considered a universal constant.
In this work the elastic contribution of a linear viscoelastic fluid of the Maxwell type:

τ + λ
dτ

dt
= η

.
γ (13)

where η is the Maxwell viscosity and the relaxation time λ is given by

λ =
η

E
(14)

where E is the elasticity of the Maxwell fluid.
In order to determine the elastic contribution from linear viscoelastic Equation (14) it is clear

that there should be a first-order relaxation term e−
t
λ and that the average elastic stress should be

proportional to the average relative deformation, ε(t), and the elasticity E, according to:

τE(t) = E ε(t) e−
t
λ (15)

The average relative deformation is approximated by the deviation from the initial spherical
shape so that:

ε(t) ≈ r(t)− R0

R0
(16)

Following the same procedure as with the viscous force we obtain the elastic force term for a
Maxwell fluid:

FE,M = 2 π r h
η

λ

r − R0

R0
e−t/λ (17)

The net driving force, Ftot, in the radial direction for deformation and spreading of a viscoelastic
droplet on a flat surface is a sum of capillary, gravitational, viscous, and elastic terms.

Ftot = FC + FG − FV − FE,M (18)
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2.2. Spreading Model

For highly viscous or viscoelastic fluids a quasi-steady state assumption is valid in which the net
acceleration is much smaller than the other processes. The rate of change in the radius, dr/dt, can then
be obtained from:

0 ≈ 2 π r
(

S + γL
2 r2

r2 + h2

)
+ ρ g

π

6
r3 h
R

− 2 π r η
dr
dt

− 2 π r h
η

λ

r − R0

R0
e−t/λ (19)

Consequently, Equation (19) can be solved for dr
dt to obtain:

dr
dt

=
S
η
+

γL
η

r2

h R
+

1
12

ρ g
η

r2 h
R

− h
λ

r − R0

R0
e−t/λ (20)

The above equation is solved together with:

dh
dt

= − 2 r h
r2 + h2

dr
dt

(21)

which is obtained from Equation (3) together with Equation (9) for R in order to provide the time
variation of the radius of contact, r, height, h, and aspect ratio, Z = r/h. If the initial contact radius
r0 = r(0) is known for a given droplet volume V then, from Equation (2), the following cubic equation
is solved for the initial height of the spherical cap, h0 = h(0):

h(0)3 + 3 r(0)2 h(0)− 6 V
π

= 0 (22)

Setting x = r/R0 and y = h/R0 and dividing by R0 we have:

dx
dt

=

[
S

η R0

]
+

[
γL

η R0

]
2 x2

x2 + y2 +
1
6

[
ρ gR0

η

]
y2 x2

x2 + y2 −
[

1
λ

]
y (x − 1) e−t/λ (23)

where the terms in square brackets have units of 1/s.
Equation (23) is solved together with Equation (21) in the following form:

dy
dt

= − 2 x y
x2 + y2

dx
dt

(24)

Selecting a characteristic time of t∗ =
√

R0/g we can obtain the following dimensionless forms:

dx
dτ

=
σ

Ca
+

1
Ca

2 x2

x2 + y2 +
1
6

Bo
Ca

y2 x2

x2 + y2 − 1
De

y (x − 1) e−τ/De (25)

and
dy
dτ

= − 2 x y
x2 + y2

dx
dτ

(26)

where τ = t/t∗, σ = S/γL, Ca is the Capillary number, Ca = μ
√

ρg/γL, and De is the Deborah
number, De = λ/t∗.

The effect of inverted droplets (i.e., pendant droplets) hanging from a flat surface can be studied
by changing the sign in the gravitational term of Equations (23) and (24) or the dimensionless Equations
(25) and (26).

2.3. Varying Rheological Properties

Rheological properties can change with time due to physical (e.g., compositional changes due
to evaporation) and chemical (e.g., reaction) processes. These changes are reflected in rheological
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measurements, e.g., oscillatory rheometry, leading to time varying storage (i.e., G’) and loss (i.e., G”)
moduli of the fluid.

In order to describe the deformation of a viscoelastic hydrogel droplet undergoing gelation a
simple linear viscoelastic model with time varying material properties was considered. Note that the
Maxwell fluid element converges to Newtonian when E → ∞ as the viscosity pot and the spring are in
series. The loss and storage moduli data, at a specific frequency, ω, can be related to the Maxwell fluid
coefficients according to [11]:

E = G′′

[(
G′

G′′

)2

+ 1

]
/
(

G′

G′′

)
(27)

and

η = λ =
G′

G′′ ω
(28)

It should be noted that more complicated rheological models require additional rheological data
to be properly characterized and cannot be easily decomposed into viscous and elastic component as
in this simple analysis.

2.4. System Studied

The system studied consists of an enzymatically crosslinking hyaluronic acid (HA) system [17].
Specifically, Lee et al. [17] provide results for oscillatory rheometry experiments which were performed
while HA-tyramine hydrogel was formed via crosslinking of tyramine moieties catalyzed by hydrogen
peroxide (H2O2) and horseradish peroxidase (HRP). The oscillatory rheometry results for the loss
and storage moduli (obtained with a constant deformation of 1% at 1 Hz and at a temperature of
37 ◦C) are summarized in Table 1. Note that for this specific system (i.e., with 728 mM of H2O2 and
0.025 units per ml of HRP) the gel point [18] where the hydrogel transitions from a viscoelastic liquid
to a viscoelastic solid occurs at 48 s.

Table 1. Loss and storage moduli (extracted from [11]).

t, s G’, Pa G”, Pa

0 0.8 4.2
25 3.6 11
48 28.4 28.4
80 150 42

100 285 41
150 720 31
200 1120 23
250 1400 19
300 1850 15
400 2350 15
600 2800 15

2.5. Physical Model and Simulation Algorithms

As a test system an extrusion syringe was considered where a droplet is directed to a flat
surface either facing upwards (i.e., sessile configuration) or downwards (i.e., pendant configuration).
The gelling fluid is extruded onto the surface where it forms an initial half droplet. The syringe
is retracted to allow the droplet to spread freely. It is assumed that the HA solution is mixed
instantaneously and completely at the beginning of the syringe and gelation continues throughout the
extrusion and spreading processes. Figure 3 displays a typical setup in pendant configuration.

9
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Figure 3. Film application and spreading onto an inverted substrate. s = time from inflow to syringe =
t + text. Flow rate Q ~1–10 cm3/min.

Early experimental studies (not reported here) indicate that a critical property for spreading and
film formation is the extrusion time, text, or the time required to form the initial droplet especially for
rapidly gelling systems. If the extrusion times are too large no spreading is observed of the droplet and
there is no film formation. Large droplets were found to detach easily especially with low viscosity
droplets, i.e., short extrusion times.

In this work a computational including the residence time of the gelling HA solution in the
syringe is taken into account. The known geometric properties of the system are the droplet volume
and the initial contact radius. The known physical properties are the density, surface tension,
viscosity, spreading coefficient, and the rheological properties of the gelling HA solution, i.e., loss and
storage moduli.

The simulation procedure is shown in Figure 4. The simulation begins with solution of the cubic
Equation (22) for the droplet height. Next, the spreading equations, i.e., (25) and (26) are solved with
time. At each time step the total time of gelation, s, and of spreading, t, are determined. Based on the
rheology data of Lee et al. [17] the rheological parameters λ and η are calculated at the corresponding
gelation time, s. Simulations proceed until the net change per time step becomes less than a limit value.

Figure 4. Film spreading algorithm for linear viscoelastic fluids with variable properties.
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In this work the Maxwell model is used as a simple representation of a linear viscoelastic fluid.
This approach can be implemented with more complex linear viscolelastic models. The drop shape
algorithm assumes spherical cap shapes which has been shown to agree with experimental data for
broad “pancake” shaped droplets. The total time “s” is employed in the rheology model and includes
the extrusion time. In this way the extrusion model is connected to the spreading model. For example,
if the extrusion rate is very slow (or the extrusion time is very large) then the extruded droplets will
be too viscous and elastic to adequately spread and will detach instead. It should be noted that for
Newtonian fluids the computational model reduces to a model similar to that of Härth and Schubert
which was validated for the spreading of sessile Newtonian fluid droplets [11].

3. Results

For the gelling hyaluronic system studied in this work a density difference of Δρ = 103 Kg/m3

and surface tensions of γ = 15 and 45 mN/m were assumed. Also, the initial contact radii and the
droplet volumes ranged between 0.2–1 cm and 2–4 cm3, respectively. The fluid, i.e., gelling hyaluronic
acid solution, was assumed to fully wet the surface (i.e., S = 0) and to form a droplet after an extrusion
time of text, Various extrusion times from 10 to 120 s were examined. Both flat upward-facing and
inverted geometries corresponding to sessile (g > 0) and pendant (g < 0) configurations for the initial
droplet were considered.

The results are shown in Table 2 in terms of the final contact radius, r, height, h, droplet radius,
Rc, and the spreading aspect ratio Z = r/h. For sessile and pendant droplets, the spreading process
results in an exponentially decreasing contact line velocity. As expected the surface tension plays
an important role. The spreading aspect ratio for case 1 (γL = 15 mN/m) was Z = 7.7 and for case 3
(i.e., γL = 4 mN/m) it was nearly four times larger at Z = 27.7.

The effect of droplet formation or extrusion time was also examined. From the results in Table 2
it is clear that delaying the film spreading (by increasing the application or extrusion time) changes
the rheological properties of the gel to such a point that the elastic forces inhibit spreading. As the
extrusion time increased from text = 10 to 60 s the spreading aspect ratio decreased from Z = 27.7 to
2.9. If the extrusion time is increased further, then the gel does not spread at all despite it wetting
the surface.

Table 2. Simulation Results.

γ mN/m g m/s2 r(0) cm V cm3 text s r cm h cm Rc cm Z = r/h

15 9.8 1 4 30 2.71 0.35 9.5 7.7
45 9.8 1 4 10 4.16 0.15 59.0 27.7
45 9.8 1 4 20 3.61 0.20 33.6 18.1
45 9.8 1 4 30 3.16 0.25 19.7 12.6
45 9.8 1 4 40 2.66 0.36 10.0 7.4
45 9.8 1 4 50 2.27 0.49 5.5 4.6
45 9.8 1 4 60 1.92 0.66 3.1 2.9
45 9.8 1 4 90 1.31 1.17 1.3 1.1
45 9.8 1 4 120 1.09 1.39 1.1 0.8
45 9.8 1 1 30 2.15 0.13 16.8 16.6
45 −1.0 1 4 30 2.78 0.33 11.9 8.4
45 −2.0 1 4 30 2.58 0.38 9.0 6.8
45 −3.0 1 4 30 0 0 - -
45 −3.0 1 4 10 0 0 - -
45 −3.0 0.2 1 30 13.51 0.43 58.2 31.4
45 −9.8 1 4 30 0 0 - -
45 −9.8 1 1 60 1.16 0.44 1.7 2.6
45 −9.8 1 1 30 2.01 0.16 13.0 12.6
45 −9.8 1 1 20 2.43 0.11 23.4 22.1

Because the Bond number is small, the effect of inverted or pendant droplets can be studied by
changing the sign in the gravitational term in Equation (26) which in Table 2 is denoted with negative
gravity. It is clear that stable pendant droplets can be obtained below a specific mass and these display
spreading but to a smaller degree than the corresponding sessile droplets of the same mass.
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From Equation (25) it can be shown that the spreading pendant films are stable, i.e., spreading
and not retracting, when h0 = h(0) < 3.46 LC or, in terms of the Bond number defined using the initial
height of the film h0:

Bo =
Δρ g h2

0
γL

< 12 (29)

Note that when pendant drops are retracting they either form a stable pendant droplet or detach.
Both of these outcomes are beyond the scope of the current macroscopic model which examines only
stable, i.e., Bo < 1, and flat, i.e., h/r < 1, droplets.

In Figure 5 the spreading of hydrogel droplets on an inverted surface is shown. It is clear that
the final aspect ratio, Z = r/h, depends strongly the initial contact radius of the droplet as well as
the extrusion time due to the gelling reaction and changing rheological properties. The dashed line
separates the spreading and retracting regimes in terms of the initial contact radius according to
Equations (2) and (29). Note that with the current model metastable configurations are possible in the
retracting regime, i.e., for r0 < 1.237 cm, where the droplet is unstable but kinetically frozen.

Figure 5. Initial (dashed line) and final (full line) droplet aspect ratios, i.e., Z = r/h, for different
extrusion times and initial droplet contact radii, r0. (V = 2 cm3, γ = 45 mN/m).

In Figure 6 it can be seen that for a given droplet volume (i.e., V = 2 cm3) increasing the extrusion
time results in decreased droplet spreading due to increased elasticity and viscosity. This reflects the
coupling of the applicator syringe and droplet spreading problem. Clearly very slow application
speeds will result in inadequate spreading.

Figure 6. Droplet shape as a function of total time, s, for different extrusion times. (V = 2 cm3,
γ = 45 mN/m).
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In Figure 7 the effect of elasticity on droplet spreading is shown. The elasticity was increased by
×3 and ×8 times compared to the normal case with an extrusion time of 30 s. The effect of elasticity
alone is to significantly decrease the response time and the extent of spreading. This is expected to be a
general effect even with other—reasonable—rheological models.

Figure 7. Effect of elasticity on droplet spreading. text = 30 s (V = 2 cm3, γ = 45 mN/m).

4. Discussion and Conclusions

In this work the model of Härth and Schubert [11] is extended to account for linear viscoelastic
effects. The model is employed to describe both sessile and pendant drop configurations in a case
study with spreading of gelling hyaluronic acid solution. The effect of gelling time and elasticity are
shown to be significant in terms of the extent of spreading of the gelling hyaluronic acid solution.

The computational approach described in this work can be implemented with other simple linear
viscoelastic models. The approach could be extended beyond spherical caps, e.g., to ellipsoidal caps,
as a more general approximation of sessile and pendant droplets. Furthermore, limitations could be
placed on the moving contact angles which are determined by sinθ = r/R. More realistic descriptions
of changes on the contact angle at the moving contact line necessitate some type of model of the
underlying surface which can be a challenging task. For example, soft deformable surfaces can display
significant deformation at the contact line [19].

Application of hydrogel or other viscoelastic fluids by spreading over biological membranes and
mucous layers and other surfaces remains a very complex subject. A complicating factor is when the
spreading fluid is undergoing chemical or physical changes resulting in variable rheological properties
with time. This type of a dynamic system may be a desirable solution when spreading occurs while
the fluid is still of relative low viscosity but, after spreading has finished, rheological changes such as
increased viscosity and mucoadhesiveness help to keep the film in place.

This work demonstrates a simple model providing a connection between dynamic rheological
data and droplet spreading behavior. Although many assumptions are made, the model can describe
the spreading behavior over flat surfaces, including the effect of viscoelasticity. Approximate models
can also help in designing and interpreting spreading experiments of complex viscoelastic fluids.
Approximate models can help reduce the design space of a system involving several elements such
as mixing, delivery, spreading. The potential exists to employ these types of simple models to
more complex hydrogel delivery systems, e.g., via droplet sprays, other gelling mechanism, e.g.,
thermos-reversible, and other geometries, e.g., slightly curved surfaces. Of the many possible
improvements to the model, including the interaction of the film with the substrate, beyond the
simple surface energy of Equation (4), seems the most interesting and can be achieved by considering
mucoadhesion models or including mechanisms for contact line motion dynamics.
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Abstract: Among the most important variables in the design of falling film microreactors (FFMRs) is
the liquid film thickness as well as the gas/liquid interfacial area, which dictate the mass and heat
transfer rates. In a previous work conducted in our lab the characteristics of a free-falling Newtonian
liquid film have been studied and appropriate correlations have been proposed. In this work the
geometrical characteristics of a non-Newtonian shear thinning liquid, flowing in an inclined open
microchannel, have been experimentally investigated and design correlations that can predict with
reasonable accuracy the features of a FFMR have been proposed. The test section used was an open
μ-channel with square cross section (WO = 1200 μm) made of brass which can be set to various
inclination angles. The liquid film characteristics were measured by a non-intrusive technique that is
based on the features of a micro Particle Image Velocimetry (μ-PIV) system. Relevant computational
fluid dynamics (CFD) simulations revealed that the volume average dynamic viscosity over the flow
domain is practically the same as the corresponding asymptotic viscosity value, which can thus be
used in the proposed design equations. Finally, a generalized algorithm for the design of FFMRs,
containing non-Newtonian shear thinning liquids, is suggested.

Keywords: free-flowing film; FFMR; inclined μ-channel; non-Newtonian; shear thinning; μ-PIV; meniscus

1. Introduction

The term process intensification describes the methodology which aims to build smaller, more
compact and cheaper systems. Microfluidics, i.e., the technology that concerns the manipulation of
fluids at the submillimeter scale, has shown considerable promise for improving diagnostics and
biology research [1]. Among other potential applications, microfluidics includes fluid handling and
quantitative analysis in healthcare and veterinary medicine [2]. During the last decades, engineers
have developed various micro-devices which have at least one characteristic dimension less than
1 mm and can be potentially used in biological and medical applications. These microdevices are also
characterized by low consumption of reagents and multifunctionality, as various unit operations can
be combined in a single piece of equipment.

Microreactors are among the widely studied microdevices, since they have significant advantages
over conventional ones [3]. Falling film microreactors (FFMRs) are liquid–gas phase contact devices
in which the aim is to generate thin liquid films and to achieve large contact areas between the two
phases. The large gas/liquid interface which provides enhanced mass transfer rates between the
phases is included between the main advantages of micro-reactors [4]. Biomedical applications involve
body fluids, such as blood, saliva, semen, mucus, that are fluids which exhibit non-Newtonian shear
thinning behavior.

Most of the published work concerning FFMR deals with the conversion rate of specific reactions
(e.g., [4,5]), while limited work [6,7] has been published on the characteristics of the interface in such
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devices. For example, Ishikawa et al. [8], have studied the CO2 absorption into a wavy falling film
of NaOH aqueous solution on a micro-baffled plate using two methods for visualizing the liquid
film thickness. The first method uses the light reflection from a small angle (5◦), that illuminates the
liquid surface of a liquid film at another angle (45◦). The second one is a particle injection method.
More specifically the particles are PMMA slurry that can be detected and form the liquid film layer.
Lokhat et al. [9], also studied, via CO2 absorption experiments, the influence of a reaction plate
orientation and gas flow rate on liquid phase mass transfer coefficient. They proposed correlations
that are based on Nusselt’s condensation theory. Tourvieille et al. [6], have visualized the liquid film
thickness using fluorescence confocal microscopy, and they proposed correlations for determining the
mass transfer coefficient, using Nusselt and Kapitza numbers. Yang et al. [10], who have investigated
the liquid film thickness and the shape of the interface on an open channel FFMR using stereo digital
microscopy, also proposed an empirical correlation, that predicts their experimentally measured
liquid film thickness with 7% deviation. Patel et al. [11], have proposed another technique for the
characterization of the interface between the liquid and the gas phase in a microchannel, using tracing
particles and a microscope, and proved that this technique can reach the accuracy of 1.06 μm, without
proposing any correlations for this specific method. Yu et al. [7], have experimentally measured the
meniscus shape and the characteristics of the flow in inclined open rectangular microgrooves heat sinks
using micro Particle Image Velocimetry (μ-PIV), and found that the meniscus shape is a parabolic arc.

In a previous work conducted in our lab the characteristics of a free falling Newtonian liquid film
have been studied [12] and correlations have been proposed [13]. The aim of the present study is to
extend our previous work [12,13] by performing experiments with non-Newtonian shear-thinning
liquids and to check whether these correlations are valid for this type of fluids. Our ultimate goal is to
propose an algorithm for the design of FFMRs.

2. Experimental Procedure

In a previous work of our group [12], a μ-PIV system, i.e., a non-intrusive method intended
for measuring 2D velocity fields in microfluidics, was suitably adapted to measure the liquid film
thickness and to reconstruct the shape of the interface of a free-flowing Newtonian liquid layer in
an open μ-channel. In the proposed technique the area covered by the liquid phase is identified by
recording the fluorescent particles used in μ-PIV for measuring the velocity field.

2.1. Experimental Setup

The experimental setup (Figure 1) comprises the test section, i.e., the open microchannel, which
is connected to a syringe pump (AL-2000, World Precision Instruments®, Sarasota, FL, USA) to feed
the liquid and the μ-PIV system. The μ-PIV system used consists of a high sensitivity charge-coupled
device (CCD) camera (Hisense MkII, Dantec Dynamics®, Skovlunde, Denmark), which is connected to
a microscope (Nikon Eclipse LV150, Nikon Corporation®, Tokyo, Japan), while the acquired images
were processed by the Flow Manager Software (Dantec Dynamics, v4.00). Prior to measurements the
fluids were traced by adding Nile red fluorescent carboxylate microspheres (Invitrogen, Carlsbad, MA,
USA) with mean diameter of 1 μm. The measurements were conducted 30 diameters downstream
from the inlet of the microchannel, where fully developed flow is established. The test section was
placed on the microscope stage, which can be moved along its vertical axis with ten-micron accuracy.
To obtain sufficiently magnified images a 20× air immersion objective with numerical aperture (NA)
equal to 0.45 was used, which results in 3 μm depth of field. The maximum recording frame rate of the
camera is 12.2 fps and that restricts the maximum frequency of the measurements to 12 Hz. The field
of view was covering the whole channel width.

The test section used (Figure 2) was an open μ-channel, with square cross section (WO = 1200 μm),
made of brass. The test section was constructed by employing ultrahigh precision micromachining
techniques, which have the unique advantage of being able to manufacture geometrically complex
miniature components to high accuracy, with fine surface finish, in a wide range of engineering
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materials. The test-section used in the present was constructed using a five-axis ultra-precision micro
milling machine that ensures both minimal surface roughness and straightness of the channels. Typical
overall values of repeatability, surface finish and straightness achievable by this procedure are in the
range of 1.0 μm, 0.040 μm Ra, and 0.2 μm over 100 mm of travel respectively. The channel was milled
using a 500 μm cutter at 200 μm steps, while to ensure minimal surface roughness, a final 20 μm cut
was performed.

Figure 1. The experimental setup.

Figure 2. Details of the brass μ-channel.

To assure continuous free flow, the liquid phase enters by overflowing a circular region preceding
the inlet of the microchannel. To conduct the measurements, the lens axis must be perpendicular to
the test section and so the microscope was placed on platform that can be tilted up to 45◦ from the
horizontal position (Figure 1). The measurements were conducted at three inclination angles, namely
20◦, 25◦, and 30◦.

Two non-Newtonian shear thinning fluids were used. Presented in Table 1 are their physical
properties, i.e., density, ρ, surface tension, σ, and the contact angle (for brass) measured by a tensiometer
(KSV Cam200, KSV Instruments®, Helsinki, Finland), and dynamic viscosity, μ, measured by a
magnetic rheometer (AR-G2, TA Instruments, Sussex, UK). All properties were evaluated at room
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temperature (20–22 ◦C), and the experiments were conducted under the same conditions. The viscosity
of the shear-thinning non-Newtonian fluids used can be accurately described by the Herschel–Bulkley
model [14]:

μ = τY.
γ
+ K

( .
γ
)n−1 (1)

where, τY, is the yield stress, K, the viscosity consistency and n, the power law index. The physical
properties of the fluids are shown in Table 1, while, for the liquids employed, Figure 3 presents the
dependence of viscosity on shear rate.

Table 1. Physical properties of liquids used.

Index Liquid
Refractive Index Contact Angle Density Surface Tension Viscosity

- (◦) (kg/m3) (mN/m) (Pa·s)

nW 100% water + 0.03%
xanthan gum 1.340 74 998 72.1 μ = 0.003698γ−1 +

0.004339γ−0.1819

nG20
75% water + 25%
glycerol w/w +

0.03% xanthan gum
1.360 74 1059 66.7 μ = 0.002952γ−1 +

0.006295γ−0.1535

Figure 3. Viscosity curves of the two non-Newtonian liquids used.

2.2. Measuring Procedure

As already mentioned at the experimental set-up section, μ-PIV measurements require the
injection of fluorescent tracing particles into the fluid. Consequently, in each focusing plane, the
liquid phase corresponds to areas where light spots are visible, the external dark areas are identified as
the walls of the microchannel, whereas the inner dark area corresponds to the gas phase (Figure 4).
The use of proper microscope objectives ensures a narrow depth of field, which in turn increases the
measuring accuracy, since the focus plane can be moved with a steady step of 10–20 μm resulting in to
the recording of 20–25 planes per measurement.
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Figure 4. Identification of the liquid phase using fluorescent particles.

The measuring system was calibrated by measuring a known liquid film thickness, i.e., by
measuring the thickness of the liquid layer obtained when a known liquid volume is placed in a vessel
with known cross-section. It must be noted that during the measurements the displacement of the
focusing plane due to refraction was also considered.

During each measurement, the plane, where the tracing particles are initially visible, is recognized
as the first plane of the measurements. When the bottom of the meniscus, i.e., the plane where the
liquid covers the entire area, is reached, no dark regions are observed. By further moving the focusing
plane, an area where no particles are visible in reached, which is identified as the bottom of the
microchannel. The liquid film thickness is the distance between the bottom of the meniscus and the
bottom of the microchannel. The shape of the meniscus can be reconstructed by combining the results
corresponding to the various focusing planes. A typical reconstruction of the film is presented in
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Figure 5. As expected, the film is symmetrical with respect to the center plane of the channel and thus,
to minimize effort, the measurements were taken only at one half of the channel. Figure 6 shows the
main geometrical characteristics of the liquid film and a typical photo of it.

Figure 5. Typical measurements of the liquid film (nW, 40 mL/h, inclination angle 25◦) where X is the
distance from vertical wall and Y the distance from the channel bottom.

  

Figure 6. (a) Geometrical characteristics of the liquid film; (b) Typical photo of the film at the channel exit.

3. Results and Discussion

3.1. Liquid Film Thickness Calculation

In our previous work [13], according to the Rayleigh method of dimensional analysis, it was
found that the film thickness H can be calculated as a function of modified dimensionless numbers,
i.e., Reynolds (Re), Froude (Fr) and Capillary (Ca) number.

H/WO = C
(

ReaCabFrd
) f

(2)

The dimensionless numbers use the channel width (WO) as the characteristic length and the
superficial velocity (US) defined as the volumetric flow rate divided by cross section of the meniscus.
By inserting the aforementioned quantities, the dimensionless numbers are defined as follows:

Re = UsWOρ/μ = Qρ/(μh) (3)
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Fr = Us
2/gϕWO = Q2/(gϕWO

3h2) (4)

with gϕ being the component of the acceleration of gravity that acts in the direction of flow, i.e., gϕ = g
sin(ϕ) and ϕ is the inclination angle from the horizontal.

Ca = μUs/σ = μQ/Wohσ (5)

where ρ, μ and σ are the density, the viscosity and the surface tension of the fluid. In our case, where
non-Newtonian liquids are used, an effective viscosity, i.e., a representative viscosity value along the
whole domain, must be specified. To evaluate this viscosity, we have performed relevant CFD simulations.

3.2. Effective Viscosity Prediction

For the sake of computational simplicity, simulations were performed by forcibly imposing on
the computational model the geometrical features of the liquid falling film, which are experimentally
obtained. Namely, the experimentally measured parabolic surface profile was manually modeled and
set as a free-slip wall boundary condition. At the bottom and at the two side walls of the domain
the no-slip wall boundary condition was applied (Figure 7). Two liquid flow rate values were tested,
i.e., 40 mL/h and 80 mL/h.

Figure 7. Grid density of the simulation.

The governing equations for the fluid flow are the Navier–Stokes equations and the continuity
equation for incompressible and non-Newtonian flow. The fluid domain was discretized using
tetrahedral elements and a symmetry plane was used to halve the problem for lowering computational
costs. Total cell number varied for every case tested; from about 180,000 to about 240,000 cells.
All simulations were performed using a commercial CFD code, the ANSYS CFX® (v. 19, ANSYS Inc.,
Canonsburg, PA, USA). ANSYS CFX® provides a finite volume method, a fully coupled solver for
pressure and velocity coupling. The Direct Numerical Simulation (DNS) method for laminar flow was
employed for the solution, as the flow in the μ-channel does not present any turbulent phenomena.
Figure 8, shows the dynamic viscosity distribution at cross section, which was placed 100 widths
downstream from the inlet to minimize inlet disturbances.
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Figure 8. Dynamic viscosity distribution on a cross section located 30 WO downstream from the channel
entrance (left to right): nW_40; nG20_40.

Figure 8 presents typical dynamic viscosity distributions, calculated by CFD simulation, at a plane
perpendicular to the flow direction and located 30 hydraulic diameters downstream from the liquid
entrance. It worth mentioning that there are areas near the interface where the viscosity attains its
higher value.

The volume averaged viscosity values predicted by the CFD simulation were compared with the
asymptotic viscosity of the liquid, proving that the maximum difference is less than 8% (Table 2). We
must also consider that the viscosity measurement has an inherent uncertainty of 8%. Consequently,
the asymptotic viscosity, which is known a priori, can be used in Equations (3)–(5).

Table 2. Average and asymptotic viscosity for the liquids tested.

Fluid μ∞ (Pa·s) μave (Pa·s) % Difference

nG20_80 0.0025 0.00260 4.0
nG20_40 0.0025 0.00270 8.0
nW_80 0.0014 0.00145 4.0
nW_40 0.0014 0.00150 7.1

The acquired data were appropriately fitted and the constants of Equation (2) were estimated
(Table 3) and compared with the ones found for the same substrate type (i.e., brass) but for Newtonian
fluids. It has been reported that for Newtonian fluids the constant C of Equation (2) depends on the
type of the substrate material [15]. The present work proves that it also depends of the nature of the
fluid, i.e., Newtonian or non-Newtonian, because for the same substrate type the non-Newtonian fluids
result in thicker films. Although the volume averaged viscosity over the domain is almost the same as
the corresponding asymptotic viscosity (Table 2), there are areas near the interface, where the viscosity
values are much higher (Figure 8). Consequently, the liquid flow is expected to decelerate resulting in
thicker films. As it can be seen in Figure 9, Equation (2) can predict with reasonable accuracy (less than
±15%) the liquid film thickness for the fluids, flow rates and inclination angles tested.

Table 3. Constants of Equation (2) for film thickness correlation.

Constants for Equation (1) Present Work Previous Work [13]

a 0.50 0.50
b 0.01 0.01
c 3.90 2.04
d −0.56 −0.56
f −0.86 −0.86
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Figure 9. Comparison between experimental and calculated by Equation (2) liquid film thickness, H,
normalized with respect to the channel width for the various non-Newtonian liquids, liquid flow rates
and inclination angles tested.

3.3. Meniscus Shape

It is obvious that in FFMRs the concave shape of the interface augments the interfacial area. Thus,
a characteristic that we must be able to determine during the design of an FFMRs is the shape and
length of the gas–liquid interface (Figure 6a). In our previous work [13] it was shown that the shape of
the meniscus can be accurately represented by a second order polynomial:

Y/
(

Hf − H
)
= C + A(X/Wo) + B(X/Wo)

2 (6)

where X is the distance from the side wall, while the constants of the equation are defined as:

C = Hf − H (7)

B = 4
(

Hf − H
)

/Wo
2 (8)

A = −BWO (9)

where, Hf is the height where the three-phase contact is pinned, which for shallow μ-channels equals the
channel’s depth and H is the height of the meniscus (Figure 6a) that can be calculated by Equation (2).

Figure 10 presents the variation the meniscus height over the substrate divided by its maximum
height along the channel width for the liquids, flow rates, and inclination angles studied. Figure 11
presents a comparison between the experimentally obtained meniscus profile and the one calculated by
Equation (6). It is proved that Equation (6) can estimate the meniscus shape with reasonable accuracy
(less than ±10%), for all the cases studied.

Figure 12 verifies the assumption that the asymptotic viscosity (μ∞) can be used for calculating
the liquid layer characteristics in place of volume averaged viscosity (μave), estimated by CFD. More
precisely, the shape of the meniscus calculated by Equations (2)–(7) using either μ∞ or μave, is compared
with the one defined experimentally. Although the curve corresponding to μave fits the experimental
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data better, the curve calculated using μ∞, which is a priori known, can also predict the meniscus
shape with reasonable accuracy, i.e., ±8%, compared with the one based on the experimental data.

Figure 10. Comparison of the shape of the interface calculated by Equation (6) with relevant experimental data.

Figure 11. Comparison between experimental and estimated local meniscus height.
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Figure 12. Comparison of experimental data with curves calculated using asymptotic and effective
viscosity (nW, 40 mL/h, 25◦).

The length of the parabolic arc (L), i.e., the length of the meniscus (Figure 6a), can be calculated
with the following formula [16]:

L =
1
2

√
WO

2 + 16HO
2 +

WO
2

8HO
ln

(
4HO +

√
WO

2 + 16HO
Wo

)
(10)

where HO and WO are parameters defined in Figure 6a. The liquid phase cross section (A) was
calculated by:

A = Hf WO − 2
3

HOWO (11)

Consequently, the specific surface (a) is the gas–liquid interfacial area (S) divided by the total fluid
volume (V) in the reactor, that is:

a =
S
V

=
L·(reactorlength)
A·(reactorlength)

=
L
A

(12)

whereas the fluid residence time per unit length of the reactor (τ) can be calculated by:

τ = A/Q (13)

Figures 13 and 14 present the effect of flow rate and inclination angle on the specific area and
the residence time respectively. It is obvious that for a given flow rate both the specific area and the
corresponding residence time can be controlled by altering the inclination angle.

Figure 15 presents a typical meniscus shape that corresponds to a flow rate of 40 mL/h and 25◦

inclination angle. The interfacial area calculated by the suggested procedure, i.e., Equations (6)–(11), is
15% lower than the one estimated using the experimental data. However, the deviation is considerably
higher (i.e., around 30%), if a flat interface is assumed.
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Figure 13. Effect of liquid flow rate and inclination on the specific surface, for nW.

Figure 14. Effect of liquid flow rate and inclination on the residence time (for nW).

As a capstone of this study, a generalized algorithm for the design of FFMRs, is proposed
(Figure 16). The input parameters of the algorithm are the physical properties and the flow rate of
the liquid phase as well as the geometrical characteristics and the inclination angle of the μ-channel.
Initially, the film thickness (H) is calculated by Equation (2). Subsequently, the shape of the interface
can be determined by Equation (6) using the calculated film thickness (H) and the characteristics of the
μ-channel. Finally, based on the calculated shape of the meniscus, the liquid phase cross section (A)
can be calculated. Derived from this, important reactor design parameters, i.e., the specific surface (α)
and the residence time (τ), can be specified.
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Figure 15. Comparison of specific surface between the flat interface and the meniscus shape calculated
by the proposed correlation Equation (6) for nW, 40 mL/h, 25◦.

Figure 16. A general strategy for the design of falling film microreactors (FFMRs).

4. Conclusions

The most important features that must be considered during the design of FFMRs are the residence
time of the liquid phase as well as the interfacial area per volume of fluid. Consequently, the thickness
of the liquid film and the shape of the interface are key parameters for the design of such devices. In this
work the geometrical characteristics of the liquid film, created when a non-Newtonian shear-thinning
liquid flows in an inclined open microchannel made of brass, have been experimentally investigated.
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Based on the experimental data, design correlations that can predict with reasonable accuracy
the features of an FFMR design for biomedical applications have been proposed. The mean viscosity
of the non-Newtonian fluid is calculated using relevant CFD simulations. It is also proved that the
characteristics of the liquid film can be predicted with reasonable accuracy if the asymptotic viscosity
(a priori known) is used in place of the calculated average one.

As a matter of fact, the design engineer could apply the proposed methodology to construct or
rate an FFMR. Various input parameters, e.g., the inclination angle, can be changed and operating
parameters (film thickness, interfacial area, residence time) can be recalculated by the same procedure.
More work is certainly needed to investigate the dependence of the constant C (Equation (2)) on the
channel material.
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Nomenclature

A liquid phase cross section μm2

Ca capillary number Dimensionless
Fr Froude number Dimensionless
g acceleration of gravity m/s2

Hf height of the microchannel μm
Ho height of the meniscus μm
H liquid film thickness μm
L length of the interface (meniscus) μm
M objective lenses magnitude Dimensionless
m mass flow rate kg/s
NA numerical aperture Dimensionless
Q volumetric flow rate mL/h
Re Reynolds number Dimensionless
S gas–liquid interfacial area μm2

V total fluid volume μm3

X distance from vertical wall μm
Y distance from the channel bottom μm
WO width of microchannel μm
Greek symbols
α specific surface m2/m3

μ liquid viscosity Pa·s
σ surface tension N/m
τ residence time/channel length s/m
ρ liquid density kg/m3

ϕ inclination angle ◦
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Abstract: The aim of this study was to provide scientists with a straightforward correlation that can be
applied to the prediction of the Fanning friction factor and consequently the pressure drop that arises
during blood flow in small-caliber vessels. Due to the small diameter of the conduit, the Reynolds
numbers are low and thus the flow is laminar. This study has been conducted using Computational
Fluid Dynamics (CFD) simulations validated with relevant experimental data, acquired using an
appropriate experimental setup. The experiments relate to the pressure drop measurement during
the flow of a blood analogue that follows the Casson model, i.e., an aqueous Glycerol solution that
contains a small amount of Xanthan gum and exhibits similar behavior to blood, in a smooth, stainless
steel microtube (L = 50 mm and D = 400 μm). The interpretation of the resulting numerical data led to
the proposal of a simplified model that incorporates the effect of the blood flow rate, the hematocrit
value (35–55%) and the vessel diameter (300–1800 μm) and predicts, with better than ±10% accuracy,
the Fanning friction factor and consequently the pressure drop during laminar blood flow in healthy
small-caliber vessels.

Keywords: pressure drop; CFD; Casson fluid; blood; hematocrit; small vessel; microfluidics

1. Introduction

The flow behavior of non-Newtonian fluid in small-caliber tubes is of high interest in practical
applications (e.g., flow, mixing and separation of various biological species in microchips) [1]. Blood
exhibits non-Newtonian behavior, meaning that its viscosity depends on shear rate. The ability to
predict blood flow pressure drop is essential in therapy strategy and the design of surgical repairments
and implantable medical devices [2]. An investigation on blood flow in small arteries is of both
fundamental interest and practical significance [2].

Blood is a two-phase suspension of plasma and cells that behaves as a non-Newtonian
shear-thinning viscoplastic liquid. The plasma exhibits Newtonian behavior with a viscosity ranging
from 1.10 to 1.35 mPa·s at 37 ◦C. It comprises of proteins (albumin, globulins and fibrinogen) that
represent about 7–8 wt% of plasma, glucose, clotting factors, inorganic ions, dissolved gases, hormones
and other substances at low concentration [3]. The most abundant cells are the red blood cells (RBCs)
or erythrocytes comprising about 95% of the cellular component of blood while the remaining 5% are
comprised of white cells and platelets. The non-Newtonian shear-thinning character of blood results
from variations in the aggregation and deformation of the red cells. On the other hands, its viscosity is
primarily affected by the volume percentage of red blood cells in blood, i.e., the hematocrit value.

The equations that define non-Newtonian flow, although well established, are highly complex
compared to those defined for Newtonian flow [4]. This is why in many papers, blood is treated as a
Newtonian fluid. Although this assumption holds practically true for high shear rates, i.e., greater
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than 1000 s−1, it is not valid for blood flow in small vessels [5], where the Reynolds numbers are low,
and the flow is laminar.

Research that addresses non-Newtonian fluid flow is based on the pioneering work of Metzner
and Reed [6] in 1955. According to their approach the same friction factor chart could be used for
Newtonian and time-independent non-Newtonian fluids in the laminar or turbulent region. However,
only provided that an appropriate effective Reynolds number can be estimated. In this way the
problem reduces to the quest of an appropriate effective viscosity, which would relate the behavior of
the non-Newtonian fluid to an equivalent one of a hypothetical Newtonian fluid [7]. Nevertheless,
the calculations seem to be complex and rather laborious because the suggested equations must be
solved iteratively.

Many models have been developed to describe blood viscosity, e.g., Casson, Hershel-Bulkley,
Carreau and Quemada [8]. Chilton and Stainsby [4] suggested a model for Hershel-Bulkley fluids
that iteratively computes the friction factor both in laminar and turbulent flow in pipes. However,
this method does not take into account the effect of hematocrit. Cruz et al. [9] proposed a generalized
method for predicting friction factors in fully developed non-Newtonian laminar flow in circular
pipes using several viscoelastic models i.e., Herschel-Bulkley, Bingham, Casson and Carreau-Yasuda.
Their method, apart from the fluid velocity, the pipe diameter and the parameters of each rheological
model utilized an apparent flow behavior index, where estimation was quite complicated. Therefore,
the most prevalent model for predicting blood viscosity is the Casson model [10] because its constants
can be expressed as a function of hematocrit [8] and it is reported to lead to reliable results [11].

The pressure drop exerted during blood flow depends mainly on the diameter of a blood vessel,
the blood flow rate as well as the hematocrit value [11]. The aim of this study was to provide engineers
and physicians with a simple, straightforward algorithm that could be applied to the prediction of
the pressure losses, or equivalently, the Fanning friction factor during blood flow in small-diameter
healthy vessels. As the experiments were difficult to perform and time consuming, the effect of
the various parameters was evaluated by performing a series of Computational Fluid Dynamics
(CFD) simulations, using a previously validated code. Due to the small diameter of the conduit,
the corresponding Reynolds numbers were low (i.e., less than 50) and consequently the flow was
regarded laminar.

2. Experimental Setup and Procedure

It is common practice prior to proceeding with simulations to validate the CFD code using data
acquired by performing relevant experiments. The experimental setup used for the pressure drop
measurements (Figure 1) comprised the test section (Figure 2), two syringe pumps (AL-2000, World
Precision Instruments®, Sarasota, FL, USA), a three-way valve and a digital pressure transducer (68035,
Cole Palmer, Vernon Hills, IL, USA).

The use of two pumps was necessary to cover the desired Reynolds number range (i.e., 1–50).
The three-way valve allowed for the refilling of the syringes without exposing the system to the
atmospheric air. The pressure was monitored by connecting one of the manometer tubes to the
microtube inlet, while the second was left open to the atmosphere.

The test section (Figure 2) consisted of a 50 mm microtube, i.e., a stainless steel (SS 304)
chromatography needle (Gauge 33, Hamilton, Merck, Darmstadt, Germany) adjusted on a polymethyl
methacrylate (PMMA) cube and connected to the feed and the manometer. All experiments were
conducted at room temperature (i.e., 20 ± 1 ◦C).

The functionality of the setup was confirmed by performing experiments with a Newtonian fluid
(i.e., water), while the CFD model was validated with data obtained from performing experiments
with a non-Newtonian fluid, i.e., a blood analogue.
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Figure 1. Experimental setup for pressure drop measurements.

Figure 2. Detail of the pressure drop measuring test section.

Blood Analogue

As experiments with blood are difficult to perform due to coagulation, blood-mimicking fluids
were used, i.e., fluids whose rheological properties are similar to blood and whose viscosity follow the
Casson model. As previously mentioned, the constants of the Casson model depend on the hematocrit
value where the normal range is between 30% and 55% [8].

The viscosity of blood can be expressed by Equation (1) [3]:

μ =

(√
τy

γ
+
√

nN

)2

(1)

where μ is the viscosity of blood, γ is the shear rate, τy is the yield stress and nN is the viscosity
corresponding to high shear rates (asymptotic value). The yield stress is a measure of the amount
of energy required to break down the aggregates of red blood cells formed at very low shear rates.
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Merrill [8] extensively investigated blood rheology and confirmed the strong relationship between
viscosity and hematocrit (Ht) and suggested that the terms nN and τy of Equation (1) could be expressed
as functions of hematocrit, i.e.,

nN = np

[
1 + 0.025Ht + 7.35·10−4H2

t

]
(2)

where np is the viscosity of the plasma,

τy = A(Ht − Htc)
3 (3)

and Htc is the critical hematocrit below which the yield stress (τy) can be considered negligible.
For normal blood, Htc ranges between 4 and 8 and A is a constant, ranging between 0.6 × 10−7 and
1.2 × 10−7 Pa. These expressions are employed hereafter for predicting blood viscosity as a function of
hematocrit [8]. In this study, the values selected for A and Htc were 0.9 × 10−7 Pa, and 6, respectively,
i.e., the middle values of the corresponding range.

For the sake of simplicity, the variations in viscosity previous mentioned, could be attributed to
several factors and were expressed in the simulations as a function of hematocrit alone. Blood density
(ρ) was assumed to be constant, i.e., independent of the hematocrit value investigated and equal to
1060 kg/m3.

Thus, human blood with a Ht of ~55% can be simulated by a 30% v/v aqueous glycerol solution
that contains 0.035% w/v xanthan gum, i.e., a polysaccharide that acts as a rheology modifier and
renders the fluid non-Newtonian. The viscosity curve of the fluid was measured in our laboratory
via a magnetic rheometer (AR-G2, TA Instruments, Sussex, UK), for shear rates between 1–1000 s−1

(Figure 3) resulting in an excellent fit shown by a Casson-type curve (Equation (1)).

Figure 3. Viscosity measurements of the blood analogue (Ht = 55%).

3. Numerical Simulations

CFD modeling is considered a dependable tool for studying blood flow characteristics in
small-caliber vessels [11]. In this study, a CFD code (ANSYS CFX 18.1, ANSYS, Inc., Karnosboro, PA,
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USA) was employed for simulating the flow. The code comprised of the usual parts of a standard
CFD code, i.e., the pre-processing part, where the computational domain and the grid are constructed,
the solver, where the discretized differential equations are iteratively solved and the post processing
part where the results are analyzed and displayed in an illustrative way.

A blood vessel was modeled as a three-dimensional (3D) computational domain, while the
geometry of the computational domain and the mesh were designed using the parametric features of
the ANSYS Workbench package (version 18.1). The length of the conduit was 5 cm, the fluid density
was assumed to be constant (i.e., 1060 kg/m3), while the diameter of the conduit was a parametric
variable and was set to be between 0.3–1.8 mm. With the aim of reducing memory consumption and
CPU time and as the geometry consisted of two symmetry planes, only one fourth of the domain was
used (Figure 4).

 

Figure 4. Typical computational domain of the simulations.

Due to the small characteristic dimension of the conduit, the flow is laminar. Hence, the Direct
Numerical Simulation (DNS) model was selected while the high-resolution advection scheme was
used for the discretization of the momentum equations. A custom-made high-performance unit for
parallel computing was used (24 nodes, 64 GB RAM). The simulations were run in a steady state,
the vessel walls were considered smooth and the non-slip boundary condition was imposed at the
walls, while the flow rate was kept constant for each run.

As the numerical diffusion in the CFD calculations are known to influence the accuracy of the
calculations, an optimum grid density was chosen by performing a grid dependency study. Figure 5
shows typical results that illustrate the dependence of pressure drop on the number of cells and
corresponds to the maximum flow rate that was tested. Hence, 270,000 cells were chosen to ensure
that the solution was independent of the grid density.
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Figure 5. Grid dependency study (D = 0.4 mm, L = 50 mm, Q = 11 mm3/s, Ht = 35%).

3.1. Code Validation

Usually, the validity of a CFD code is checked by comparing the numerical results with
relevant experimental data. In the present study, appropriate experiments were performed using
the experimental setup described in Section 2. Furthermore, the experimental data presented in
Figure 6 together with the computational results proved to be in very good agreement (±10%). Since
the viscosity of the non-Newtonian fluids was not constant, the pressure drop was plotted versus a
modified Reynolds number Re* (Figure 6)

Re∗ = UDρ

μ∗ (4)

which in place of the fluid viscosity uses an effective viscosity μ*, that corresponds to the pseudo-shear
rate γ* defined by Equation (5) [3].

γ∗ = U
D

=
4Q

πD3 (5)

Here, U is the average fluid velocity, Q is the volumetric blood flow rate and D is the inside diameter
of the vessel.

Figure 7 presents typical CFD results of the pressure distribution along the axis of the conduit.
The shape of the curve (i.e., straight line) denotes that the flow was fully developed.
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Figure 6. Validation of the Computational Fluid Dynamics (CFD) code (error bars refer to ±10%).

Figure 7. Typical simulation results of the pressure distribution across a small vessel (L = 50 mm,
D = 0.4 mm and Q = 1 mm3/s).

3.2. Numerical Procedure

A parametric study was performed by employing the Design Exploration features of the ANSYS
Workbench® package. The design variables selected along with the imposed upper and lower bounds
are presented in Table 1. The upper bound of the vessel inside diameter corresponds to the larger
arterioles and venules of an adult male [12], while the corresponding lower bound was chosen to be
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500 μm to avoid the consequences of the Fahraeus-Lindqvist effect [12]. Due to this effect in small
vessels (smaller than 300 μm), red blood cells tend to drift towards the central axis of the vessel,
forming a cell-free layer called a plasma layer along the vascular wall. This effect results in an apparent
blood viscosity, which declines substantially with decreasing diameter [13]. The hematocrit range that
was chosen is typical for healthy adult humans [8] and the blood flow rate bounds imposed are typical
for such μ-vessels.

Table 1. Constraints of the design variables.

Parameter Lower Bound Upper Bound

Vessel inside diameter (mm) 0.50 1.80
Hematocrit (%) 35 50

Blood flow rate (mm3/s) 7.0 88.0

To extract the necessary information from a limited number of test cases, the Design of
Experiments (DOE) methodology was followed. In the present study, the effect of the design
parameters was investigated by performing a series of “computational experiments” for certain values
of the design parameters chosen by employing the Box-Behnken method [14], i.e., an established
DOE technique.

A DOE technique leads to reliable conclusions from the least possible number of design points.
Table 2 presents the various design points selected. Based on the computational results, the aim is

to formulate appropriate design correlations that can be applied for the prediction of friction factor
values during laminar blood flow in micro vessels.

Table 2. Design and verification points.

Design Points
Verification Points

Box-Behnken Additional Points

Q D Ht Q D Ht Q D Ht
mm3/s mm % mm3/s mm % mm3/s mm %

72.0 1.15 35 6.0 0.40 35 6.7 0.40 55
72.0 1.15 50 8.5 0.40 35 7.0 0.50 40
72.0 1.80 43 11.0 0.40 35 10.0 0.40 55
72.0 0.50 43 13.0 0.40 35 11.7 0.40 55
80.0 0.50 35 16.0 0.40 35 15.0 0.40 55
80.0 0.50 50 18.0 0.40 35 20.0 0.30 45
80.0 1.15 43 21.0 0.40 35 33.4 0.40 55
80.0 1.80 35 23.0 0.40 35 40.0 0.90 50
80.0 1.80 50 25.0 0.40 35 66.8 0.40 55
88.0 1.15 35 45.0 0.40 35 68.0 1.20 35
88.0 1.15 50 50.0 0.60 37 83.0 0.60 37
88.0 1.80 43 7.0 0.30 43 83.5 0.40 55
88.0 0.50 43 - - - - - -

The first three columns of Table 2 include the design points dictated by the Box-Behnken method.
The following three columns contain some additional points that extend the D range to 0.3 mm. The last
three columns of Table 2 present appropriate verification points that lay within the range of design
points. These were arbitrarily chosen and were used for testing the applicability of the design equation.

4. Results

In Figure 8, the measured pressure drop values for various blood flow rates (Q), are compared
with pressure drop losses (Equation (6)):
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ΔP
L

= f
2
D

ρU2 (6)

where f is the Fanning friction factor given by:

f = 16/Re∞ (7)

where Re∞ is a Reynolds number that uses the asymptotic value (μ∞) of blood viscosity. From Figure 8
it is obvious that by no means can the correlation for Newtonian fluids be applied to non-Newtonian
fluids because it underestimates ΔP by 30%.

Figure 8. Comparison of experimental results for the blood analogue with the theoretical prediction of
ΔP using the correlation for Newtonian fluids (f = 16/Re∞).

Initially, the numerically predicted pressure drop value was used to calculate Equation (6),
the Fanning friction factor that corresponds to each “experiment”. In Figure 9, the calculated friction
factors were compared with the values predicted by Equation (8) that related the Fanning friction
factor with Re* (defined by Equation (4)), i.e.,

f = 16/Re∗ (8)

The calculated friction factors deviated considerably from the ones predicted by Equation (8)
especially for the lower Re* values. It was obvious that a new correlation had to be formulated.

As blood is a non-Newtonian fluid, we attempted to strengthen the contribution of its viscoplastic
nature [7] by multiplying Re* with the Bingham number, which for viscoplastic materials, expresses
the relative importance of yield stress to viscous stress. This is defined as:

Bm = τy D/μ∗U (9)

It is found that the friction factor can be well predicted using Equation (10):

f = 5.974 Bm−0.266 Re*−1.064 (10)
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Coefficients are determined by fitting the numerical data that correspond to the design points
(Figure 10). The validity of Equation (10) was further tested by comparing it with the data obtained
using the verification points. Figure 10 shows that the proposed correlation was in excellent agreement
with all the results.

Figure 9. Friction factor versus Re*.

Figure 10. Friction factor versus the dimensionless group BmRe*4.
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Figure 11 compares the friction factor values (fcalc), calculated by Equation (10) with the values
that resulted from the CFD simulations (fCFD). It was proven that Equation (10) could predict the
Fanning friction factor with 10% uncertainty.

Figure 11. A Comparison between the calculated and predicted values.

5. Concluding Remarks

In this study, a simplified model that can predict Fanning friction factors of laminar blood
flow in small-caliber vessels was proposed. The study was conducted using CFD simulations that
were validated with relevant experimental data acquired by employing an appropriate experimental
setup. The effect of the flow rate, the hematocrit value and the vessel diameter on the pressure drop
was considered. The interpretation of the resulting data led to the proposal of a straightforward
method of estimating with reasonable accuracy (i.e., better than ±10%) the Fanning friction factor
and consequently, the pressure drop during the flow of blood (for a hematocrit range 35–55%) in
small-diameter vessels (300–1800 μm).

The calculation procedure comprises the following steps:

1. For a given volumetric flow rate (Q) and vessel inside diameter (D), the pseudo-shear rate (γ*) is
calculated using Equation (5).

2. For a given hematocrit value (Ht), an effective viscosity (μ*), that corresponds to the pseudo-shear
rate is estimated using Equations (1)–(3).

3. The corresponding Re* and Bm numbers are calculated by Equations (4) and (9).
4. The Fanning friction factor (f ) is then calculated by the proposed correlation (Equation (10)).
5. Finally, the pressure drop (ΔP/L) is calculated using Equation (6).

The proposed methodology (Figure 12) is an easy-to-use tool that can help scientist to quickly
and accurately estimate the pressure drop exerted during blood flow in healthy, small caliber vessels.
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It is clear, that this methodology is not exclusively applicable for blood flow, however, if step two is
excluded, it can be applied to any shear thinning Casson fluid.

Figure 12. Calculation procedure of the proposed methodology.
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Nomenclature

Bm Bingham number, -
D Inside vessel diameter, m
f Fanning friction factor, -
fCFD Fanning friction factor from CFD simulations, -
fcalc Fanning friction factor from Equation (7), -
Ht Hematocrit, %
Htc Critical hematocrit, %
L Length, m
np Plasma viscosity, Pa·s
P Pressure, Pa
Q Volumetric flow rate, mm3/s
Re∞ Reynolds number corresponding to μ∞

Re* Effective Reynolds number (Equation (4)), -
U Mean velocity, m/s
x Axial coordinate, m
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Greek letters

γ* Pseudo shear rate, s−1

ΔP Pressure drop, Pa
μ Blood viscosity, Pa·s
μ* Effective viscosity, Pa·s
μ∞ Asymptotic viscosity value, Pa·s
ρ Blood density, kg/m3

τ Shear stress, Pa
τy Yield stress, Pa
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Abstract: The Abdominal Aortic Aneurysm (AAA) is a local dilation of the abdominal aorta and it is a
cause for serious concern because of the high mortality associated with its rupture. Consequently, the
understanding of the phenomena related to the creation and the progression of an AAA is of crucial
importance. In this work, the complicated interaction between the blood flow and the AAA wall is
numerically examined using a fully coupled Fluid-Structure Interaction (FSI) method. The study
investigates the possible link between the dynamic behavior of an AAA and the blood viscosity
variations attributed to the haematocrit value, while it also incorporates the pulsatile blood flow,
the non-Newtonian behavior of blood and the hyperelasticity of the arterial wall. It was found that
blood viscosity has no significant effect on von Mises stress magnitude and distribution, whereas
there is a close relation between the haematocrit value and the Wall Shear Stress (WSS) magnitude
in AAAs. This WSS variation can possibly alter the mechanical properties of the arterial wall and
increase its growth rate or even its rupture possibility. The relationship between haematocrit and
dynamic behavior of an AAA can be helpful in designing a patient specific treatment.

Keywords: Abdominal Aortic Aneurysm; Fluid-Structure Interaction (FSI); Computational Fluid
Dynamics (CFD); haematocrit; pulsatile flow; non-Newtonian

1. Introduction

Abdominal Aortic Aneurysm (AAA) is a cardiovascular disorder that is a cause for serious
concern worldwide. AAA is a local dilation of the abdominal aorta, mostly found in the infrarenal
segment, usually over 3 cm in diameter and are most of the time reported in men aged 65 or older that
are smokers [1]. This problem, like many of the problems health professionals are confronted with,
calls for an interdisciplinary approach. Engineers can tackle medical problems by employing methods
that are fundamental to engineering practice to comprehend and modify biological systems to assist in
the diagnosis and therapy of human diseases.

Little is understood about the complete mechanism of AAA creation. Understanding the
phenomena related to the creation of an AAA, progression and behavior are of crucial importance since
AAA patients’ mortality appears significantly high, especially for developed countries [2]. Namely,
an AAA’s rupture is lethal in up to 90% of cases [3] but rarely presents any symptoms until its
occurrence [1,4] making its detection challenging. Determining AAA’s risk factors, or any factors that
lead to the generation, growth and evolution of AAAs can lead to its more effective prevention or cure.
The maximum aneurysm size is often picked as a rupture risk index, although many small AAAs do
also rupture [5]. Stresses on the aneurismal wall are believed to be a better rupture risk index and
offers better data for surgical evaluation [6,7]. Aneurysm rupture may occur when this wall stress
surpasses the aneurismal wall failure strength.
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Fluids 2019, 4, 11

Risk factors for the development or even rupture of AAAs include multiple biochemical processes
occurring in parts of the aortic wall, erosion of the endothelium of the arterial wall [8], along with
physiological haemodynamic abnormalities that alter the interaction of the blood flow with the arterial
wall. It is accepted that cardiovascular diseases in general—and more specifically, AAAs—are affiliated
with blood viscosity [9]. The current study investigates the possible link between dynamic behavior of
an AAA and changes in blood viscosity due to variations of the haematocrit (Ht), which in turn is
defined as the volumetric percentage of red blood cells in blood [10]. This association between blood
viscosity and AAA haemodynamics rarely appears in literature [11]. Inserting a clinical parameter in
the study enables us to correlate the AAA’s behavior with a common medical index. Previous research
by Kanaris et al. [12] revealed that variations of blood haematocrit can turn out to be noteworthy in
haemodynamics (e.g., WSS).

In this work the complicated interaction between the blood flow and the AAA wall is numerically
examined by using a fully coupled Fluid-Structure Interaction (FSI) method. It is common place
that coupling the fluid dynamics component of the simulation with the solid domain simulation
is essential to reach more representative results of the overall AAA behavior [13–16]. In the past,
the application of CFD (without FSI) in blood flow simulation in patient-specific geometries has led to
significant advances in the understanding of how the haemodynamic quantities of interest affect or
are affected by the vessel wall geometry and boundary conditions [17]. Over the last decade CFD
was successfully used in the simulation of blood flow, examination of potential surgical treatment
options, simulation of medical devices, etc. However, CFD-only blood flow always incorporates the
assumption that the blood vessel walls are rigid, which is not always a realistic approach. As vascular
walls are flexible, they tend to deform due to haemodynamic forces; wall deformation would then
alter the blood flow patterns, which in turn alter the fluid dynamic itself. This behavior makes the
study of an AAA a purely FSI problem.

Wall Shear Stress (WSS) should also be considered when studying AAAs. WSS is a significant
parameter of haemodynamics as it can alter the arterial wall properties [6]. These alterations may
have great impact on the AAA wall as they can reduce its resistance and consequently accelerate
its rupture [18,19]. When simulating blood flows, the importance of imposing a pulsatile boundary
condition for the mass flow is proved [20] to play key part in subsequent results, especially in dynamic
phenomena like AAA wall behavior.

Previous research has revealed that the non-Newtonian nature of blood shall not be ignored
as it plays a great role in determining various characteristics of the flow, predominantly [12,21,22].
The present study incorporates a non-Newtonian model for blood using the Casson model [10],
integrating simultaneously with the viscosity modelling the haematocrit dependency on the AAA
behavior [10]. Summarizing the above, we conclude that while existing literature does consider some of
the aforementioned issues, such as the following,

• the pulsatile blood flow [20],
• the non-Newtonian behavior of blood [21],
• the hyperelasticity of the arterial wall [23,24],

in most of the AAA studies, not all of them are included simultaneously.
This study incorporates all the above issues to investigate the possible link between the dynamic

behavior of an abdominal aortic aneurysm (AAA) and the blood viscosity variations due to different
haematocrit values. This is accomplished by using simulation tools that implement a Fluid-Structure
Interaction (FSI) method. Specifically, for a typical range of haematocrit values we will numerically
estimate the values of blood pressure, the equivalent stress (von Mises stress or equivalent tensile
stress) of the AAA wall and the WSS.
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2. Methodology

2.1. About FSI

Multiphysics simulation is a crucial tool, which attempts to accurately predict complex
phenomena that will occur where multiple types of coupled physics (structure, fluid, thermal etc.)
interact. It is a well-established method in product engineering, as it drives development processes
and can influence engineering simulation efforts, as its strategic value is being recognized.

Those multiphysics problems are usually solved with a multi-field approach, where physics are
treated each as an independent field with its own variables. Different fields “interact” by exchanging
information via “interfaces”, which are special types of boundary conditions. One very well-known
type of multiphysics problems is the Fluid-Structure Interaction (FSI) which occurs when a fluid
interacts with a solid structure causing deformation in the structure and, as a result, altering the flow of
the fluid itself. A solution based on FSI is required for biomedical flows involving compliant blood
vessels and valves.

A coupled system is defined as one where physically or computationally heterogeneous
mechanical components interact dynamically [17]. This system is a group of functionally related
components which are forming a “collective entity”. FSI is focused on understanding the system
response due to an excitation or change in boundary conditions. Different physical phenomena
associated with the system components usually are nonlinear and act on different time scales and
spatial domains. Consequently, each component needs to be described by appropriate theoretical
models along with the inherent coupling mechanisms between different fields.

To effectively approach these types of complex systems, it is required that they are “broken-down”
or partitioned. Partitioning is the process of spatial separation, “decomposition” of a discrete model
into interacting components referred to as “partitions”. Decomposition is usually driven by physical
or functional considerations: a physical subsystem can be the fluid—the blood—which can be
approached by field equations in computational fluid dynamics (CFD) and another physical subsystem
can be the blood vessel, which will be approached as a structural model. In a coupled multiphysics
problem, multiple physics models or phenomena are handled simultaneously. In this case, different
discretization techniques are applied on individual subdomains on different spatial domains, or
individual field variables (e.g., pressure applied by blood on a vessel wall) represent different but
mutually interacting physical phenomena.

2.2. Geometry

The AAA studied is positioned just below the renal bifurcation. Normal aortic diameters vary
widely and are strongly influenced by several factors (e.g., gender, age etc.) [25,26]. A simplified
geometry was selected as a benchmark to emulate a real-life AAA for this current parametric and
methodological study. The non-affected part of the model was assumed to have a diameter of
20 mm [25–27]. The aortic sac was modelled asymmetrically to match representative abnormalities.
The maximum aneurismal diameter was set to 55 mm, which falls in the lower threshold zone for high
rupture risk and subsequently is a strong candidate for surgical treatment [28,29]. The total length of
the geometry designed is L = 90 mm. ANSYS DesignModeler (ANSYS, Inc., Canonsburg, PA, USA)
was used to create the simplified representation of an AAA. The AAA model geometry used in the
simulations is presented in Figures 1 and 2, while the geometric dimensions of the simplified AAA
model are shown in Table 1.
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Table 1. Geometrical parameters of the Abdominal Aortic Aneurysm (AAA) model.

Parameter Value

Total length of the AAA, L 90 mm
Internal inlet diameter of the AAA, Di 20 mm
Maximum aneurismal diameter, Dmax 55 mm

Arterial thickness, k 2 mm

Figure 1. View of the Abdominal Aortic Aneurysm (AAA) wall (solid domain).

 
 

Figure 2. Two views of the AAA fluid domain.
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2.3. Governing Equations and Boundary Conditions

The governing equations for the fluid flow are the Navier-Stokes equations for incompressible
non-Newtonian flow. The momentum equations (Equation (1)) are expressed in the Arbitrary
Lagrangian-Eulerian form (ALE) for the fluid domain [23,30]:

ρb
∂u
∂t

+ ρb

(
(u −

.
db)· ∇

)
u − ∇·τb = fb (1)

where
.

db is the velocity vector of the moving mesh boundary interface, ρb is the blood density,
1050 kg/m3, and fb the body forces per unit volume. The fluid stress tensor (τb) is defined as Equation
(2):

τb = −PI + 2μD(u) (2)

where D(u) is the strain rate tensor and μ the dynamic viscosity. The strain rate tensor is expressed via
Equation (3):

D(u) =
1
2

(
∇u +∇uT

)
(3)

and
.
γ is the shear rate defined as Equation (4):

.
γ =

√
1
2

D(u) : D(u) (4)

So, Equation (2) can be rewritten as follows:

τb = −PI + 2μ
( .
γ
)
D(u) (5)

Among the various proposed models for relating blood viscosity and shear rate [10], the Casson
model was preferred since its constants can be expressed as a function of haematocrit, Ht [31].
The viscosity of blood, μ

( .
γ
)
, is modelled via Equation (6) [32]:

μ =

(√
τy

γ
+
√

μ∞

)2

(6)

where τy is the yield stress and μ∞ is the asymptotic viscosity value, characteristic for high shear rate
values. The yield stress is a measure of the relative resistance of blood to the flow at very low shear
rate values, caused by red blood cell aggregates [10]. It is known [10] that there is a strong correlation
between blood viscosity and haematocrit (Ht). A proposed model, which relates the aforementioned
terms of Equation (6) with the value of Ht [10], is used in this case:

μ∞ = μp

[
1 + 0.025Ht + 7.35·10−4·H2

t

]
(7)

where μp is the viscosity of blood plasma, and

τy = A(Ht − Htc)
3 (8)

Htc is the critical haematocrit value, below which the yield stress (τy) influence becomes insignificant.
Usually, Htc ranges between 4 and 8, whereas A is a constant that ranges between 0.6 × 10−7 and
1.2 × 10−7 Pa. In this study, the values selected for A and Htc were 0.9 × 10−7 Pa and 6, respectively
(Figure 3).
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As for the solid domain, i.e., the arterial wall, the governing equation follows the movement of the
solid material on a moving coordinate system. The solid elastodynamics are described by Equation (9):

∇ ·τW + fW = ρW
..

dW (9)

where τW is the stress tensor on the arterial wall, fW , the arterial wall force per unit volume, ρW ,
the arterial wall density, 2000 kg/m3 and

..
dW , the arterial wall local acceleration. The model used to

describe the arterial wall properties was the Mooney-Rivlin model [33,34] that perceives the arterial
wall as a nonlinear, isotropic and hyperelastic material using a simplified model of the strain density
function (Equation (10)):

Ψ = C1(1 − 3) + C2(I1 − 3)2 (10)

where Ψ is the strain energy, I1 the first invariant of the left Cauchy-Green tensor and the values
C1 = 17.4 N/cm2, C2 = 188.1 N/cm2 were obtained from Raghavan & Vorp [35].

Figure 3. Influence of shear rate (
.
γ) on blood viscosity (μ) for various Ht values.

For boundary conditions, a pulsatile inlet was reproduced from [36] (Figure 4). Additionally,
a corresponding pulsatile pressure profile was implemented at the outlet as a normal traction boundary
condition (Figure 5) [36]. The heart rate period was T = 1 s and the Womersley number, calculated
for the inlet, was Wo = 14.9, a normal value for a human aorta in normal conditions [37]. The solid
domain was fixed at the inlet and the outlet and it was assumed that this immobility does not influence
the AAA wall displacement significantly. On the outer surface of the arterial wall the absolute pressure
was set to atmospheric.

As for the FSI boundary conditions, it was assumed that the displacement of the interface is the
same for the fluid and solid domains. For the fluid part, the interface was designated as a no-slip wall.
The interaction on the surface is described by Equations (11)–(13) [38]:

dW = db (11)

n·σW = n ·σb (12)
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.
dW =

.
db (13)

where d is the displacement for each domain and n is the normal vector of the corresponding boundary
surface, along with the corresponding subscripts w, for the arterial wall and b for the blood flow.

Figure 4. Inlet boundary condition.

Figure 5. Outlet boundary condition.

3. CFD Modelling

The coupled FSI simulations were performed using a commercial CFD code, the ANSYS
Workbench® software (v. 19, ANSYS Inc., Canonsburg, PA, USA). More precisely, the fluid domain
was solved using ANSYS CFX® and the solid domain was solved in ANSYS Mechanical. The coupling
was performed by the ANSYS Workbench® coupling component. At the beginning of each time step,
ANSYS CFX calculates the field variables for the fluid domain and passes the resulting pressure loads
on the interface to the ANSYS Mechanical, which in turn solves the finite element model (FEM) for the
solid domain. These stagger loops in the same timestep are reinitialized with the new deformed mesh
that occurs from the solid deformation (Figure 6).
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Figure 6. Visual representation of an FSI coupling timestep.

Hexahedral elements were used for the discretization of the fluid domain shown in Figure 7.
Adequate inflation was applied near the wall. The solid domain was discretized using 20-node
elements suitable for hyperelastic modelling in a one-layer layout, (Figure 8) as this is common practice
in similar solid mechanical models. Optimum grid density for the fluid domain was selected by
performing a grid dependency study. The fluid domain was discretized in 402,800 cells.

For the fluid domain, the finite volume method and a fully coupled solver for the pressure
and velocity, provided by ANSYS CFX®, are used. The number of iterations ensure that mass and
momentum residual values are less than 10−12, while the data transfer between the two FSI components
continues until the relevant residuals reached an acceptable value (i.e., 10−4). The DNS method for
laminar flow was employed for the solution, as the flow in the AAA demonstrated no turbulent
characteristics (Remax = 1900) [39]. For the space and time integration, the second-order upwind and
backward Euler methods were used, respectively, whereas for the solid domain a three-dimensional
Finite Element Method (FEM) was employed. The physical time step (Δt) was set to a constant value,
which in our case was Δt = 0.0005 s to comply with the selected convergence criteria. All simulations
were performed in a custom-made cluster for parallel computing (HPC) consisting of 32 AMD Opteron
(AMD Inc., Santa Clara, CA, USA) cores and 128 GB RAM. The simulation time required for one full
cardiac pulse was about 50 h.

 

Figure 7. Space discretization of the fluid domain.
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Figure 8. Space discretization of the solid domain.

Several Ht values were tested. In this study, results of two extreme haematocrit values (30%, 50%)
are presented and discussed.

4. Results

4.1. Blood flow in the AAA

The FSI simulations provide both qualitative and quantitative results that predict blood flow
patterns in the AAA (Figure 9). Blood flow in the AAA sac gets significantly decelerated due to the
enlarged diameter of the vessel. The temporal variation of blood velocity in the aneurysm follows the
inlet boundary velocity profile. The maximum velocity value on the plane cutting the AAA in half at
the level of the largest diameter is one order of magnitude lower than the maximum velocity at the
inlet. Reverse flow and recirculation zones are present during a full pulse. The pressure distribution
in the AAA is highly uniform and oscillates between the two extreme boundary values (Figure 6).
The pressure drop between the two endings of the AAA is minimal (~30 Pa) for both cases.

Figure 9. Flow patterns in the AAA during one pulse for Ht = 30%.

4.2. AAA Wall Displacement

Results revealed that total displacement of the aneurismal wall is strongly depended on location.
Namely, as shown in Figure 10, displacement is bigger near the areas where diameter variations are
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more pronounced. Maximum displacement during one pulse occurs when t/T = 0.373. No differences
appear for the total wall displacement when the results between the two Ht cases are compared.
The maximum displacement is 3.90 mm for both cases.

   
Figure 10. Total displacement of the aneurismal wall during one pulse for Ht = 30%.

4.3. von Mises Stress (σvM) Distribution on AAA Wall

As expected, there is a strong correlation between the arterial wall displacement and the
distribution of von Mises stress. Von Mises stress is a value used to predict yielding of materials under
complex loading and it can be represented in an expression that uses the different components of a stress
tensor. As stated in the literature [40], the von Mises stress, σvM, can be calculated by Equation (14):

σvM =

√
1
2
[(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2] (14)

where σ1, σ2 and σ3 are the principal stresses in three-dimensional problems.
It is revealed (Figure 11) that peak σvM values appear at the area of maximum deformation of the

arterial. Maximum values for both cases occur at t/T = 0.373. Peak σvM appears in the same regions
as maximum displacement appears. It was again revealed that, for the two Ht values tested, the σvM
magnitude was not affected. For both Ht = 30% and Ht = 50% the peak σvM value was 219.4 kPa.
Moreover, for the areas that experience the highest stresses, σvM nearly doubles in the course of one
pulse cycle.

  

Figure 11. von Mises Stress distribution during one pulse for Ht = 30%.

By taking the average value of σvM on the arterial wall during one full pulse cycle, it is possible to
visually compare the differences on wall dynamics caused by the change in blood viscosity due to Ht

variations (Figure 12). As deduced from Figure 12, the average σvM is practically the same for the two
Ht cases tested.
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Figure 12. Effect of Ht on the surface averaged σvM on the AAA wall.

4.4. WSS in the AAA

WSS values vary significantly between the two cases tested and are highly influenced by both
the location in the AAA and the elapsed time. It is also found that WSS depends strongly on blood
viscosity, as an increase in Ht causes an increase in calculated peak WSS value. The results show
that Ht greatly affects WSS magnitude (Figure 13). It is notable that near the AAA endings, where
the aortic diameter has normal values, WSS attains values over 0.7 Pa, which may, according to [12],
be in the normal range of WSS for healthy individuals. It is evident that low WSS values are caused by
the relatively slow flow of the blood in the AAA. This low flow velocity appears in areas where the
diameter gets larger than normal.

(a) 

 

(b) 

Figure 13. Comparison of WSS for two values of Ht (a) 30%, (b) 50%.
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When comparing the area averaged WSS values for the two Ht cases (Figure 14) it is notable that
there is a major difference in WSS magnitude. For the lower Ht value the average WSS does not climb
over 0.3 Pa during the whole pulse cycle, whereas for Ht = 50%, WSS always appears remarkably
higher. It is obvious that a nearly 40% decrease in haematocrit can probably cause as much as 70%
decrease in WSS values. This is also evident by another risk index, the mean time-averaged WSS
(TAWSS); for the AAA in this model and for Ht = 50%, TAWSS = 0.16 Pa, while for Ht = 30%, TAWSS
drops to 0.06 Pa.

Figure 14. Effect of Ht on the average WSS.

5. Discussion

This study proposes a possible link between haematocrit variations in blood and WSS values
in AAAs.

It is reported [12,18] that WSS values less than 0.4 Pa (Figure 15) can result in plaque build-up
in the arterial wall. This, in turn, can cause serious abnormalities in the arterial wall’s physical
and mechanical properties, resulting in an increase of AAA’s growth rate, rise in its rupture risk,
or change of its post-surgery behavior. The negative outcome of low WSS values on the arterial wall is
a result of complex mechanical and biochemical phenomena, possibly linked to atherosclerosis [41–44].
More precisely, O’Leary et al. [45] imply causal relation between plaque affected areas and high
rupture risk in AAAs. This interaction might be responsible for the adverse clinical situation of
patients suffering from AAAs and, at the same time, have lower than normal Ht [9].

Figure 15. Variations of WSS in human arteries [18].

This hypothesis is widely accepted in literature; namely, the mechanism of generation and
progression of AAAs, and even its rupture risk can be linked to low-WSS induced alterations of the
arterial wall [46–50].

Blood viscosity has a clear effect on WSS as depicted in the results section. Wang & Li [11] have
examined the influence of blood viscosity in AAAs and their conclusions agree qualitatively with the
present study.
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Overall, this study presents results that are in agreement with previous work on AAAs. Namely,
von Mises stress values, along with WSS in the aneurismal sac, coincide qualitatively with previous
computational research [14,51]. Furthermore, a qualitative agreement exists with clinical research on
AAAs regarding the total displacement of the aneurismal wall during one pulse [52].

The present study, like any computational study, includes simplifications and is bound by their
limitations. Firstly, an idealized AAA shape with a single and uniform wall thickness was chosen
for the sake of simplicity instead of an actual, highly asymmetric patient-specific AAA geometry.
The reasoning behind this decision was to avoid introducing highly non-linear effects caused by the
imperfections of a real artery, which would in turn introduce noise in the results and make drawing
conclusions harder. Having said that, further research is needed to reveal the effect of patient-specific
geometric irregularities (combined with the haematocrit changes) on the results of this study (i.e., WSS
distribution and magnitude, von Mises stresses). As for the arterial wall modelling, a uniform,
isotropic, single-layer material was used; this assumption inserts an extra limitation to the model.
While this is not realistic, the introduction of more complex materials would not change the effect of
Ht, only its magnitude. The effect of this limitation can get minimized by including an even more
realistic arterial wall model (e.g., multi-layered approach for the arterial wall) and possibly run a
Design of Experiments (DOE) set of simulations to better understand the interaction, which however
is out of the scope of this work. For similar reasons, this study considers that, regardless of the
values of haematocrit in blood, the pulsatile flow of remains identical, in magnitude and frequency.
Moreover, the AAA was positioned at a significant distance downstream from the aortic arch so
that any secondary swirling flow is considered negligible. Lastly, fixed artery inlet and outlet were
considered in this model for computational simplicity; alternatively, a different boundary condition on
the solid domain could be used.

6. Conclusions

This work provides a qualitative insight on the way haematocrit could affect AAA’s mechanics
and haemodynamics. It takes into account the pulsatile blood flow, the non-Newtonian behavior of the
blood and the hyperelasticity of the arterial wall. Coupled CFD & FEM simulations revealed that the
variation in blood viscosity does not have a significant effect on AAA’s wall solid dynamics as well as
on σvM magnitude and distribution. However, our results show that there is a strong relation between
Ht value and the shear stress acting on the arterial wall. As illustrated in Figure 16, lower Ht values
result in lower viscosity values and consequently in lower WSS values, which in turn promote plaque
formation on the aneurismal wall. This could be one of the causal paths describing the effect of low
haematocrit values on AAA morbidity.

Figure 16. Effect of Ht on AAA rupture.

55



Fluids 2019, 4, 11

Further research is needed in the investigation of the link between Ht and the behaviour of
AAAs. This FSI approach could be applied in patient specific treatment in order to offer a more robust
assessment on the phenomena that may relate low Ht with adverse AAA morbidity.
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Nomenclature

A Yield stress constant, Pa
C1 Mooney-Rivlin constant 1, N/cm2

C2 Mooney-Rivlin constant 2, N/cm2

Dmax Maximum aneurismal diameter, mm
Di Internal inlet AAA diameter, mm
d FSI interface displacement, m
.
d FSI interface velocity, m/s
..
d FSI interface acceleration, m/s2

f Arterial wall force per volume, N/m3

Ht Haematocrit, %
k Arterial wall thickness, mm
L Total length of the AAA, mm
P Pressure, Pa
Re Reynolds number, dimensionless
t Time, s
T Heart rate period, s
u Velocity, m/s
Wo Womersley number, dimensionless
WSS Wall shear stress, Pa
Greek letters
.
γ Shear rate, s−1

Δt Timestep, s
μ Viscosity, Pa·s
ρ Density, kg/m3

σvM von Mises stress, Pa
τ Shear stress, Pa
τy Yield stress, Pa
Ψ Strain energy density, J/m3
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Abstract: Liposomes are considered to be one of the most successful drug delivery systems. They
apply nanotechnology to potentiate the therapeutic efficacy and reduce the toxicity of conventional
medicines. Shikonin and alkannin, a pair of chiral natural naphthoquinone compounds, derived
from Alkanna and Lithospermum species, are widely used due to their various pharmacological
activities, mainly wound healing, antioxidant, anti-inflammatory and their recently established
antitumor activity. The purpose of this study was to prepare conventional and PEGylated
shikonin-loaded liposomal formulations and measure the effects of different lipids and polyethylene
glycol (PEG) on parameters related to particle size distribution, the polydispersity index, the zeta
potential, drug-loading efficiency and the stability of the prepared formulations. Three types of
lipids were assessed (1,2-Dioleoyl-sn-glycero-3-phosphocholine (DOPC), 1,2-Distearoyl-sn-glycero-3-
phosphocholine (DSPC) and 1,2-distearoyl-sn-glycero- 3-phospho-rac-(1-glycerol) (DSPG)), separately
and in mixtures, forming anionic liposomes with good physicochemical characteristics, high
entrapment efficiencies (varying from 56.5 to 89.4%), satisfactory in vitro release profiles and good
physical stability. The addition of the negatively charged DSPG lipids to DOPC, led to an increment
in the drug’s incorporation efficiency and reduced the particle size distribution. Furthermore,
the shikonin–loaded PEGylated sample with DOPC/DSPG, demonstrated the most satisfactory
characteristics. These findings are considered promising and could be used for further design and
improvement of such formulations.

Keywords: alkannin; cancer; stability study; drug delivery system

1. Introduction

Alkannin and shikonin (A/S; Figure 1), a chiral pair of natural naphthoquinone compounds,
biosynthesized in the roots of more than 150 species of the Boraginaceae plant family (such as
lithospermum, Alkanna, Anchusa and Echium) are widely used due to their various pharmacological
activities. Biological investigations have established that A/S possess a wide spectrum of biological
activities, such as strong wound healing, and tissue regenerative, anti-inflammatory, antioxidant and,
most prominently, antitumor activity. It is worth-mentioning that alkannin and shikonin (the S- and
R-isomer, respectively; Figure 1) display similar levels of pharmacological activity [1–6].
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Figure 1. The enantiomers, alkannin and shikonin.

The great scientific interest and clinical potential for the antitumor properties of A/S in the
development of novel chemotherapeutics and in effective combination chemotherapy is depicted by
the large number of papers (more than 140) that have appeared in the literature the last five years [7,8].
Recent studies confirmed that shikonin has the potential to induce apoptosis in a variety of human
tumor cell lines, including leukemia cell lines in vitro and in vivo, with minimal or no toxicity to
healthy human cells [9–11].

This antitumor activity of shikonin may be attributed to its accumulation in the mitochondria of
cancer cells, which disrupts mitochondrial function, and eventually causes apoptosis [12]. Our group
investigated the inhibition of c-MYC expression and transcriptional activity by shikonin as a novel
mechanism for killing leukemia cells [9], and more recently, the cytotoxic activity of shikonin to the
Huh7 cancer cell line by a metabolite profiling approach which could set a basis for the elucidation
of their antitumor activity was investigated [13]. Shikonin has also been proposed as a novel dietary
agent with great potential in breast cancer prevention [14] and has been found to act synergistically to
potentiate doxorubicin-induced growth inhibition and apoptosis in vitro [15].

These studies prove the potent antitumor activities of shikonin in multiple tumors through
targeting multiple signaling pathways, promoting the necessity of solving the problem of drug
resistance. Therefore, the most promising delivery systems for A/S derivatives need to be developed
and optimized to exploit and assess their anticancer properties.

Nanoscale drug carriers offer the potential to improve the therapeutic index of drug molecules
by diminishing their toxicity against physiological tissues. Furthermore, they can result in controlled
therapeutic levels of the drug for a prolonged time. A proper drug delivery agent could modify
the solubility and improve the stability of candidate drugs, and lead to an improved ADME profile
(Absorption, bioDistribution, Metabolism, and Excretion) [16,17].

Liposomes represent an advanced type of nanotechnology that has the potential to target active
molecules (anticancer agents, peptide hormones, enzymes, proteins, vaccines) to the site of action,
improving the therapeutic index [18–20]. Many clinical studies have shown that liposomes have
improved the pharmacokinetics and biodistribution of therapeutic agents. Several anticancer liposomal
formulations (conventional and PEGylated) have been approved and are commercially available,
such as DOXIL®/Caelyx® (doxorubicin), Lipo-Dox® (doxorubicin), Myocet®/Evacet® (doxorubicin),
DaunoXome® (daunorubicin), Myocet®/Evacet® (doxorubicin), Ambisome® (Amphotericin B) and
Marqibo® (Vincristine) [21,22].

A significant improvement came with the incorporation of PEG-lipid leading liposomes
(PEGylated or Stealth® liposomes) which remain for longer time periods in the blood circulation.
The presence of PEGs on the surface of liposomes prevents their uptake by the reticuloendothelial
system (RES), which is attributed to their highly hydrated surfaces due to the hydrophilic polymers
that result in the inhibition of protein adsorption and opsonization of the liposomes [23]. In this way,
liposomes have, to some extent, the ability to pass in and out of the liver and spleen, avoiding clearance,
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and thus remain in the tumor tissue due to the depleted lymphatic drainage [24,25]. In previous studies,
anticancer agents that were incorporated in PEGylated liposomes displayed longer circulation times
and enhanced drug delivery to tumor tissues [26].

There is great interest in exploiting the wide range of anticancer activities of the hydrophobic
A/S and derivatives towards several tumors, and therefore an optimum administration system
needs to be developed. The incorporation of a hydrophobic drug (such as shikonin) into
liposomes improves its bioavailability and leads to increased stability and anticancer activity, along
with decreased drug toxicity. Regarding shikonin, it has been recently proven that liposomes
significantly decrease its toxicity in vitro and in vivo [27]. Furthermore, under the frame of
developing drug delivery systems with alkannins and shikonins as bioactive molecules, we have
successfully incorporated shikonin into both conventional (with lipids such as egg phosphatidylcholine
(EPC), 1,2-dipalmitoylphosphatidylcholine (DPPC) and 1,2-distearoyl-sn-glycero-3-phosphocholine
(DSPC)) [28] and stealth liposomes (DSPC-PEG2000, EPC-PEG2000, DPPC-PEG2000) [29].

In this regard, the scope of this paper was to expand our previous research by preparing
and characterizing shikonin-loaded liposomes, with different types of lipids, aiming to produce
an optimized formulation and to compare this with the ones already prepared. Specifically,
DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) and a mixture of lipids with the charged lipid
DSPG (1,2-distearoyl-sn-glycero-3-phospho-rac-(1-glycerol) sodium salt), like DOPC/DSPG and
DSPC/DOPC, were used for the first time, for both conventional and stealth liposomes. The negatively
charged lipid was used to prepare anionic liposomal formulations in order to prevent the aggregation
of liposomes due to electrostatic repulsion [24,30,31]. Furthermore, it was reported that the presence of
negatively charged lipids in liposomes, allows rapid uptake by the reticuloendothelial system [24],
while large and positively charged liposomes induce cytokine activation and toxicity and thereby their
safety for clinical use is limited [32].

Thus, three conventional and PEGylated liposomal formulations of shikonin (DOPC,
DOPC/DSPG and DSPC/DSPG) were formulated and characterized with consideration of their
physicochemical characteristics (particle size distribution, ζ-potential, entrapment efficiency), in vitro
release profiles and physicochemical stability (4 ◦C for a 28 days period: drug leakage, particle size
distribution, ζ-potential). The new formulations were also compared with our previously reported
shikonin-loaded liposomes [28,29].

2. Materials and Methods

2.1. Materials

Shikonin was purchased from Ichimaru Pharcos Co., Ltd. (Gifu, Japan) and was used
after purification through column chromatography followed by recrystallization with n-hexane,
in accordance with Assimopoulou et al. [33] (purity obtained: 100% by HPLC-DAD, Agilent
Technologies, Waldbronn, Germany).

1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC; MW 790.15); 1,2-dioleoyl-sn-glycero-
3-phosphocholine (DOPC; MW 786.11); and 1,2-distearoyl-sn-glycero- 3-phospho-rac-(1-glycerol)
sodium salt) (DSPG; MW 801.06) were generously donated by Lipoid GmbH (Ludwigshafen, Germany).
N-(Carbonyl-methoxypolyethyleneglycol 2000)—1,2 distearoyl-en-glycero-3-phosphoethanolamine
(DSPE-mPEG2000; MW 2806.0) was purchased from Genzyme Pharmaceuticals (Cambridge, MA,
USA). Phosphate buffer saline of pH 7.4 (PBS), cholesterol (CHOL), sodium lauryl sulfate (SLS),
Sephadex G75 and dialysis sacks (molecular weight cut off 13,000) were obtained from Sigma–Aldrich
(St. Louis, MO, USA). Organic solvents used for all experiments were of analytical grade and were
purchased from Sigma–Aldrich (St. Louis, MO, USA), and water was of HPLC grade.
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2.2. Liposome Preparation

Shikonin-loaded liposomes were formulated using the thin-film hydration method. In brief,
lipids, cholesterol and shikonin were dissolved in CHCl3/MeOH 2:1 (v/v) using the same molar ratios
for all samples: lipid/CHOL (4.5:1), neutral lipid/charged lipid (9:1), lipid/DPSE-mPEG2000 (13:1)
and lipid/shikonin (30:1) (see Table 1). Organic solvent was slowly removed in a rotary evaporator
(EYELA N-N Series, Digital Water bath SB–651, Tokyo, Japan), forming a thin lipid film on the flask.
Solvent traces were removed by leaving the flask overnight under vacuum. The lipid film was then
hydrated by the addition of PBS (6.5 mL for drug-loaded liposomes and 2 mL for liposomes without
drugs—“empty liposomes”) for 1.5 h in a water bath. The temperature was maintained above the
main phase transition temperature (Tm) of each lipid (−20 ◦C for DOPC, 67 ◦C for DSPC and 55 ◦C for
DSPG). Flask was vortexed in an IKA MS2 Minishaker (IKA Works Inc., Wilmington, NC, USA) at
1500 rpm for 10 min.

Table 1. Liposome compositions used in the study.

Sample Type of Lipids Lipid (mg) a DSPE-mPEG2000 (mg) b Cholesterol (mg) c Shikonin (mg) d

1 DOPC 120 - 13.2 1.47
1e DOPC 30 - 3.27 -
2 DOPC/DSPG 120 - 13.07 1.46
2e DOPC/DSPG 30 - 3.27 -
3 DSPC/DSPG 120 - 13.01 1.09
3e DSPC/DSPG 30 - 3.25 -
4 DOPC 120 33.12 13.2 1.47
4e DOPC 30 8.28 3.27 -
5 DOPC/DSPG 120 33.06 13.07 1.46
5e DOPC/DSPG 30 8.26 3.27 -
6 DSPC/DSPG 120 32.91 13.01 1.09
6e DSPC/DSPG 30 8.23 3.25 -

All the samples were prepared in triplicate. e stands for “empty” formulations (drug-free). a The
neutral lipid/charged lipid molar ratio was 9:1 for samples containing DSPG (1,2-distearoyl-sn-glycero-
3-phospho-rac-(1-glycerol) sodium salt). b The lipid (or mixture of lipids)/DPSE-mPEG2000 (distearoyl-en-glycero-
3-phosphoethanolamine) molar ratio was 13:1 for PEGylated samples. c The lipid (or mixture of lipids)/cholesterol
(CHOL molar ratio was 4.5:1 for all samples. d Lipid (or mixture of lipids)/drug molar ratio was 30:1 for all samples.
DOPC: 1,2-dioleoyl-sn-glycero-3-phosphocholine.

Small unilamellar vesicles (SUVs) were obtained from the resultant multilamellar vesicles (MLVs)
by probe sonication, using a Sonicator W–375 Cell Disruptor (Heat Systems–Ultrasonics Inc.) for
2 × 5 min periods, interrupted by a 5 min rest period in ice bath (amplitude 0.6; pulser 50%).
Formulations were left for 30 min to anneal any structural defects.

2.3. Characterization of Shikonin-Loaded Liposomes

2.3.1. Particle Size and ζ-Potential

The size distribution and ζ-potential of the liposomal formulations were measured immediately
after preparation by dynamic light scattering using a Malvern ZetaSizer Nano ZS (Malvern Instruments,
Malvern, UK) at 25 ◦C. Prior to measurement, all samples were diluted by 60-fold in PBS (pH 7.4).

2.3.2. Entrapment Efficiency

An aliquot of freshly prepared, loaded liposomes (300 μL) was transferred to a size exclusion
column (Sephadex G75) and eluted with PBS in order to separate free from entrapped shikonin and to
determine the entrapment efficiency. Purified liposomes (500 μL) were diluted in methanol (2.5 mL)
to destroy liposomal structure and release the drug into the organic phase. The concentration of
shikonin was determined by the absorbance of the organic phase (measured with a Ultraviolet–visible
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spectroscopy (UV–Vis) Hitachi U1900, Hitachi High-Technologies Corporation, Tokyo, Japan) using
the following calibration curve:

Shikonin Concentration (mg/mL) = 0.0316 × Absorbance − 0.00009; (R2 = 0.9999). (1)

The entrapment efficiency was calculated as follows:

Entrapment Efficiency (%) = (Fi/Ft) × 100, (2)

where Fi is the shikonin concentration into liposomes and Ft is the initial concentration of shikonin.

2.3.3. In Vitro Release

Briefly, 3 mL of shikonin-loaded liposomes were inserted into dialysis sacks (molecular weight
cut off 13,000; Sigma–Aldrich). The sealed dialysis sacks were incubated in 20 mL of release medium
(PBS + 1% SLS) at 37 ◦C in a water bath and stirred magnetically (RET control-visc, IKA Werke,
Germany). Aliquots of release medium (3 mL) were withdrawn at specific time intervals, to determine
the accumulative amount of drug released, and they were replaced with fresh release medium.
The shikonin concentration in the release medium was calculated with a UV–Vis spectrometer at
λmax = 516 nm with the aid of the following calibration curve (shikonin in release medium):

Shikonin Concentration (mg/mL) = 0.0538 × Absorbance − 0.0002; (R2 = 0.9999). (3)

Release curves were drawn according to the cumulative drug release and plotted vs time (with the
aid of the following equation):

% Cumulative Shikonin Releasedt = Shikonin Releasedt/Total Entrapped Shikonin × 100. (4)

2.4. Stability

Immediately after their preparation, samples were stored in dark glass vials (in their hydrated
form) at 4 ◦C for 28 days, in order to study their stability. Aliquots were withdrawn at specific time
intervals and assessed in terms of their mean particle size, ζ-potential and drug retention.

2.5. Statistical Analysis

All results are expressed as mean values ± standard deviations of three independent experiments.
Statistical analysis was performed using SPSS 22.0 software (SPSS Inc., Chicago, IL, USA). In order
to examine the statistical significance between samples, multiple comparisons were performed by
one-way analysis of variance (ANOVA) followed by post-hoc analysis using Tukey’s test. p < 0.05 was
considered statistically significant.

3. Results and Discussion

In the present study, three lipid types (DOPC, DOPC/DSPG, and DSPC/DSPG) were utilized
to prepare conventional and PEGylated liposomes containing shikonin, aiming to reduce the drug’s
toxicity and achieve controlled release. This is a continuation of the current authors’ active research on
developing and evaluating drug delivery systems for bioactive naphthoquinones, such as alkannins
and shikonins [28,29].

3.1. Liposome Characterization

The physicochemical characterization of liposomes, such as their size, shape and charge are
vital parameters in the delivery of improved bio-distribution and prolonged pharmacokinetics of
encapsulated cytotoxic drugs [34]. The prepared liposomal formulations (shikonin-loaded and
without the drug) were characterized in terms of their particle size distribution and ζ-potential
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values. Furthermore, the amount of drug incorporated and the release kinetics of the drug were
additionally estimated (Table 2).

Table 2. Physicochemical characteristics of liposomal formulations.

Sample Mean Particle Size (nm) Polydispersity Index (PDI) ζ-Potential (mV) Entrapment Efficiency (%)

1 113.62 ± 9.72 0.29 ± 0.02 −6.10 ± 1.11 66.67 ± 0.04
1e 79.15 ± 1.34 0.31 ± 0.01 −11.41 ± 2.68 —
2 84.90 ± 0.10 0.25 ± 0.03 −19.88 ± 4.31 78.42 ± 0.01
2e 85.95 ± 1.20 0.29 ± 0.07 −26.97 ± 1.30 —
3 222.0 ± 6.56 0.33 ± 0.05 −16.23 ± 9.29 56.50 ± 0.03
3e 111.67 ± 6.56 0.25 ± 0.02 −13.33 ± 2.01 —
4 81.92 ± 0.11 0.18 ± 0.02 −14.62 ± 2.47 75.64 ± 0.04
4e 62.33 ± 4.22 0.19 ± 0.01 −27.93 ± 7.74 —
5 70.42 ± 1.25 0.17 ± 0.02 −16.68 ± 3.61 89.40 ± 0.02
5e 71.15 ± 0.21 0.20 ± 0.01 −19.17 ± 1.07 —
6 121.33 ± 3.77 0.29 ± 0.01 −13.38 ± 0.49 66.85 ± 0.01
6e 93.00 ± 1.00 0.23 ± 0.03 −11.54 ± 1.54 —

3.1.1. Particle Size Measurement

The size of the liposomes affects their residence time in the systemic blood circulation, as well
as their pathways within the body. The smaller the size, the more difficult it is for them to become
detectable by the macrophages of the immune system, increasing in this way the residence time in the
systemic circulation, as well as their effectiveness [35,36].

Regarding conventional formulations (samples 1, 2 and 3), the mean particle size varied from
84.9 nm to 222 nm, while for the corresponding PEGylated liposomes (samples 4, 5, and 6), sizes
ranged from 70.4 nm to 121.3 nm (Table 2), giving PEGylated liposomes a significant advantage.

The lipid type significantly affected the mean particle size of the liposomal formulations.
As previously reported, unsaturated fatty acids can incur oxidative reactions, altering the permeability
of the liposomal bilayers [37] and if the degree of unsaturation of the fatty acid side chains is too high,
there is a possibility that stable liposomes might not be formed [38]. In another study, it was reported
that the average liposome size varies between 30 and 300 nm, depending on the lipid composition
and ionic strength of the lipid mixture during liposome formation. Furthermore, the size effect of the
charged lipids should be a factor in choosing a lipid mixture [39]. Additionally, in our previous research,
it was noticed that mean particle size was affected by the lipid type as well as by the interactions
between the lipid bilayer and shikonin [29].

Shikonin-loaded DOPC conventional liposomes (sample 1) presented a statistically smaller mean
particle size (113.6 nm) compared to DSPC and DPPC (221.2 and 243.2 nm, respectively) and similar to
EPC (144.5 nm) which were measured in our previous work [29]. The addition of a negatively charged
lipid (DSPG) to DOPC (sample 2) led to a conventional formulation with a smaller mean particle size
(84.9 nm) and lower polydispersity index (0.25). On the other hand, the addition of DSPG to DSPC did
not significantly affect the particle size (222 nm) or polydispersity index (0.33) of DSPC formulations,
resulting in liposomes with larger mean particle size compared to DOPC/DSPG ones. The addition of
DSPG had different impacts on particle size distribution, depending on the type of lipid that it was
combined with. Similar results arose from the corresponding formulations without the drug (samples
1e, 2e and 3e), as well as from other published studies [40]. Furthermore, it was reported that the ionic
strength of the mixture during the formation of liposomes might influence their mean diameter in the
presence of charged lipid components. Moreover, the ability to control the average liposome size is by
varying the proportion of charged lipid components [39].

The use of DSPE-mPEG2000 resulted in PEGylated formulations (samples 4, 5, and 6) with smaller
mean particle sizes and lower polydispersity indexes (Figure 2; the reduction varied between 17%–45%
for drug-loaded liposomes and 17%–21% for drug-free liposomes). Briefly, PEGylated shikonin-loaded
liposomes with DOPC (sample 4, 81.9 nm) had statistically smaller sizes in comparison to those in
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DSPC formulations (124.8 nm), and similar sizes to the EPC and DPPC liposomes (93 and 105.9 nm
respectively) produced in our previous work [29]. Combining DSPG with DOPC and DSPC lipids led
to PEGylated formulations with similar (sample 5; 70.4 nm) or statistically lower (sample 6; 121.3 nm)
mean particle sizes compared to the conventional samples (sample 2 and 3 respectively). These results
agree with the observations from the PEGylated drug-free formulations (samples 4e, 5e and 6e) as well
as with similar papers in the literature [40], confirming the superiority of PEGylated formulations over
conventional ones.

Figure 2. Comparison of liposomal formulations.

This decrease observed in particle size could be explained by the curving of the bilayer to reduce
the intensity of lateral repulsion, caused by the addition of increasing amounts of PEG in the lipid
bilayer. PEGylated lipid also increases interlamellar repulsion, causing a decrease in lamellarity [41].
A large number of studies with other bioactive molecules have confirmed this trend [31,41,42].

3.1.2. ζ-Potential

The ζ-potential is the electrostatic charge of the particle surface which acts as a repulsive energy
barrier controlling the stability of dispersion and opposing the aggregation of liposomes in buffer
solution [43]. The charge of the phospholipids could affect the pharmacodynamic and pharmacokinetic
properties of the liposomes, as well as tumor accumulation. For instance, cationic liposomes are more
readily taken up by cells in comparison with anionic or neutral liposomes, due to attractive forces
between the positively charged liposomes and the negatively charged outer cell membrane. However,
such interactions may also damage the cell membrane, resulting in toxicity, and they have been found
to cause pulmonary toxicity, due to the generation of reactive oxygen species [44].

The ζ-potential values of all samples were measured immediately after preparation. As indicated
in Table 2, the ζ-potential values of conventional shikonin-loaded liposomal formulations (samples 1,
2 and 3) varied from −6.1 mV to −19.9 mV, while the ζ-potentials of the corresponding PEGylated
liposomes (samples 4, 5, and 6) ranged from −13.4 mV to −16.7 mV. Similar values for other bioactive
constituents have been reported in the literature [29,45,46].

Liposome’s ζ-potential values indirectly reflect the net charge of the vesicle surface. This is why the
type of lipid used significantly influences the charge of the liposomal formulation [47]. Figure 2 depicts
that the use of different type of lipids resulted in liposomal formulations with significant differences in
ζ-potential values. More precisely, the use of DOPC lipid formed conventional liposomes (sample 1;
-6.1 mV) with statistically lower ζ-potential values compared to EPC (-16.6 mV) or similar ζ-potential
values compared to DSPC and DPPC lipids (-7.3 and -8.4 mV respectively) [29]. This may be attributed
to interactions taking place between shikonin and the type of lipid. The addition of DSPG to DOPC and
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DSPC lipids formed shikonin-loaded conventional liposomes with statistically increased ζ-potential
values (-19.9 and -16.2 mV, respectively). This could be due to the fact that DSPG is a negatively
charged lipid, adding an additional charge in the lipid bilayer [40,48]. In addition, DOPC/DSPG
liposomes (sample 2) seemed to have an advantage regarding their ζ-potential values, compared to
DSPC/DSPG (sample 3). Furthermore, although in our previous work, “empty” liposomes presented
decreased ζ-potential values compared to shikonin-loaded ones [29], in the present study, DOPC lipids
led to the opposite trend. This trend could be attributed to the presence of shikonin, resulting in a
decrease of ζ-potential values, since drug incorporation causes significant variations in the liposomal
surface structure and the orientation of the phosphatidylcholine head group [49].

All drug-loaded PEGylated formulations (samples 4, 5, and 6) showed statistically increased
ζ-potential values compared to the corresponding conventional liposomes (samples 1, 2 and 3).
Liposomes formed with DOPC (sample 4) exhibited a ζ-potential value of -14.6 mV, which is similar to
formulations previously prepared from our group with DSPC and EPC [29]. Moreover, the use of DSPG
mixed with DOPC or DSPC, did not provoke any significant changes in the ζ-potential of the prepared
liposomes. The same trends were obtained for the corresponding “empty” liposomes. Formulations
with DSPE-PEG2000 have less negative charge compared to liposomes without DSPE-PEG2000, a fact
attributed to the “masking” of some of the anionic charges of DSPG by DSPE-PEG2000, which could
explain the observed trend [40,47,50].

3.1.3. Entrapment Efficiency

The entrapping efficiency of a drug into the liposome structure depends on many factors, such as
the ionic strength of the buffer, the pH, the incubation time, the drug loading ratio, the lipid composition
and others [51]. For the shikonin-loaded conventional liposomes (samples 1–3), the entrapment
efficiency varied from 56.5 to 78.4% (as shown in Table 2), while the values of the corresponding
PEGylated ones (samples 4–6) ranged from 66.9 to 89.4%.

The results of the current study showed significant variation in entrapment efficiency among
samples prepared with different lipids. More precisely, the use of DOPC lipids resulted in a significant
lower entrapment efficiency (66.7%) compared to similar DSPC (85.3%) and DPPC (77.9%) formulations
and a higher efficiency than EPC liposomes (52.9%) [29]. The influence of the charged DSPG depended
on the type of lipid that it was mixed with, improving DOPC’s performance (sample 2; 78.4%)
and diminishing DSPC’s performance (sample 3; 56.5%). These results are in accordance with
other published studies [47,52], and it was observed that encapsulation was affected by electrostatic
interactions between the drug’s peripheral surface and the polar head groups of phospholipids.
In addition, there was a linear correlation between the lipid concentration and the encapsulation
efficiency [53,54].

Regardless of the type of lipid used, all PEGylated formulations (samples 4, 5 and 6) had increased
drug incorporation compared to conventional ones (this increase varied from 13 to 18%). This could
be due to the presence of PEG, placed on the outer surface of the lipid bilayer, causing an increase in
drug entrapment within the bilayer [54–56]. More specifically, PEGylated liposomes with DOPC lipids
showed a similar entrapment efficiency (75.6%) to previously prepared PEGylated formulations with
DSPC, EPC and DPPC lipids (91.8%, 71.8%, and 84.9% respectively) [29]. These observations are in
accordance with similar studies [50] and imply that shikonin incorporation could be strengthened by
the presence of PEG on the outer surface of the lipid bilayer.

3.1.4. In Vitro Drug Release

The drug release profiles of all shikonin-loaded formulations were assessed (as depicted in
Figure 3). In addition, we calculated the amount (%) of shikonin released, in regard to the total
entrapped drug, after 8 and 72 h, as well as the required time period to release 50% of the total released
drug (t50%) (as shown in Table 3).
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Figure 3. Cumulative release from PEGylated and conventional liposomes vs time.

Table 3. Release data of shikonin-loaded formulations.

Sample Total Drug Release (72 h) (%) Drug Release at 8 h (%) t50% (h)

1 67.07 ± 0.01 41.24 ± 0.03 3.86
2 77.41 ± 0.01 43.95 ± 0.01 7.04
3 63.80 ± 0.03 40.67 ± 0.02 3.57
4 87.0 ± 0.08 40.22 ± 0.11 18.26
5 93.25 ± 0.03 42.76 ± 0.00 18.45
6 82.48 ± 0.08 38.36 ± 0.09 17.93

As depicted in Table 3, PEGylated liposomes (samples 4–6) released approximately 20%–30%
more shikonin compared to the corresponding conventional formulations (samples 1–3). In addition,
Figure 3 depicts an interaction between the shikonin release rate and the type of lipid used. Briefly,
samples with DOPC lipid released a statistically greater amount of drug (87%) after 72 h, in comparison
to similar, previously reported shikonin-loaded liposomal formulations (60.1% for samples with EPC,
63.3% for samples with DSPC and 66.9% for samples with DPPC) [29]. The addition of DSPG seems
to improve the release profile of all formulations, increasing the amount of drug released over a
72 h period.

Conventional samples, on the other hand, appear to follow the same trend, with DOPC liposomes
releasing a greater amount of shikonin (67.1%) compared to other formulations with EPC (20.9%
release), DSPC (51.4% release) and DPPC (47.5% release) prepared by Kontogiannopoulos et. al. [29].
Moreover, DSPG increased the amount of drug released from conventional liposomes, as well.

As shown in Table 3, the type of lipid used also influenced the required time period to release
50% of the total released drug (t50%). Briefly, the t50% for conventional samples ranged between 3.6
and 7.0 h and between 17.9 and 18.5 h for the corresponding PEGylated liposomes. In both cases, the
DOPC:DSPG mixture exhibited the higher value. These observations, are in line with the report that
longer alkyl chain lipids enhance the binding of the drug with the lipid bilayer, resulting in slower or
sustained drug release [57].

The different behaviour in terms of the release rate between the PEGylated and conventional
liposomes may be attributed to the bilayer rigidity—the more rigid the bilayer, the slower the release
of the drug [50]. Thus, it can be assumed that shikonin’s release profile could be modified by the
existence of PEG. Furthermore, differences among the prepared formulations could be attributed to
several factors, such as lipid type and dose, interactions between the drug and lipid bilayer, as well as
the lipid–PEG conjugate in the case of stealth liposomes [58]. Each type of phospholipid affects the
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efflux rate in a different way, e.g., a higher degree of saturation and an increased fatty acid chain-length,
retarding the leakage rate of molecules from liposomes [37].

3.2. Stability Study

The stability of any pharmaceutical formulation is essential. Thus, all samples were maintained
in their hydrated state for 28 days at 4 ◦C, while drug leakage, mean particle size, the polydispersity
index (PDI) and the ζ-potential were monitored in order to assess their stability.

3.2.1. Particle Size Distribution

The results from the stability study depicted a significant variability in the mean particle size
and PDI in the conventional shikonin-loaded formulations. On the contrary, PEGylated liposomes
remained more stable after 28 days of preservation at 4 ◦C (Figure 4). Regarding conventional
liposomes, sample 1 (prepared with DOPC) presented a size increment of 80.2%, which was higher
than similar DSPC samples have shown (52.3% in particular) and lower than DPPC samples (104%
increment) [29]. Moreover, when DSPG was added to DOPC (sample 2) or DSPC (sample 3) led to
the formation of more stable conventional formulations (the observed size increases were 27.6% and
41.9%, respectively).

Figure 4. Mean particle size stability of (a) drug-loaded and (b) drug-free liposomal formulations
(storage conditions: 4 ◦C, 28 days).

Concerning the prepared PEGylated formulations, liposomes with DOPC (sample 4) were less
stable (32.8% increment) than contiguous samples of DSPC, EPC and DPPC (increases of 9.5%, 2.5%,
and 6%, respectively) from our previous work [29]. It is perceived that the addition of DSPG to DOPC
(sample 5) or DSPC (sample 6) lipids, led to formulations with similar rates of increase in particle size
(38.4% and 41.9%, respectively). It is worth mentioning that conventional shikonin-loaded liposomes
prepared with DOPC/DSPG remained particularly stable in terms of their particle size distribution
and PDI, with a final mean particle size (after their residence for 28 days at 4 ◦C) that was close enough
to PEGylated systems.

Both PEGylated and conventional formulations appeared to be particularly stable until day 21,
and a slight increment in their mean size was observed in the period from day 21 to day 28 (Figure 4).
Finally, it was observed that the increased rate in mean particle size of “empty” DOPC/DSPG (sample
2e) and DOPC/DSPG-PEG (sample 5e) liposomes was slightly higher (38.3% and 59.5% respectively)
compared to the corresponding drug-loaded systems (samples 2 and 5; 27.6% and 38.4% respectively).

These observations confirm the supremacy of PEGylated liposomes regarding their particle size
distribution stability over conventional formulations.
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3.2.2. ζ-Potential

As depicted in Figure 5, the ζ-potential values of most samples remained stable (or reduced
slightly) after their preservation at 4 ◦C. This indicates that the prepared samples maintained their initial
charge, and as a result, their tendency for aggregation and flocculation was decreased. More precisely,
DOPC conventional liposomes showed a lower rate of ζ-potential decrease (3.6%) in comparison
to DSPC, EPC and DPPC (10.4%, 43.1%, and 30.5%, respectively) [29]. The addition of DSPG to
DOPC and DSPC lipids led to similar rates of decrease (7.3% and 3.4%, respectively). Liposomes with
DSPC/DSPG (sample 3) showed slight decreases in their ζ-potential values until day 7 and after that
period, their ζ-potential values remained stable. On the other hand, DOPC/DSPG samples did not
show any significant reduction during their residence at 4 ◦C for 28 days. Corresponding drug-free
samples seemed to follow the same trend.

Figure 5. ζ-potential values of (a) drug-loaded and (b) drug-free liposomal formulations (storage
conditions: 4◦C, 28 days).

PEGylated shikonin-loaded liposomes (samples 4, 5, and 6) showed similar ζ-potential reduction
rates to the conventional ones (samples 1, 2 and 3). Briefly, formulations with DOPC lipids (sample 4)
showed lower rates of ζ-potential decrease (15.4%), compared to DSPC, EPC and DPPC lipids (26.8%,
28.5%, and 29%, respectively [29]. Their ζ-potential values only decreased until day 3 and from then on,
they remained stable. The same results arose when DSPG was added either to DOPC or DSPC lipids,
with PEGylated liposomes showing similar ζ-potential reduction rates (5.6% and 9.5%, respectively).

The study of the corresponding “empty” formulations resulted in similar observations. However,
the DOPC/DSPG lipid mixtures (samples 2e and 5e) showed different behavior. More precisely, their
ζ-potential values increased after day 3, in contrast with the corresponding drug-loaded samples
(2 and 5) where the ζ-potential values remained almost stable across the entire 28-day period. This
may be attributed to the presence of shikonin that helps this specific lipid mixture to be more stable,
maintaining low ζ-potential values and retaining the initial charge, and therefore, limiting the tendency
for agglomeration and flocculation.

3.2.3. Drug Leakage

Since, drug leakage is a crucial parameter for drug delivery systems, all samples were assessed
for it over the 28-day stability period at 4 ◦C.

As depicted in Figure 6, all conventional shikonin-loaded liposomes (samples 1, 2 and 3) remained
stable for 28 days, retaining more than 67.2% of their initially incorporated shikonin. More specifically,
formulations prepared with DOPC lipid (sample 1) retained 74.3% of the initially incorporated drug,
a significantly higher percentage compared to liposomes formed with DPPC lipid (62.3%) and a bit
lower than those prepared with DSPC and EPC (81.4% and 83.1%, respectively) [29]. On the other
hand, PEGylated formulations exhibited a higher amount of retention after 28 days, compared to all
conventional samples, retaining, on average, ~85% of the initially incorporated drug. More precisely,
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the PEGylated liposomal formulation with DOPC lipids (sample 4) retained 86.5% of its initial drug
content, almost the same as DSPC and EPC shikonin-loaded liposomes (85.2% and 86.4%) and a higher
percentage of retention than DPPC (83.7%) [29]. In cases where DSPG was added to DOPC, there
was an increment in drug stability for both conventional and PEGylated samples. On the contrary,
if DSPG was mixed with DSPC (samples 3 and 6), the result was a higher drug leakage from the
prepared liposomes.

Figure 6. Drug retention of drug-loaded liposomal formulations (storage conditions: 4 ◦C, 28 days).

4. Conclusions

Liposomes represent an advanced nanoscale drug delivery system that could deliver bioactive
constituents to a specific site of action. Alkannin, shikonin and their derivatives have proved to be
potent chemotherapeutic and chemo-preventive agents that should be further exploited as novel
chemotherapeutics and for effective combination chemotherapy. Therefore, drug delivery systems for
shikonin need to be further developed and optimized to provide effective and safe administration and
this paper is a continuation of the research of our group in this direction.

Shikonin-loaded conventional and PEGylated liposomes were successfully prepared using
three types of lipid (DOPC, DOPC/DSPG, and DSPC/DSPG). All samples were assessed for their
physicochemical characteristics, entrapment efficiency, drug release and stability during residence at
4 ◦C for 28 days.

All shikonin-loaded liposomes showed desirable drug entrapment efficiencies, varying from 66.9
to 89.4% for PEGylated types, to 56.5 to 78.4% for conventional systems, regardless of the type of lipid
used. The use of negatively charged lipid (DSPG) combined with DOPC, increased incorporation
efficiency values and helped to form liposomes with reduced particle sizes. Furthermore, both
conventional and PEGylated shikonin-loaded liposome with DOPC/DSPG lipids remained particularly
stable in terms of their particle size distribution and ζ-potential. Even after 28 days of residence at
4 ◦C, PEGylated shikonin-loaded formulations preserved more than 85% (on average) of the initially
incorporated drug.

The presence of DSPE-mPEG2000 in the outer surface of the lipid bilayer significantly modified
the characteristics of formulations. More specifically, DSPE-mPEG2000 caused a decrease in the
mean particle size, regardless of the type of lipid used (reduction varied between 17%–45% for
drug-loaded liposomes and 17%–21% for drug-free liposomes). The minimum liposome size was
obtained with DOPC/DSPG lipids. Furthermore, PEGylated samples showed higher entrapment
efficiencies compared to conventional samples (increments varied from 13 to 18%) and higher values
were obtained with DOPC/DSPG lipids. Concerning drug release profiles, PEGylated formulations
released approximately 20%–30% more shikonin over a prolonged time period, compared to the
corresponding conventional formulations.
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In conclusion, PEGylated formulations appear to be more advantageous than conventional
ones and should be further exploited to increase the therapeutic index of shikonin. The addition
of the charged lipid, DSPG, improved, in most cases, the physicochemical and pharmaceutical
characteristics of liposomes. Conventional shikonin-loaded liposomes prepared with DOPC/DSPG
showed the most promising results and stability (in terms of almost all parameters) compared to all
other conventional shikonin-loaded formulations studied so far, with characteristics close enough
to PEGylated systems. Respectively, the shikonin-loaded PEGylated sample with DOPC/DSPG
lipids, showed the most satisfactory characteristics among all studied samples so far from our group.
However, such systems are much too complicated and should be further examined in terms of their
physicochemical interactions.
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Abstract: Microfluidics-based biochips play a vital role in single-cell research applications. Handling
and positioning of single cells at the microscale level are an essential need for various applications,
including genomics, proteomics, secretomics, and lysis-analysis. In this article, the pipette Petri
dish single-cell trapping (PP-SCT) technique is demonstrated. PP-SCT is a simple and cost-effective
technique with ease of implementation for single cell analysis applications. In this paper a wide
operation at different fluid flow rates of the novel PP-SCT technique is demonstrated. The effects
of the microfluidic channel shape (straight, branched, and serpent) on the efficiency of single-cell
trapping are studied. This article exhibited passive microfluidic-based biochips capable of vertical cell
trapping with the hexagonally-positioned array of microwells. Microwells were 35 μm in diameter,
a size sufficient to allow the attachment of captured cells for short-term study. Single-cell capture
(SCC) capabilities of the microfluidic-biochips were found to be improving from the straight channel,
branched channel, and serpent channel, accordingly. Multiple cell capture (MCC) was on the order of
decreasing from the straight channel, branch channel, and serpent channel. Among the three designs
investigated, the serpent channel biochip offers high SCC percentage with reduced MCC and NC
(no capture) percentage. SCC was around 52%, 42%, and 35% for the serpent, branched, and straight
channel biochips, respectively, for the tilt angle, θ values were between 10–15◦. Human lung cancer
cells (A549) were used for characterization. Using the PP-SCT technique, flow rate variations can
be precisely achieved with a flow velocity range of 0.25–4 m/s (fluid channel of 2 mm width and
100 μm height). The upper dish (UD) can be used for low flow rate applications and the lower dish
(LD) for high flow rate applications. Passive single-cell analysis applications will be facilitated using
this method.

Keywords: hydrodynamics; microfluidics; pipette Petri dish single-cell trapping (PP-SCT); passive
trapping; single-cell trapping; single cell analysis; tilt trapping

1. Introduction

Cytology has been extensively studied since the invention of the microscope. However, in recent
years, microfluidics has predominantly come into play for single-cell analysis (SCA) due to the
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development of modern fabrication technologies and tools [1–3]. The increase of sensitivity of many
analytical systems in cell and fluid handling are attributed to the microfluidics technology, which has
pushed the SCA to an advanced level. The number of articles published on SCA has increased manifold
as compared to past decades. The main reason for the ascendancy of using SCA is because it will
reduce the biological errors from the target cell population [4]. SCA acts as a tool to clarify molecular
mechanisms and pathways revealing the nature of cell heterogeneity. Moreover, each cell exhibits
different cell cycle stages, protein, and gene expressions [5]. Apart from that, SCA facilitates rare cells
or events, scarce, precious samples, and single-cell precision in populations.

1.1. Microfluidics

Single cells are to be trapped and isolated to perform single-cell investigations [6–10].
Microfluidics has come out as a powerful tool to study the complexities of cells [11]. Apart from
the quality of results, the reduction in time, savings in space, reagents and small sample volumes
involved (on the order of microliters) are some of the remarkable discoveries made using microfluidics
technology [4]. Several approaches [12–22] were utilized in microfluidics facilitating single-cell
trapping which can be broadly classified as contact-based and contactless. Various cell trapping
methods have been developed using different approaches including chemical, gel, hydrodynamic,
dielectrophoresis, magnetic, laser, and acoustics [23–26]. Every method has its merits and demerits.
Usually, the process requires auxiliaries, like a pump or a pressure-controlling system for fluid
introduction and guidance. Some processes need specialized electronics or optical equipment.
This specialized auxiliary equipment is not commonly used in medical or biological laboratories,
therefore, inducing additional access-related obstacles for operation. The area density of single-cell
arrays is reduced significantly due to the space occupation by the auxiliary parts or the devices. Usually,
the design structures of the microfluidic devices require the fabrication of many parts including valves,
multiple layers, and channels, which are complicated [27–29]. Thereby the practical applications in
clinics and general biological laboratories are limited due to these downsides [24]. These downsides
have led to the need for the development of a hydrodynamic trapping technique where the trapping
is performed using the design itself by involving unsophisticated basic laboratory instruments for
single cell measurements. The hydrodynamic trapping technique is also capable of preserving and
handling the cells which may be affected due to the presence of an external field/force. Apart from
the simplicity of the process, the natural state of the separated particles can be of use for several other
further studies.

1.2. Hydrodynamic Trapping

In hydrodynamic trapping approach, the target particles from the main flow are separated
using the mechanical obstacles or barriers. Once separated, the target particles are retained in
hydrodynamic trapping sites where various investigations can be performed. Walls and pores are the
typically-used particle trapping structures, arrays of these trapping pattern structures can be fabricated
to capture the single cells. SCA using labeling techniques can improve significantly the specificity and
sensitivity. The most common label is a fluorescent molecule, which is used to visualize the analyte.
Therefore, the combination of microfluidic platforms and multimodal spectroscopy opens the gate for
next-generation single-cell studies. With that combo, SCA with defined stimulation of cells and analysis
of cell responses can be performed simultaneously for as many different bio-molecules as possible.
This will also address several current needs and demands for technologies identified in the literature
to pursue SCA [5,30]. Thus, the field is a matter of interest for analytical and diagnostic aspects.

Several researchers are working on hydrodynamic-based single-cell trapping [24,26,31–35].
New smart methods and platforms facilitating multiple measurements on individual cells are entailed.
Development of a platform, concurrently having high throughput and resolution with less expertise
requirement remains a challenge. The intent here is to facilitate a less complex microfluidic device,
which helps in vertical cell trapping based on the design and technique itself. Additionally, the process
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involving unsophisticated basic laboratory instruments for single-cell measurements, which are
compatible with conventional fluorescence imaging modalities are the current needs of SCA platforms.
In this article a simple, but efficient, pipette Petri dish single-cell trapping technique (PP-SCT) is
demonstrated. This topic can also be termed as tilt trapping (TT). The PP-SCT technique only involves
basic lab equipment—as the name suggests, a pipette and a Petri dish—thereby its implementation and
application scope is very wide. Thus, this method can be easily implemented for single-cell analysis
without the need of complex auxiliaries.

In 2005, Rettig and Folch demonstrated the optimization of high single-cell trapping in microwells
by deriving a relation between well depth, well diameter, and settling time [12]. In 2010, Park et al.
demonstrated the microwell design analysis for efficient single-cell capture (SCC) [14]. In 2013,
Karimi et al. reported an overview of the cell/particle sorting techniques using hydrodynamic effects
in microchannels [36]. To the best of our knowledge, none of the studies in the literature have
investigated the relative efficiency of hydrodynamic-based fluid channel designs on SCC. In this
article, the effects of fluid channel design and microwell array design orientation for single-cell
trapping efficiency using the PP-SCT technique has been investigated. Three designs were considered
straight channel, branched channel, and serpent shaped channel. A simple, but efficient, microfluid
dynamics-based passive technique, capable of vertical cell trapping with high SCC for short-term SCA
study was demonstrated.

2. Methods

2.1. Concept and Design Criteria

Figure 1 shows the illustration of the PP-SCT technique. In this technique, the inlet edge of the
biochip is placed over the side wall of the Petri dish, and the outlet edge is placed inside the Petri dish
base along its diameter. When the biochip is moved externally to the Petri dish, the angle and height
of the inlet are varied. In this research, a glass slide biochip 3 inches × 1 inches in size, and standard
Petri dishes of 90 mm × 15 mm (Sigma, St Louis, MO, USA) were considered. Petri dishes have a
lower dish (LD) around 87 mm × 15 mm and an upper dish (UD) around 90 mm × 7 mm. The cell
suspension was pipetted out into the inlet well, which flows through the channel to be collected at
the outlet well. During the process, the cell gets captured in the microwell array. Biochip designs
with the straight channel, branched channel and serpent fluid channel were designed, fabricated and
investigated. Figure 2 shows the shape of different fluid channels considered. Sticky tape can be used
to lock the biochip position with the Petri dish during the process, if operated at extreme ranges.

Figure 1. (a,b) Illustration of pipette Petri dish single-cell trapping (PP-SCT); (c,d) shows the side and
top view, respectively, where θ is the tilt angle, h is the height of the inlet, D is the distance between
biochip outlet side edge to the Petri dish wall along the diameter, and Sl is glass slide length.
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Figure 2. Fluid channel shapes (a) straight channel; (b) branched channel, and (c) serpent-shaped channel.

Considering a fluid flow from an elevated height to a lower height, by law of conservation of
energy, fluid velocity (V) at the outlet neglecting the frictional losses can be given as:

V =
√

(2g(h1 − h2)) (1)

In the above equation, g is the gravitational constant. Position 1 and position 2 corresponds to
the inlet and outlet, and h1 and h2 correspond to the inlet and outlet elevated height, respectively.
Flow rate (Q) can be given as:

Q = A × V (2)

where A is the cross-sectional area of the fluid channel and V is the fluid velocity. Both the fluid
velocity and flow rate are adjustable through alteration of the elevation head, which can be simply
done by altering the D in the PP-SCT method. Θ ∝ D ∝ h (for θ values between 0◦ and 90◦). Figure 3
shows the varying operational modes of the PP-SCT technique and its characteristics.

Figure 3. (a) Shows the varying operational position using the PP-SCT technique; (b) shows the relation
between the angles of elevation to the inlet elevations (height), and height follows the sine wave with
respect to the angle.

2.2. Computational Analysis

PP-SCT was modeled and simulated using Comsol Multiphysics solver (version 5.0, COMSOL AB.,
Burlington, MA, USA). The simulation was carried out using water as the flow material. Newtonian
and single-phase fluid models were considered, by taking into account the law of conservation of
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energy, Stoke’s law, and the continuity equation [37]. The Navier-Stokes equations govern the fluid
motion and can be seen as Newton’s second law of motion for fluids:

ρ((∂u/∂t) + u·∇u) = −∇p + ∇·(μ(∇u + (∇T u)) − 2/3(μ(∇·u) I)) + F (3)

where u is the fluid velocity, ρ is the fluid density, p is the fluid pressure, and μ is the fluid dynamic
viscosity. The equation includes the inertial forces, pressure forces, viscous forces, and the external
forces applied to the fluid. These equations are always solved together with the continuity equation:

∂ρ/∂t + ∇·(ρu) = 0 (4)

The Navier-Stokes equations represent the conservation of momentum, while the continuity
equation represents the conservation of mass. For incompressible flows, the continuity equation yields:

∇·u = 0 (5)

0 = −∇t p·et − 1/2((fd·ρ/dh)|u|u) + F·et (6)

−∇t·(A·ρ·μ·et) = 0 (7)

where et is the tangential unit vector along the edge.
The flow was modeled for a rectangular straight channel with a width of 2 mm and a height of

100 μm, for different angles, and its corresponding fluid velocity was plotted. During the simulation,
the Darcy friction factor for the rectangular microchannel with glass surface roughness of 0.0015 mm
was given as a boundary condition. A grid-independent study was carried out and the results suggest
that the finer and coarser mesh can produce grid-independent solutions. As a result, the computation
results are obtained using the physics-controlled grid system. Table 1 lists the properties and constants
used for the simulation. The Darcy friction factor fd using the Darcy–Weisbach equation is given below:

fd = 64/Re (8)

The Reynolds number [38,39] is given by the equation:

Re = (LVavg·ρ)/μ (9)

where Vavg is the average fluid velocity, and L is the relevant fluid length scale, for rectangular channel:

L = 4A/P (10)

where A and P are the cross-section area and wetted perimeter of the channel, respectively. Along with
that, the gravitational volumetric force was considered.

Table 1. Properties, constants, and boundary conditions used for the simulation.

Components Property Value/Equation

Fluid (water)
Dynamic Viscosity (mu) 8.90 × 10−4 (Pa·s)

Density (rho) 997 (kg/m3)

Channel Channel Surface Roughness Glass (0.0015 mm)

Initial Values
Pressure 101,325 (Pa)

Tangential Velocity 0 m/s

Volume Force
x 0 (N/m3)
y (−g_const) * pfl.rho (N/m3)

Pressure
Inlet 101,325 (Pa)

Outlet 101,325 (Pa) + (5(mm)) * g_const * pfl.rho

pfl is the fluid flow physics model in Comsol, g_const is the gravitational constant, * indicates the multiplication
and . indicates model based properties used in Comsol.
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2.3. Biochip Fabrication

Biochips were fabricated using the emulsion mask grayscale photolithography process [40].
The biochip patterns were designed using CorelDraw X7. The designed pattern was drawn five times
larger than the original dimension because of the 5:1 shrinking rate of the mask fabrication equipment.
The percentage of grayscale concentrations were used to control the height of the developed photoresist
obtained after the ultraviolet (UV) exposure process. The designed grayscale mask was printed on a
transparent polyethylene terephthalate (PET) film by using the image setter technique. The printed
transparent film can also be called a master mask film. To project the image from the printed master
mask film in a 5:1 reduction scale onto a high-precision photo plate (Konica Minolta, Inc., Tokyo,
Japan) also known as an emulsion mask, an MM605 simple mask fabrication machine (Nanometric
Technology Inc., Milpitas, CA, USA) was used. The light-sensitive silver halide was coated over the
emulsion mask. Due to the high light sensitivity of the emulsion mask, the whole mask exposure
process was performed under dark room conditions. Before the emulsion mask exposure process,
the silver halide-coated surface was placed facing towards the light source with the exposure time
adjusted to 8 s. The exposed emulsion mask was immersed into an emulsion mask developer at room
temperature for 2 min after the exposure process. A mixture of one part of high-resolution plate
developer (CDH-100) from Konica Minolta Opto, Inc., Osaka, Japan and four parts of distilled water
was used as the emulsion mask developer. To ensure the uniform development process, the immersed
emulsion mask was stirred continuously. The previously-exposed silver halide had formed a high
optical density metallic silver during the development process, which can function as an excellent
optical filter on the emulsion mask. During the development process, the darkfield emulsion mask
was created.

The 3 × 1 inch-sized microscope glass slides (DURAN Group, DWK Life Sciences GmbH, Mainz,
Germany) were used as a substrate. The glass substrate was chosen due to its transparent property to
produce a 3D relief surface structure by employing the back UV exposure process. The glass slides
were washed to remove surface contaminants by using an ultrasonic bath (GT Sonic VGT-1613QTD,
GuangDong GT Ultrasonic Co. Ltd., Guangdong, China). First, the washing process was done by an
ultrasonic bath with acetone for 5 min, followed by an ultrasonic bath with methanol and isopropyl
alcohol (IPA) each for 5 min. After the above washing process, the glass slides were rinsed with
distilled water. Quickly after the surface washing process, 2 mL of SU-8 2010 photoresist (MicroChem,
Newton, MA, USA) was dispensed and spread over the whole surface of the 3 × 1-inch glass substrate
to generate a 700-μm thick SU-8 film. During this process, the coated SU-8 film was self-planarized
by itself. The obtained resultants were a flat and uniform layer due to the surface tension and high
mobility. The SU-8-coated glass substrate was soft baked using a conventional oven at a temperature of
95 ◦C for 10 h. It is essential to place all the SU-8-coated samples flat in the conventional oven to avoid
any gravity force affecting the flow of the photoresist. Then, the LA4100_R1 one-side mask aligner
(Sanei Electric Inc., Tokyo, Japan) was used to back expose the photoresist-coated glass substrates.
Figure 4 illustrates the grayscale photolithography process. The SU-8-coated glass substrates were
exposed using a 180 W mercury lamp of 365 nm for 30 s. A post-exposure bake was conducted in three
steps immediately following the UV exposure process. Firstly, the exposed samples were baked at a
temperature of 65 ◦C for 2 min on a hotplate. Secondly, the temperature of the hotplate was gradually
ramped up to 95 ◦C for 10 min. Lastly, after 10 min of baking the hotplate was switched off while the
samples were still left on top of the hotplate. The samples were then allowed to cool down gently to
room temperature. This slow cooling process decreases the stress built up in the cross-linked SU-8 and,
thereby, avoids cracking and deformation of patterns during the development process. The developing
process was performed by immersing the exposed samples into SU-8 developer solution (MicroChem,
Newton, MA, USA). The development process was enhanced by using an ultrasonic cleaner and took
only 2 min to dissolve all the unexposed SU-8 photoresist from the glass substrate completely. After the
first development, the developed samples were washed by using another batch of clean SU-8 developer
solution, then followed by the IPA and distilled water. Finally, a stream of nitrogen gas was used to

81



Fluids 2018, 3, 51

blow dry the developed samples. Fabricated biochips are shown in Figure 5. The biochip consists
of a fluid channel with a width of 2 mm, and with a hexagonally positioned microwell array with a
diameter around 35 μm and a depth of 30 μm. The straight channel design consists of ~3500 microwells,
the branched channel design consists of ~5000 microwells, and the serpent shaped design consists of
~1100 microwells. There was a −5% change in the feature size of the fabricated biochips compared to
the original design.

 

Figure 4. Illustration of the grayscale photolithography process.

Figure 5. (a) Fabricated biochips; (b) biochip scale with a Malaysian 50 sen coin used as a reference;
and (c) a microwell array on the fabricated biochip, images taken from an infinite focus measurement
system (ALICONA, Graz, Austria).

82



Fluids 2018, 3, 51

2.4. Cell Culture

Human A549 lung cancer cells were obtained from ATCC (Rockville, MD, USA). Cells were
cultured and maintained in complete growth media (CGM) consisting of 89% Dulbecco’s Modified
Eagle’s Medium (Gibco, Grand Island, NY, USA), 10% fetal bovine serum (Gibco, Grand Island, NY,
USA), and 1% of penicillin-streptomycin antibiotic (Gibco, Grand Island, NY, USA). The cells were
maintained at 37 ◦C under a humidified atmosphere, with 5% CO2 and 95% air, respectively.

2.5. Single-Cell Trapping and Cell Viability Tests

Prior to operation, the biochip was covered with a coverslip and sealed with sticky tape. Biochips
were sterilized with 70% ethanol and UV for a few minutes before using. Once the grown cells attained
80% confluency, they were trypsinized with TrypLe (Gibco, Grand Island, NY, USA) and centrifuged
(Eppendorf 5810, Westbury, NY, USA) at 700 rpm for 5 min. The cell pellet was resuspended in
complete growth media. Cell suspension with a density of 3.5 × 104 to 7.5 × 104 cells/mL were
mixed with Trypan Blue (Sigma-Aldrich, St Louis, MO, USA) and were pipetted down into the biochip,
which was tilted at an angle of around 10–15◦ (D was around 16–30 mm for LD). By varying the D
along with the ruler, the angle was varied accordingly. Pipetting was done gently and slowly. After the
cell-suspended growth media was partially drained out from the outlet and the channels were filled
with cells and growth media, the biochip was gently placed into a Petri dish and incubated. During
the transfer to the Petri dish, caution was taken not to shake the biochip, as it may result in moving the
cell out of the microwell before attachment. Additional growth media can be added if required after
placing into Petri dish. The microwell array was observed under a microscope (Leica DM 2000 LED,
Bensheim, Germany) for its trapping and viability. The overall technique was kept simple, and not
much complex process handling was done on the cells. Statistical analysis was performed using
GraphPad Prism 6.0. ANNOVA analysis was carried out to find the significant factors within each
channel design and two-way ANNOVA analysis for comparing between channel designs. * is p < 0.01,
** is p < 0.001, *** p < 0.0001, and **** is p < 0.00001, indicating that the result is significant.

2.6. Single-Cell Fluorescent Measurement

After loading the cells, the biochip was incubated at 37 ◦C under a humidified atmosphere,
with 5% CO2 and 95% air for 3 h for cell attachment. Once attached, the biochip was washed with
the phosphate-buffered solution (PBS) to fully remove remaining media. Cells were fixed with 4%
paraformaldehyde (Sigma, St Louis, MO, USA) for 30 min subsequently washed with PBS. For 5 s,
cells were permeabilized using 0.1% Triton-X (Sigma, St Louis, MO, USA) and then washed with
PBS. Fixed A549 cells were dyed with DAPI (Sigma, St Louis, MO, USA) and Rhodamine Phalloidin
(Molecular Probe, Eugene, OR, USA) for 10 min, washed, and subsequently mounted with glycerol
(Sigma, St Louis, MO, USA) for fluorescence imaging. Single-cell fluorescent measurements were made
using a microscope (Nikon Eclipse TE 2000-S, Tokyo, Japan).

3. Results

3.1. Characteristics of PP-SCT

As the D is increased, the angle (θ) and the height (h) are also increased. For a standard Petri
dish of 90 mm × 15 mm and a 3 × 1-inch microscope glass slide, the scope of operation is shown
in Figure 6. When D is increased beyond 50 mm for LD and 60 mm for UD, the θ and h values are
increased more significantly. As h is increased, the fluid velocity was increased linearly. The fluid
velocity range of around 0.25–4 m/s (a fluid channel of 2 mm width and 100 μm height) were achieved
using the PP-SCT technique for the considered design, which can be either increased or decreased
depending on the fluid channel design. Figure 7 shows the relationship between height, fluid velocity,
and tilt angle. UD can be used for low flow rate applications and LD for high flow rate applications.
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Figure 6. (a) Graph plot showing the relationship between D and θ; (b) a graph showing the relationship
between θ and h. This shows the scope of the operation of the lower and upper dish.

Figure 7. Graph plot showing the relationship between h, θ, and fluid velocity. Fluid velocity was
obtained from the simulation study corresponding to the 2 mm fluid channel with a 100 μm height.

3.2. Single-Cell Trapping and Design Analysis

Streamline plots of three microfluidic channel designs are shown in Figure 8. Flow trajectories are
varying in the serpent-shaped channel compared to the other two designs. Observations from three
biochip designs reveal that the single-cell trapping was greater in the serpent-shaped biochip followed
by the branched channel design and the straight channel design. In the serpent design, SCC was
greater and MCC and NC (no capture) were lower when compared to the other two designs (refer to
Figures 9 and 10).
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(a) (b) 

 
(c) 

Figure 8. Streamline flow velocity profile in three fluid channels, the inset shows the close-up view of
(a) the straight channel, (b) the branched channel, and (c) the serpent-shaped channel.
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Figure 9. Trapped A549 cells in (a) the straight channel design; (b-i) the straight section in the branched
channel design; (b-ii) the side-branched section in the branched channel design, and (c) serpent channel
design. The blue arrow points to no capture, the green arrow points to SCC, the yellow arrow points to
dual-cell capture, and the red arrow points to three or more cell captures. The dotted black circles were
just for clarity; it did not resemble the exact scale of the biochip.

Figure 10. Cell trapping capabilities of three channel designs with the comparison of NC, SCC,
and MCC based on the study conducted. Mean and SD were plotted from five independent repeated
experiments. ANNOVA analysis was done within each design to find the significant parameters and
two-way ANNOVA analysis was done comparing the designs to find the significant parameters. It can
be seen that in the serpent design NC and MCC are the least, and SCC is the maximum in comparison
to the others.
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3.3. Cell Viability and Single-Cell Fluorescent Measurements

It is evidenced by the results that viable A549 cells were trapped in microwells. The cells observed
were shining as the cells did not take up trypan blue (refer to Figure 11a–c). If cells were dead,
it would take up the trypan blue. Almost no dead cells were observed. Single-cell fluorescence
signals were observed in the demonstrated biochip. The results reveal that the A549 cells had intact
morphology. The DAPI (blue) signal from the nucleus and the Rhodamine Phalloidin (red) signal from
actin filaments, which holds the cytoskeleton of the cells. These results confirm that the cell shows
attachment at the bottom of the microwell for short-term study (refer to Figure 11d,e).

Figure 11. (a–c) shows the cell viability test (cells did not take up the trypan blue) on the straight
channel, branched channel, and serpent channel, respectively; (d) the fluorescence signal from the
nucleus (DAPI) of single cells being captured in the serpent channel; and (e) single-cell cytoskeleton
(fluorescence image) after 3 h of incubation from loading to the serpent channel biochip, showing the
blue signal from the nucleus (DAPI) and red from the actin (Rhodamine Phalloidin).

4. Discussion

Conventional approaches involve auxiliary systems supporting microfluidic platforms which add
to the complexity, lab space, and cost. Mostly the developed approaches involve experienced handling,
and some involve application and exposure to electric fields and magnetic fields. The method which
does not require experienced handling is in great demand. PP-SCT can be used in the environment
where access to any external force or electric is absent. The biochip consists of four parts: an inlet
reservoir where the cell suspension is introduced, the main channel, microwells patterned on the
bottom surface of the main channel, and the outlet reservoir. Factors that are most likely to affect the
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cell occupancy in the PP-SCT technique include: (1) the shape of the channel; (2) the size, positioning,
and orientation of microwells; (3) the size of the cells; (4) the cell concentration; (5) the biochip tilt angle;
and (6) the glass slide length. These factors are to be considered while designing a hydrodynamic-based
microfluidic biochip for high SCC. The scope of the PP-SCT is very wide as it is simple, cost effective,
and can be readily implemented for any SCA as it does not require any additional equipment. SC-PPT
also provides a varying operational range of controlling the fluid flow rate depending on the tilt
angle, without involving any auxiliaries. Further, the PP-SCT technique does not harm the cells,
which were evidenced by the viability tests. From the results, it is revealed that the geometry of
fluid channels affects the trapping rate and efficiency of the SCC rate. There are more possibilities
for trapping multiple cells in the straight and branched channel. This is because when cells travel
over any regions of the straight or branched channel, they travel nearly the same distance, speed,
and trajectory profile to the well, providing high chances of multiple cells being trapped anywhere
in the channel. In the branched channel after the branch section, cell trapping was found to be
improved. This is due to the varying trajectory profile at the branched section of the branched channel.
On the contrary, the serpent channel with a hexagonally-positioned microwell array provides efficient
single-cell trapping possibilities. This is due to varying trajectories of the flow in the channel as
shown in the simulation results. This enables the cells to travel in the varying trajectory path with less
clumping, thereby providing high SCC with the least MCC. Achieving high SCC with no or minimal
NC and MCC is great if that demand can be achieved without involving specialized equipment and
no auxiliary equipment would definitely add to the upside. Advantages of using vertical cell trapping
when compared to lateral trapping are that the cell analytes can be treated or measured individually
without clump analyte measurement. In a vertical well, single-cell analytes are preserved separately
for analysis as an analogy to the conventional six-well or 96-well plate. Single-cell fluorescent images
reveal that cell morphology was intact, which is suitable for short-term investigation of a single cell.
This technique enables the real-time observation of single-cell measurements for analysis. Thus, these
observations act as design guidelines for the PP-SCT technique for hydrodynamic-based non-auxiliary
biochips in achieving high SCC. The PP-SCT technique can be combined with open tools [41] for
further exploration of the single cell analysis, making it accessible and cost effective.

5. Conclusions

This article has demonstrated the PP-SCT technique, along with the design, fabrication,
and analysis of a micro-fluid dynamic-based biochip for single-cell trapping. Flow rate variations
can be precisely achieved using PP-SCT technique with a flow velocity range of 0.25–4 m/s (with a
fluid channel of 2 mm width and 100 μm height). Characterization of three fluid channel shapes
for improving SCC was performed. Observations reveal that SCC rates can be improved based on
channel shape and orientation of the microwell array. SCC was around 52%, 42%, and 35% for the
serpent, branched, and straight channel biochips, respectively. In this investigation it is evident that
SCC can be improved significantly, based on the microchannel design, for a fixed cell density, with a
similar flow rate without involving any auxiliary systems. This article further paves the way for
designing nonauxiliary hydrodynamic-based microfluidics for high SCC with no, or minimal, NC and
MCC. Single-cell fluorescence measurements were performed with the biochip. The PP-SCT technique
investigated has wide applications in the field of single-cell microfluidic-omics technologies, such as
genomics, proteomics, secretomics, and metabolomics. This result can help in designing a passive
microfluidic biochip with lateral and vertical microwell arrays for efficient single-cell trapping using
the PP-SCT technique. Future directions are to characterize the PP-SCT for the different angles with
compatible microfluidic designs for high SCC.
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Abbreviation

PP-SCT Pipette Petri dish single-cell trapping
SCC Single-cell capture
MCC Multiple-cell capture
NC No capture
UD Upper dish
LD Lower dish
SCA Single cell analysis
PET Polyethylene terephthalate
IPA Isopropyl alcohol
CGM Complete growth media
PBS Phosphate-buffered solution
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Abstract: Physiology-Based BioKinetic (PBBK) models are of increasing interest in modern risk
assessment, providing quantitative information regarding the absorption, metabolism, distribution,
and excretion (ADME). They focus on the estimation of the effective dose at target sites, aiming at the
identification of xenobiotic levels that are able to result in perturbations to the biological pathway
that are potentially associated with adverse outcomes. The current study aims at the development
of a lifetime PBBK model that covers a large chemical space, coupled with a framework for human
biomonitoring (HBM) data assimilation. The methodology developed herein was demonstrated in the
case of bisphenol A (BPA), where exposure analysis was based on European HBM data. Based on our
calculations, it was found that current exposure levels in Europe are below the temporary Tolerable
Daily Intake (t-TDI) of 4 μg/kg_bw/day proposed by the European Food Safety Authority (EFSA).
Taking into account age-dependent bioavailability differences, internal exposure was estimated and
compared with the biologically effective dose (BED) resulting from translating the EFSA temporary
total daily intake (t-TDI) into equivalent internal dose and an alternative internal exposure reference
value, namely biological pathway altering dose (BPAD); the use of such a refined exposure metric,
showed that environmentally relevant exposure levels are below the concentrations associated with
the activation of biological pathways relevant to toxicity based on High Throughput Screening (HTS)
in vitro studies.

Keywords: biochemical processes; biokinetics; human biomonitoring; bisphenol A; exposure
reconstruction; risk assessment

1. Introduction

One of the main applications of internal dosimetry is the integration of exposure and human
biomonitoring (HBM) data. More in detail, internal dosimetry aims at (i) deriving the time course of the
toxicants in human tissues, with a particular focus on susceptible developmental stages; (ii) providing
a comprehensive interpretation of the HBM data related to the cohorts, for quantifying individual
exposome; and (iii) deriving Biologically Effective Dose (BED) values for associating them with adverse
outcomes. Towards these aims, a lifetime generic Physiology-Based BioKinetic (PBBK) model [1]
has been developed, that includes the interaction of chemical mixtures [2], and a set of exposure
reconstruction algorithms, starting from HBM data [3]. To expand the chemical space that is covered
by the generic PBBK model, advanced quantitative structure–activity relationship (QSARs) models
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have been introduced for its parameterization regarding data-poor chemicals. For reconstructing
exposure based on HBM data [4], a multiple tier methodology has been developed, that accounts for the
availability of data (meaning the number of samples collected for capturing intra-individual variability),
as well as the needs of the exposure assessment (e.g., the daily intake estimation of exposure peaks
during the day). Thus, several methods are available, including the Exposure Conversion Factors
(ECFs) [5] and the Markov Chain Monte Carlo analysis. PBBK models are also applicable in the
estimation of xenobiotics levels in target tissues, relevant to the activation of toxicity pathways [6],
possibly associated with adverse outcomes. The advent of -omics technologies and their link to
BED could highlight the early identification of disease onset. Moreover, BED could be used for the
quantification of the effect of extracellular perturbations on metabolic states, coupling the PBBK
model with metabolic regulatory networks and defining the feedback loop that connects clearance and
metabolite production rates to metabolism regulation [7] via dynamic flux balance analysis (FBA) [8].

The need for developing generic PBBK models is of great importance in modern risk assessment,
especially for compounds where toxicokinetics play a particular role in their overall adverse effects in
humans. Among this compounds, Bisphenol A (BPA), is a commonly used plasticizer of increased
scientific and regulatory interest. BPA is used in the manufacture of polycarbonate plastics and epoxy
resins, which were extensively used in baby bottles (its use is now banned) as protective coatings on
food containers, as well as in dentistry; other applications of BPA include thermal paper and polyvinyl
chloride industries [9]. BPA is has been characterized as an endocrine-disrupting chemical (EDC).
It has been suggested that in utero exposure to BPA may disrupts early life development. Many in vitro
and in vivo (animal) studies demonstrated that adverse health effects due to BPA exposure can occur
also at environmentally relevant doses [10]. However, it has to be noted that these results are highly
controversial, since numerous high-quality attempts to replicate these in vivo at “environmentally
relevant doses” have not succeeded [11–14]. BPA is one of the compounds with the highest controversy
regarding its toxicokinetics; although BPA glucuronidation (which is the major elimination pathway)
is very rapid at early developmental stages, internal exposure is higher as a result of the immature
detoxification process [15,16].

Given all the above, this study aims at providing some answers on the risks associated with
BPA exposure of the European population, starting from HBM data. Towards this aim, (a) a lifetime
PBBK model has been developed, that accounts for the early developmental stages (including in utero
exposure), and at the same time covers a large chemical space and (b) HBM data are assimilated with
an exposure reconstruction mathematical framework, coupled with the PBBK model. It has also to
be noted, that the PBBK model incorporates the key routes of exposure namely inhalation, oral and
dermal), and includes multiple compartments, as well as binding to plasma proteins and red blood
cell binding. At the same time, the model is able to simulate the levels of the parent compounds and
their metabolites in the various tissues and biological fluids (including maternal milk). It also has to
be noted that the assessment of internal dosimetry using PBBK models allows for the calculation of
the xenobiotics internal doses, above the thresholds associated with biological pathway alterations
that might be relevant to adverse outcomes. The so-called biological pathway altering dose (BPAD)
provides additional advantages compared to existing risk metrics, since it combines dose—response
data with the analysis of uncertainty and population variability, so as to derive exposure limits and
can be derived by high-throughput screening (HTS) in vitro data. The overall applicability of the
developed PBBK model in advancing the risk assessment concepts, is demonstrated in the case of BPA.

2. Materials and Methods

2.1. Development of the Generic Lifetime PBPK Model

The physiology-based biokinetic model developed and outlined in this work is designed to take
into account the evolution of enzymatic activity and availability, as well as a change in organ volumes
and blood flow characteristics during human life. These attributes determine the overall ADME
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properties of the human body, allowing the model to cover a large chemical space, if appropriately
parameterised. The mathematical formulation adopted describes ADME processes for a wide spectrum
of xenobiotics and for their metabolites, reaching all the way down to three metabolic stages [17].
The model concept is shown in Figure 1.

 

Figure 1. Conceptual representation of the generic Physiology-Based BioKinetic (PBBK) model.

A key problem with generic PBBK models is the need to quantitatively estimate the values of a
large number of physiochemical (e.g., the octanol–water partition coefficient, kow), and biochemical
(e.g., Vmax and Km) parameters corresponding to a large number of physiological and anatomic
compartments and biological fluid fluxes. Conventionally, a prohibitively large amount of experiments
in vivo and, possibly, in vitro would be required to perform the proper model parameterization,
while inter-species extrapolation in the values of these parameters introduces a significant source of
uncertainty in the model set-up and, ultimately, its results. Our work has shown that it is feasible to
use quantitative structure–activity relationships (QSARs) to estimate model parameters to ensure that
the model performs well for a wide array of chemicals. Abraham’s solvation equation was used to
estimate such biological/biochemical properties. This QSAR formulation takes into account molecular
attributes such as:

- excess molar refraction; a property that can be determined if the compound refractive index
is known,

- compound dipolarity/polarizability,
- solute effective or summation hydrogen-bond acidity,
- solute effective or summation hydrogen-bond basicity, and
- McGowan characteristic volume that can be calculated based on the molecular structure of

the solute.

Coupling Abraham’s solvation equation with machine learning algorithms such as feed
backward artificial neural networks gives excellent results in terms of predicting chemical-specific
biological/biochemical properties such as blood-tissue partition coefficients, maximal velocity (Vmax)
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and the Michaelis—Menten constant. In fact the predictive capacity of the QSAR regarding the
Michaelis—Menten constant moved from rather poor (R2 up to 0.35) to an R2 of 0.88 for 85 chemical
substances [18], while the predictive capacity of the model partition coefficients and vmax was very
high (R2 above 0.9) [18,19]. QSAR predictions of these fundamental parameters are given for all
major organs, as well as for arterial, venous, and portal blood. Metabolically active tissues link up
xenobiotic compounds and their metabolites. Such tissues include mainly the liver, but also other
sites of metabolism such as the intestine, the brain, the skin, or the placenta based on the presence
or not of the respective enzymes that catalyze the metabolism of the specific chemical substance.
Mass balance in each body compartment describes all relevant processes to absorption, metabolism,
elimination, and protein binding. In each tissue, three mass balance equations are written, for (a) red
blood cells, (b) plasma and interstitial tissue, and (c) cells. Thus, the model is readily applicable to both
flow- and membrane-limited chemicals. Specific organs are further divided in sub-compartments to
account for inhomogeneity in enzymatic activity (e.g., the liver is divided in five zones to describe
the spatial distribution of enzymes), and permeability differences (e.g., the brain is divided in four
sub-compartments, i.e., main brain, globus palidus, cerebellum and pituitary gland).

Our model captures in utero exposure by describing the interactions between the pregnant mother
and her fetus by way of modelling the intra-placental properties that determine chemical transfer from
the mother to the fetus during the different phases of growth of the latter in utero. Anthropometric
parameters used in the model depend on age, so as to support the estimation of internal dose over
the lifecourse, and to capture the continuously changing physiology of both the mother and the
developing embryo. Diffusion is the main process governing flow from uterus to the placenta and
vice-versa during pregnancy [20]. Excretion via lactation is described as an output from mammary
tissue through a partitioning process between mammary tissue and milk, and milk withdrawal by
suckling. The mathematical formulation describing lactation is based on the one described for PCBs
in rats [21], which was adopted for humans [22]. The three main exposure routes are explicitly
distinguished in the model set up. Inhalation takes into account absorption of gases and deposition
of particles size fractions across the human respiratory tract. Absorption through the oral route is
governed by the absorption rates of the stomach and the gut. To better describe dermal absorption,
the skin was modelled as a multi-layer structure, including a brick-and-mortar model of the stratum
corneum [23] and viable epidermis (also accounting for metabolism), where the geometry of all layer
microstructures was explicitly described [24]. Details on the model mathematical framework are given
in the Supplementary Materials.

2.2. BPA Toxicokinetic Considerations

In this study, the comprehensive PBBK model developed by Sarigiannis et al. [1,25] for BPA
was used. The model describes in detail the ADME processes related to BPA and its conjugated
metabolite, BPA-Glu. The latter was considered in particular, because the main detoxification
pathway of BPA is phase II glucuronidation. The original model was scaled for children using the
physiologically-based approach proposed by Edginton et al. [26], and data about ontogeny of enzymes
(glycotransferases) involved in BPA detoxification [27,28]. Following a method similar to Edginton
and Ritter [29], plasma clearance (CLH) from adults was converted to intrinsic clearance (Clint) using
the well-stirred reactor model, physiological data regarding liver blood flow (QH; mL/min) and the
unbound fraction of BPA in the plasma (fu). Elimination through urine (in the form of BPA-Glu) is
the only mechanism of elimination. We optimized plasma CLBPA-Glu_kidney during the development
of the adult coupled model and compared this with values derived from Volkel et al. [29]. It has
to be noted, that this parameterization of our model, resulted in similar levels of plasma BPA and
urinary BPA-Glu to the ones derived by Thayer et al. [30] and Teeguarden et al. [31]; to our knowledge,
these are the only studies where BPA has been administered to volunteers and data useful for PBPK
modeling have been derived; however, it has to be noticed that in order to fit in the optimal way the
measured serum concentrations, an adjustment of the oral uptake constant is required, as explicitly
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described by Yang et al. [32]. Tissue:blood partition coefficients were obtained from Edginton and
Ritter [15]. Other age- and gender-specific data on parameters, such as urinary volumes and creatinine
excretion rate were obtained from the International Commission on Radiological Protection [33].
Global sensitivity analysis was performed by changing the input parameters by 1%, while observing
the relative change in the outcome. Results showed that the rapid metabolism and elimination
of BPA, as well as its strong binding to plasma proteins, were the parameters affecting the most
model performance.

2.3. Exposure Reconstruction Starting from Human Biomonitoring (HBM) Data

Reverse modeling algorithms applied on the PBBK model allowed us to reconstruct exposure
from human biomonitoring (HBM) data. The comprehensive interpretation of human biomonitoring
data and their back-calculation into exposure distributions comprises a typical computational inversion
problem. The aim is to estimate input distributions that explain the measured biomonitored data,
and at the same time to minimize the residual error. Towards this aim, ancillary exposure information
is needed, related to environmental contamination, and human activities (including diet and consumer
products use) [34]. An iterative computational methodology was developed based on Bayesian Markov
Chain Monte Carlo (MCMC), combined with the generic PBBK model aiming at performing accurate
exposure reconstruction. Differential Evolution (DE) and MCMC algorithms have been combined
to solve this problem for the first time. The PBBK model has been combined with the Bayesian
MCMC [35,36] and differential evolution Monte Carlo (DEMC) [37] techniques in order to simulate
and calculate the exposure value that fits best the observed HBM data.

2.4. Exposure Assessment

The most effective way to estimate exposure and intake is the use of human biomonitoring data.
For the assessment of BPA exposure, HBM data were collected from the available literature. Urinary
BPA concentrations reflect differences in consumer exposure that are related to food packaging material
(canned food, milk formula, use of plastic baby bottles). The restriction of BPA use in baby bottles in
the European Union Member States in 2011, and increasing public awareness regarding the potential
adverse health outcomes related to BPA exposure resulted in a decline of measured BPA levels in
the European population over the last eight years. In the most recent studies, urinary BPA (in the
form of the glucuronidated metabolite) measured levels are about 2 μg/L. BPA urinary concentrations
measured in Germany (German Environmental Survey—GerES) depend on child age: they were 3.5,
2.8, 2.1 and 2.6 μg/L for children aged 3–5, 6–8, 9–11 and 12–14 years old respectively. Similar levels
(2.5 μg/L) were recorded in France [38] for pregnant women. According to the German ESB [39]
urinary concentrations of BPA declined from 2 μg/L in 1995 to 1.3 μg/L in 2009. The multi-center
study DEMOCOPHES [40] provided results for urinary BPA levels in Belgium (2.6 μg/L), Denmark
(2.2 μg/L), Luxembourg (1.9 μg/L), Slovenia (2.1 μg/L), Spain (2.1 μg/L) and Sweden (1.4 μg/L) [41].
The results of the urinary BPA levels in various countries are summarized in Table 1.

Table 1. Urinary bisphenol A (BPA)-Glu levels from European human biomonitoring studies.

Country—Study Name Population Group Mean Median Reference

Belgium—Democophes Mothers (≤45 years) 2.6
[41]Denmark—Democophes Mothers (≤45 years) 2.2

Denmark—Copenhagen Puberty Study
Children and adolescents (5–9 years) 2.3

[42]

Children and adolescents (10–13 years) 1.5
Children and adolescents (14–20 years) 0.7

Denmark—Copenhagen Study on Male
Reproductive Health Young men 3.2

Denmark—Odense Child Cohort Pregnant women 1.5
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Table 1. Cont.

Country—Study Name Population Group Mean Median Reference

France—ELFE Pregnant women 2.5 2 [38]

Germany—ESB Students (<2000)—Münster 2.0
[39]Students (≥2000)—Münster 1.4

Germany—GerES

3–14 years 2.7 2.7

[43]
3–5 years 3.5 3.6
6–8 years 2.8 2.7

9–11 years 2.1 2.2
12–14 years 2.6 2.4

Italy—InCHIANTI
20–40 years 4.4 4.3

[44]41–65 years 3.9 3.7
66–74 years 3.3 3.2

Luxembourg—Democophes Mothers (≤45 years) 1.9 [41]

Netherlands—Generation R Pregnant women (18–41 years) 1.2 1.1 [45]

Slovenia—Democophes Mothers (≤45 years) 1.2 [41]

Spain—INMA Pregnant women 2.2
[46]Spain—INMA Children (4 years) 4.2

Spain—Democophes Mothers (≤45 years) 2.1
[41]Sweden—Democophes Mothers (≤45 years) 1.4

France—ELFE Pregnant women (18–40 years) 0.7 [47]

Greece—Rhea
Pregnant women 1.2 1.2

[48]Children (2 years) 2.0 2.1

2.5. Risk Assessment

A risk characterization of BPA was carried out, employing several tools related to external and
internal exposure assessment. To start with the value set as tolerable daily intake (t-TDI) by European
Food Safety Authority (EFSA) temporarily 4 μg/kg_bw/day was used [49]. The options for evaluating
exposure levels included:

a. Direct comparison of exposure reconstruction intake estimates to EFSA t-TDI of 4 μg/kg_bw/day.
b. Use of a biomonitoring equivalent (BE) value for urinary data. An original BE for BPA has been

derived by Krishnan et al. [50] equal to 2000 μg/L, on the basis of the old EFSA TDI (equal to
50 μg/kg_bw/day), following the original BE concept initially proposed by Hays et al. [51] and
further expanded by Aylward [52]. The reference dose for deriving the BE value was the EFSA
t-TDI of 4 μg/kg_bw/day. It was assumed that this dose is given orally to an adult of 70 kg
body weight at a constant rate during the day. After that, this intake was fed to the PBBK model
resulting to urinary BPA-Glu concentration of 280 μg/L.

c. Given the limitations of exposure back-calculation based on urinary BPA-Glu levels, the use of
another exposure metric more relevant to where the xenobiotics exert their toxicity has to be
considered. Towards this aim, free plasma BPA was selected as a descriptive metric linked to the
biologically effective dose (BED). The use of this internal exposure metric, allows us to further
differentiate internal and external exposure as a result of bioavailability differences related to
developmental stage, point of entrance and eventually genetics. As a result, the calculated area
under the curve (AUC) for 24 h, equals 0.312 μg 24 h/L (for one hour time interval) [25].

3. Results

3.1. Exposure Reconstruction based on HBM Data

The use of the PBBK model coupled to the algorithm for exposure reconstruction resulted in the
estimation of daily intake starting from HBM data. In turn, the intake estimates were used as an input
in the PBBK model for calculating the internal dose. To estimate the daily intake, some assumptions
were done relevant to the exposure scenario, including (a) the average urinary BPA-Glu concentration
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for each age group of the various countries, and (b) the development of a basic daily schedule of diet
that includes three different meals: (a) breakfast at 7:00 a.m. (dose 1), (b) lunch at 2:00 p.m. (dose 2)
and (c) dinner at 7:00 p.m. (dose 3). Overall daily intake was considered to be equally distributed
among these meals.

The exposure reconstruction algorithm converged to the available biomonitoring data after 1000
iterations and the average intake estimates were 0.05 μg/kg_bw/day, which is far below the EFSA
t-TDI (Figure 2). The same occurs for the population exposed to the higher levels of BPA (4.4 μg/L for
the 20–40 years old Italian adults, as indicated in Table 1), were the maximum intake levels were found
equal to 0.77 Italy μg/kg_bw/day.

 

Figure 2. Exposure reconstruction levels.

It has to be noted, that the methodology applied herein, accounts for the urinary metabolites
time course. This is a major advantage for reconstructing exposure, because the actual kinetics and
the time course of both parent compounds in blood, and of the urinary biomarker measured in urine
are captured and described. Thus, using the calculated uptake levels, internal dose is estimated by
running forward the model. This is typically represented by the free plasma BPA. The time course
of internal exposure, optimally described by area under the curve (AUC) and urinary BPA levels
under a typical daily exposure scenario for an average child (a daily uptake of 0.035 μg/kg_bw/day)
are graphically illustrated in Figure 3. Internal dose remains low, in the range of ng/L, while the
respective AUC (indicated as the shades area under the red line) is in the range of 1.5 ng 24 h/L, which
is significantly lower than the one of 0.312 μg 24 h/L, corresponding to a daily intake that is equal to
the t-TDI proposed by EFSA.

Figure 3. External exposure, internal exposure (area under the curve, AUC), and urinary BPA levels
per a typical 24 h exposure scenario. AUC is denoted as the shaded area included between the red line
and the x-axis.

98



Fluids 2019, 4, 4

3.2. Risk Characterization

Based on the external and internal exposure estimates described above, as well as on the
biomonitoring data itself, risk characterization ratios (RCR) were derived for the different age groups.
Independently of the RCR method, the median risk for the European population is low (RCR of about
0.01), as illustrated in Figure 4.

For all individuals (including the ones in the upper part of the distribution), RCR < 1,
independently of the employed method. It has to be noted that had RCR been estimated solely
based on the urinary concentrations, the estimated risks would be lower. In practice, this is an artifact
of the comparison between (a) a steady-state calculated urinary concentration, with (b) a urinary
concentration that is estimated dynamically in time, accounting for the continuously declining levels of
urine eliminated during the night, and collected in the first morning void (Figure 2). On the other hand,
the use of internal dose metrics, did not differentiate the RCR results significantly compared to the
external intake results. This is somehow expected, because the former, has been calculated based on
intake estimates from individual biomonitoring data, which have already accounted for the individual
physiology parameters that are needed for the PBBK model. By using the BPAD as a reference value for
the internal dose, it was found that even in the worst case scenario, current exposure levels are more
than 10 times lower than the BPADL99, indicating that that there is no reason for concern regarding
BPA exposure.

Figure 4. Free plasma BPA for the population included in the included HBM studies (refined internal
exposure analysis).

4. Discussion

The study herein deals with the assessment of risks associated with European population with
exposure to BPA. In order to estimate the daily intake, an exposure reconstruction scheme has been
followed, starting from HBM data. Towards this aim, BPA HBM data has been collated, to fed into a
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validated PBBK model. After that, the intake estimates were used as an input for the PBBK model for
estimating the internal dose (free plasma concentration). In addition, in order to further exploit the
opportunities for of internal dosimetry for deriving refined exposure estimates, as well as to better
associate urinary data with exposure. Towards this aim, the EFSA t-TDI was translated into a) an
equivalent urinary concentration, as well as b) an equivalent internal dose (free plasma concentration).

Based on the urinary levels of morning void and using the exposure reconstruction framework
described above, daily intake was estimated. Median intake levels are in the range of 0.05 μg/kg_bw/day,
in accordance with recent studies for BPA daily intake that used bottom-up approaches. Daily intake
from main dietary sources such as canned food have been estimated at levels of 0.015 μg/kg_bw/day
in Belgium [53], while intake from commonly food items and beverages for Norway was
0.005 μg/kg_bw/day [54]. Intake estimates for adults by aggregating the contribution from multiple
food items was estimated equal to 0.030 μg/kg_bw/day for Europe [55], while similar results have
also been reported for Canada [56] and USA [57].

Beyond these bottom-up approaches, several studies have approximated BPA daily intake, using
urinary BPA levels. Considering the very rapid metabolism of BPA, it is assumed that a 24 h urine
sample approximates the BPA intake from the previous 24 h [58]. Based on the above assumption,
the median daily BPA intake for the US population was estimated at 0.025 μg/kg_bw/day [59].
However, intake estimates based on BPA daily mass balance are representative, only when the
whole-day urine is collected. When this is applied in spot samples, the overall intake might be
seriously misinterpreted. On the contrary, the use of an exposure reconstruction algorithm, allows the
correct interpretation of a spot sample, since exposure and elimination time dynamics are properly
described (as already shown in Figure 3).

Another major advantage of exposure reconstruction, is the capability to re-run forward the
PBBK model, accounting for all potential parameters that induce bioavailability differences. In a
nutshell, these include age, the route of exposure, and genetic variability. Age is affecting the ADME
process by differentiating (a) parameters related to human physiology, such as the composition of the
various tissues, the blood flows, as well as the inhalation rate, and (b) the maturity of the detoxification
pathways. Scaling clearance for children [26] and accounting for the enzymes ontogeny relevant to BPA
glucuronidation [27,28,60], an age-dependent bioavailability difference factor of 2 to 3.5 is calculated
between neonates and adults. Moreover, significant route-dependent bioavailability differences have
been calculated; in the case of inhalation, BPA enters directly in the systemic circulation from the
alveoli and the lack of first pass metabolism results in bioavailability differences up to six times,
while in the case of dermal exposure, the lack of first-pass metabolism is somehow decompensated
by slower absorption. Finally, one of the key factors affecting bioavailability and that is related to
inter-individual variability is the existence of genetic variants of key enzymes that are involved in BPA
glucuronidation; in vitro kinetic studies have identified that D85Y substitution in UGT2B15 decreases
enzymatic function [61], and that the polymorphic alleles of UGT2B15 are translated in variations in
the metabolism of BPA [62]. To make these more explicit, the bioavailability differences in free plasma
BPA related to developmental stage, point of entrance in human body and genetic polymorphisms of
enzymes relevant to metabolism under a daily intake of 4 μg/kg_bw/day are presented in Figure 5.
From the above, it is easily concluded that individual variability could be greatly enhanced by the
co-existence of factors that predispose for larger bioavailability differences such as early infancy and the
presence of the polymorphic alleles of UGT2B15 related to slower metabolism. Should this additional
information had been detailed in all the cohorts, larger differences in the internal dose, and also among
the RCR assessment would be reported. Thus, it is expected that future cohort studies that properly
account for differences in BED (and not only for differences in the biomonitored data), would provide
more robust associations between BPA exposure levels and potential health effects.

It has also to be noted, that at the moment, due to the serious analytical limitations, free plasma
BPA has been measured only in a very limited number of studies [63–65]. However, it is very
encouraging that the estimates of the free plasma concentration of our model (in the range of 0.18 to
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1 ng/L), are very much in accordance to the biomonitored doses (in the range of 0.23 to 1.3 ng/L) by
Teeguarden et al. [63] for similar urinary BPA-Glu levels (0.9 μg/L) to the ones included in our study
(1 to 2 μg/L).

Despite the advantages of using a comprehensive PBBK model, coupled with exposure reconstruction
algorithms to properly interpret the biomonitoring spot urine samples, additional steps are needed
towards a comprehensive understanding of the potential adverse effects of BPA. Firstly, we need
to always keep in mind that BPA is one of the most rapidly metabolized industrial compounds;
thus, to better identify the potential exposure sources, more than one measurements in urine samples
per day are required. These are essential for a more accurate description of the time-dependent
profile of internal dose and the respective AUC calculation. Moreover, it would be of particular
importance to understand how the different exposure regimes and internal exposure profiles induce
early biological responses; metabolomics analysis of the respective urine samples and the subsequent
pathway analysis using big data analytics and advanced bioinformatics [66] could shed additional
light in the potential homeostasis perturbation in relation to BPA exposure. This is the direction of
our future work, where the various daily intake estimates will be further associated with responses
of molecular targets. Overall, answering the question of whether BPA at current exposure levels
eventually results in adverse health outcomes, requires the integration of environmental and molecular
epidemiology and toxicology, with detailed exposure-related data (e.g., food questionnaires), multiple
daily urine samples collection, internal dose analysis, -omics pathway analysis, and the evaluation of
both in vitro and in vivo data. In this content, the capability offered by the PBBK models to estimate
BED is expected to provide more accurate exposure metrics for environment-wide association studies,
as well as for linking real-life exposure with biologically effective doses in in vitro models [6].

Figure 5. Understanding the major parameters inducing bioavailability differences.

5. Conclusions

Starting from HBM data collection and using a human physiology-based biokinetic model coupled
with an exposure reconstruction algorithm, exposure to BPA in the European population was estimated
to be almost two orders of magnitude lower than the respective EFSA t-TDI of 4 μg/kg_bw/day.
Among the investigated population groups, higher mean intake levels were estimated for children.
On the other hand, the similar maximum exposure estimates (close to 0.8 μg/kg_bw/day) for all age
groups, indicates that significant exposure sources still occur for both adults and children. On the
other hand, these exposure levels might result in a daily AUC that is similar to the one derived by
t-TDI, depending on the presence of alleles associated with a slower metabolism of the individuals.
Our forthcoming work will focus on BPA substitutes, BPS and BPF, the toxicities of which are yet
to be determined, due to uncertainties with their biokinetic and biochemical behaviors especially
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when treating interactions with specific protein receptors associated with endocrine disruption and
the impairment of reproductive capacity.

The multi-faceted method presented herein, provide more accurate daily intake estimates compared
to the method based on urinary concentrations mass balance, since the use of physiology-based
biokinetic modeling allows the comprehensive description of exposure and elimination time dynamics.
This highlights the importance for using PBBK modelling-based exposure reconstruction schemes for
rapidly metabolized and excreted compounds, such as BPA. In addition, translating biomonitoring data
into internal dose estimates and accounting for the parameters that induce interindividual variability,
will provide more accurate exposure metrics for future associations towards a better assessment of
potential adverse health effects.
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Abstract: Fully atomistic molecular dynamics simulations are employed to study in detail the
interactions between a complex comprised by a PEGylated hyperbranched polyester (HBP) and
doxorubicin molecules, with a model dipalmitoylphosphatidylglycerol membrane in an aqueous
environment. The effects of the presence of the lipid membrane in the drug molecules’ spatial
arrangement were examined in detail and the nature of their interaction with the latter were discussed
and quantified where possible. It was found that a partial migration of the drug molecules towards
the membrane’s surface takes place, driven either by hydrogen-bonding (for the protonated drugs)
or by hydrophobic interactions (for the neutral drug molecules). The clustering behavior of the
drug molecules appeared to be enhanced in the presence of the membrane, while the development
of a charge excess close to the surface of the hyperbranched polymer and of the lipid membrane
was observed. The uneven charge distribution created an effective overcharging of the HBP/drug
complex and the membrane/drug surface. The translational motion of the drug molecules was
found to be strongly affected by the presence of the membrane. The extent of the observed changes
depended on the charge of the drug molecule. The build-up of the observed charge excesses close to
the surface of the polymeric host and the membrane, together with the changes in the diffusional
behavior of the drug molecules are of particular interest. Both phenomena could be important at the
latest stages of the liposomal disruption and the release of the drug cargo in formulations based on
relevant liposomal carriers.

Keywords: dipalmitoylphosphatidylglycerol (DPPG); doxorubicin; hyperbranched polyester; simulations

1. Introduction

Vesicles based on lipids are recognized as promising non-viral vectors for drug or gene delivery
purposes [1–5]. In particular, phospholipid liposomes are considered as suitable vehicles for
pharmaceutical compounds due to their biodegradable and biocompatible nature, which is combined
with low toxicity levels [6]. In such liposome/drug formulations, the nature of the interactions between
the guest molecules and the lipid vesicle is of paramount significance since it is intimately related to
the ability of the carrier to minimize the loss of the bioactive cargo during the transfer to the desired
destination, as well as to the mechanism of its liposomal escape at the target site [7,8].

Molecular simulations have started playing an increasingly important role in the description
of the interactions of bioactive molecules with lipid layers [9–12], due to their ability to provide
information at the molecular or even at the atomic level. Among other model phospholipid layers,
dipalmitoylphosphatidylglycerol (DPPG)-based systems have been recently studied in drug/liposome
formulations [13]. DPPG membranes (formed by a double layer of lipids, i.e., a bilipid layer) carry a
negative charge per lipid at physiological pH conditions [14,15] which renders them good candidates
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when complexation with cationic bioactive compounds is desired [13,14,16]. This attribute of DPPG
lipids can be exploited in more complex drug/liposome formulations, where optimization of the drug
loading conditions is promoted by the presence of multifunctional molecules such as hyperbranched
polymers [4,17,18].

In this work we examine by means of fully atomistic molecular dynamics simulations,
the interactions of a complex comprised by a functionalized (PEGylated) hyperbranched polymer
(HBP) and an anticancer drug, doxorubicin, with a model bilipid DPPG membrane in an aqueous
environment. Structural and dynamic characteristics of the hyperbranched-polymer/doxorubicin
aqueous solution have been investigated in our previous work [19]. We henceforth aim at elucidating
the effects of the presence of the DPPG bilayer to the drug spatial distribution with respect to the
polymer and the lipid membrane, the nature of the drug/DPPG interactions, the effective charge
distributions related to possible overcharging phenomena of the polymer and of the bilipid DPPG
layer, and the changes in the translational behavior of the drug molecules imparted by the presence of
the bilipid membrane.

2. Materials and Methods

Initial configuration of the DPPG bilipid membrane was taken from a pre-equilibrated system
of a several hundred ns long simulation, from a publicly available repository [20]. Pre-equilibration
of the hydrated DPPG membranes were performed by Jämbeck and collaborators [21–23] in explicit
TIP3P [24] water solution. Figure 1 illustrates a single DPPG lipid, a doxorubicin molecule, and the
structure of the PEGylated hyperbranched polymer.

Figure 1. Cont.
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Figure 1. (a) A single dipalmitoylphosphatidylglycerol (DPPG) lipid. (b) Doxorubicin. (c) The structure
of the PEGylated hyperbranched polyester. Each PEG arm consisted of 20 monomers.

Figure 2 depicts the equilibrated DPPG membrane comprised by 128 lipids. As a next step,
the bilipid membrane was combined with the HBP/Doxorubicin complex that was taken from our
previous study [19] with the aid of the VEGA ZZ software [25]. The HBP/Doxorubicin complex
was initially placed on top of one side of the DPPG bilayer with a separation of approximately
65 Å between the center of mass of the HBP and that of the membrane (no constraints have been
imposed to any of the constituents during the equilibration or the production runs). For comparison
purposes, we have kept exactly the same number of neutral and protonated drug molecules and the
same ionic strength of 165 mM as in Reference [19]. Figure 3 depicts the initial configuration of the
bilipid/hyperbranched/drugs/counterions system, with (a) and without (b) the water molecules.
The number of the different components comprising the examined system are presented in Table 1.

Table 1. Number of molecules/ions of each type included in the simulated system.

PEGylated
Hyperbranched Polymer

DPPG
Lipids

Neutral Drug
Molecules

Positively
Charged Drugs

Water Chlorine Ions Sodium Ions

1 128 19 31 54234 35 132
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Figure 2. The pre-equilibrated model of the DPPG membrane that was used in our study.

Figure 3. (a) The constructed system including water molecules (shown in red-white). (b) The same
system without the water molecules. Blue beads represent the chlorine ions and orange beads the
sodium ions. Each drug molecule is shown in different color and in rod representation, while the
PEGylated hyperbranched molecule is shown in red color. In the lower part of the snapshot, the lipids
of the membrane are shown in wire representation.

The forcefield parameters for the hyperbranched polymer and the drug molecules were taken from
the generalized Amber forcefield (GAFF) [26] and for the water molecules from the TIP3P model [24]
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as described in Reference [19]. For the bilipid membrane, the GAFF lipid set of parameters was utilized,
which was developed specifically for the description of lipids [27]. All simulations were performed
by the aid of the NAMD simulation package [28] with a timestep of 1 fs and a saving frequency of
2 ps, using periodic boundary conditions. Temperature control was performed using the Langevin
method (with a damping coefficient of 5 ps−1) [29]. Electrostatic interactions were calculated via the
particle mesh Ewald (PME) scheme [30], while the distance cutoff for the van der Waals interactions
was set at 12 Å. The percentage of the protonated doxorubicin molecules was calculated through the
Henderson−Hasselbalch relation [31] taking into account the pKa of the drug’s ionizable group at
37 ◦C and considering physiological pH conditions. An appropriate amount of chlorine and sodium
ions was added for the overall neutralization of the system and for accomplishing an ionic strength of
165 mM [32].

More detailed information regarding the construction and the equilibration of the hyperbranched
polymer/drug complex can be found in Reference [19]. Following the construction of the system,
energy minimization with steepest descent and conjugate gradient methods was applied, prior to 40 ns
long MD equilibration runs in the canonical (NVT) ensemble at T = 310 K. This procedure ensured
stabilization of energetic (total energy), thermodynamic (pressure), and conformational properties
(i.e., average size of the PEGylated hyperbranched polymer) of the polymeric component of the system.
The equilibrium area per lipid was approximately 75 Å2 and the parallel orientation of the lipids
was found to persist throughout the simulation. Production runs were also performed in the NVT
ensemble and at the same (T = 310 K) temperature.

3. Results

The analysis performed in the simulation data aimed at investigating the spatial arrangement
of the drug molecules with respect to the hyperbranched carrier and the negatively charged DPPG
membrane, the degree of their association with the latter, and the driving forces responsible for the
observed association.

3.1. Spatial Distribution of Drug Molecules

To examine the spatial arrangement of the drug molecules with respect to the hyperbranched
nanoparticle and the bilipid membrane, we have calculated relevant average distances between centers
of mass as well as relevant mass distributions. Figure 4 shows the average distance between the center
of mass of the DPPG membrane and the center of mass of the other moieties.

If we take into account that the boundary of the HBP periphery was found to be at approximately
20 Å distance from its center of mass, it appears that drug molecules remain on average close to the
HBP’s surface. However, the protonated doxorubicin molecules together with the Na+ counterions
appear to be somewhat closer to the membrane. The closer proximity of the positively charged
moieties should be attributed to the favorable Coulombic interactions with the membrane. Lack of
such favorable electrostatic interactions between the DPPG membrane and the HBP, as well as the
repulsive interactions with the Cl− counterions, can account for the larger distances between those
moieties and the bilipid membrane.

To elaborate more on the spatial arrangement of the drug molecules with respect to the
hyperbranched nanoparticle, we have calculated their mass distribution as a function of their distance
from the center of mass of the HBP, as illustrated in Figure 5.
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Figure 4. Average distance as a function of time between the center of mass of the lipid membrane
(considered as an individual molecule including all the lipids) and those of the hyperbranched polymer,
the counterions (Cl−, Na+), and the neutral (DOX) and the protonated (DOX+) drug molecules.

Figure 5. Weight distribution of the drug molecules and of the other moieties with respect to the center
of mass of the hyperbranched polymer (a spherical symmetry of the hyperbranched polyester (HBP)
molecule has been considered). The notation in the legend is as in Figure 4, with LIP denoting the
DPPG membrane. The vertical dashed line denotes the location of the radius of gyration of the polymer.

The main feature characterizing the mass distributions of the drug molecules is their bimodal
behavior. No such bimodal behavior for the protonated doxorubicin was noted in the absence of
the membrane [19]. The second peak of the drugs’ distribution located beyond the HBP boundary
exhibits a partial overlap with the membrane distribution. The degree of this overlap is considerably
higher between the distribution describing the protonated drug molecules and that of the membrane.
Quantification of the degree of penetration of the drug molecules within the HBP’s structure and within
the bilipid membrane can be made by calculating the area of the profiles within the boundaries of the
HBP and the membrane respectively. Tables 2 and 3 list the so-calculated degrees of drug penetration.
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Table 2. Average number and degree of penetration of drug molecules within the HBP’s structure.

Molecular Species Number of Molecules Percentage (%)

DOX 8 42
DOX+ 11 35

Table 3. Average number and degree of penetration of drug molecules within the membrane’s structure.

Molecular Species Number of Molecules Percentage (%)

DOX 3.6 19
DOX+ 10 30

The percentages appearing in Table 3 indicate that a significant amount of drug molecules have
migrated from the HBP/drug complex towards the DPPG surface. This percentage is considerably
higher for the protonated drug molecules, apparently due to the attractive Coulombic interactions
with the negatively charged lipids. It must be noted here, that the percentages appearing in Tables 2
and 3 reflect equilibrium conditions, since the timescale of the simulation is orders of magnitude longer
compared to the timescale necessary for the drug molecules to reach the diffusive regime at conditions
similar to the ones examined here [19], while the average distances between the different molecules
remain stable (see Figure 4).

3.2. Charge Distributions

In our effort on one hand to discuss further the driving forces which are responsible for the
mass distributions described before, and on the other hand to explore overcharging phenomena
which are known to play a significant role in drug or gene-delivery formulations [33–35] and in the
conformational properties of the hyperbranched molecules [36], we calculated component and overall
charge distributions close to the HBP/drug complex and close to the membrane’s surface. Figure 6
portrays the overall charge profile (arising from all components in the system) when moving radially
outward with respect to the center of mass of the HBP (all charges henceforth are presented in units
of an electron charge). It is shown that the overall charge profile exhibits a strong fluctuation around
zero at distances extending from the center of mass of the PEGylated hyperbranched polyester to a
region close to its periphery. At the outermost region, however, a net positive charge develops. As it
was found, this charge arises from the positively charged drug molecules which are concentrated close
to the HBP’s outer surface. Calculation of the overall charge of the complex rendered a net charge of
approximately 8.5e (integration from the polymer’s center of mass to its boundary at ~22.5 Å).

Figure 6. Overall charge distribution with respect to the HBP center of mass arising from all
the components in the system. The vertical dashed line denotes the surface boundary of the
hyperbranched nanoparticle.
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To explore the charge profiles with respect to the bilipid’s surface, we considered a reference
frame with its origin in the center of mass of the bilayer and with the directions of its axes defined by
the principal axes of inertia of the membrane. The profiles, shown in Figure 7, were calculated along
the direction normal to the plane defined by the directions of two of the principal axes of inertia which
lie parallel to the membrane’s surface (here denoted as z).

Figure 7. Symmetrized charge distributions of all the moieties in the examined system, as a function of
the distance from the plane, which is defined from the center of mass of the lipid membrane (considered
as an individual molecule) and the two principal inertia axes, which are parallel to the lipid layer.
“Q total” denotes the sum of all the component charge profiles.

Focusing on the overall sum of the distributions, it appears that there exists a net negative charge
close to the membrane’s surface. The membrane boundary is located close to 30 Å as this has been
determined independently by the corresponding mass distribution (not shown here). As anticipated,
the net charge arises by the negatively charged lipids. The concentration of positive charges arising
from the Na+ and the DOX+ drug molecules does not suffice to counterbalance the lipids’ negative
charge. Estimation of the overall charge of the membrane complex results to a value of approximately
−100 (integration from the membrane’s center of mass to its boundary in both directions), which is
appreciably reduced (by about 22%) compared to the entire membrane charge (−128).

3.3. Effects of the Presence of the Membrane in the Clustering Behavior of Doxorubicin

As has been demonstrated in past studies (see Reference [19] and references therein) Doxorubicin
tends to self-associate in aqueous solutions forming oligomeric clusters. This behavior is attributed
to hydrophobic forces and to the π−π electron interaction between the planar aromatic parts of the
drug molecules. The formation of such drug aggregates and the structural characteristics of these
clusters may be of paramount importance regarding their pharmacological efficiency, since they can
affect their transport properties, their permeation through a membrane, and ultimately the final drug
biodistribution. To monitor the changes imparted in the associative behavior of doxorubicin molecules
in the presence of the polymeric host and the bilipid membrane, the relative arrangement of the drug
molecules was examined through radial distribution functions arising from their centers of mass.

Figure 8 shows the radial distribution functions of the center of mass of the drug molecules
(neutral and protonated) with and without the presence of the lipid membrane (the behavior without
the presence of the membrane was taken from Reference [19]). The distributions without the membrane
are almost bimodal, characterized by a sharp peak close to an intermolecular distance of 5 Å and
a second maximum close to 7–8 Å. The short-distance peak arises from the closest neighbors of a
drug molecule and is consistent with the formation of dimers, while the peak corresponding to longer
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distances arises from the presence of neighboring clusters. It must be noted that in the case of the
protonated drugs, the electrostatic repulsions due to the presence of the charged amine groups affect
the spatial arrangement of the molecules (i.e., the relative intensity and the number of the peaks).

Figure 8. Radial distribution functions of the center of mass of the doxorubicin molecules in the
presence (solid lines) and in the absence (dashed lines) of the bilipid membrane, for the (a) neutral and
the (b) protonated drug molecules.

In the case of the protonated drugs in the presence of the membrane, it is observed that on average
the separation between the formed clusters decreases (see the distance between the first and the second
peak with and without the presence of the membrane). This can be associated with the electrostatic
attraction of the protonated drug molecules by the membrane, which results in an enhancement of
their tendency to cluster close to the lipid surface. This behavior could also be related to the effective
higher concentration of the drug molecules in the system with the membrane. As far as the neutral
drugs are concerned, a similar behavior can be observed. It is noticed that in the presence of the DPPG
bilayer, the third peak arising from neighboring clusters exhibits a higher intensity compared to the
analogous peak without the presence of the membrane. In other words, the limited diffusion of the
drug clusters due to the geometric restriction imposed by the membrane, combined with hydrophobic
forces, results in a higher degree of the drug molecules’ localization. In general, therefore, for both
cases (protonated and neutral drugs), the presence of the bilipid membrane appears to reinforce the
drug clustering behavior.
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3.4. Hydrogen Bonding

In the absence of the DPPG membrane, it was found that apart from the geometric entrapment of
the drug molecules within the polymeric structure, another mechanism, that of hydrogen bonding,
was also responsible for the association of doxorubicin with the polymeric host [19]. This route
for complexation can play a key role in drug delivery processes [37]. In the presence of the bilipid
membrane, additional hydrogen-bonding-capable groups are introduced in the system, creating
thus antagonistic to the HBP centers for the association of drug molecules. Recalling the image
discussed in Section 3.1 (Figure 5 and Table 3), it is of interest to examine the role of hydrogen
bonding in the membrane/drug association. To this end, we have examined pair correlation
functions of hydrogen-bonding-capable atoms. The criteria we followed for the identification of
a hydrogen bond were based on the hydrogen-acceptor distance in combination with the angle
formed by the donor-hydrogen-acceptor triplet. The maximum distance considered, was the
extent of the corresponding peak in the pertinent pair correlation function, while the minimum
donor-hydrogen-acceptor angle was taken to be 120◦ [38,39].

Such pair correlation functions between atoms belonging to the protonated doxorubicin molecules
and to the lipids of the membranes are shown in Figure 9. In all cases, the existence of a sharp peak close
to 2.5 Å implies the presence of hydrogen bonds between the examined atomic pairs. The intensity of
the hydrogen-bonding peak is indicative to the abundance of each kind of hydrogen bond. Therefore,
the pair between the amine hydrogen of the DOX+ and the phosphorus atom of the lipid, appears to
be the more abundant. Analogous pair correlation functions between the neutral drug molecules and
the lipid are shown in Figure 10.

Figure 9. Pair correlation functions among atoms belonging to the protonated drug molecules (DOX+)
and the DPPG lipids (LIP). (a) Pairs between amine hydrogens of DOX+ (HN) and hydroxyl oxygens
of the lipid (OH). (b) Pairs between hydroxyl hydrogens (HO) of DOX+ and hydroxyl oxygens (OH) of
the lipid. (c) Pairs between amine hydrogens of DOX+ (HN) and phosphorus (P5) of the lipid.
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Figure 10. Pair correlation functions among atoms belonging to the neutral drug molecules (DOX) and
the DPPG lipids (LIP). (a) Pairs between amine hydrogens of DOX (HN) and hydroxyl oxygens of the
lipid (OH). (b) Pairs between hydroxyl hydrogens (HO) of DOX and hydroxyl oxygens (OH) of the
lipid. (c) Pairs between amine hydrogens of DOX (HN) and phosphorus (P5) of the lipid.

To quantify the tendency for hydrogen-bond formation between the examined pairs, we have
calculated the average number of each kind of hydrogen bond, per timestep, as presented in Table 4.

Table 4. Average number of hydrogen bonds per timestep for the examined pairs.

Drug/LIP HN (Drug)-OH(LIP) HN (Drug)-P5(LIP) HO (Drug)-OH(LIP)

DOX+/LIP 1.6 ± 1.1 10.1 ± 2.2 2.5 ± 1.5
DOX/LIP 0.5 ± 0.8 0.0 ± 0.2 0.8 ± 0.9

Inspection of the values in Table 4 verifies that hydrogen bonding between DOX+ amine
hydrogens (HN) and lipid phosphorus atoms (P5) is the most frequent. A lower degree of hydrogen
bonding which appears to be marginally statistically significant, is that of the DOX+ hydroxyl hydrogen
(HO) and lipid hydroxyl oxygen (OH), while an even lower degree of hydrogen bonding is observed
between the DOX+ amine hydrogen (HN) and the lipid’s hydroxyl oxygen (OH). In conjunction with
the results from Section 3.1 it can be concluded that one of the mechanisms which is responsible for
the association between the protonated drug molecules and the membrane’s surface is the formation
of hydrogen bonds (another mechanism is related to the electrostatic interactions, as discussed in
Section 3.2). As far as the neutral drugs are concerned, their association with the lipid membrane
discussed in Section 3.1 does not appear to be driven by hydrogen-bond formation (the average
number of hydrogen bonds is not statistically significant). A more probable driving force for the latter
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is therefore the hydrophobic interactions of the neutral drug molecules with water, which can result in
a more favorable interaction with the membrane’s surface.

3.5. Diffusional Behavior

The effects of the presence of the DPPG membrane in the clustering characteristics and in the
associative behavior of the drug molecules are expected to be reflected in their transport properties as
well. To obtain information regarding the diffusional motion of the different molecular components of
the examined system, we monitored the mean squared displacement (MSD) of their center of mass as
depicted in Figure 11. For comparison purposes we have also included the diffusional behavior of the
drug molecules in the membrane-free case [19].

Figure 11. Mean square displacement arising from the center of mass of the drug molecules, the
hyperbranched polyester, and the bilipid membrane (considered as a single moiety including all
the lipids). The behavior of the drug molecules in the membrane-free case is also shown for
comparison purposes.

Focusing on the behavior of doxorubicin molecules, it appears that the presence of the DPPG
membrane drastically affects the drug diffusional motion. Moreover, it appears to do so to a different
degree depending on whether the drug molecules are neutral or protonated. The diffusional motion of
the neutral drug at all the examined timescales is slower compared to the analogous behavior in the
membrane-free system, remaining very close to that of the HBP. This observation can be rationalized
on one hand by the fact that the majority of the neutral drug molecules are located within the HBP’s
structure (see Figure 5 and Table 2) and on the other hand by the more restrictive environment
(i.e., higher effective concentration compared to the membrane-free case, enhanced clustering behavior,
partial association with the bilipid membrane) experienced by these molecules in the presence of the
bilipid layer.

In contrast, the protonated drug molecules diffuse much faster compared to their behavior
in the absence of the membrane as far as it concerns the short timescales. This trend changes at
larger timescales where the transport of the center of mass of the latter becomes slower than the
membrane-free case. The origin for the more complex behavior exhibited by the protonated drug
should be related to the electrostatic interactions between the cationic doxorubicin molecules and
the anionic part of the DPPG lipids. At short timescales, Coulombic interactions between the two
oppositely charged moieties provide the driving force for an enhanced diffusive behavior. At larger
timescales, where the effects of the more constrictive environment become more important, all those
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factors affecting the neutral drug molecules start affecting the clusters of the protonated drug molecules
as well, resulting in the slowing down of their diffusional motion.

4. Conclusions

As was demonstrated by the analysis presented, the presence of the DPPG membrane imparts
significant changes regarding the spatial distribution and the clustering behavior of the drug molecules.
Almost 1/3 of the protonated and 1/5 of the neutral doxorubicin molecules appear to migrate from
the drug/HBP complex towards the membrane’s surface. Localization of drug molecules close to the
membrane’s surface enhances their tendency to form clusters, particularly for the positively charged
drug molecules. The latter form persistent hydrogen bonds mainly with the phosphorus atoms of
the hydrophilic part of the lipids. The affinity of the neutral doxorubicin molecules to the lipid
bilayer appears to be driven by their hydrophobic nature. The uneven distribution of the DOX+
molecules and that of the counterions’ between the HBP and the bilipid membrane results in the
development of positive and negative surface charge excesses, respectively. This may eventually lead
to the coalescence of the HBP/drug complex with the membrane and thus towards a mechanism for a
liposomal escape in formulations in which such HBP/doxorubicin complexes are encapsulated in a
DPPG-based liposomal carrier.

The timescales associated with the migration of the neutral and the protonated doxorubicin
molecules from the HBP/drug complex to the membrane’s surface, and thus the build-up of the
final charge distribution, relates to the respective diffusional behavior. It appears that the presence of
the DPPG membrane drastically affects the translational motion of doxorubicin with respect to the
membrane-free case. The extent of the observed changes depends on the charge carried by the drug
molecules. The neutral drug diffuses slower at all the examined timescales while the protonated drug
diffuses faster at short timescales and slower at longer timescales, compared to the behavior observed
in the absence of the DPPG bilayer.

The elementary mechanisms characterizing the interactions of doxorubicin molecules with a
hyperbranched polymeric host in the presence of an anionic bilipid membrane may serve as a basis
for a better understanding of the microscopic picture in other liposomal-based formulations for
drug-delivery purposes, where similar interactions are expected to be present.
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