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A Special Issue of International Journal of Molecular Sciences (IJMS) is dedicated to mechanisms
mediated at the molecular and cellular levels to respond to adverse genomic perturbations and DNA
replication stress (https://www.mdpi.com/journal/ijms/special_issues/DNA_Replication_Stress). The
relevant proteins and processes play paramount roles in nucleic acid transactions to maintain genomic
stability and cellular homeostasis. A total of 18 articles are comprised in the series, encompassing a
broad range of highly relevant topics in genome biology. These include replication fork dynamics,
DNA repair processes, DNA damage signaling and cell cycle control, cancer biology, epigenetics,
cellular senescence, neurodegeneration, and aging. Below are highlighting primers for the articles
which constitute this recently published IJMS Special Issue.

1. DNA Replication Fork Dynamics

Although evidence now strongly supports a role of fork reversal for the protection and timely
resumption of DNA synthesis when it stalls under conditions of endogenous or exogenously induced
DNA damage, the molecular mechanisms and their regulation are still not fully understood. Building
upon their interest in the metabolism of unusual DNA structures that arise during periods of replication
stress, Eichman’s lab investigated the bacterial RecG DNA helicase and its mechanistic role in fork
reversal [1]. Using a combination of protein structural and biochemical strategies, the authors
studied the coordination of the RecG ATPase motor with the fork recognition (wedge) domain. They
discovered region-specific movements of RecG’s ATPase domain relative to the wedge domain upon
DNA binding. Importantly, these studies unveiled a role of a conserved loop within a previously
underappreciated motif known as translocation in RecG (TRG) that plays a crucial role in fork reversal
and conformational changes in DNA structure. This work provides a useful model for the analysis of
other fork reversal enzymes.

Despite the tremendous advances in characterizing the mechanism of DNA replication in
eukaryotic cells, progress made in plants lags compared to yeast or mammalian cells. Kwasniewski
et al. set out to study the effects of a chemical mutagen (maleic hydrazide (MH)) or gamma
irradiation on DNA replication patterns in chromosome metaphase cells of barley by performing pulse
5-ethynyl-2’-deoxyuridine labeling [2]. Their results suggest that MH exerted a more profound effect
on replication than gamma irradiation. This technical approach provides a springboard for future
studies to delve into replication perturbances in barley as well other plant species characterized by
small chromosomes.

Protein mono- and poly-ubiquitylation as a component of the replication stress response has
been a topic of tremendous interest in recent years. Yates and Marechal have carefully reviewed this
subject, providing a definitive resource for understanding the roles of ubiquitylation modification
machinery that operates at stalled forks to allow optimal fork restart and genome maintenance [3].
The review addresses ubiquitylation targets including the single-stranded DNA binding protein
Replication Protein A/RPA, the DNA polymerase processivity clamp PCNA, and Fanconi anemia
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protein complex FANCD2/I. Also discussed are the reversible ubiquitylation processes that prevail
during DNA replication stress.

2. Alternate DNA Structures

Difficult-to-replicate sequences pose a unique challenge to the DNA polymerases delegated to
deal with noncanonical DNA structures and copy the genome. This is the very topic of a review article
from Kristin Eckert’s lab [4]. Specialized DNA polymerases help to cope with such unusual DNA
structures, and their regulation plays profound roles during oncogene-induced replication stress. Tsao
and Eckert provide a very comprehensive and current assessment of the field that is a useful resource
moving forward in this hotly studied area of genome metabolism.

Alternate DNA structures and DNA damage have far-reaching effects on human physiology,
including neurodegenerative diseases. This topic is addressed by Konopka and Atkin in the context of
amyotrophic lateral sclerosis (ALS), a debilitating progressive neurodegenerative disorder characterized
by hexanucleotide repeat expansions [5]. The central role of DNA damage is discussed in the review
article, as well as potential therapeutic strategies to treat ALS.

3. DNA Repair Proteins and Processes

DNA is considered the quintessential information molecule in genome biology. Therefore, the
mechanisms of DNA damage and repair are highly valuable to cellular metabolism. Helena et al. review
the DNA repair pathways which exist to protect the genome and preserve cellular homeostasis [6]. The
analysis is not only relevant to understanding disease pathogenesis but also diagnosis and therapeutic
strategies for combating various cancers.

Dr. Marit Otterlei and colleagues have had a longstanding interest in the in vivo response to DNA
damage in human cells. Combining both elegant microscopy and mutation analysis, they report their
findings from an investigation of the interaction of the replication processivity clamp PCNA with a
translesion synthesis (TLS) DNA polymerase known as REV3L that is implicated in DNA synthesis
past ultraviolet light-induced lesions [7]. They discovered that a specialized PCNA interacting motif
designated APIM is critical for the function and specificity of REV3L in TLS. Moreover, the study
revealed that mutation frequencies and spectra could be modulated in vivo by a PCNA-targeting
cell-penetrating peptide, suggesting the potential use of the peptide in chemotherapy strategies to
downregulate mutation frequency, as it preferentially targets TLS compared to error-free DNA repair.

Wang et al. characterized the catalytic activity of an archaeal thermophilic endonuclease IV to
incise apurinic/apyrimidinic (AP) analogues in single-stranded or double-stranded DNA [8]. Using a
battery of AP analogues with different length alkane, polyethylene glycol, cyclic, or two-carbon atom
chain spacers, the authors were able to systematically assess substrate specificity and biochemical
activity for the recognition and cleavage of phosphodiester bonds by the Thermococcus eurythermalis
endonuclease IV, providing a model for studies of related enzymes and shedding light on the repair of
AP sites in hyperthermophilic archaea.

Human exonuclease I (EXO1) is a DNA processing enzyme with important pleiotropic roles in
cellular DNA metabolism. Guido Keijzers et al. review the replication and post-replication functions
of EXO1 to help the reader appreciate the involvement of EXO1 mutations in various cancers [9].
Mismatch repair deficiencies caused by molecular defects of EXO1 mutant alleles is associated with
multiple cancers. Some of these mutations reside in the nuclease domain, whereas others reside in
domains delegated for protein interaction with the mismatch repair factors MLH1 and MSH2. Thus,
microsatellite instability driven by EXO1 mutational defects may very well underlie chromosomal
destabilization and be a major driver of tumorigenesis.

Since the discovery over two decades ago that recessive mutations in the RecQ helicase gene
WRN are linked to the premature aging disorder Werner syndrome, the hereditary disease has served
as a window to understanding the molecular basis for genomic stability, yet its precise functions in
nucleic acid transactions are still not well understood. The Asaithamby lab addresses the role(s) of
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WRN in replication fork processing and the post-translational modifications that fine-tune its pathway
activities [10]. The authors discuss the proposed dual roles of WRN in replication fork stabilization
and pathway choice for double-strand break repair. Interpretations of WRN’s involvement in cellular
senescence and genome maintenance place the experimental studies of WRN in a useful perspective
for potential clinical implications.

Single-strand breaks are one of the most common DNA lesions in the cell and pose a source of
genomic instability by interfering with cellular DNA replication and transcription. A comprehensive
review from the Yan lab discusses single-strand break DNA end resection and its step-by-step
mechanism [11]. An emphasis is placed on the role of AP endonuclease 2 (APE2) in the process of
single-strand break end resection. A valuable perspective for future studies in this area is provided.

4. Cell Cycle Control

Understanding how DNA replication initiation is controlled during the DNA synthesis S-phase in
mammalian cells is of considerable interest given the number of proteins involved and the importance
of ensuring that genome duplication occurs only once per cell cycle. Sokka et al. focused their analysis
on the importance of the ATR-activation domain of the activator DNA topoisomerase-2-binding
protein 1 (TopBP1) for the suppression of origin firing within the S-phase [12]. By employing DNA
fiber assays and human cells expressing a conditionally expressed TopBP1 mutant that is defective in
ATR activation, they observed the loss of dormant origin suppression underlying the elevated DNA
replication initiation. A model is presented whereby TopBP1 binds to the pre-initiation complex to
initiate new forks and activate ATR to inhibit the firing of nearby dormant origins.

A review by Claudio Talora and co-workers addresses the topic of checkpoint adaptation, a
process whereby cancer cells acquire mutations in the face of DNA damage and replication stress to
survive and continue to proliferate [13]. Although there is much known about DNA damage-induced
cell cycle surveillance systems (including checkpoints mediated by CHK1 and CHK2), as well as the
sensors, transducers, and mediators involved in the DNA damage response, the molecular mechanisms
of checkpoint adaptation are less well understood, particularly in mammalian cells. The key factors in
yeast and Xenopus are discussed. In addition, the consequences of checkpoint adaptation are described.
This review provides a nice perspective of the cellular response to DNA damage stress, placing it in
the context of cancer cell survival.

The Bergoglio lab provides a very comprehensive assessment of dormant origins and their role
in response to replicative stress to preserve the genome [14]. Origin licensing and firing as well as
the spatial and temporal organization of replication origins is discussed. The selection of origins is
a complex process that deserves further attention. How dormant origins are affected by replicative
stress and the significance of fork speed are active areas of investigation. The mechanisms whereby
cells regulate dormant origins and their firing is considered. The functional roles of such proteins
as those implicated in Fanconi anemia, Rap1-Interacting Factor, and MCM are described, as are the
consequence of deficiencies (e.g., genomic instability) due to loss of these proteins.

5. Cancer Biology

Shu-Yan Li and colleagues investigated the basis for variability in the sensitivity of human
lung cancer cells as a function of p53 status to the potential anticancer drug 8-chloro-adenosine
(8-Cl-Ado) currently in a phase I clinical trial for treatment of chronic lymphocytic leukemia [15]. They
determined that p53-null lung cancer cells are hypersensitive to the agent due to elevated double-strand
breaks. Their results suggest that several factors play into the heterogeneity of the DNA damage
response including defective p53-p21 signaling, poor induction of the DNA repair protein p53R2,
and cleavage of the DNA damage sensor PARP-1. In this age of emerging personalized medicine,
characterization of the DNA damage response in specific mutant backgrounds of cancer cells may
enhance chemotherapeutic strategies.
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6. DNA Damage and Epigenetics

A review from Sudha Sharma’s lab provides a fresh perspective on oxidative DNA damage in
the context of the cellular response and repair mechanisms, as well as the effects of oxidative DNA
damage on gene expression [16]. A particularly unique and interesting viewpoint on the epigenetic
functions of oxidative DNA lesions, the so-called “stress marks on the genome”, is provided. The
preferential occurrence of guanine oxidation in gene promoters may provide a cellular signal to affect
the expression of redox-regulated genes. A potential role of G-quadruplexes in this regulation is
discussed. Readers are encouraged to read the Sharma paper to acquire new insights into the oxidative
stress DNA damage response and the latest developments in this new area of study.

7. Aging, DNA Damage Signaling, and Cellular Senescence

Cellular senescence and its role in aging and neurodegenerative disease is the subject of a
comprehensive review contributed jointly by the Gorgoulis and Papadopoulos labs [17]. The
counterproductive effects of cellular senescence on chronic inflammation, compromised regenerative
capacity, and loss of nerve cell, tissue, and cerebral function are discussed. This informative background
provides the authors an opportunity to comment on new and emerging neuroprotection treatment
strategies that involve cellular senescence as a therapeutic target.

Stuart Maudsley and colleagues present a review article on the importance of G protein-coupled
receptor (GPCR) systems as stress sensors for intracellular damage and as regulators of DNA damage
response systems [18]. The various GPCR signaling systems are described systematically and discussed
in the context of DNA damage signaling pathways. This leads the authors to propose an emerging
field of GPCR therapeutics to regulate DNA damage and repair processes that would in turn influence
aging processes.

8. Perspective

As Guest Editor for this IJMS Special Issue, I am very pleased to offer the collection of riveting
articles centered on the theme of DNA replication stress. The blend of articles builds upon a theme that
DNA damage has profound consequences for genomic stability and cellular homeostasis that affect
tissue function, disease, cancer, and aging at multiple levels and by unique mechanisms. I thank the
authors for their excellent contributions which provide new insight into this fascinating and highly
relevant area of genome biology.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: RecG catalyzes reversal of stalled replication forks in response to replication stress in
bacteria. The protein contains a fork recognition (“wedge”) domain that binds branched DNA
and a superfamily II (SF2) ATPase motor that drives translocation on double-stranded (ds)DNA.
The mechanism by which the wedge and motor domains collaborate to catalyze fork reversal in
RecG and analogous eukaryotic fork remodelers is unknown. Here, we used electron paramagnetic
resonance (EPR) spectroscopy to probe conformational changes between the wedge and ATPase
domains in response to fork DNA binding by Thermotoga maritima RecG. Upon binding DNA,
the ATPase-C lobe moves away from both the wedge and ATPase-N domains. This conformational
change is consistent with a model of RecG fully engaged with a DNA fork substrate constructed from
a crystal structure of RecG bound to a DNA junction together with recent cryo-electron microscopy
(EM) structures of chromatin remodelers in complex with dsDNA. We show by mutational analysis
that a conserved loop within the translocation in RecG (TRG) motif that was unstructured in the
RecG crystal structure is essential for fork reversal and DNA-dependent conformational changes.
Together, this work helps provide a more coherent model of fork binding and remodeling by RecG
and related eukaryotic enzymes.

Keywords: DNA replication; DNA repair; DNA damage response; DNA translocation; DNA helicase;
superfamily 2 ATPase; replication restart; fork reversal; fork regression; chromatin remodeler

1. Introduction

Faithful DNA replication at every round of cell division is critical for transmission of genetic
information. Replisomes assembled at progressing replication forks regularly encounter a number
of impediments including DNA damage, aberrant DNA structures, difficult to replicate nucleotide
sequences, and transcription complexes [1]. Stalled replication forks can lead to replisome disassembly,
strand breaks and other pathogenic DNA structures, and are a potential source of genome instability
associated with a number of diseases [1,2]. To ensure complete genome duplication, a number
of pathways operate to mitigate fork stalling or to restart replication through reassembly of the
replication fork in an origin independent manner [3,4]. One important mechanism for stabilizing
or restarting stalled forks is fork reversal (or fork regression), in which specialized motor proteins
push the fork backward to convert the three-way fork into a four-way junction (Figure 1a) [5–8].
The Holliday junction-like structure serves as an important intermediate for recombination-coupled
repair and can also promote template switching to enable DNA synthesis from an unhindered nascent
strand template [3]. Fork reversal may also promote excision repair of fork-stalling DNA lesions by
sequestering them away from the fork and back into the context of dsDNA.
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Figure 1. RecG catalyzes replication fork reversal. (a) Schematic of fork reversal. Template DNA
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bound to fork DNA, Protein Data Bank (PDB) ID 1GM5. The protein is colored as in panel a, with the
translocation in RecG (TRG) motif yellow and DNA orange.

Fork reversal mechanisms are operative in both prokaryotes and eukaryotes [3,7,8]. In bacteria,
the dsDNA translocase RecG is a key player in this process and is important for maintenance of
genome stability via DNA repair and recombination [9–11]. Inactivation of RecG sensitizes cells to the
interstrand crosslinking agent mitomycin C and to UV and ionizing radiation [12,13], and leads
to over-replication of the terminus region in circular DNA [14,15]. The molecular rationale for
these phenotypes remains under debate [16], but may result from the generation of DNA structures
necessary for origin-independent replication restart by PriA [9,10,17,18] or recombination repair by
RecA/RecBCD or RuvABC machinery [9,19,20].

In vitro, RecG catalyzes regression of replication forks and branch migration of Holliday
junctions [21,22], even in the presence of stalled replisome components [23], and also unwinds
D-loops and R-loops [24–26]. These remodeling activities rely on ATP-dependent dsDNA translocation
catalyzed by a superfamily 2 (SF2) helicase motor comprised of two RecA-like ATPase lobes [27].
RecG preferentially binds Holliday junctions and model replication forks that contain ssDNA on the
leading strand and dsDNA on the lagging strand [28,29]. The basis for RecG’s preference for branched
structures was illustrated by a crystal structure of the Thermotoga maritima enzyme bound to a model
replication fork, which revealed an N-terminal oligonucleotide/oligosaccharide (OB)-fold (“wedge”)
domain that engaged both leading and lagging template strands at the branch point, and that is
connected to the motor by a helical linker (Figure 1b) [30]. DNA remodeling is presumably catalyzed
by dsDNA translocation by the motor tracking with 3′→5′ polarity on the lagging strand of the
parental duplex toward the fork [29,31], while the wedge domain aids unwinding of parental-nascent
duplexes and possibly annealing of nascent strands to form the four-way Holliday junction [30,32]
(Figure 1a).

How the motor domain engages DNA and how translocation is coupled to fork stabilization by
the wedge domain to remodel a branched nucleic acid substrate is not entirely clear, in part because
the DNA corresponding to the parental duplex template in the structure was too short to contact
the ATPase motor (Figure 1b). One clue for DNA translocation was provided by the identification
of a conserved helical hairpin—the TRG (translocation in RecG) motif—in RecG and TRCF/Mfd
(transcription-repair coupling factor), a bacterial SF2 helicase that translocates on dsDNA to terminate
transcription [33–36]. Mutagenesis of the TRG motif impaired fork reversal by RecG and displacement
of RNA polymerase from DNA by TRCF/Mfd, and thus this motif is essential for DNA translocase
activities in both proteins [33,34]. In RecG, the TRG motif is centrally located between the wedge and
motor domains, but the TRG region predicted to lie in the path of the DNA was disordered in the
crystal structure, and thus how it enables DNA translocation remains speculative [33,35,37,38].
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In this study, we aimed to understand the role of the TRG motif and how the RecG motor engages
parental DNA in the context of a fork. Using a combination of electron paramagnetic resonance
(EPR) spectroscopy and mutagenesis, we found that T. maritima RecG undergoes a conformational
change in the ATPase motor relative to the wedge domain upon binding a model DNA replication
fork. DNA binding is required to activate the ATPase activity and fork reversal activity, and therefore
our EPR distance distributions provide insight into the operation of a DNA fork remodeling enzyme
fully bound to a relevant DNA substrate in solution. In addition, we expanded on the previous TRG
analysis [33] by showing that the conserved loop region C-terminal to the TRG motif is critical for ATP
hydrolysis and fork reversal activity, and that mutations in the loop attenuate conformational changes
induced by DNA binding. Our data support a model whereby the TRG loop is required for stabilizing
the DNA-bound motor in an active conformation.

2. Results

2.1. Reorientation of the RecG Motor Domain to Accommodate the Parental DNA Duplex

The RecG crystal structure illustrated how the wedge domain engages the branch point of a
DNA fork [30], but did not address the interaction of the motor domain with DNA or its relative
conformation in the DNA-bound state because the 10 base pairs (bps) of parental duplex used in
the structure did not reach the motor domain (Figure 1b). The structure predicts that at least 25 bps
are necessary to fully engage the motor, consistent with DNase I footprinting showing that RecG
protects a significant portion of the parental DNA duplex [39]. To gain insight into how the motor
and wedge domains might collaborate in a fully bound DNA complex, we constructed a model of
DNA bound to the motor domain using available structures of SF2 ATPase motors bound to dsDNA
(Figure 2a, Supplemental Figure S1). Recent cryo-EM structures of chromatin remodeling complexes
CHD1, SNF2, INO80 bound to nucleosomes [40–44] and of Xeroderma pigmentosum B (XPB) helicase
within the TFIIH component of the transcription pre-initiation complex [43] showed a conserved path
of DNA across the N- and C-terminal lobes of the ATPase in a manner predicted from an archaeal
Rad54 homolog bound to DNA in an open conformation [45]. Superposition of the DNA from these
structures onto RecG using the motor domain as a guide shows that the modeled and crystalized
DNA duplexes are misaligned (Figure 2a). Alignment of these two DNA segments into a continuous
parental duplex requires either a 25–40◦ bend in the DNA helical axis or rotation of the motor domain
in which the ATPase-C lobe swings away from the wedge domain (Figure 2b,c).

To determine if DNA binding causes a conformational change within the protein, we used
electron paramagnetic resonance (EPR) to determine the distances between domains upon addition
of DNA. The four-pulse, double electron-electron resonance (DEER) technique provides probability
distributions of the distances between spin-labeled residue pairs [46]. Our experimental design
was to place spin-labels in three domains—the linker that connects the wedge to the ATPase
motor, the ATPase N-lobe connected to the linker, and the ATPase C-lobe (Figure 3a). The linker
region is predicted to be relatively inflexible based on the network of centrally located α-helices,
whereas the C-lobe is likely more mobile given its peripheral location. We used the Thermotoga
RecG protein for our experiments in order to correspond to the crystal structure [30]. The spin
label (1-oxy-2,2,5,5-tetramethyl-pyrolline-3-methyl)-methanethiosulfonate (MTSL) was introduced
at positions Glu144, Asn469, and Glu634, which were chosen on the basis of their surface exposed
locations. After substitution of native cysteine residues to serine, non-native cysteines were introduced
pairwise to produce E144C-E634C (pair 1), N469C-E634C (pair 2), and E144C-N469C (pair 3) mutants
necessary for thiol conjugation of MTSL (Figure 3a). We verified that neither the Cys mutations nor the
spin-labels affected the DNA dependent ATPase activity of the protein (Figure S2a,b). Continuous
wave (CW) spectra of each MTSL-RecG protein were consistent with surface exposed sites (Figure S2c).
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DEER data were collected in the absence and presence of a DNA fork similar to that crystalized but
containing a 30-nucleotide parental duplex region (Figure 3b), long enough to span the motor domain
(Figure 2b). In the absence of DNA, the distance distributions were consistent with those predicted
from the crystal structures. The DEER traces for pairs 1 and 2 exhibited a significant change upon
addition of DNA that are described by an ~10 Å increase in the center of the distance distribution and
a decrease in the disorder as judged by a decrease in the width of the distance distribution (Figure 3c).
This shift is consistent with the conformation change shown in Figure 2, whereby the C-lobe moves
away or rotates relative to both the N-lobe and the linker. In contrast, the DEER traces for pair 3 were
nearly identical in the absence and presence of DNA. The resultant pair 3 distance distributions were
not identical but did not indicate any shift in the median distance, suggesting that the N-lobe does not
move away upon addition of DNA. Taken together, the DEER measurements provide evidence for
a RecG conformational change upon binding to a model replication fork and are consistent with the
rotation of the ATPase domain predicted from our model (Figure 2).

2.2. Mutation of the TRG Motif Attenuates RecG Conformational Changes upon DNA Binding

To gain additional insight into how RecG’s motor domain engages DNA, we carried out a
mutational analysis of residues predicted from our model to bind DNA. The parental DNA duplex is
predicted to contact both N- and C-lobes of the ATPase domain and the TRG loop, which is part of the
linker connecting the ATPase motor and wedge domains (Figures 2a and 4a). Importantly, the putative
DNA binding cleft contains several loops that were disordered in the crystal structure, presumably
because of the absence of bound DNA. We thus tested the functional importance of residues within
these disordered regions, among others. Residues along the predicted DNA binding cleft, as well
as those known to be involved in ATP hydrolysis, were mutated to alanine and the mutant proteins
tested for DNA-dependent ATPase and fork reversal activities (Figure 4b and Figure S3). None of the
mutants showed a difference in DNA binding affinity relative to wild-type as measured directly using
fluorescence polarization or electrophoretic mobility shift assays, consistent with previous mutational
analysis of Escherichia coli RecG [33], presumably because tight binding of the wedge domain to the
DNA junction masked any potential modest disruption in duplex DNA binding by the motor domain
mutants [32]. Because previous biochemical characterization of RecG has focused on the E. coli enzyme,
we verified that the fork reversal activities of the T. maritima and E. coli enzymes are comparable
(Figure S4).

Within the ATPase domain, residues in the N-lobe were found to have the most significant effects
on RecG activity. We tested residues within motifs Ic and II, which in SF2 helicases are responsible for
DNA binding (motif Ic) and ATP binding and hydrolysis (motif II) [27,47,48]. Alanine substitution
of the conserved Thr478 in motif Ic led to a significant (10-fold) decrease in fork reversal activity
without significantly affecting ATPase activity (Figure 4b), consistent with results from Mycobacterium
tuberculosis RecG and RNA helicase NS3 [49,50]. Also consistent with other helicases, mutation of
motif II in T. maritima RecG (D497A E498A) completely abolished both fork reversal and ATPase
activities (Figure 4b). Residues immediately C-terminal to motif II are conserved across RecG proteins
and have been suggested to be important allosteric regulators of DNA-dependent ATP hydrolysis
in E. coli PriA and RecQ [51,52]. Our RecG R501A F502A double mutant abrogated ATPase and fork
reversal activities, likely because it disrupted the active site. Alanine substitution of Gln506 and
Arg507, which were disordered in the RecG structure, had a much weaker effect on ATPase and fork
reversal activities (Figure 4b). Similarly, mutation of residues in the ATPase C-lobe did not have a
substantial effect on either ATP hydrolysis or fork reversal. Of the residues we tested, the largest effect
was observed from mutation of conserved basic amino acid residues Arg622 and Lys628 within motif
IVa (Figure 4b), which participates in nucleic binding in SF2 helicases and is in close proximity to the
DNA backbone in the THFIIH, INO80, and SNF2 structures [40–43].

10



Int. J. Mol. Sci. 2018, 19, 3049

Figure 4. Loops within the TRG motif are essential for DNA-dependent ATP hydrolysis and fork
reversal activity. (a) Structure of the ATPase domain (blue and red) with residues lining the putative
DNA binding surface shown as Cα spheres. The TRG hairpin and loop are colored yellow. Dashed
lines represent disordered regions in the crystal structure. (b) Relative DNA-dependent ATP hydrolysis
(black bars) and fork reversal activities (white bars) of alanine mutants. Shading corresponds to the
location of each mutant in the structure shown in panel a. Raw data and rates are shown in Figure S3.
(c,d) DEER measurements for spin-label pairs 1 (c) and 2 (d) in the TRG loop mutant, G726A P727A
G728A. Pairwise time domain data and individual fits of the DEER data are shown on the left and right
of each panel, respectively.

In contrast to the SF2 motor domain, mutation of the TRG motif had the most severe impact on
RecG function. The TRG motif contains a highly conserved loop that was unstructured in the RecG
structure and that lies directly in the proposed path of DNA binding [30]. Two separate mutants
of this loop (G726A P727A G728A and F730A F731A) abrogated fork reversal and ATP hydrolysis
(Figure 4b). Loss of activity by these mutants indicates that the TRG loop is important for binding
DNA during translocation, facilitating interdomain movement by the motor during the ATPase cycle,
or both. Indeed, the TRG loop lies at the intersection of the two ATPase lobes and the wedge domain,
directly in the proposed path of DNA and near helicase motifs III and VI, which coordinate ATP
hydrolysis and translocation (motif III) and facilitate ATP binding and hydrolysis (motif VI) in other
SF2 helicases [27,48].

To test the role of the TRG loop in RecG DNA-dependent conformation changes, we used
EPR to measure interdomain distances in the dysfunctional TRG loop mutant, G726A P727A
G728A. Spin labels were introduced into the mutant in the same location as the wild-type protein.
We hypothesized that if the TRG loop mediates DNA binding or the DNA-induced conformational
change observed in the wild-type protein, then addition of DNA to the mutant would not affect the
distance distributions. Indeed, the increase in spin label pair 1 distance upon addition of DNA was
reduced without the concomitant decrease in disorder compared to wild-type (Figure 4c and Figure
S2d). The TRG loop mutation showed an even greater effect on spin label pair 2, from which only a
modest shift in distance was observed upon addition of DNA (Figure 4c and Figure S2d). Therefore,
we conclude that the loop C-terminal to the TRG motif mediates DNA-induced conformational changes
within the motor, and likely couples motor domain dynamics to the fork-binding wedge domain to
drive translocation.

3. Discussion

Coupling of an SF2 motor to a fork recognition domain is a conserved feature in the eukaryotic
fork remodelers SMARCAL1, HLTF, and ZRANB3 [53–55], and thus it is important to understand
how the two domains collaborate to drive fork reversal. By extrapolation from ssDNA translocation
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mechanisms of SF1 and SF2 helicases, the current model for dsDNA translocation by the fork and
chromatin remodelers entails conversion of an open to closed conformation of ATPase lobes upon
binding DNA [44,45,56]. DNA duplex binding along the interface of the two ATPase lobes places the
tracking (3′→ 5′) strand in contact with motif Ia in the ATPase-N lobe and motif IV in the ATPase
C-lobe. Consequently, ATP-induced conformational changes between the two ATPase lobes would
drive an inchworm movement of the tracking strand and concomitant rotary motion of the duplex [57].
As the fork recognition domain keeps the protein anchored to the junction [32], DNA translocation
would effectively pull the unwound template strands back into the protein, facilitating their annealing
to each other and unwinding from nascent strands as they encounter the junction. This collaboration
between motor and fork binding domains is analogous to INO80 chromatin remodeling machinery,
which uses the ARP5 subunit to bind both histone and DNA in order to position the INO80 motor
to pump DNA into the nucleosome [40,41]. Both mechanisms require an anchor point to grip the
substrate to facilitate productive translocation by the motor.

Our EPR results revealed a DNA-induced movement of RecG’s ATPase-C lobe relative to the
positions of the ATPase-N lobe and the wedge domain. This motion can be modeled by a simple
pivoting of the motor at the ATPase-N lobe, or a more complex rotation between the two ATPase lobes.
The range of motion that we observe between RecG’s two ATPase lobes is not as dramatic as that
observed in fluorescence resonance energy transfer studies of an archaeal homolog of Rad54, a related
SNF2-like dsDNA translocase [56]. Although we cannot say with certainty the nature of the open and
closed conformations of the motor domain from our distance measurements, the two ATPase lobes in
the ADP-bound crystal structure are already well-positioned to accommodate dsDNA in a catalytic
orientation. The motion of the motor with respect to the wedge that we observe is more striking, since
it is clear that the relative positions of the motor and wedge in the crystal structure cannot support a
contiguous parental DNA duplex without a rotation of the motor or a sharp bend in the helical axis of
the DNA. The latter is unlikely since coupling motor activity to fork stabilization by the wedge domain
would place tension on the DNA segment between the two domains. Moreover, the position of the
motor domain observed in the crystal structure is constrained by a neighboring protein molecule in the
crystal that pushes the motor closer to the wedge. Thus, our data supports a conformational transition
from a more compact state in the absence of DNA to a more extended state upon engaging a fork.

Our mutational analysis of the relatively unstructured DNA binding surface of the ATPase domain
is consistent with and extends the previous studies showing the TRG motif to be essential for RecG
function [33]. The previous mutational analysis focused on the helical hairpin itself, but it is the loop
extending from the C-terminal end of the helical hairpin that resides in the path of the DNA and at
the intersection of the motor and wedge domains, and that is likely the mechanical element directly
responsible for DNA translocation. It was hypothesized that an ATP-induced conformational change
in the TRG helical hairpin, propagated through motif VI, would restructure the TRG loop to act as
a lever or ratchet to mechanically move or stabilize the DNA in a new conformation [33]. This TRG
loop is highly conserved among RecG and Mfd orthologs, with the consensus sequence G(P/A/V)Gd
ΦΦGxxQ(S/T)G (where Φ is a hydrophobic residue). Mutation of the invariant glutamine (Q640) in
E. coli RecG demonstrated that the TRG loop was essential for RecG activity in vivo [33]. We now
show by mutation of the GPG and ΦΦ residues in the T. maritima enzyme that this loop is essential for
ATPase and fork reversal activities. More importantly, we found that disruption of the GPG sequence
curtailed the range of DNA-induced interdomain motion, implying that this loop region is important
for coupling motor and wedge domains. We hypothesize, based on our DEER distance measurements,
that the TRG motif loop is required to stabilize an activated conformation of the ATPase domains upon
DNA binding to promote ATP hydrolysis [33], similar to the postulated role of the brace helix in the
chromatin remodelers [40–42,44,58]. In those structures, the brace helix spans the two ATPase lobes
and likely stabilizes a closed conformation through interaction of hydrophobic residues on the brace
helix and the ATPase N-lobe. It may be that the conserved hydrophobic residues in the TRG loop that
are essential for RecG activity may help to organize the two ATPase lobes in a similar manner.
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4. Materials and Methods

All experiments were carried out using T. maritima RecG containing a C-terminal hexahistidine
tag (TmRecG-His6). We verified that addition of the His6 tag did not affect enzyme activity (Figure S4).

4.1. Protein Purification

TmRecG-His6 was overexpressed from a pET28a+-TmrecG vector [59] in E. coli Tuner (DE3)
cells at 37 ◦C for 3 h in Lysogeny broth (LB) medium supplemented with 100 μg/mL kanamycin
and 500 μM isopropyl β-D-1 thiogalactopyranoside (IPTG). Cells were lysed by sonication in buffer
containing 50 mM Tris pH 7.5, 600 mM NaCl, 20% glycerol (v/v), 1 mM dithiothreitol (DTT), 1 mM
phenylmethylsulfonyl fluoride, 0.5 μg/ml leupeptin, and 0.5 μg/ml aprotinin. The lysate was clarified
by centrifugation at 50,000× g at 4 ◦C for 45 min. RecG-His6 was purified by nickel nitrilotriacetic
acid (Ni-NTA) agarose affinity chromatography in buffer containing 50 mM Tris pH 7.5, 600 mM
NaCl, 25 mM imidazole, 5% glycerol, and 1 mM tris(2-carboxyethyl)phosphine (TCEP) and eluted
in buffer containing 50 mM Tris pH 7.5, 600 mM NaCl, 250 mM imidazole, 5% glycerol, 1 mM TCEP.
RecG-His6-containing fractions were subjected to heparin sepharose chromatography using a 0.1–1 M
NaCl gradient in buffer containing 50 mM Tris pH 7.5, 100 mM NaCl, and 15% glycerol.

Mutant RecG expression vectors were generated using the Q5 mutagenesis kit (New England
Biolabs) and sequence verified prior to use. All mutant proteins were overexpressed the same as
wild-type protein. Alanine mutants were purified by Ni-NTA affinity chromatography, flash frozen,
and stored at −80 ◦C in buffer containing 50 mM Tris pH 7.5, 600 mM NaCl, 250 mM imidazole, 5%
glycerol (v/v), and 1 mM DTT. To prepare cysteine mutants for spin-labeling, all five native cysteines
in RecG were first mutated to serine to generate a Cys-less RecG, which was then used to generate
three separate double mutants (E144C N469C, E144C E634C, and N469C E634C). Cysteine mutant
proteins were purified using Ni-NTA and heparin chromatography and stored at −80 ◦C in buffer
containing 50 mM Tris pH 7.5, 600 mM NaCl, and 10% glycerol (v/v). Spin-labeling was carried out by
incubating cysteine mutants with a 20-fold molar excess of MTSL for 2 h at room temperature, followed
by addition of another 20-fold molar excess of MTSL and incubation for 2 h at room temperature and
then overnight at 4 ◦C. Excess MTSL was removed using a HiTrap Sephadex G-25 desalting column
(GE Healthcare, Chicago, IL, USA) in buffer containing 50 mM Tris pH 7.5, 500 mM NaCl, and 10%
(v/v) glycerol.

To test the effect of the C-terminal His6-tag, we generated a cleavable pET-28a/RecG-3C-His6

construct in which the His6-tag could be removed with Rhinovirus 3C protease. Q5 mutagenesis
kit (New England Biolabs, Ipswich, MA) was used to replace the sequence K776LIEVG781KLAAALE
(non-native residues italicized) in the pET28a+-TmrecG vector with the 3C recognition sequence
LEVLFQGP. Proteolytic cleavage generates a 781-residue protein with I775LEVLFQ sequence at the
C-terminus. RecG-3C-His6 protein was overexpressed and purified the same as TmRecG-His6.
The His6-tag was removed by a 16-hr incubation with 3C protease after elution from the Ni-NTA column.

E. coli RecG was purified from a pGS772-RecG expression plasmid [21] as previously
described [60], with an added heparin-sepharose purification step at the end.

4.2. EPR

Spin-labeled TmRecG-3C-His6 protein was buffer exchanged using Amicon Ultra 15 mL
centrifugal units 30 kDa MWCO (MilliporeSigma, Burlington, MA, USA) into buffer containing
50 mM Tris pH 7.5, 100 mM NaCl, and 30% (w/v) glycerol. Fork DNA was prepared by annealing
strands F1/F2/F3 (Table 1) in SSC buffer (15 mM sodium citrate pH 7.0 and 150 mM NaCl). A 2-fold
molar excess of DNA was added to 25–50 μM protein and the complex flash frozen in liquid nitrogen.
DEER experiments were performed at 83 K on a Bruker 580 pulsed EPR spectrometer at Q-band
frequency (33.5 GHz) using a standard four-pulse protocol [61]. Analysis of the DEER data to determine
P(r) distance distributions was carried out using homemade software running in MATLAB [62,63].
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Table 1. Oligodeoxynucleotides used in this study. 1

EPR

F1—(32P)GGTCAGTCCTGTCTTCGGCAAAGCTCCATGATCATTGGCA
F2—CGCCGGGCCGCATGGAGCTTTGCCGAAGACAGGACTGACC
F3—CGGCCCGGCG

ATPase

J1—GGGTGAACCTGCAGGTGGGCCAGCTCCATGATCATTGGCAATCGTCAAGCTTTATGCCGT
J2—CGATGGACACGTCTTATGTGTGCAGTGCTCGCATGGAGCTGGCCCACCTGCAGGTTCACCC
J3—CATGTAGCGGCTGGCGTCTTAAAGATGTCCCGAGCACTGCACACATAAGACGTGTCCATCG
J4—ACGGCATAAAGCTTGACGATTGCCAATGATGGACATCTTTAAGACGCCAGCCGCTACATG

Fork Reversal 2

F48—(32P)ACGCTGCCGAATTCTACCAGTGCCTTGCTAGGACATCTTTGCCCACCTGCAGGTTCACCC
F50—GGGTGAACCTGCAGGTGGGCAAAGATGTCC
F52—GGGTGAACCTGCAGGTGGGCAAAGATGTCCCAGCAAGGCACTGGTAGAATTCGGCAGCGTC
F53—GGACATCTTTGCCCACCTGCAGGTTCACCC

1 Colors denote homologous regions. 2 Mismatch (underlined) placed at the junction to prevent spontaneous
branch migration.

4.3. ATPase Assay

TmRecG-His6 proteins were dialyzed against reaction buffer (50 mM Tris pH 7.5, 50 mM NaCl,
and 5 mM MgCl2) prior to use. An immobile Holliday junction with 30-bp arms was prepared by
annealing the oligodeoxynucleotides J1/J2/J3/J4 (Table 1) in SSC buffer. ATPase reactions (100 μL)
were carried out in reaction buffer and contained 50 nM TmRecG-His6, 100 nM DNA, 1 mM ATP,
3 mM phosphoenol pyruvate (PEP), 437 μM nicotinamide adenine dinucleotide, 15.75–24.5 U/mL
L-lactate dehydrogenase, 10.5–17.5 U/mL pyruvate kinase, and 1 mM DTT. Absorbance at 340 nm was
monitored at 25 ◦C in 96-well plates using a Biotek Synergy H1 hybrid multimode microplate reader.
Absorbance was recorded every 60 s for 1 h.

4.4. Fork Reversal Activity

Fork reversal activity was measured as previously described [54] with minor modifications.
Reactions were performed in reaction buffer and contained 200 pM RecG and 1 nM 32P-labeled DNA
fork substrate (Table 1). Reactions were quenched at various times (0, 5, 10, 20, 30, 60, and 120 min) by
adding proteinase K (Sigma-Aldrich, St. Louis, MO, USA) to a final concentration of 1 mg/mL and
incubating for 10 min. Reactions were brought to 5% glycerol (v/v) and 0.1% bromophenol blue prior
to electrophoresis on an 8% non-denaturing polyacrylamide gel at 5 W for 3 h. Gels were exposed
overnight to a phosphor plate and bands quantified by autoradiography using a Typhoon Trio and
ImageQuant 7.0 software (GE Healthcare, Chicago, IL, USA).

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/10/
3049/s1.
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Abbreviations

ATP adenosine 5′-triphosphate
ATPase adenosine triphosphatase
DEER double electron-electron resonance
DTT dithiothreitol
EDTA ethylenediaminetetraacetic acid
EPR electron paramagnetic resonance
MTSL [1-oxy-2,2,5,5-tetramethyl-pyrolline-3-methyl]-methanethiosulfonate
NTA nitrilotriacetic acid
SF2 superfamily 2
SRD substrate recognition domain
SSC saline-sodium citrate
TCEP tris(2-carboxyethyl)phosphine
TRG translocation in RecG
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Abstract: Replication errors that are caused by mutagens are critical for living cells. The aim of the
study was to analyze the distribution of a DNA replication pattern on chromosomes of the H. vulgare
‘Start’ variety using pulse 5-ethynyl-2′-deoxyuridine (EdU) labeling, as well as its relationship to
the DNA damage that is induced by mutagenic treatment with maleic hydrazide (MH) and γ ray.
To the best of our knowledge, this is the first example of a study of the effects of mutagens on the
DNA replication pattern in chromosomes, as well as the first to use EdU labeling for these purposes.
The duration of the cell cycle of the Hordeum vulgare ‘Start’ variety was estimated for the first time,
as well as the influence of MH and γ ray on it. The distribution of the signals of DNA replication
along the chromosomes revealed relationships between DNA replication, the chromatin structure,
and DNA damage. MH has a stronger impact on replication than γ ray. Application of EdU seems to
be promising for precise analyses of cell cycle disturbances in the future, especially in plant species
with small genomes.

Keywords: barley; chromosome; DNA replication pattern; EdU; mutagens

1. Introduction

Data regarding the effects of mutagens on plant nuclear genomes and DNA replication are of
great importance. The spatiotemporal patterns of DNA replication in nuclei were recently characterized
in detail in control cells [1], as well as in relation to DNA damage and mutagenesis [2] using
a quantitative analysis. However, to date there is no similar data on the effects of mutagens on
the pattern of DNA replication on chromosomes. Analyses of the distribution of the signals of DNA
replication on the chromosomes can be more informative when exploring the relationships between
DNA replication, the chromatin structure, and DNA damage than studies using non-dividing cells.

Until now, the localisation of replicated chromatin was only possible using
bromodeoxyuridine (BrdU). One of the disadvantages of using BrdU is degradation of the
chromatin structure during denaturation step, which is especially inconvenient in the context of
an analysis of DNA damage during mutagenesis. The relatively large size of the detection sites
caused by the need to use specific antibodies to detect BrdU is an unfavorable feature of an analysis
of DNA replication sites, especially in the case of an analysis of the signals in chromosomes.
Currently, the “click” reaction using 5-ethynyl-2′-deoxyuridine (EdU) [3,4] is commonly used. Its good
preservation of chromatin and high resolution make this technique useful in a detailed analysis of the
effects of mutagens on the S-phase [2].

In this study, we present the distribution of the DNA replication pattern on chromosomes using
pulse EdU labeling and analyze its relationship with the DNA damage that is induced by mutagenic
treatment with maleic hydrazide (MH) and γ ray. To the best of our knowledge, this is the first example
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of a study of the effects of mutagens on the DNA replication pattern in chromosomes, as well as the
first to use EdU labeling for these purposes.

We used barley (Hordeum vulgare ‘Start’ variety, 2n = 14) as the model plant species. Barley, which
is characterized by relatively large chromosomes and a specific heterochromatin distribution [5,6],
is a convenient species for an analysis of the distribution of the DNA replication pattern along
the chromosomes, as well as in the context of mutagenesis. Barley is regarded to be a model
species in analyses of the cytogenetic effects of mutagens, especially due to its chromosome size.
Chromosome rearrangements [7,8], as well as disturbances of the cell cycle [2] after mutagenic
treatment, have previously been shown in barley cells. In our study, the duration of the cell cycle
of the Hordeum vulgare ‘Start’ variety was estimated, as well as the influence of MH and γ ray on it,
by applying the EdU method.

2. Results

The cells that passed through the S-phase during EdU incorporation were characterized by the
presence of green Alexa Fluor 488 replication signals on the chromosomes (Figure 1A,A‘). Cells with
no replication signals on the chromosomes were also observed (Figure 1B,B‘), which indicated that
they were not in the S-phase during EdU incorporation.

Figure 1. Barley metaphase cells from the control (untreated) roots with green Alexa Fluor 488
replication signals (A,A‘) and with no signals (B,B‘). (A,B) DAPI staining, all chromosomes stained.
(A‘,B‘) results of 5-ethynyl-2′-deoxyuridine (EdU) incorporation and detection with Alexa Fluor
488 azide. Bars represent 10 μm.
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2.1. The Frequency of Metaphases with Replication Signals

The frequencies of the labeled metaphases in the control and MH- or γ ray-treated roots were
analyzed at 0, 2, 4, 6, and 7.5 h after EdU incorporation (Figure 2). No metaphases with replication
signals were observed at 0 and 2 h for the control or any of the mutagenic experimental groups. The first
labeled metaphases in the control and γ ray-treated roots were observed at 4 h—their frequency was
23.7% in the control and 42.1% in the γ ray-treated cells. Similarly, at 6 h and 7.5 h, labeled chromosomes
were observed only in the control and γ ray-treated roots. The frequency of the metaphases with
replication signals in the control was significantly lower than in the γ ray-treated roots, both at 4 h
and 6 h. At 7.5 h, the frequency of the labeled metaphases in the γ ray-treated cells was only slightly
lower than in the control. Because no labeled metaphases were observed in the MH-treated roots
even at 7.5 h, additional examination time points—9 and 10.5 h—were added. The first metaphases
with labeled chromosomes after the MH treatment were observed at 10.5 h, and their frequency was
2.4 times lower than in the control roots at this time point.

Figure 2. Frequencies of barley-labeled metaphase cells showing replication signals in the control,
MH-, and γ ray-treated roots. Treated groups significantly different (p < 0.05) from the control are
indicated by *.

2.2. Replication Pattern in Individual Chromosomes

Different replication patterns were observed in the chromosomes in the barley roots within
individual metaphases. An example of a metaphase cell with individual chromosomes that are is
characterized by a few replication patterns is presented in Figure 3. Replication signals were observed
in the proximal and interstitial regions of characterized chromosome (blue arrow), in one entire
chromosome arm, and in the proximal region of the second arm (red arrow), as well as in whole
chromosomes (yellow arrow).
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Figure 3. Different replication patterns of the barley chromosome within one metaphase cell.
Replication signals were observed in the proximal and interstitial regions of the chromosome
(blue arrow), in one entire chromosome arm, and in the proximal region of the second arm (red arrow)
and in whole chromosomes (yellow arrow). (A) DAPI staining. (B) results of 5-ethynyl-2′-deoxyuridine
(EdU) incorporation and detection with Alexa Fluor 488 azide. Bars represent 10 μm.

2.3. Chromosome Replication Pattern in the Control and Mutagen-Treated Roots

The differences in the chromosome replication pattern for a particular experimental group and at
specific time points were observed. Figures 4–6 showed the replication patterns in the chromosomes
in the control, γ ray-, and MH-treated roots at specific time points: 0, 2, 4, 6, 7.5, and 10.5 h.
Chromosomes with different replication patterns and their corresponding schematic presentation
are shown. Only one morphological type of chromosome is presented in order to simplify the schemes.

In the control at 4 h, large replication signals were observed in the chromosome centromeric
regions and small signals were also observed in the distal and interstitial regions (Figure 4).
These chromosome regions are replicated in the late S-phase, passed the G2-phase as a first,
and thus can be observed in the first labeled metaphases. At 6 h, five more chromosome
replication patterns were observed than at 4 h. Chromosomes that were completely labeled were
observed most often. Another pattern was characterized by replication signals that covered one
chromosome arm and the pericentromeric region of the second arm, sometimes with additional
distal signal(s). Chromosomes that had small replication signals in the distal and centromeric regions
were also observed. Only two new replication patterns were observed at 7.5 h—both with signals
in the distal regions, which is characteristic for early S-phase cells. In addition to the new types
of signals, the most-frequent replication pattern in this hour was also fully labeled chromosomes.
The chromosome labeling that was characteristic at 6 and 7.5 h involved the regions that had been
replicated in the early, middle, and late S-phase. Generally, at 10.5 h, the same chromosome replication
patterns were observed as at 7.5 h. The most frequently appearing pattern of replication at this
time was characterised by the signals in the distal parts. However, at 10.5 h, new chromosome
replication patterns were additionally observed—with only one sister chromatid labeled within
an individual chromosome. The other types of patterns that were observed at 10.5 h were chromosomes
with both sister chromatids labeled, although each of them was labeled in a different part.
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Figure 4. Types of replication patterns in barley chromosomes in the control roots at 4 h (A), 6 h (B),
7.5 h (C), and 10.5 h (D) after EdU incorporation. Chromosomes with different replication patterns and
their corresponding schematic presentation are shown. Only one morphological type of chromosome
is presented in order to simplify the scheme.

After treatment with maleic hydrazide, only six replication patterns were observed.
Figure 5 shows the different replication patterns in the MH-treated root at 10.5 h. No replication
signals were observed at the earlier time points. Fully labeled chromosomes were the most
frequently observed.
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Figure 5. Types of replication patterns in the barley chromosomes in MH-treated roots at 10.5 h
after EdU incorporation. Chromosomes with different replication patterns and their corresponding
schematic presentation are shown. Only one morphological type of chromosome is presented in order
to simplify the scheme.

The same thirteen replication patterns were observed in the γ ray-treated roots as in the
control cells (Figure 6). Basically, the same patterns of replication dominated at given hours as
in the control cells. However, differences in their occurrence at specific time points in the control
and γ ray-treated roots were observed. Interestingly, the labeling of whole chromosomes in the
control was observed at 6 h, whereas in the γ ray-treated roots, it was already observed at 4 h.
Similarly, the chromosomes with labeling in the terminal regions of a chromosome were observed
at 6 h in the γ ray-treated roots, whereas in the control, they were observed at 7.5 h. Additionally,
the chromosomes with Alexa Fluor 488 fluorescence in large bands in the pericentromeric regions were
observed at 4 h and 6 h in the control and at 4, 6, and 7.5 h in the γ ray-treated roots.

Figure 6. Cont.
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Figure 6. Types of replication patterns in the barley chromosomes in the γ ray-treated roots at 4 h (A),
6 h (B), and 7.5 h (C) after EdU incorporation. Chromosomes with different replication patterns and
their corresponding schematic presentation are shown. Only one morphological type of chromosome
is presented in order to simplify the scheme.

In the present study, the application of 5-ethynyl-2′-deoxyuridine (EdU) incorporation and
detection allowed differences in the replication pattern at different time points after EdU incorporation
in all of the experimental groups to be determined. Figure 7 presents a comparison of the replication
patterns in the barley chromosomes in the control, and MH- and γ ray-treated roots, at different time
points after EdU incorporation.
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3. Discussion

In present study we analyzed the distribution of a DNA replication pattern on the
H. vulgare ‘Start’ variety chromosomes, as well as its relationship to the DNA damage, using
EdU method. Different replication patterns were observed in the chromosomes in the barley
roots within individual metaphases. This may be due to differences in the DNA packing of
individual chromosomes. It is well known that euchromatin and heterochromatin regions replicate
at different times during the S-phase. Individual barley chromosomes are characterized by
a different localisation of constitutive heterochromatin, as was demonstrated by the Giemsa C-banding
technique [9]. Therefore, the chromosomes belonging to one metaphase plate may have a different
DNA replication pattern. Due to results, we can state that DNA replication in barley chromosomes
begins in the terminal chromosome regions (early S-phase), after which its pattern is observed in whole
chromosomes, and at the end—in the centromeric regions (late S-phase). These analyses indirectly
provide information about the localisation of euchromatin and heterochromatin in the chromosomes
of the H. vulgare ‘Start’ variety. Since it is known that DNA replication starts in euchromatin and
then continues in the heterochromatin regions, this implies the presence of transcriptionally active
genes in the terminal chromosome regions and the inactive heterochromatin in the centromeric regions.
A similar localisation of euchromatin and heterochromatin has previously been shown using the BrdU
incorporation and detection methods, and fluorescence, in situ hybridisation with centromeric and
telomeric probes [10].

Thirteen types of replication patterns were distinguished in the control barley chromosomes with
EdU incorporation and detection, whereas only five patterns had previously been observed using BrdU
incorporation and detection [11]. This is probably due to the possibility of discovering small signals
with EdU method by using a small size detection azide and eliminating the denaturation step, which is
necessary for detection of BrdU. For example, the chromosomes with just centromeric signals were
observed using BrdU, whereas patterns with centromeric signals, as well as terminal, or terminal and
interstitial, signals, were observed using the EdU method. The accuracy of this method allowed one to
notice the differences between the occurrence times of individual replication patterns in control and
treated cells. This can prove that EdU can potentially be applied to studying the effects of mutagens
on cell cycle disturbances, especially in plant species that are characterized by small chromosomes.

Beside the typical replication signals comprising two chromatids, specific new chromosome
replication patterns were observed in control at 10.5 h—with only one sister chromatid labeled
within an individual chromosome. This labeling pattern was characteristic for the cells in which
the DNA replication occurred twice—first, the DNA synthesis in the presence of EdU, and the
second, without EdU. Other new patterns observed at this time were chromosomes with both
chromatids labeled, although each of them in different localisation. This is characteristic of the
sister chromatid exchange (SCE), which is commonly known in plants, as well as in animals and
humans. The occurrence of SCEs was first demonstrated using autoradiography, and later a procedure
that had a much greater resolution using BrdU was introduced [12]. It is known that BrdU itself induces
the SCEs due to its mutagenic effect. Until now, there is no data on the possible application of EdU in
the SCE method and, consequently, on its effects on the induction of sister chromatid exchanges.

Additionally to the main aim, the results of this study provided new data about the duration of
the G2-phase and the cell cycle of the H. vulgare ‘Start’ variety cells. The first labeled metaphases in the
control roots were observed at 4 h after the incorporation of EdU, while at 2 h after the incorporation
of EdU no labeling has been observed within the chromosomes. This indicates that the duration of
the G2-phase is between 2 h and 4 h. The replication pattern with labeling in only one chromatid of
the chromosome was observed at 10.5 h. This proves that during 10.5 h, in addition to the G2-phase,
there was also a complete next cell cycle without the presence of thymidine analogs. Considering that
the length of the G2 phase is more than 2 h, it could be concluded that the duration of the cell cycle
in Hordeum vulgare ‘Start’ variety is at most 8.5 h. It should also be emphasized that the pattern of
replication with labeling in only one chromatid within the chromosome could also be observed in
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the earlier hours after incorporation of EdU—between 7.5 h and 10.5 h. It is also possible that the
duration of the G2 phase may be longer than 2 h. In both cases, this would mean that the duration
of the cell cycle in this variety of barley can be even shorter than 8.5 h. The experiments for the
‘Start’ variety were planned according to the mean duration of the cell cycle of other varieties of
barley, e.g., ‘Brage’—10.4 h [13], ‘Sultan’—12.4 h, ‘Maris Otter’—12 h [14], and ‘Amethyst’—9.2 h [15].
The results of this study indirectly prove that the duration of the cell cycle of the H. vulgare ‘Start’
variety is definitely shorter than in the previously described varieties of this species.

The analyses showed the differences in the chromosome replication pattern for a particular
experimental group and at specific time points. After treatment with maleic hydrazide, only six
replication patterns were observed. First chromosomes with replication patterns in the MH-treated
roots were observed only at 10.5 h. This may be due to the mechanism of MH action, namely,
its influence on the synthesis of the nucleic acids and enzymes that are involved in the mitotic
spindle [16,17]. The mitotic activity can even be totally stopped after MH treatment [18]. The patterns
of replication that were observed after MH treatment were characteristic of the regions that have been
replicated in the early and middle S-phase, even though the patterns for the late S-phase should be
observed first. This may indicate that MH led to a complete cell cycle arrest in the cells that were in
the late S-phase during the incorporation of EdU. After treatment with MH, the observed patterns
differed considerably from patterns that were observed at the same time point in the control cells.
No replication patterns with signals involving one sister chromatid have been observed, thus excluding
a second DNA synthesis without the presence of EdU. MH is a clastogenic and mutagenic agent that
may cause the S-phase to be extended. We found that the first labeled metaphases in the MH-treated
cells were observed at 10.5 h while in the control cells already at 4 h. This may be due to both the
extension of the S-phase or a delayed G2/M transition. For the first time, comparing the time of
appearance of the first labeled metaphases in control and treated material, we can precisely evaluate
that after MH treatment the duration of cell transitions from the S-phase of the cell cycle to mitosis
was extended for about 6.5 h.

Differences at specific time points in the control and γ ray-treated roots were also observed.
The labeling of whole chromosomes in the control was observed at 6 h, whereas in the γ ray-treated
roots, it was already observed at 4 h. Similarly, the chromosomes with labeling in the terminal regions
of a chromosome were observed at 6 h in the γ ray-treated roots, whereas in the control, they were
observed at 7.5 h. It is known that γ ray acts during the G1, S, and G2 cell cycle phases. We conclude
that γ ray can lead to a shortening of the S-phase or acceleration of the G2/M transition, which is judged
by the presence of the replication patterns that are characteristic for the early and middle S-phase
earlier than in the control cells. This physical mutagen may also have the opposite effect—extending
the S-phase of the cell cycle or G2/M transition, as was evidenced by the presence of replication
patterns that are characteristic for the late S-phase longer after the end of the EdU incorporation than
in the control cells.

Summarizing, differences in the temporal distribution of the replication patterns between the
control, γ ray-, and MH-treated roots were found. Slight differences were observed regarding the
replication patterns in the control and γ ray-treated roots, while differences in replication patterns in
the control and MH-treated cells were more significant. The results obtained in this work are consistent
with those previously obtained by Kwasniewska et al. [2] during an analysis of the replication process
in the barley nuclei. MH has a stronger effect on DNA replication than γ radiation. It was demonstrated
that treatment with MH and γ ray did not change the characteristic S-phase patterns in the nuclei;
however, the frequencies of the S-phase labeled cells after mutagenic treatment were different than in
the control cells. The results of this study on the pattern of replication in barley chromosomes also
confirm that no new replication patterns are observed after mutagenic treatment. However, differences
were found in the temporal distribution of the replication patterns between the control, γ ray-,
and MH-treated roots, as well as differences in the frequency of the labeled metaphases. Moreover,
previous studies on the replication patterns in barley cells have also shown that the frequencies of
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EdU-labeled cell nuclei in the early, middle, and late S-phase were different in the control cells and
cells that had been treated with mutagens. After treatment with MH, a significant increase has been
observed in the frequency of labeled cells in the middle S-phase. This may indicate an extension of
the S-phase of the cell cycle after treatment with this chemical mutagen, as is also confirmed by the
data presented in this paper. After treatment with γ ray, in turn, a significant increase in the frequency
of labeled cells in the late S-phase has been observed before, which confirms that γ ray can extend
the late S-phase in barley cells. This is followed by the observation that the pattern of replication in
chromosomes that are characteristic for late S-phase phase occurs longer after the incorporation of
EdU than in the control cells.

4. Materials and Methods

4.1. Mutagenic Treatment

Seeds of the barley (Hordeum vulgare, 2n = 14) ‘Start’ variety were used as the plant material.
Maleic acid hydrazide dissolved in water (4 mM MH; Sigma-Aldrich, St. Louis, MO, USA, CAS 123-3301)
and a gamma ray (175 Gy) were used for the mutagenic treatment. The mutagen doses used in the study
had been applied in previous experiments in which their cytogenetic effects were well characterized [7,8].
Before chemical treatment, the barley seeds were pre-soaked in distilled water for 8 h and then treated with
MH for 3 h. Two treatment experiments using MH were performed. After the treatment, the seeds were
washed three times in distilled water and then germinated in Petri dishes lined with moist filter paper at
21 ◦C in the dark for 3 days. Our previous findings showed that the cytogenetic effect of MH treatment
is observed in the roots of three-day seedlings [7]. The irradiation was performed at the International
Atomic Energy Agency, Seibersdorf Laboratory, Austria in 2015. For about half a year, the seeds had been
kept in a refrigerator. Keeping the seeds in the 4 ◦C is commonly practiced (also in mutagenesis studies).
Additionally we ourselves confirmed, in the number of cytological analyses, that during this storage the
cytogenetic effect of irradiation still persisted and did not diminish. We observed numerous breaks in the
chromosomes and the formation of dicentric chromosomes, which is one of the characteristic effects of
the mutagenic effect of gamma radiation (these results are not presented here). Similar storage time has
been used in our previous experiments [8]. After irradiation, the seeds were pre-soaked in distilled water
for 8 h and germinated in Petri dishes at 21 ◦C in the dark. Two experiments were performed for each
mutagenic treatment.

4.2. EdU Incorporation and Detection

The incorporation and detection of 5-ethynyl-2′-deoxyuridine (EdU; Click-iT EdU Imaging Kits
Alexa Fluor 488, Invitrogen, Carlsbad, CA, USA) were applied according to the manufacturer’s
procedure with minor modifications. The 3-day barley seedlings were incubated for 30 min in the
dark in a 10 mM EdU solution. The seedlings were rinsed in distilled water 2 × 5 min and fixed in
ethanol:glacial acetic acid (3:1) for 2 h at room temperature (RT) and 2 h at 4 ◦C at 0, 2, 4, 6, and 7.5 h
after EdU incorporation. Additional fixation time points—9 h and 10.5 h—were applied for the control
and MH-treated roots. The times for fixation and examination of replication pattern after the end of
EdU incorporation were selected according Kakeda and Yamagata [11] with modifications. The roots
of the seedlings were used as the source of the meristems for the investigations. For chromosome
preparation, the material was washed with a 0.01 mM sodium citrate buffer (pH 4.8) for 30 min and
digested with 2% cellulase (w/v, Onozuka, Serva, Heidelberg, Germany) and 20% pectinase (v/v,
Sigma-Aldrich) for 2 h at 37 ◦C. After digestion, the material was washed with a sodium citrate buffer
for 30 min. Squash preparations were made in a drop of 45% acetic acid. After freezing and removing
the coverslips, the slides were dried. Prior to EdU detection, the slides were permeabilized with 0.5%
Triton X-100 for 20 min and then washed in PBS at RT. The slides were incubated for 30 min at RT in
an EdU reaction cocktail (Click-iT EdU Imaging Kits Alexa Fluor 488, Invitrogen), which was prepared
according the manufacturer’s procedure. For one sample reaction, the following components were
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added: 43 μL of a 1× Click-iT reaction buffer, 2 μL of CuSO4 (Component E, 100 mM), 0.12 μL Alexa
Fluor 488 azide (Component B), and a 5 μL reaction buffer additive (Component F). After 2 × 5 min
washes, the slides were stained with 2 μg/mL DAPI (Sigma-Aldrich), washed with PBS, and mounted
in a Vectashield medium (Vector, Burlingame, CA, USA).

4.3. Analysis

Preparations were examined using a Zeiss Axio Imager.Z.2 wide-field fluorescence microscope
(Zeiss, Oberkochen, Germany) equipped with an AxioCam Mrm monochromatic camera
(Zeiss, Oberkochen, Germany). For the analyses of the distribution of the EdU pattern on the barley
chromosomes, images were captured and processed using Adobe Photoshop 4.0 (San Jose, CA, USA).
The frequencies of the metaphases with Alexa Fluor 488 signals were calculated. For each experimental
group (control, MH, and γ ray) and individual time point, 100 metaphases were evaluated. The number
of analyzed plants was different depending on the experimental group. Due to significant decrease
in the mitotic index in roots after MH treatment, about 10 plants have been used for each hour
after the incorporation of EdU. For control and gamma-irradiated samples, not less than 5 plants
were evaluated.

The significance of differences between control and treated groups was evaluated with Student’s
t-test (p < 0.05).

5. Conclusions

This work demonstrates the usefulness of the EdU method in a detailed analysis of the replication
patterns in barley. Such a high resolution of the EdU method indicates that it can be used for
more precise analyses of cell cycle disturbances, not only for plant species with large chromosomes,
but especially for those with small chromosomes. Analyses of the distribution of the signals of DNA
replication on the chromosomes revealed relationships between DNA replication, the chromatin
structure, and DNA damage, and thus they are more informative than studies using non-dividing cells.
We proved that MH has a stronger impact on replication than γ ray by its action of extending the
duration of cell transitions from the S-phase of the cell cycle to mitosis by 6.5 h. Data regarding the
duration of the cell cycle in the H. vulgare ‘Start’ variety are also presented for first time.
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Abstract: The complete and accurate replication of the genome is a crucial aspect of cell proliferation
that is often perturbed during oncogenesis. Replication stress arising from a variety of obstacles to
replication fork progression and processivity is an important contributor to genome destabilization.
Accordingly, cells mount a complex response to this stress that allows the stabilization and restart
of stalled replication forks and enables the full duplication of the genetic material. This response
articulates itself on three important platforms, Replication Protein A/RPA-coated single-stranded
DNA, the DNA polymerase processivity clamp PCNA and the FANCD2/I Fanconi Anemia complex.
On these platforms, the recruitment, activation and release of a variety of genome maintenance factors is
regulated by post-translational modifications including mono- and poly-ubiquitylation. Here, we review
recent insights into the control of replication fork stability and restart by the ubiquitin system during
replication stress with a particular focus on human cells. We highlight the roles of E3 ubiquitin ligases,
ubiquitin readers and deubiquitylases that provide the required flexibility at stalled forks to select
the optimal restart pathways and rescue genome stability during stressful conditions.

Keywords: DNA replication stress; genome stability; ubiquitin; replication fork restart; translesion
synthesis; template-switching; homologous recombination; Fanconi Anemia

1. Introduction

Precise and thorough replication of the genome is a pre-requisite for cell proliferation and
the faithful transmission of genetic information to the progeny of all living organisms. In humans,
this is a complex and difficult task considering the sheer number of bases that must be accurately
replicated to produce an adult person composed of an estimated >1013 cells [1]. To complexify
matters, a variety of obstacles can impede replication fork progression and processivity and create
circumstances that lead to point mutations and rearrangements. These situations include repetitive
and/or secondary-structure prone DNA sequences, DNA lesions, RNA:DNA hybrids, insufficient
nucleotide levels, oncogene activation and many other replication hurdles that are collectively referred
to as DNA replication stress [2,3].

Recent reports have highlighted a unifying early response to replication stress in mammalian
cells in which stalled forks rapidly regress to form 4-branched structures reminiscent of chicken
feet by re-annealing of parental strands and concomitant annealing of the nascent DNA strands
([4,5] and Figure 1). This appears to be a universal response as fork reversal is well documented
in prokaryotic systems and was also detected upon topoisomerase I inhibition in yeast, mouse and
human cells as well as in Xenopus laevis egg extracts [5–7]. Moreover, this response is induced
by treatments with mild concentrations of many replication disruptors indicating that it may
be an invariable event during replication stress [4]. The reversal of ongoing forks into 4-way
Holliday-like junctions had been proposed as a strategy to bypass DNA damage for a long time
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but the development of methods to enrich replication intermediates coupled with electron microscopy
provided a robust assay to visualize these transient structures in eukaryotic systems [8,9]. Following
fork reversal which is mediated by a variety of different DNA helicases, fork restart can be enabled by
different pathways including rescue by convergent forks, recruitment of translesion polymerases and
template-switching. In response to inter-strand cross-links (ICLs) which block replisome progression,
the Fanconi Anemia (FA) repair pathway is engaged to remove covalent bonds between DNA strands
and complete DNA replication [10–13]. Stalled forks may also be processed by structure-specific
endonucleases into single-ended double-stranded DNA breaks (DSBs) which can then be repaired by
recombination-dependent pathways such as break-induced replication [14,15].

Figure 1. Replication fork Reversal and Restart Pathways. Stalled forks are rapidly reversed into
four-branched structures by the combined activities of multiple DNA helicases. Stalled forks can be
rescued by a converging fork arising from a nearby-fired origin or by activation of a local dormant
origin by the replication stress response. In the event of replication fork stalling due to damaged bases,
error-prone translesion polymerases can replicate past the problematic lesions. Alternatively, stalled
polymerases can use an undamaged template to support genome replication, most often this template is
the newly-synthesized strand on the sister chromatid. Stalled forks can also be nucleolytically processed
(isosceles triangle) to yield single-ended DSBs that are repaired by recombination-based pathways.
The best characterized inter-strand cross-link repair mechanism requires the convergence of two
replication forks at the lesion but replication-independent repair can also occur. Single replication forks
frequently traverse cross-links which allows post-replicative repair of the lesion. Nucleases (isosceles
triangles) incise a single DNA strand in 5′ and 3′ of the cross-link thereby creating a double-strand break
(DSB) concomitantly with cross-link unhooking. Translesion synthesis proceeds past the unhooked
cross-link and homologous recombination with the sister chromatid repairs the DSB.

The rapid reversal of replication forks and the subsequent restart mechanisms are regulated by
an organized cellular response called the Replication Stress Response (RSR). A number of essential
proteins control DNA replication and activate the RSR when necessary to safeguard genome replication.
Chief among these factors, is the highly abundant heterotrimeric single-stranded (ss) DNA-binding
complex Replication Protein A (RPA; composed of RPA70, 32, 14) [16,17]. The RPA complex binds
ssDNA via its 4 central oligonucleotide/oligosaccharide binding (OB)-fold domains (3 on RPA70 and
1 on RPA32) which occupy −30 nts/trimer when fully extended. The high avidity of RPA for ssDNA
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supports unperturbed DNA replication by protecting these fragile regions against enzymatic processing
and by disrupting secondary DNA structures that could slow down or block DNA polymerases.
Additionally, RPA contains two protein-protein interaction modules: the RPA70 N-terminal OB-fold
domain and the winged helix domain at the C-terminus of RPA32. These features allow the RPA-ssDNA
platform to orchestrate the recruitment and activation of a large number of DNA damage signaling
and repair factors to maintain genome stability [18–21].

The RSR is switched on by the detection of a deoxyribonucleic structure composed of persistent
RPA-ssDNA and an adjacent single-/double-stranded (ds) DNA junction [22–24]. This structure
results at least in part from the functional uncoupling of the replicative DNA helicase and polymerases
during replication stress and activates the ATR-ATRIP master checkpoint kinase [25,26]. A similar
ATR-activating structure can also arise from DSB resection, conferring an unusual flexibility to ATR in
the detection of genome destabilizing lesions [27]. ATR is brought onto RPA-ssDNA by an interaction
between its obligate partner ATRIP and RPA [28,29]. Once there, it is activated by direct contact
with proteins that possess ATR-activating domains (AAD). In human cells, two such ATR activators
have been described thus far: TOPBP1 (Topoisomerase II Binding Protein 1) and ETAA1 (Ewing’s
Tumor Associated Antigen 1) [30–33]. It is thought that the physical contact between ATR-ATRIP
and the AAD domain of its activators induces conformational changes that lead to ATR activation.
Once activated via auto-phosphorylation, ATR modifies a variety of RSR effectors including RPA itself
and the downstream kinase CHK1 to prevent the firing of new replication origins, activate fork repair
factors and inhibit cell cycle progression to support the recovery and eventual completion of DNA
replication prior to mitosis entry [34–38]. In addition to ATR activation, the ability of RPA to interact
with numerous other DNA replication, recombination and repair factors implicates it in virtually all
sub-pathways of replication fork processing and restart during replication stress.

Another key platform for the early RSR is the homotrimeric DNA polymerase sliding clamp
PCNA (Proliferating Cell Nuclear Antigen) [39,40]. During normal replication, the ring-shaped
homotrimeric PCNA is loaded onto primer template junctions by the Replication Factor C complex
and encircles dsDNA while interacting with DNA polymerases to enhance their processivity [41–43].
PCNA is also important to mediate polymerase switches during replication and is a critical regulator
of Okazaki fragment processing. Similarly to RPA, PCNA exerts its cellular functions by interacting
with myriad genome maintenance factors that often bind PCNA through a short conserved PIP (PCNA
interacting-peptide; consensus sequence Q-x-x-[I/L/M/V]-x-x-[F/Y]-[F/Y]) making this platform an
essential component of DNA replication and the RSR [44]. Because of their symmetrical architecture,
PCNA and its bacterial equivalent the beta sliding clamp can in principle interact productively with
multiple different partners simultaneously giving rise to the tool belt hypothesis [45]. The alternative to
this model is the sequential interaction of PCNA with individual enzymes and experimental support for
both models exists in Okazaki fragment maturation by the FEN1, POL δ and Ligase I enzymes [46,47].
During DNA replication stress, PCNA interacts with various DNA helicases and polymerases and
plays key roles in fork reversal, template-switching, homologous recombination (HR) and translesion
DNA synthesis to maintain genome stability [8,48,49].

Finally, the FA DNA repair pathway processes highly toxic inter-strand cross-links (ICLs). FA is a
rare human syndrome characterized by bone marrow failure, cellular hypersensitivity to cross-linking
agents, cancer predisposition and skeletal defects among a host of other clinical manifestations.
The mutations of 22 DNA repair genes result in at least a subset of FA symptoms and the proteins
that they encode are considered bona fide FA factors [12]. The critical platform of this pathway is
the FANCD2/I complex which initially recognizes the lesion and coordinates the recruitment of
endonucleases to unhook the cross-link. Following the unhooking reaction, translesion polymerases,
HR and nucleotide excision repair effectors collaborate to remove the chemical adduct and complete
DNA replication (Figure 1). More recently, several FA proteins were also shown to function in various
aspects of the RSR indicating that at least some components of this pathway may play important
genome maintenance roles beyond the repair of ICLs [50–54].
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Recruitment and exchange of interacting partners on RPA, PCNA and FANCD2/I, particularly
in response to various types of DNA damage is controlled by post-translational modifications
(PTMs) [16,40,55,56]. For instance, hyper-phosphorylation of the N-terminus of RPA32 by the ATR,
ATM and DNA-PK DNA damage kinases regulates its association with the MRN complex, the PALB2
HR protein and the PRP19 E3 ubiquitin ligase among others [57–59]. Ubiquitylation has also emerged
as a prevalent PTM that occurs on a large number of genome maintenance factors in response to
replication stress and DSBs ([60–62] and reviewed in [63–66]). Modifications of PCNA, FANCD2/I
and more recently of RPA by ubiquitin and ubiquitin-like modifiers have been shown to control
their functions in genome maintenance. Here, we review recent findings on the ubiquitin ligases,
ubiquitin-binding genome guardians and de-ubiquitylases that play key roles on the main RSR
platforms to faithfully complete DNA replication under adverse conditions.

2. Ubiquitylation on the RPA-ssDNA Platform

The first indication that the RPA complex is ubiquitylated upon DNA damage came from
proteomics analyses which showed that RPA70, RPA32 and RPA14 are all modified by ubiquitin
in UV-treated cells [61]. Subsequently, RPA ubiquitylation was also shown to be enhanced by
camptothecin (CPT; a topoisomerase I inhibitor that creates DSBs at ongoing forks), hydroxyurea
(HU), the DNA polymerase inhibitor aphidicolin and the cross-linking agent mitomycin C but not by
γ-irradiation (IR) indicating that this modification is particularly relevant to the RSR [21,67,68]. Two E3
ubiquitin ligases function on RPA-ssDNA and control RPA ubiquitylation during replication stress:
PRP19 and RFWD3 [21,59,67–69].

2.1. PRP19, at the Intersection of mRNA Maturation and Genome Maintenance

PRP19 is a multifunctional and essential U-BOX family E3 ubiquitin ligase best known for
its role as an evolutionarily conserved pre-mRNA processing factor that functions within the
PRP19/CDC5L core complex, an important spliceosome co-factor composed of PRP19, CDC5L,
PLRG1 and BCAS2 [70–74]. In addition to its U-BOX E3 ligase domain, PRP19 also contains a
central coiled-coil domain which allows its tetramerization and a C-terminal substrate recognition
WD40-repeat module [69,75,76]. It was first discovered in yeast as a mutant that accumulates
intron-containing pre-mRNA at non-permissive temperature and was later shown to physically
associate with the spliceosome and promote its activation [77–79]. Mechanistically, PRP19 is part of
a ubiquitylation/de-ubiquitylation cycle that targets the PRP3 subunit of the U4/U6 snRNP with
non-degradative K63-linked ubiquitin chains to promote spliceosome maturation and productive
rounds of mRNA splicing [80].

Saccharomyces cerevisiae, PRP19 is also known as PSO4 and was independently found in a genetic
screen for photoactivated psoralen-sensitive mutants suggesting that it may play a role in ICL
repair [81]. Depletion of the PRP19/CDC5L complex also inhibits psoralen cross-link repair in vivo in
human cells [82]. Additional early clues for a DNA repair function of PRP19 came from the observation
that its overexpression enhances the resistance to genotoxic insults and increases the replication lifespan
of umbilical vein endothelial cells [83]. Knockdown (KD) of the core subunits of the PRP19/CDC5L
complex also results in sensitivity to the replication stress-inducing agents mitomycin C, UV and
HU [84,85]. Support for a more direct link between the PRP19 complex and the RSR came from the
discovery that the complete PRP19/CDC5L core complex relocates onto RPA-ssDNA upon replication
stress or at resected DSBs [21,69,86]. On RPA-ssDNA, the PRP19 complex promotes ATR activation.
Indeed KD of PRP19, CDC5L, PLRG1 or BCAS2 all strongly decrease RSR signaling by ATR and the
recruitment of this master checkpoint kinase to stalled forks as measured by phosphorylation of its
substrates (RPA and/or CHK1) and by ATRIP foci formation [21,69,84,86]. Depletion of PRP19 and
other splicing factors was also shown to impede DSB resection which may contribute to ATR-activation
and RPA phosphorylation defects [21,69,87,88]. Furthermore, PRP19 complex KD impedes replication
fork restart and HR indicative of extensive roles in the RSR [21,87,89]. Importantly, a WD40-repeat

35



Int. J. Mol. Sci. 2018, 19, 2909

point mutant defective for the PRP19-RPA interaction but still able to form the PRP19-CDC5L splicing
complex is unable to support ATR activation, HR and timely repair of collapsed replication forks,
demonstrating the dual roles of PRP19 in mRNA processing and the RSR [21,59]. A deletion of the
U-BOX domain also impedes ATR activation and HR linking them to PRP19-mediated ubiquitylation.
Mechanistically, PRP19 KD decreases RPA70 and RPA32 ubiquitylation upon CPT treatment and this
can be complemented by the re-expression of WT PRP19 but not by ubiquitin ligase or RPA-binding
mutants [21,59]. More recent data indicates that RPA ubiquitylation also depends on PLRG1 which is
required to activate the E3 ligase activity of the PRP19/CDC5L core complex [69]. Thus, in response
to replication stress, the PRP19 complex transforms into a sensor of RPA-ssDNA and functions as a
ubiquitin ligase on RPA-ssDNA to promote RSR signaling and replication fork repair.

2.2. RFWD3, a Novel Fanconi Anemia Player on RPA-ssDNA

RFWD3 is a RING (Really Interesting New Gene) domain E3 ubiquitin ligase that contains a
coiled-coil domain and a WD40-repeat substrate-binding module. The first link between RFWD3
and the DNA damage response came from the demonstration that RFWD3 works together with the
MDM2 E3 ligase to control the length of ubiquitin chains polymerized onto p53. In this context,
RFWD3-mediated ubiquitylation is non-degradative and promotes the stability of p53 in response
to DSBs [90]. Initial evidence for an implication of RFWD3 in the RSR came when it was isolated as
an RPA32 interactor and shown to be required for optimal RPA and CHK1 phosphorylation [91,92].
The magnitude of the CHK1 phosphorylation defect induced by RFWD3 KD appears to be somewhat
cell-type dependent perhaps due to variations in ATR activation thresholds [67,91,92]. However, in line
with an ATR-activating role for RFWD3, its downregulation leads to increased new origin firing during
replication stress, as might be expected if the S-phase checkpoint is defective [67]. This particular
function of RFWD3 in ATR signaling appears to be independent from its ubiquitin ligase activity but
to require its interaction with RPA [68]. Early phenotypic characterization also noted the inability of
RFWD3-depleted cells to resolve HU-induced RPA and RAD51 foci in a timely manner suggesting
that some step(s) in replication fork restart might depend on this E3 ubiquitin ligase [92]. Accordingly,
RFWD3 depletion or mutation renders cells sensitive to a variety of replication stressors including
CPT, mitomycin C, cisplatin and olaparib with milder sensitivities to HU and γ-irradiation [68,91–94].

A breakthrough came from the discovery that RFWD3 also acts as a ubiquitin ligase on RPA70
and RPA32 during replication stress and promotes HR repair of DSBs and stalled replication
forks [67]. Downregulation of RFWD3 abrogrates ubiquitylation of RPA in response to HU, 4-NQO
(4-nitroquinoline), mitomycin C and CPT treatments [59,67,68]. Some of the phenotypes seen upon
RFWD3 depletion could be recapitulated by a RPA32 ubiquitylation mutant (K37/38R) which exhibited
replication fork repair defects. Nevertheless, this mutant was still able to support HR at stalled forks,
possibly due to the fact that at least 18 potentially interchangeable lysines are modified on the RPA
complex, which makes it difficult to create fully ubiquitylation-defective RPA [67]. Interestingly,
a RPA32 C-terminal winged-helix domain mutant that cannot interact with RFWD3 mutant also had
impaired phosphorylation suggesting crosstalk between these 2 PTMs on RPA-ssDNA. In response
to replication stress, it does not appear that ubiquitylation mediated by UV or 4-NQO treatment is
degradative as no increase in ubiquitylated RPA species or in total RPA levels could be observed in
response to proteasome inhibition [67].

Another important development was recently made with the implication of RFWD3 as a novel FA
pathway factor and the discovery that RFWD3-mediated ubiquitylation is an important contributor to
ICL repair [68,93,94]. Mechanistically, it was found that both RPA and the RAD51 HR recombinase
directly interact with RFWD3 and are ubiquitylated in response to mitomycin C [68]. In contrast to
the ubiquitylation induced by short term UV or 4-NQO treatments, long-term mitomycin C treatment
destabilizes RPA32 and RAD51 proteins in a RFWD3-dependent manner [67,68]. Enhanced levels of
RPA32 and RAD51 ubiquitylation induced by mitomycin C were observed following proteasome or
VCP (Valosin-containing protein/p97) inhibition and the turnover of RPA32 in mitomycin C-induced
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foci was decreased upon RFWD3 KD but not in response to PRP19 depletion, indicating a specific
role of RFWD3 in this genotoxic context. In vitro, ubiquitylation of RPA70 and 32 and of RAD51
decreased their affinity for ssDNA. RPA32 or RAD51 ubiquitylation mutants also showed some
impairment in turnover rates as well as defective HR repair and sensitivity to ICL agents implicating
their modification directly in these processes. The loading of the RAD54 SWI2/SNF2 ATPase motor
protein and the MCM8 helicase were perturbed by RFWD3 KO indicating extensive defects in the later
steps of ICL repair.

RFWD3 was also directly implicated in FA when a patient was found with a frameshift leading
to premature termination on one RFWD3 allele and a missense mutation (I639K) in the WD40-repeat
domain of the other. This patient presented FA symptoms including absent thumbs, pan-cytopenia
of the bone marrow and hypersensitivity of cells to mitomycin C and diepoxybutane. Chromosomal
breakage, G2-arrest and cell death induced by mitomycin C treatment of patient fibroblasts could
be complemented by re-expression of WT RFWD3 establishing this ubiquitin ligase as a novel FA
factor [68,93,94]. Mutation of I639K and other residues on the WD40-repeat domain abrogates the
recruitment of RFWD3 to sites of damage, its interaction with RPA and RAD51, the ubiquitylation
of these substrates, and HR repair. Altogether these studies convincingly implicate RFWD3 in the
regulation of HR that occurs towards the end of ICL repair [68,93,94].

2.3. Potential Interplay between PRP19 and RFWD3 on RPA-ssDNA

How could RFWD3 and PRP19 collaborate to regulate the RSR? Whereas RFWD3 is constitutively
associated with the RPA32 C-terminal winged-helix domain, the PRP19 complex is specifically recruited
to RPA-ssDNA during replication stress [21,59,62]. Upon damage, PRP19 also interacts with RFWD3,
perhaps by joining it on the RPA complex as PRP19 was shown to associate with RPA70 whereas
RFWD3 is tethered to the C-terminus of RPA32 [21,59,86,93]. The PRP19-RPA interaction is strongly
stimulated by CPT treatment which creates DSB at replication forks. This CPT-triggered PRP19-RPA
interaction is decreased by ATR kinase inhibition and completely abrogated when ATR, ATM and
DNA-PK are jointly inactivated [21,59]. All 3 of these DNA damage response kinases phosphorylate
their own specific substrates in response to DNA damage but they act together on the RPA32
N-terminus to promote its full hyper-phosphorylation during replication-associated DSBs [55,95].
Interestingly, an RPA32 mutant that cannot be phosphorylated still binds RFWD3 but cannot interact
with PRP19 or be ubiquitylated in response to CPT. Reciprocally, a PRP19 point mutant that cannot
interact with phosphorylated RPA is unable to support CPT-mediated RPA ubiquitylation [59,69].
Part of the ubiquitylation occurring on RPA occurs as non-degradative K63-linked chains, which are
important regulators of protein-protein interactions [21,67,96,97]. In vitro, ATRIP exhibits affinity for
K63-linked ubiquitin chains that may favor ATR-ATRIP recruitment onto ubiquitylated RPA-ssDNA.
This led to the proposal of a feed-forward loop for ATR activation in which RPA hyper-phosphorylation
by ATR, ATM and DNA-PK enhances its interaction with PRP19 and its ubiquitylation by both RFWD3
and PRP19 which may further promote fork restart and HR (Figure 2, [21,59]). In this context, the E3
ubiquitin ligase activity of PRP19 on RPA-ssDNA would promote ATR signaling, HR and fork restart
whereas RFWD3 would be geared more towards fork restart and HR. Use of different sites or types of
ubiquitin chains by each ligase on RPA may explain their differential requirements in these aspects of
the RSR. Interestingly, a notable exception to this model is for mitomycin C treatment which increases
the RFWD3-RPA interaction [93]. This enhanced recruitment of RFWD3 to RPA in response to ICLs
may explain the degradative nature of RFWD3-mediated ubiquitylation in this context. Additional
work will be required to understand the mechanisms which control the balance of degradative and
non-degradative ubiquitylation on RPA-ssDNA.
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Figure 2. Ubiquitylation on the RPA-ssDNA platform during Replication Stress. (1) Fork uncoupling
leads to RPA-ssDNA production which is constitutively associated with the RFWD3 (R3) ubiquitin
ligase; (2) RPA hyper-phosphorylation by ATR, ATM and DNA-PK enhances the recruitment of
PRP19 (19); (3) PRP19 and RFWD3 poly-ubiquitylate the RPA complex. K63-linked chains help tether
ATR-ATRIP to RPA-ssDNA; (4) this produces a feed-forward loop that results in the spreading of RPA
phosphorylation and ubiquitylation across RPA-ssDNA filaments. These modifications stimulate RSR
signaling, fork restart and homologous recombination.

Another potential point of intersection between PRP19 and RFWD3 could be at the level of
RFWD3 phosphorylation. It was shown that RFWD3 is phosphorylated by ATM/ATR in response
to replication stress and this phosphorylation is required for mitomycin C resistance as well as for
RPA ubiquitylation [68,90,93]. Because of PRP19’s role in ATR activation it is possible that some of
the negative impact of PRP19 depletion on RPA ubiquitylation may be through a decrease in the
stimulatory phosphorylation of RFWD3 during the RSR. It is also possible that these two ligases
may confer some flexibility in the response to specific genotoxic circumstances that may lead to RPA
ubiquitylation. In this regard, it has been shown that RPA is also SUMOylated (small ubiquitin-like
modifier) in response to DSBs. SUMO-RPA enhances RAD51 recruitment and promotes HR repair of
the breaks [98]. It was suggested that SUMO-RPA may be recognized and targeted by the RNF4
SUMO-targeted ubiquitin ligase (STUbL) to facilitate RPA removal from ssDNA and promote
HR-mediated repair of breaks [98,99]. However, in contrast to the PRP19 and RFWD3 ligases, direct
ubiquitylation of RPA by RNF4 remains to be demonstrated. Under different genotoxic circumstances,
RFWD3, PRP19 and RNF4 may be called into action to modify RPA and regulate its many genome
maintenance functions. Finally, as RPA-ssDNA orchestrates the recruitment of multiple genome
guardians during the RSR, the ubiquitylation of additional substrates at stalled forks may explain some
of the phenotypic differences observed in PRP19- and RFWD3-deficient cells as well. How exactly,
these different E3 ligases work together on RPA-ssDNA will be an interesting avenue of future research.

3. Ubiquitylation on the PCNA Platform

Besides the RPA-ssDNA platform, PCNA is essential for DNA replication, DNA damage tolerance
and genome stability. PCNA is a homotrimeric DNA polymerase processivity factor. With its ring-shaped
structure, PCNA encircles DNA to form a sliding clamp and acts as a protein loading scaffold during
unperturbed DNA replication. In addition to its critical roles during replication, PCNA serves as a
recruitment platform for genome maintenance proteins and choreographs their activities within
multiple repair pathways (reviewed in [39,40]). Similarly to the RPA-ssDNA platform, studies revealed
that ubiquitylation and/or SUMOylation of PCNA are important for cell survival in response to
DNA damaging agents that block replication fork progression such as UV, methyl methanesulfonate,
mitomycin C or HU [100,101]. Whereas DNA damaging agents that cause fork stalling lead to PCNA
ubiquitylation, others such as CPT or bleomycin that cause DSBs do not, underlining the relevance of
PCNA ubiquitylation for the restoration of blocked replication forks.

In response to replication fork stalling or during normal S-phase, mono- or poly-ubiquitylation
and/or SUMOylation on PCNA occurs on a major site, the highly conserved lysine 164 (K164)
residue [102–105]. PCNA mono-ubiquitylation in yeast and in mammals is mainly catalyzed by
the conserved Rad18(E3)/Rad6(E2) complex [106]. Poly-ubiquitylation of PCNA by addition of
K63-linked ubiquitin chains onto mono-ubiquitylated PCNA depends on the heterodimeric complex
Ubc13-Mms2 (E2) first discovered in yeast (UBC13-UEV1 in humans) in association with the Rad5
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ubiquitin ligase (HLTF or SHPRH in humans) [103,107,108]. In yeast, PCNA is also SUMOylated
to a lesser extent on K127 and additional sites are also found in human cells [102,109]. In yeast,
PCNA SUMOylation involves Ubc9 (E2) and Siz1 and Siz2 (E3a) whereas the SUMO E3 in humans
in currently unknown [102–104,110]. In human cells, endogenous DNA damage also promotes K164
PCNA mono-ubiquitylation by CRL4Cdt2, instead of RAD18 [111]. PCNA ubiquitylation can also
be stimulated by accessory co-factors such as SIVA1, a PCNA and RAD18-interacting protein [112].
A notable exception to K164-targeted ubiquitylation was discovered in DNA ligase I-defective yeast
cells. In this context, deficient Okazaki fragment ligation leads to ubiquitylation of PCNA at K107
at non-permissive temperatures to promote DNA damage signaling [113]. Although the specific
lysine residue remains to be determined, it seems that this alternative modification is also conserved
in humans [113,114].

A functional link between the RPA-ssDNA and PCNA ubiquitylation has been established in
yeast where RPA-ssDNA serves as a recruitment platform for Rad18-Rad6 at stalled forks and controls
PCNA ubiquitylation [115]. In humans, some evidence also suggests that RPA-ssDNA regulates
PCNA ubiquitylation further supporting close collaboration between both platforms in genome
maintenance [101].

The modification of PCNA by ubiquitin and ubiquitin-like molecules controls repair pathway
choice at replication-blocking obstacles. Two major pathways mediate DNA damage tolerance
mechanisms to allow replication completion in the presence of damage: Translesion synthesis (TLS) and
template switching (TS) (Figure 3 and reviewed in [116]). While PCNA mono-ubiquitylation promotes
TLS that constitutes to some extent an error-prone lesion bypass mode, PCNA poly-ubiquitylation
promotes TS, an error-free recombination-based repair pathway.

Figure 3. Ubiquitylation on PCNA during Replication Stress. When forks encounter DNA lesions,
PCNA is either mono-ubiquitylated to engage translesion synthesis or poly-ubiquitylated to trigger
lesion bypass by template switching. RAD18(18)-RAD6(6) is recruited and mono-ubiquitylates PCNA
at K164. Mono-ubiquitylated PCNA is recognized by specialized TLS polymerases that contain
PCNA-interacting and ubiquitin-binding domains (e.g., POL η, κ, ι, REV1). TLS polymerases replace
replicative polymerases to continue DNA synthesis across the lesions. Addition of K63-linked ubiquitin
chains on mono-ubiquitylated PCNA is mediated by the UBC13-UEV1 (13) E2 complex which functions
with either HLTF, SHPRH and/or currently unknown E3 ligases (X). Poly-ubiquitylated PCNA recruits
fork remodeler ZRANB3 via its ubiquitin binding zinc finger to allow fork regression.
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3.1. PCNA Mono-Ubiquitylation and Translesion Synthesis

TLS is a highly conserved repair mechanism that uses low fidelity polymerases to replicate
damaged DNA segments thus allowing completion of DNA replication (reviewed in [116]). During
TLS, DNA polymerase switches happen during which replicative polymerases (i.e., Pol δ and Pol
ε B-family polymerases) are replaced by specialized TLS polymerases that are capable of inserting
nucleotides opposite lesions [117–119]. Once nucleotide incorporation opposite the lesion is made, the
TLS patch is then extended by the same or another TLS polymerase. The extension step can range
from 5–60 nucleotides depending on the lesion and polymerase involved. The low processivity of TLS
polymerases enables a final switch that brings back a replicative DNA polymerase to resume bulk
genome replication.

The best characterized TLS enzymes include members of the Y-family of DNA polymerases Pol
η (eta; POLH/XPV/RAD30A), Pol ι (iota; POLI/RAD30B), Pol κ (kappa; POLK/DINB1) and REV1
along with the B-family polymerase Pol ζ (zeta), a tetrameric complex composed of the catalytic
subunit REV3L, REV7/MAD2L2/FANCV, POLD2 and POLD3 ([120–123] and reviewed in [124–127]).
When compared with replicative polymerases, these specialized polymerases generally exhibit lower
nucleotide incorporation fidelity due to a more spacious/flexible active site and lack exonucleolytic
proofreading function. TLS polymerases each have distinct properties that make them either mutagenic
or accurate depending on the type of lesion encountered. Care must thus be taken at the selection
step during polymerase switch to pick the best enzyme for the job at hand. For example, POL η/XPV
is the major TLS polymerase selected to bypass UV-induced cis-syn cyclobutane thymine-thymine
dimers (CPD) in a largely error-free manner [128–131]. The importance of POL η/XPV in UV-induced
damage repair is emphasized by the fact that its mutation in humans causes xeroderma pigmentosum,
a syndrome characterized by extreme sensitivity to sunlight and a high incidence of skin cancer [132,
133]. In the absence of POL η, TLS at CPDs is believed to be catalyzed by a different specialized
polymerase which frequently incorporates incorrect nucleotides thereby generating mutations that
promote cancer [134].

PCNA is the main conductor of polymerase switches during TLS and this is highly regulated by
its mono-ubiquitylation. TLS polymerases of the Y-family POL η, POL ι and POL κ possess PIP motifs
while REV1 interacts with PCNA via its BRCT (BRCA1 C Terminus) domain [135–139]. Besides these
PCNA-interacting regions, the Y-family of TLS polymerases also possess evolutionarily conserved
ubiquitin-binding motifs (UBM) and/or ubiquitin-binding zinc finger (UBZ) domains that mediate the
recognition of mono-ubiquitylated PCNA [140,141]. These ubiquitin-binding domains are important
for genome stability as exemplified by the requirement of the Pol η UBZ to restore normal response to
UV in XP-V fibroblasts [142]. Despite strong experimental support that PCNA mono-ubiquitylation
is required for maximal TLS in mammalian cells, this modification is not absolutely essential for this
process to occur. KD of REV3L, POL η or REV1 in PCNA K164R mouse embryonic fibroblasts (MEFs)
leads to increased UV sensitivity indicative of additional modes of recruitment for TLS polymerases
at lesions [143]. These alternative recruitment modes vary; certain TLS polymerases such as POL η

and POL κ interact with RAD18 to facilitate their access to DNA templates. Furthermore, REV1 binds
ssDNA and primer termini and recruits different TLS polymerase partners including POL ζ, POL η,
POL ι and POL κ to sites of damage. In essence, mono-ubiquitylated PCNA works with REV1 and its
partner TLS polymerases to coordinate both steps of the TLS reaction: nucleotide insertion opposite
the lesion and extension of the nascent strand [117,144–146].

3.2. PCNA Poly-Ubiquitylation and Template Switching

TS is a damage avoidance repair mechanism based on recombination that uses the undamaged
sister chromatid as the template to carry out limited DNA replication that allows the replication fork
to bypass problematic lesions in a mostly error-free manner (reviewed in [147–149]). Even though the
mechanistic details have not been completely worked out, TS at the fork is thought to happen after
fork reversal. DNA synthesis would then allow the stalled nascent DNA to extend past the lesion
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on the undamaged switched template (Figure 1 and [147]). TS can also occur post-replicatively and
initiate behind the fork at gapped lesions that were left behind [150,151].

In yeast, one of the major actors of this pathway is Rad5, a member of the SWI/SNF2
ATPase family which is also a RING domain E3 ubiquitin ligase. Rad5 mediates K63-linked PCNA
poly-ubiquitylation with its partner E2 Ubc13-Mms2 to extend the mono-ubiquitylation product created
by Rad18/Rad6 [102,103,108]. Moreover, the ATP-dependent helicase activity of Rad5 allows it to
unwind and anneal nascent and parental strands together to promote replication fork reversal [107,152].
Both the ubiquitin ligase and ATPase activities of Rad5 were shown to be required for genome stability
in response to a variety of different replication stressors [153–155].

Despite years of efforts, it is still unclear how PCNA poly-ubiquitylation in yeast promotes TS
and error-free damage bypass. What is clear is that sister chromatid junction formation during TS
requires PCNA SUMOylation and the Rad51 recombinase [156–158]. During an unperturbed S-phase,
unscheduled recombination is actively counteracted when DNA replication is proceeding smoothly.
Indeed, PCNA SUMOylation directly mediates the recruitment of the anti-recombinase/UvrD family
helicase Srs2 which is equipped with SUMO-interacting (SIMs) and PIP-like motifs. On SUMO-PCNA,
Srs2 minimizes Rad51-dependent recombination at ongoing forks by disturbing the formation of
Rad51-ssDNA filaments [159–164]. The alternative clamp loader Elg1 is also tethered to SUMO-PCNA
via SIMs and PIP-like motifs to promote PCNA unloading after Okazaki fragment maturation and
this role is shared by the Elg1 homolog in human cells, ATAD5 [165–168]. Moreover, SUMO-PCNA
positively regulates its damage-induced mono- and poly-ubiquitylation by recruiting the Rad6-Rad18
ligase which exhibits at least partial STUbL behavior on this platform. In this case however, the STUbL
activity does not appear to be shared by the human RAD18 homolog [169].

How Rad51 comes into action at stalled replication forks in yeast to induce TS when necessary
has recently been brought to light. It was found that the adaptor protein Esc2 possesses SUMO-like
domains (SLDs) which interact with SIMs on Srs2. Esc2 can also bind directly to branched DNA
structures in vitro and to stalled replication forks in vivo. At stalled forks, Esc2 and the STUbL Slx5-Slx8
increase the turnover of SUMOylated Srs2 thereby allowing Rad51 recruitment and local induction of
recombination [170,171]. Downstream of PCNA poly-ubiquitylation and Rad51-mediated TS, the Sgs1
helicase, together with Top3 and Rmi1 (BLM/TOP3A/RMI1/2 in humans) dissolves recombination
intermediates to promote the formation of non-crossover products [156,172]. Backup sister chromatid
junction resolution is also provided by the Mus81-Mms4 complex with assistance by Esc2 [173–175].

In this context, the role of poly-ubiquitylated PCNA in promoting this cascade of events still
remains a bit obscure. Thus far in yeast, the only known interactor of poly-ubiquitylated PCNA is the
AAA+ ATPase Mgs1 [176]. Interestingly, MGS1 exhibits synthetic lethality with RAD6 and synthetic
sickness with RAD18 and RAD5, implicating it in the protection and repair of stalled replication
forks [177]. Mgs1 interacts with poly-ubiquitylated PCNA via its UBZ domain. This domain allows
Mgs1 to outcompete the Pol δ subunit Pol32 on PCNA which may be important for a variety of
outcomes at stalled forks. However, a Mgs1 UBZ domain mutant still rescues synthetic lethality
of mgs1 rad18 mutants as well as the WT and the lack of DNA damage sensitivity of MGS1 single
mutants does not support a critical role for this protein in damage bypass [177,178]. The identification
of poly-ubiquitylated PCNA-binding effector(s) that may promote TS in yeast will be a very significant
step forward in our understanding of this error-free repair mechanism. Another scenario stems from
the very recent finding that K63-linked poly-ubiquitin chains can bind to DNA [179]. This opens up
the possibility that PCNA poly-ubiquitylation by itself may locally influence the architecture of stalled
replication forks and perhaps help their eventual restart.

In human cells, a similar pathway appears to promote damage avoidance and two Rad5 functional
homologues were identified: Helicase-like transcription factor (HLTF) and SNF2 histone-linker
PHD-finger RING-finger helicase (SHPRH) [180,181]. Both SHPRH and HLTF present extensive
structural and functional similarities with yeast Rad5 including RING domains that function with the
E2 complex UBC13-MMS2 to poly-ubiquitylate PCNA in response to replication stress [180–184].
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Additional E3 ligase(s) may also take part in PCNA poly-ubiquitylation in mammals as double
HLTF/SHPRH mutant MEFs showed a decrease but not an abrogation of PCNA poly-ubiquitylation in
response to UV [185]. In vitro, HLTF can carry out fork reversal and also complements the UV sensitivity
of the rad5 yeast mutant further supporting the notion that it acts as a Rad5 homolog to promote genome
maintenance [181,186,187]. In addition to its SWI/SNF helicase domain, HLTF has a HIRAN (HIP116
and RAD5 N-terminus) region which functions as a substrate recognition module. The HIRAN domain
is structurally similar to an OB-fold motif and mediates binding of HLTF at 3′ ssDNA ends to drive
replication fork reversal [188–191]. This domain is not found in SHPRH which also cannot complement
rad5 mutant UV sensitivity suggesting that despite their common function in PCNA poly-ubiquitylation,
HLTF and SHPRH may also have distinct roles in genome maintenance [184].

Little is known about how HLTF and SHPRH collaborate or how they split the work to regulate
replicative lesion bypass. One possibility is that each ligase may be activated in response to different
lesions or genotoxic circumstances. Supporting this idea, is the fact that HLTF and SHPRH were
shown to play distinct roles in the response to UV or MMS respectively [192]. MMS induces HLTF
degradation perhaps via auto-ubiquitylation and the formation of a RAD18-SHPRH-Pol κ complex
that allows bypass of the lesions. Contrastingly, following UV irradiation HLTF but not SHPRH
promotes the recruitment of Pol η which can bypass UV lesions in an error-free manner [192]. These
roles of HLTF and SHPRH in controlling some aspects of TLS are also supported experimentally
for the Rad6-Rad18-Rad5-Ubc13-Mms2 axis in fission yeast [193]. Interestingly, Pol η has a single
ubiquitin-binding motif whereas Pol κ and other TLS polymerases have 2 [142]. It is possible that PCNA
mono- and poly-ubiquitylation may be induced differentially depending on the source of replication
stress. In turn, this may influence TLS polymerase selection to maximize error-free repair of lesions.

In human cells, the SWI/SNF2 family ATPase ZRANB3/AH2 (zinc finger, RAN-binding domain
containing 3) is recruited onto poly-ubiquitylated PCNA and mediates replication fork reversal and
restart. In addition to fork regression activity, ZRANB3 can dismantle D-loops in vitro and limit
sister-chromatid exchange in vivo [194–197]. The recruitment of ZRANB3 to stalled forks requires a
PIP and an APIM (AlkB2 PCNA interaction motif) motif that bind directly to PCNA, a NZF (NPL4
zinc finger) which recognizes K63-linked ubiquitin chains and a HNH nuclease domain [195,197–199].
RAD18 or UBC13 depletion impaired the retention but not the initial recruitment of ZRANB3 at
UV stripes indicating that ZRANB3 may also be recruited in a PCNA ubiquitylation-independent
manner to sites of damage. HLTF and ZRANB3 along with a number of other factors function as fork
remodelers at stalled forks. One explanation for the requirement of many enzymes for this process
may lie in the variety of structures created in response to different types of lesions [200]. It is also
possible that different remodelers act in a sequential manner at different steps of the reversal reaction.
In agreement with this hypothesis, SMARCAL1, HLTF or ZRANB3 KO all led to a complete abrogation
of stalled fork degradation by the MRE11 nuclease in BRCA1/BRCA2 mutant cells suggesting that
these enzymes are all necessary for fork reversal [196,201]. Importantly, PCNA ubiquitylation, UBC13
and the interaction between ZRANB3 and poly-ubiquitylated PCNA were recently shown to be
required for fork reversal in vivo, suggesting a sequential model where the PCNA-RAD18-UBC13
system would promote the arrival of ZRANB3 to stalled forks and drive their remodeling to support
genome stability [194]. Whether HLTF, SHPRH or perhaps another E3 ubiquitin ligase controls this
process remains to be determined.

The WRN-interacting protein 1 (WRNIP1) AAA+ ATPase is the human homolog of Mgs1 and
like its yeast counterpart, it can interact with ubiquitylated PCNA [202]. The localization of WRNIP1
to replication factories or micro-irradiation stripes depends on its UBZ domain which, in vitro shows
preference for ubiquitin chains over single ubiquitin polypeptides [202–204]. WRNIP1 foci formation
was decreased albeit not totally abrogated upon mutation of the K164 ubiquitin-acceptor site on
PCNA suggesting that additional ubiquitylated proteins might tether WRNIP1 to sites of damage [205].
WRNIP1 is also able to bind directly to forked DNA structures resembling stalled forks and to interact
with RAD18 [205,206]. WRNIP1 plays multiple roles at stalled forks which include ATM activation,
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suppression of sister chromatid exchange and the stabilization of RAD51 on ssDNA to prevent
MRE11-mediated fork degradation during replication stress but whether these functions depend on its
UBZ domain remains undisclosed at the moment [205,207,208].

Finally, in human cells, PCNA is also SUMOylated although at lower levels than in yeast [109,209].
Similar to the situation in yeast, SUMOylated human PCNA is bound by an anti-recombinase
to prevent unscheduled recombination. Like its yeast equivalent Srs2, PARI (PCNA-associated
recombination inhibitor) also contains a UvrD helicase domain, a SIM and a PIP box. PARI binds
SUMOylated PCNA and limits recombination during ongoing DNA replication. In vitro, purified
PARI can disrupt RAD51 nucleofilaments and its PIP and SIM domains were also shown to mediate
CPT resistance [209]. PARI also has a helicase-independent but PCNA-interaction dependent role
in the suppression of HR. In this latter study, RAD51 nucleofilament disruption by PARI was not
detected but a defect in D-loop extension attributed to a competition between PARI and Pol δ for
PCNA was reported [210]. Additionally, cells expressing a non-SUMOylatable K164R PCNA mutant
still supported PARI foci indicating that other SUMO-modified proteins help tether PARI to stalled
replication forks. Thus, SUMOylation of PCNA and other proteins during replication stress is an
evolutionarily conserved strategy for the recruitment of effectors that prevent undesired recombination.

4. Ubiquitylation and the Fanconi Anemia Pathway

ICLs differ from most other replication stressors in that they completely block the progression of
DNA replication on both strands of the parental duplex. Covalent bonds between both filaments of the
double helix also obstruct any DNA transaction that requires strand separation. The FA repair pathway
resolves these damaging lesions and ubiquitylation plays prominent roles in this process. Here we will
provide a brief overview of this pathway and discuss recent discoveries on the importance of ubiquitin
in the regulation of ICL repair. For additional details, there are numerous excellent detailed reviews on
the FA machinery to which we refer readers [10–13].

Activation of the FA pathway is triggered by ATR-mediated phosphorylation and subsequent
mono-ubiquitylation of the FANCD2/I dimer by the core FA ubiquitin ligase complex following
ICL detection [211–213]. The FA core complex contains the FANCL RING E3 ubiquitin ligase which
works with its partner E2 UBE2T to mono-ubiquitylate FANCD2 on lysine 561 and FANCI on lysine
523 [214–217]. Activation of the FANCD2/I complex at ICLs is also regulated by the FAAP20 accessory
subunit of the FA core complex that contains a UBZ domain with preference for K63-linked ubiquitin
chains. FAAP20 is recruited via its UBZ domain to ICLs and promotes chromatin loading of the core
complex in response to cross-linking agents [218–220]. The recognition of RNF8-UBC13 axis-mediated
ubiquitylation products on chromatin by the UBZ domain of FAAP20 was proposed to be required
for full activation of the FA pathway but the functional importance of the UBZ domain for ICL repair
was inconclusive in one of the studies [218,220]. Once activated, mono-ubiquitylated FANCD2/I then
guides the recruitment of structure-specific endonucleases to incise in 5′ and 3′ of the covalently linked
nucleotides which results in cross-link unhooking (Figure 4). Among the enzymes that have been
implicated in ICL repair, three are associated with the SLX4/FANCP nuclease scaffold/cofactor protein:
XPF/ERCC4/FANCQ-ERCC1, MUS81-EME1 and SLX1 [221–229]. Cumulative evidence suggests
that XPF-ERCC1 is the prevailing player in this process with smaller contributions from the other
nucleases [230–233]. SLX4 orchestrates the activity of endonucleases by recruiting them to different
types of lesions [234]. In the case of ICLs, SLX4 is tethered via direct binding of mono-ubiquitylated
FANCD2/I and/or another ubiquitylated protein via its ubiquitin-reading dual UBZ domains (UBZ1
appears to have a predominant role in this) which enables the unhooking of the cross-link by
XPF-ERCC1 [230,232,235–238]. Functionally, mutation/deletion of the UBZ domains of SLX4 causes
FA, hypersensitivity to ICL agents and abrogation of its recruitment to psoralen-UVA micro-irradiation
tracks in human cells and MMC-induced foci in DT40 chicken cells [221,227,235,236]. The presence
of dual UBZ domains on SLX4 along with an in vitro preference of these domains for K63-linked
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ubiquitin chains suggest that poly-ubiquitylated proteins could also help mediate its recruitment to
cross-linked DNA [227,236].

Figure 4. Ubiquitylation and the Fanconi Anemia Cross-link Repair Pathway. Upon cross-link
detection, the FANCD2/I (D2/I) complex is activated by ATR phosphorylation and FA core complex
ubiquitylation. This ubiquitylation promotes the cross-link unhooking step via the recruitment of
nucleases containing ubiquitin binding-domains. These nucleases include SLX1, XPF and MUS81 (81)
which are bound to the scaffold SLX4 ubiquitin-binding protein, SNM1A and FAN1. The mode of
recruitment of SLX4 to ICLs is currently unclear and may depend on still unknown ubiquitylated
factors (X). After lesion unhooking is completed, translesion polymerases are recruited to synthesize
DNA on the parental duplex containing the lesion and the double-stranded break on the other duplex
is resected to promote HR. RFWD3 (R3) associates with and ubiquitylates the ssDNA-binding RPA
and the RAD51 recombinase and promotes their VCP/p97 and proteasome-dependent removal and
degradation to drive HR to completion.

In addition to the SLX4 nuclease organizer, other ubiquitin-reading nucleases function in ICL
repair. For instance, FAN1, a 5′ flap endonuclease and 5′-3′ exonuclease tethered to mono-ubiquitylated
FANCD2/I via a UBZ domain was shown to be required for optimal resistance to cross-linking
agents [239–242]. Despite strong molecular evidence supporting its implication in ICL repair, mutation
of FAN1 in humans does not lead to FA but causes karyomegalic interstitial nephritis (KIN) and
increased susceptibility to colorectal cancer [243–247]. Kidney defects are also observed in FAN1 KO
or nuclease-dead knock-in mouse models [243,244,248]. Cells from KIN patients with mutations in
FAN1 are sensitive to MMC but when treated with diepoxybutane do not show chromosomal breaks
or cell cycle arrest as is typical for FA-patient cells [246]. Additionally, in DT40 cells, FAN1 deletion
shows additive impairments in ICL repair with the rest of the FA pathway and this is also observed
in co-depletion experiments in human cells suggesting that FAN1 participates in repair of ICLs in a
unique manner [239,246]. Even more surprisingly, the mitomycin C sensitivity of KIN patient cells
or FAN1 KO cells can be rescued by a UBZ-defective mutant but not by a nuclease-dead mutant
indicating that FAN1’s role in ICL repair depends on its catalytic activity but not on its interaction with
mono-ubiquitylated FANCD2 [244,246,249]. A UBZ FAN1 mutant is also still able to rapidly localize
to psoralen-UV-A micro-irradiation sites via its SAP DNA-binding domain to mediate its ICL repair
function [244]. More recently, it was shown that chromosomal abnormalities caused by HU-induced
replication stress in MEFs cannot be rescued by a FAN1 UBZ mutant implicating this nuclease in other
aspects of the RSR. Double nuclease-defective FAN1 and FANCD2 KO MEFs did not display additive
levels of radial structures and chromatid breaks supporting the idea that FAN1 and mono-ubiquitylated
FANCD2 work together to restrain fork elongation during HU-induced replication stress [249,250].
Contrastingly, FAN1 plays a UBZ domain- and FA core complex-independent role in replication
fork restart in response to APH and in the absence of FANCD2 its unchecked activity can lead to
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degradation of APH-stalled forks [251]. Interestingly, G-quadruplex stabilization or UV-treatment was
shown to induce UBZ- and PIP-box-mediated FAN1 interaction with ubiquitylated PCNA indicating
that different RSR platforms can share ubiquitin-reading effectors to promote genomic integrity in a
context-specific manner [252]. Altogether, these data support ubiquitin-dependent and -independent
roles for the FAN1 nuclease in the RSR.

Apart from FAN1, in vitro nuclease assays have shown that the 5′-3′ exonuclease
SNM1A/DCLRE1A (Sensitive to Nitrogen Mustard 1A/DNA Cross-link Repair 1A) can also perform
unhooking of ICL lesions [253–255]. In humans, SNM1A is part of a family of three similar nucleases
from the β-CASP metallo-β-lactamase group with SNM1B/Apollo and SNM1C/Artemis [256].
SNM1A KO mice or SNM1A-depleted human cells exhibit increased sensitivity to MMC and
SNM1A or SNM1B disruption lead to cross-linking agent sensitivity in a non-epistatic way in DT40
cells [255,257,258]. SNM1C KO in DT40 cells does not induce ICL sensitivity [257]. Moreover, SNM1A
was the only member of the family able to complement the ICL agent sensitivity of the pso2 budding
yeast mutant [259]. In fission yeast, SpPso2 (SNM1A homolog) and SpFan1 (FAN1 homolog) function
in redundant pathways that support ICL repair [260]. This functional redundancy is conserved in
mammals as well [244]. SNM1A can also collaborate with XPF-ERCC1 to resolve ICLs before they
generate DSBs induced by the MUS81-EME1-mediated processing of stalled forks [255,261]. In vitro,
processing of ICLs in replication fork-like structures bearing nascent leading strands by XPF-ERCC1
and SNM1A is stimulated by RPA [262]. Like FAN1, SNM1A possesses UBZ and PIP box domains
that are both required for its recruitment to lesions by ubiquitylated PCNA in response to MMC or
UV [263]. However, the functional significance of UBZ-dependent recruitment of SNM1A for cross-link
repair has not yet been examined.

Following cross-link unhooking by nucleases, the lesion bypass step of the FA pathway requires
the recruitment of translesion polymerases to replicate across the cross-link remnant. In vertebrates,
REV1, REV3 and REV7 are proposed to be the main players during ICL repair [122,264–268]. TLS is
orchestrated by mono-ubiquitylated PCNA and a ubiquitin-binding motif in REV1 may bring it
to ICLs [269]. The current model posits that REV1 recruits POL ζ at the unhooked cross-link to
promote the extension step of the TLS reaction [268]. Very recently, biallelic inactivating mutations in
REV7/MAD2L2/FANCV were found to cause FA [270]. Interestingly, one of the mutations falls within
the HORMA domain of REV7, known to mediate its interaction with REV1 and REV3L suggesting that
the incapacity of patient cells to form an active Pol ζ is responsible for the defect in ICL repair [271].
The TLS-independent function of REV7 as part of the end-joining SHIELDIN complex that controls
the extent of DNA resection at DSBs could suggest defects in downstream ICL repair steps in REV7
mutant cells as well [272–279]. Finally, the recent implication of the RFWD3 ubiquitin ligase in the FA
pathway supports roles for ubiquitylation beyond cross-link unhooking, nuclease recruitment and
translesion synthesis into the HR-dependent steps of ICL repair [68,93,94].

5. De-Ubiquitylation and Replication Stress

De-ubiquitylation of the RSR platforms and more generally of genome maintenance factors
is also a critical regulatory aspect of DNA damage signaling and repair (reviewed in [280,281]).
Removal of ubiquitin moieties from their targets is carried out by multiple cysteine proteases known as
de-ubiquitinating enzymes (DUBs). Here, we present the key DUBs that function on PCNA, FANCD2/I
and RPA.

The USP1/UAF1 complex is an important de-ubiquitylase for the RSR that can remove ubiquitin
from PCNA and the FANCD2/I complex. It was first identified via a targeted siRNA screen as the DUB
that works on FANCD2 and subsequently found to target FANCI as well [216,282]. Disruption of USP1
in DT40 cells or in mice leads to cross-linker sensitivity and epistasis for ICL repair was shown between
chicken USP1 and FANCI. In mice, double FANCD2/USP1 KO leads to additive mitomycin C sensitivity
indicating at least partly independent ICL repair functions for these 2 proteins [283,284]. In USP1−/−

MEFs, spontaneous and damage-induced FANCD2 ubiquitylation were increased. Moreover, FANCD2
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foci assembly and HR were also defective. Similar ICL sensitivity and HR defects were also observed
in UAF1−/+ MEFs [285]. The recruitment mechanism of USP1/UAF1 onto FANCD2/I involves the
UAF1 subunit of the complex which contains SLDs at its C-terminus. These SLDs are bound by a
SIM on FANCI which is critical for FANCD2/I de-ubiquitylation [286]. It was also recently shown by
elegant in vitro experiments that FANCD2/I de-ubiquitylation occurs when DNA is disengaged which
would correlate with the completion of DNA repair in vivo [287].

USP1 also targets PCNA during replication stress. Exposure of cells to UV irradiation induces
auto-cleavage of USP1 which is subsequently degraded by the proteasome. This decrease in USP1
activity allows PCNA ubiquitylation levels to increase and promote TLS [288]. Interestingly, similar to
the tethering of USP1/UAF1 onto FANCD2/I, the UAF1 SLDs mediate its recruitment onto PCNA
via a SIM on ELG1, suggesting that USP1/UAF1 may coordinate HR and TLS [286]. Apart from
USP1, ubiquitin-specific protease 10 (USP10) is another negative regulator of ubiquitylated PCNA.
In this case, USP10 specifically recognizes PCNA that is decorated by ubiquitin but also by ISG15
(Interferon-stimulated gene 15, a ubiquitin-like molecule). USP10 activity on PCNA promotes the
release of Pol η and terminates TLS [289]. In both situations, PCNA de-ubiquitylation signals the
completion of DNA repair and allows the resumption of DNA replication.

More recently, a novel class of DUB was identified and shown to play a role in the RSR.
Three groups simultaneously identified ZUFSP (zinc finger with UFM1-specific peptidase domain
protein) as a DUB with a high preference for long K63-linked ubiquitin chains [290–292]. ZUFSP
interacts with and cleaves K63-linked chains via tandem ubiquitin-binding domains and a c-terminal
C78 papain-like peptidase domain. It co-localizes with RPA-ssDNA at micro-irradiation stripes and at
FokI-induced DSBs and its recruitment is mediated by ubiquitin-binding domains and a series of zinc
fingers at its N-terminus. KD of UBC13 strongly decreases ZUFSP accumulation at damage sites further
supporting the role of K63-linked ubiquitin chains in this process [290]. An interaction with RPA was
also reported by all three studies but RPA depletion did not impair the recruitment of ZUFSP to damage
sites [96,290,291]. In agreement with a role for ZUFSP in the RSR, its KD increased the duration of
S-phase and enhanced micronuclei formation in HU-treated cells. Prevention of micronuclei formation
required the catalytic activity, the ubiquitin-binding domains and the N-terminal zinc fingers of
ZUFSP [290]. Increased sensitivities to CPT and γ-irradiation along with spontaneous formation of
γ-H2A.X and 53BP1 foci were also observed upon ZUFSP depletion further supporting its genome
maintenance roles [291]. Interestingly, ZUFSP inhibition increased the levels of HU-induced and
basal K63-linked ubiquitylation on RPA70, RPA32 suggesting that it may curb ubiquitylation on the
RPA-ssDNA platform [96]. Additional work will be required to identify the full substrate complement
of this enzyme during replication stress and to better understand its role(s) in the RSR.

6. Conclusions and Future Perspectives

Over the last few decades, the combined efforts of many research groups working with a variety
of different model organisms have shown that the ubiquitin system coordinates the selection and
guidance of DNA repair activities on RPA-ssDNA, PCNA and FANCD2/I, in a highly context-specific
manner to safeguard the genome. At the same time, extensive crosstalk was documented between these
platforms which by no means evolve in silos. Case in point, RPA-ssDNA generated rapidly at stalled
forks promotes PCNA and FANCD2/I ubiquitylation by recruiting Rad18-Rad6 and by activating the
ATR-ATRIP kinase respectively [28,115]. At the same time, PCNA can promote RPA-ssDNA formation
by enhancing EXO1-mediated resection and many more connections exist between the three RSR
comrades in arms [293]. RSR platforms also share ubiquitin-binding effectors as is the case for the
nuclease FAN1 that is tethered to both ubiquitylated PCNA or FANCD2/I. The influence that these
platforms have on each other and how DNA repair is achieved in a mostly error-free manner despite
this extensive interplay will be important topics of future research.

In addition to the numerous E3 ubiquitin ligases discussed here, others for which substrates are
still poorly characterized have strong experimental support for roles in the RSR and more ligases that
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function in DNA damage repair are still being discovered [294–298]. Delineating how these novel
factors fit in the larger picture of the RSR will require the development of high-throughput substrate
identification methods to define their ubiquitylomes and help us understand the full extent of their
genome maintenance functions. With so many ligases converging to adjacent or even to the same RSR
platforms, an outstanding question is how do different ligases that act on similar sets of substrates
coordinate their activities to promote genome stability? A complete and fulfilling answer to this
question will require in vitro reconstitution and careful examination of these ubiquitylation reactions.

Finally, impairment of the RPA, PCNA and FANCD2/I platforms by pharmacological means has
the potential to synergize with current RSR-targeting drugs such as gemcitabine, ATR, CHK1 and
WEE1 inhibitors [24,299]. Already, inhibitors of RPA DNA-binding and protein-protein interactions
have shown promise in vitro and in cell models [300–302]. Peptides that impede the interaction of
PCNA-binding proteins with their target also show cancer-specific cytotoxicity [303,304]. Furthermore,
targeting the FA pathway by siRNA or small molecules increases cancer cell response to cisplatin and
gemcitabine [305,306]. Understanding the complex exchange of factors that occurs at the surface of
these genome maintenance platforms and its regulation by ubiquitin writers, readers and erasers, will
help us develop complementary strategies to impair RSR activation on its main hubs and hopefully
sensitize cancer cells even more to chemo- and radio-therapies.
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Abbreviations

4-NQO 4-Nitroquinoline
AAD ATR-activating domain
APH Aphidicolin
BRCT BRCA1 C Terminus
CPD Cyclobutane thymine-thymine dimer
CPT Camptothecin
DCLRE1A DNA Cross-link Repair 1A
DSB Double-stranded DNA break
DUB Deubiquitylating enzyme
ETAA1 Ewing’s Tumor Associated Antigen 1
FA Fanconi anemia
HIRAN HIP116 and RAD5 N-terminus
HLTF Helicase-like transcription factor
HR Homologous recombination
HU Hydroxyurea
ICL Inter-strand cross-link
IR Irradiation
ISG15 Interferon-stimulated gene 15
KD Knockdown
KIN Karyomegalic interstitial nephritis
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KO Knockout
MEF Mouse embryonic fibroblast
NZF NPL4 zinf finger
OB Oligonucleotide/oligosaccharide binding
PARI PCNA-associated recombination inhibitor
PCNA Proliferating Cell Nuclear Antigen
PIP PCNA interacting-peptide
PTM Post-translational modification
RING Really Interesting New Gene
RPA Replication Protein A
RSR Replication stress response
SHPRH SNF2 histone-linker PHD-finger RING-finger helicase
SIM SUMO-interacting motif
SLD SUMO-like domain
SNM1A Sensitive to Nitrogen Mustard 1A
STUbL SUMO-targeted ubiquitin ligase
SUMO Small ubiquitin-like modifier
TLS Translesion synthesis
TOPBP1 Topoisomerase II Binding protein 1
TS Template switch
UBM Ubiquitin-binding motif
UBZ Ubiquitin-binding zinc finger
USP1 Ubiquitin specific protease 1
USP10 Ubiquitin specific protease 10
VCP Vasolin-containing protein
WRNIP1 WRN-interacting protein 1
ZRANB3 Zinc finger RAN-binding domain containing 3
ZUFSP Zinc finger with UFM1-specific peptidase domain protein

References

1. Bianconi, E.; Piovesan, A.; Facchin, F.; Beraudi, A.; Casadei, R.; Frabetti, F.; Vitale, L.; Pelleri, M.C.; Tassani, S.;
Piva, F.; et al. An estimation of the number of cells in the human body. Ann. Hum. Biol. 2013, 40, 463–471.
[CrossRef] [PubMed]

2. Zeman, M.K.; Cimprich, K. Causes and consequences of replication stress. Nat. Cell Biol. 2013, 16, 2–9.
[CrossRef] [PubMed]

3. Kotsantis, P.; Petermann, E.; Boulton, S.J. Mechanisms of Oncogene-Induced Replication Stress: Jigsaw
Falling into Place. Cancer Discov. 2018, 1. [CrossRef] [PubMed]

4. Zellweger, R.; Dalcher, D.; Mutreja, K.; Berti, M.; Schmid, J.A.; Herrador, R.; Vindigni, A.; Lopes, M.
Rad51-mediated replication fork reversal is a global response to genotoxic treatments in human cells.
J. Cell Biol. 2015, 208, 563–579. [CrossRef] [PubMed]

5. Chaudhuri, A.R.; Hashimoto, Y.; Herrador, R.; Neelsen, K.J.; Fachinetti, D.; Bermejo, R.; Cocito, A.;
Costanzo, V.; Lopes, M. Topoisomerase I poisoning results in PARP-mediated replication fork reversal.
Nat. Struct. Mol. Biol. 2012, 19, 417–423. [CrossRef] [PubMed]

6. Neelsen, K.J.; Lopes, M. Replication fork reversal in eukaryotes: From dead end to dynamic response.
Nat. Rev. Mol. Cell Biol. 2015, 9. [CrossRef]

7. Atkinson, J.; McGlynn, P. Replication fork reversal and the maintenance of genome stability. Nucleic Acids Res.
2009, 37, 3475–3492. [CrossRef]

8. Quinet, A.; Lemaçon, D.; Vindigni, A. Replication Fork Reversal: Players and Guardians. Mol. Cell 2017, 68,
830–833. [CrossRef]

9. Neelsen, K.J.; Chaudhuri, A.R.; Follonier, C.; Herrador, R.; Lopes, M. Visualization and Interpretation of
Eukaryotic DNA Replication Intermediates In Vivo by Electron Microscopy. In Functional Analysis of DNA
and Chromatin; Stockert, J.C., Espada, J., Blázquez-Castro, A., Eds.; Humana Press: Totowa, NJ, USA, 2014;
pp. 177–208. ISBN 978-1-62703-706-8.

48



Int. J. Mol. Sci. 2018, 19, 2909

10. Duxin, J.P.; Walter, J.C. What is the DNA repair defect underlying Fanconi anemia? Curr. Opin. Cell Biol.
2015, 37, 49–60. [CrossRef]

11. Kottemann, M.C.; Smogorzewska, A. Fanconi anaemia and the repair of Watson and Crick DNA crosslinks.
Nature 2013, 493, 356–363. [CrossRef]

12. Che, R.; Zhang, J.; Nepal, M.; Han, B.; Fei, P. Multifaceted Fanconi Anemia Signaling. Trends Genet. 2017, 34,
171–183. [CrossRef] [PubMed]

13. Ceccaldi, R.; Sarangi, P.; D’Andrea, A.D. The Fanconi anaemia pathway: New players and new functions.
Nat. Rev. Mol. Cell Biol. 2016, 17, 337–349. [CrossRef] [PubMed]

14. Kramara, J.; Osia, B.; Malkova, A. Break-induced replication: An unhealthy choice for stress relief? Nat. Struct.
Mol. Biol. 2017, 24, 11–12. [CrossRef] [PubMed]

15. Berti, M.; Vindigni, A. Replication stress: Getting back on track. Nat. Struct. Mol. Biol. 2016, 23, 103–109.
[CrossRef] [PubMed]

16. Wold, M.S. Replication protein A: A heterotrimeric, single-stranded DNA-binding protein required for
eukaryotic DNA metabolism. Annu. Rev. Biochem. 1997, 66, 61–92. [CrossRef] [PubMed]

17. Flynn, R.L.; Zou, L. Oligonucleotide/oligosaccharide-binding fold proteins: A growing family of genome
guardians. Crit. Rev. Biochem. Mol. Biol. 2010, 45, 266–275. [CrossRef] [PubMed]
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Abstract: Incomplete and low-fidelity genome duplication contribute to genomic instability and
cancer development. Difficult-to-Replicate Sequences, or DiToRS, are natural impediments in
the genome that require specialized DNA polymerases and repair pathways to complete and
maintain faithful DNA synthesis. DiToRS include non B-DNA secondary structures formed by
repetitive sequences, for example within chromosomal fragile sites and telomeres, which inhibit
DNA replication under endogenous stress conditions. Oncogene activation alters DNA replication
dynamics and creates oncogenic replication stress, resulting in persistent activation of the DNA
damage and replication stress responses, cell cycle arrest, and cell death. The response to oncogenic
replication stress is highly complex and must be tightly regulated to prevent mutations and
tumorigenesis. In this review, we summarize types of known DiToRS and the experimental evidence
supporting replication inhibition, with a focus on the specialized DNA polymerases utilized to
cope with these obstacles. In addition, we discuss different causes of oncogenic replication stress
and its impact on DiToRS stability. We highlight recent findings regarding the regulation of DNA
polymerases during oncogenic replication stress and the implications for cancer development.

Keywords: Difficult-to-Replicate Sequences; replication stress; non-B DNA; Polymerase eta;
Polymerase kappa; genome instability; common fragile sites; Microsatellites

1. Introduction

To maintain genome integrity, complete genome duplication requires careful orchestration of
the replication machinery through active coordination of DNA synthesis and repair. Encounters
with structural impediments in the genome can lead to the slowing or stalling of the replication fork.
This phenomenon, termed replication stress, results in uncoupling of the helicase from the replisome
polymerases, creating long stretches of single-stranded DNA and activating a cascade of signaling
pathways referred to here as the replication stress response [1]. DNA replication stress has emerged as
a key factor driving genome instability during tumor cell evolution [2–4]. Persistent replicative stress
and unresolved fork stalling leads to repair processing and/or collapse of stalled DNA replication
forks, ultimately resulting in double strand breaks [3,5]. The replication stress response coordinates
DNA replication initiation and elongation, with the ability to rescue and resume synthesis at stalled
replication forks [1,5].

Replicative polymerases encounter many Difficult-To-Replicate Sequences, or DiToRS, regions of
the genome that hinder DNA synthesis elongation [6–8]. Impediments to genome replication arise
from both endogenous and exogenous sources. Endogenous replication fork barriers include naturally
arising physical obstacles, such as protein-DNA complexes or transcription-replication collisions (e.g.,
R-loops), and non-B DNA secondary structures, such as those formed within microsatellites, common
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fragile sites (CFSs), and telomeres [5,9–13]. Here, we will focus on DiToRS formed by non B-DNA
secondary structures and repetitive DNA. For a detailed review of physical obstacles from DiToRS,
we recommend these sources [7,14]. Exogenous exposures that impede DNA replication include DNA
lesions formed by environmental and physical insults, such as carcinogenic chemicals (i.e. tobacco
smoke), chemotherapeutic agents, or irradiation [5].

DiToRS present a challenge to DNA synthesis by replicative DNA polymerases and thereby
contribute to endogenous replication stress. The bulk of eukaryotic genome duplication is carried out
by the B-family replicative polymerases δ and ε. These polymerases are highly processive enzymes
with proofreading domains that maintain faithful DNA synthesis. However, the biochemical nature
of the replicative DNA polymerases renders the catalytic site inefficient at synthesizing past DiToRS
and DNA lesions. For this, cells utilize specialized DNA polymerases that have increased flexibility
for substrates, allowing enzymatic bypass of unusual DNA structures [15]. Importantly, decades of
research have revealed the importance of specialized DNA polymerases in mediating DNA synthesis
past DiToRS as well as DNA lesions to prevent replication stress.

Oncogene activation is a hallmark of cancer and typically exerts a myriad of effects on cellular
processes including, but not limited to, metabolism, proliferation, cell cycle progression, transcription
and DNA replication. Of note, oncogenes can disrupt replication dynamics by altering origin licensing,
origin firing, deoxynucleotide pools and transcription, leading to persistent replicative stress and
genome instability. Additionally, hyper-replication causes increased chromosomal breakage at DiToRS
such as CFSs [3,4,16], theoretically placing a reliance on specialized DNA polymerases to complete
genome duplication and cell proliferation. In this review, we summarize the types of DiToRS with a
focus on sequences that adopt non-B DNA structures and the importance of specialized polymerases for
completing DiToRS replication. Furthermore, we discuss how oncogenic replication stress affects the
regulation of specialized DNA polymerases during oncogenic replication stress, and the implications
for carcinogenesis.

2. Endogenous Genome DiToRS

The human genome is characterized by its DNA sequence complexity and high repetitive DNA
content [17]. With distinct sequence properties such as base composition, symmetry, and length,
repetitive sequences can form DNA secondary structures alternative to the right-handed B-DNA
helix [18] more favorably than random DNA sequences (reviewed in [7,11]). For instance, left-handed
Z-DNA duplexes form within alternating purine-pyrimidine sequences [19]; H-DNA triplexes form
within polypurine/polypyrimidine tracts and mirror repeats [20,21]; and both intramolecular and
intermolecular four stranded structures form within repeats rich in adjacent guanines [22] such as
telomeric repeats [23]. In addition, specific motifs can form unique, localized structures, including, but
not limited to, bent DNA within A-rich tracts [24], G quartets or G quadruplex (G4) structures formed
within G-rich tracts [25], and cruciform structures and hairpins formed between inverted repeats or
quasipalindromes [26,27].

The presence of repetitive sequences is a major factor impacting genome stability, and non-B DNA
secondary structures play an important, causative role in human cell mutagenesis and disease [28–30].
DiToRS exert their effects on genome instability by interfering with DNA synthesis accompanying any
phase of DNA metabolism: replication, repair, or recombination. Below, we summarize evidence for
the effect of DiToRS on replication obtained through in vitro studies of purified polymerases, ex vivo
studies using reporter plasmids and two-dimensional (2D) gel analyses of fork progression, and in vivo
studies analyzing replication progression within individual DNA molecules. Such DiToRS are linked
mechanistically to genome variations that underlie inherited microsatellite expansion diseases [31],
de novo genomic disorders [32,33], cancer genome instability [34–36], and genome evolution [37].
Evolutionarily, conserved repetitive elements prone to breakage or viral integration provide ideal
regions for chromosomal rearrangement and species divergence [38].
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DiToRS best described at the nucleotide level as inhibiting replication are associated with
microsatellites and chromosomal fragile sites. Microsatellites are short tandem repeats of 1–6 basepairs
per unit that are distributed throughout the human genome in both inter- and intragenic regions [39,40].
As detailed below, many microsatellite sequences can adopt alternative secondary structures, the form
and stability being dependent on the repeat unit sequence composition and total allele length. Fragile
sites are specific chromosomal regions where a high frequency of gaps/breaks can be observed
in metaphase chromosomes [41], and include CFS and rare fragile sites [42,43], early replicating
fragile sites [10], and telomeres [12]. CFS regions are associated with recurrent translocations,
interstitial deletions, and amplifications in cancer genomes [44,45], copy number variation in stem
cells [46], and viral DNA integration events [47,48]. A vast literature supports a role for DiToRS
as contributing to CFS etiology, and breakage within CFS regions is enhanced by replication stress
(reviewed in [8,41,49,50]). However, additional genome features and mechanisms contribute to difficult
replication through CFS regions, including a paucity of replication origins [51], inefficient replication
initiation [52,53], and the formation of R loops during transcription and collision with replication forks
during S phase [54].

2.1. AT-Rich Repeats

CFSs are enriched in Alu repeats and contain highly AT-rich regions, particularly mononucleotide
[A/T] microsatellites [2,55]. Such AT-rich, high DNA “flexibility regions” may affect replication by
hindering efficient topoisomerase activity ahead of the replication fork [42,56]. The Flex 1 region of
FRA16D contains a [AT/TA]34 microsatellite that induces replication fork stalling and chromosomal
fragility in an S. cerevisiae model [13]. Using locus-specific fiber analyses and FANCD2-deficient human
cells, replication forks were shown to stall within the AT-rich flexibility core regions of FRA16D [57].
Similarly, DNA fiber analyses demonstrated that replication through the FRA16C locus was slowed
near AT-rich regions [52]. The rare fragile site FRA16B spans the same genomic locus as FRA16C,
but is an expanded, AT-rich minisatellite repeat. In vitro, 14 copies of the 33mer minisatellite repeat
were shown to form alternative DNA secondary structures and when present in reporter plasmids,
inhibited replication in human cells [58].

Our laboratory provided direct experimental evidence that specific DiToRS within CFSs,
namely [A/T] and [AT/TA] microsatellites, are inhibitory to human replicative DNA polymerases.
A mononucleotide [A/T] repeat of 28 units within the FRA16D Flex 5 region inhibited DNA synthesis
in vitro by the replicative polymerases α-primase and δ, and inhibit DNA synthesis in cell-free human
extracts [59]. The human Pol δ holoenzyme dissociates from the DNA template at such repeat
elements [60], which may contribute to impaired replication fork progression observed within FRA16D.
Polymerase pausing may be due to the formation of bent DNA within the [A/T] tract [61], rather than
H-DNA formation [59]. Hairpin structures formed within long, CFS-derived [AT] repeats (25 units
or greater) also impede Pol δ holoenzyme synthesis [62], consistent with the length dependence of
replication inhibition and chromosomal instability at [AT/TA] tracts observed in vivo [13]. Interestingly,
a genome-wide analysis of structural variation in cancer genomes found a significant enrichment
of [AT/TA] repeats at translocation endpoints, whereas [A/T] repeats were found preferentially at
deletion endpoints [34].

2.2. GC-Rich Repeats

Arguably the best studied DiToRS in the human genome are those formed within expanded
microsatellites associated with over 30 neurological and neuromuscular disorders. The types of
DiToRS formed within these repetitive sequences and their effects on DNA metabolism have been
recently reviewed [31,63]. The [CCG/CGG] repeats can form both hairpins and G4 structures. Early
studies from the Usdin lab showed that [CGG] and other G-rich sequences are barriers to in vitro
DNA synthesis by prokaryotic polymerases, consistent with formation of intrastrand quadruplex
structures [64,65]. Using reporter plasmids, these repeats were shown by 2D gel analysis to stall
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replication in a length-dependent manner, in both yeast and primate cells [66,67]. Telomeric sequences
also encode GC-rich repeats that can fold into G4 structures [68]. Pol δ is the major DNA polymerase
responsible for human telomere ([TTAGGG] repeat) synthesis [69]. However, the Opresko lab showed
that while Pol δ pauses during synthesis of telomeric repeats in vitro, this pausing is not the result of
G4 structure formation [70]. Never-the-less, predicted G4-motifs are enriched at the breakpoints of
somatic copy number variations found in human cancers [71].

2.3. Triplex DNA (H-DNA)

Naturally occurring H DNA-sequences are a source of double strand breaks and genome
instability [36,72], and sequences with H-DNA potential, particularly [GAA] and [GAAA]
microsatellites, are associated with translocation breakpoints in tumor cells [34,36]. Our lab has
shown that the formation of H-DNA during long [TC] microsatellite DNA synthesis in vitro inhibits
replicative Pol α-primase [73]. However, the best studied example of an H-DNA forming DiToRS is
the expanded [GAA/CTT] repeat causing Freidrich’s ataxia. Using plasmid reporter assays and 2D
gel analyses, replication pausing within the repeats was observed in yeast, mammalian, and human
cell systems [74–76]. Direct visualization of replication fork intermediates using electron microscopy
confirmed the presence of aberrant structures within the long [GAA/CTT] repeats [76].

2.4. Inverted Repeats and Quasipalindromes

Inverted repeats and quasipalindromes are hot spots of double-strand breaks and rearrangements
that contribute to genomic instability [77,78]. Palindromes formed by Alu elements (long
inverted repeats) cause replication stalling in vivo [79]. Our lab demonstrated that much shorter,
quasipalindrome repeats (from 29–37 nucleotides in length) found within CFSs can directly impede
lagging strand polymerases in vitro [59,60]. Short inverted repeats (<30 bp) are enriched at cancer
genome translocation breakpoints, and a short inverted repeat present in a reporter plasmid was
sufficient to impede DNA replication fork progression in primate cells [80].

3. Specialized DNA Polymerases and the Maintenance of DiToRS Stability

Of the 15 human DNA polymerases, Pol zeta (Pol ζ) from the B-family, and Pols eta (Pol η), kappa
(Pol κ), and Rev1 from the Y-family are known regulators of DiToRS stability. These polymerases
are best known for their ability to carry out bypass of specific DNA lesions that block replicative
polymerases, hence their common description as translesion synthesis (TLS) polymerases [81]. We
proposed the terminology “specialized polymerases” as a more general term than “TLS polymerases”,
given the known cellular roles of these same enzymes in DiToRS replication [82]. For detailed reviews of
the replicative and specialized DNA polymerases required for DNA repair, including TLS, homologous
recombination, and non-homologous end joining, see Sale, 2013 [83]; Barnes, 2017 [84]; Bournique,
2018 [85]; Vaisman, 2017 [15]. Specialized polymerases are generally considered to be error-prone
because of their low fidelity compared to replicative polymerases when copying an undamaged,
B-form DNA templates. However, when utilizing templates containing DNA lesions or non-B DNA
structures, these polymerases can replicate DNA with remarkable accuracy and efficiency [86].

Given their known functions in maintaining genome stability, surprisingly little is known about
altered expression or mutation of specialized DNA polymerase genes in tumors. Using cBioPortal
analyses [87,88], we observed that POLH (Pol η), POLK (Pol κ), REV3L (Pol ζ) and REV1 genes
display different types of genomic alterations (Figure 1A). In total, an average of 6% of all tumor
samples queried have variant specialized polymerase genes, although alterations within certain types
of cancer reach up to 18%. The POLH locus is primarily amplified in cancers, and this amplification is
correlated with increased mRNA expression (Figure 1B). Increased POLH expression has also been
reported in Non-Small Cell Lung Cancers [89] and Head and Neck Squamous Cell Cancers [90].
Inherited loss-of-function POLH mutations cause Xeroderma Pigmentosum Variant (XPV), a disease
characterized by skin UV hypersensitivity and predisposition to skin cancer [91,92]. Correspondingly,
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the most studied biochemical activity of Pol η is its ability to accurately replicate UV-induced
cyclobutane pyrimidine dimers and other lesions [92,93]. Structurally, Pol η has a unique little finger
domain that may act as a molecular splint by forcing the DNA to adopt a B-DNA form during DNA
synthesis [94]. Loss of Pol η results in increased mutagenesis induced by UV and other DNA damaging
agents [95,96], and increases genome instability at CFSs (see below). Furthermore, Pol η has roles in
additional cellular processes, including mismatch repair [97], homologous recombination [98], and
somatic hypermutation [99]. A putative Pol η signature has been found in several cancers, including
melanoma and esophageal cancer [100], both of which are amplified in our analyses (Figure 1B).
Thus, Pol η’s role in tumorigenesis is more complex than once thought, and could be either tumor
suppressive or oncogenic, depending on the cellular context.

 
Figure 1. Specialized DNA Polymerase Gene Alterations in Cancer. Thirty tumor groups (n = 65,690
samples) were queried using cBioportal (www.cbioportal.org) and public datasets available as of 1
September 2018. (A) The total number of POLH, POLK, REV3L, and REV1 gene alterations found in all
tumor types are categorized into mutations (green bars), amplifications (red bars), deep deletions (blue
bars), fusions (orange bars). Fusion events found in tumors were extremely rare: POLH has 2; POLK has
3; REV1 has 3; REV3L has 5. Multiple alterations with mutations were classified as mutations. Multiple
alterations with fusions only occurred with amplifications and thus were designated as amplifications.
(B) Correlation of POLH gene expression with copy number status. Individual TCGA PanCancer Atlas
datasets for each type of cancer with mRNA expression from RNA-seq data sets were extracted as
RSEM and graphed as box-and-whisker plots.

In contrast to POLH, the POLK locus is highly deleted in cancers. Decreased POLK expression
has been noted in several studies, including ovarian, stomach, lung, and colorectal cancers [101–103].
Biochemically, Pol κ specializes in error-free bypass of bulky minor groove N2-deoxyguanine lesions,
such as benzo(a)pyrene diolepoxide (BPDE) adducts. This ability is due, in part, to its unique N-clasp
domain that allows the enzyme to encircle the DNA while accommodating bulkier lesions in the
closed conformation [104]. Pol κ also plays a role in DNA repair processes such as nucleotide excision
repair [105], double-stranded break repair [106], and induction of replication stress signaling via ATR
(see below). Pol κ-deficient cells have elevated levels of BPDE-induced mutagenesis [107] and enhanced
ATR checkpoint signaling [108]. However, the presence of Pol κ is also a source of mutagenesis due to
its low fidelity on undamaged, non-repetitive DNA templates [109], and Pol κ overexpression increases
DNA damage foci and homologous recombination [110]. Thus, Pol κ must be tightly regulated during
cellular replication and repair processes to maintain genome stability.

Roles for REV1 and REV3 in lung cancer [111] have also been documented, and were among the
most altered tumor samples in our analysis. Rev1 is a deoxycytidyl transferase that is restricted to
inserting dCTPs opposite guanines and abasic sites [112,113]. Rev1 incorporates dCTPs by evicting

68



Int. J. Mol. Sci. 2018, 19, 3255

the template guanine and instead relying on an arginine residue in the catalytic site to bind incoming
dCTPs [114]. This method of incorporation ensures that only a dCTP can be inserted. Interestingly, the
catalytic activity of Rev1 is not its most crucial function. In cells, Rev1 is required for tolerance of many
DNA lesions, even though biochemically, Rev1 does not support TLS [115]. These findings suggest a
role for Rev1 that regulates other polymerase activities. Indeed, Rev1 interacts with Pols η, κ, ι, and
Rev7 as a scaffolding protein in response to exogenous damage [116,117]. Human Pol ζ consists of
four subunits: the catalytic subunit (Rev3), an accessory subunit (Rev7) and two subunits shared with
the replicative Pol δ [118]. The catalytic subunit of the Pol ζ holoenzyme can function alone, but its
efficiency is enhanced when in complex with the other subunits [119,120]. Rev3 lacks a proofreading
domain, making it error-prone [121]. A major known function of Pol ζ is its role in promoting
mutagenesis. In mouse cells, decreased expression of REV3 reduces UV-induced mutagenesis, but
does not affect UV sensitivity [122]. Reducing REV3 levels in lung tumor cells resulted in enhanced
tumor cell killing by cisplatin and reduced therapy-induced mutagenesis [111].

3.1. Specialized Polymerases and Common Fragile Site Replication

Specialized Pols η, κ and ζ have been implicated in maintaining CFS stability. Pol η is present
at the replication fork in unperturbed human cells [123]. Jean Sebastian-Hoffman and colleagues
published a series of papers demonstrating that Pol η is required to maintain genomic stability at
CFSs and prevent under-replicated DNA. Pol η-deficient human cells display increased formation of
spontaneous chromosomal abnormalities and CFS breakage, suggesting that Pol η is important for CFS
stability during unperturbed DNA replication [124]. Pol η-deficiency enhanced the formation of RPA
foci and 53BP1 nuclear bodies, indicating the presence of under-replicated DNA [125]. Additionally,
using chromatin immunoprecipitation and Pol η expression constructs, Pol η was found to be enriched
at FRA7D and FRA16D CFS loci. Our laboratory used CFS-derived DNA template sequences to
demonstrate biochemically that Pol η is more efficient than Pol δ for synthesis of CFS-derived DiToRS,
including AT-rich repeats and quasipalindromes [125]. Recently, we used a dual-polymerase in vitro
model and demonstrated directly that Pol η can take over DNA synthesis when the replicative
Pol δ holoenzyme is stalled at CFS-derived DiToRS, particularly in the presence of aphidicolin [62].
Additionally, Pol η may participate in HR-associated mechanisms to restart replication forks stalled
within CFS, due to its association with other proteins known to affect CFS stability, such as RAD51,
BRCA2 and PALB2 [98,126]. Together, these studies demonstrate that Pol η is recruited to CFS during
unperturbed and stressed conditions to synthesize DiToRS, facilitating complete genome duplication
and DNA repair.

Pol κ also has roles in maintaining fragile site stability. In vitro, Pol κ efficiently extends
DNA templates through [A/T], [AT/TA], and quasipalindrome DiToRS that inhibit replicative
polymerases [60,61]. Like Pol η, Pol κ can freely exchange with the Pol δ holoenzyme to complete
DiToRS synthesis, particularly in the presence of aphidicolin [62]. Pol κ has a characteristic
high accuracy for slippage errors during microsatellite synthesis, greater than that of replicative
Pol δ [82,127]. Recently, Nussensweig and colleagues identified regions in the genome termed
“early-replicating fragile sites” that are AT-rich rich and display a Pol κ mutational signature of
nontemplated insertion errors within [A/T] repeats [10,128]. However, in cancer cells, POLK depletion
causes instability at the FRA7H CFS locus [129]. Further studies are needed to determine the roles of
Pol κ for cellular DiToRS replication.

Evidence for the ability of Pol ζ to maintain DiToRS stability comes from two independent groups
using Saccharomyces cerevisiae and human cells. In yeast, Northam et al. showed that Pol ζ is important
for replication of undamaged DNA [130]. Their later work revealed that Pol ζ is specifically recruited
to hairpin-forming DiToRS that cause stalling of replicative polymerases [131]. Using human cancer
cells, Bhat et al. found that knockdown of REV3 enhanced mitotic defects including anaphase bridges,
lagging chromosomes and chromosomal breakage at CFS, indicating that Pol ζ is important for CFS
maintenance [132].

69



Int. J. Mol. Sci. 2018, 19, 3255

3.2. Specialized Polymerase Synthesis of G4 Motifs

Specialized Pols η and κ, and Rev1, are involved in processing G4-quadruplexes. Rev1 acts
as a major mediator of G4-quadruplex synthesis by regulating histone recycling and polymerase
exchange [133]. Rev1 deficiency leads to changes in histone modifications flanking the G4-motifs,
resulting in loss of parental chromatin marks [134]. Moreover, Rev1 destabilizes G4-quadruplexes
by acting in concert with helicases such as FANCJ, BLM, or WRN [135,136]. Sale and colleagues
proposed a handoff model wherein Rev1, with its favorable binding to poly-dG sequences, binds to
G4-quadruplexes and initiates DNA synthesis, followed by exchange with Pol η or κ [133]. In vitro,
Pol η and κ favor synthesis utilizing G4-quadruplex DNA templates over B-DNA templates [137].
Rev1, Pol κ, and Pol η perform complementary biochemical activities, efficiently replicating different
nucleotide positions flanking and within G4-quadruplexes [137–139]. Indirect evidence supports roles
for Pols η and κ in cellular replication of G4 motifs. Treatment of Pol η or κ- deficient cells with the
G4 stabilizing agent, telomestatin, increases DSBs at G-rich loci [140], and stabilization of G4 DNA
structures in Pol κ-deficient HeLa cells decreases viability [140]. Recently, an unbiased proteomic
analysis of telomeric DNA uncovered a novel role for Pol η in maintaining telomere stability via
a process known as alternative lengthening of telomeres (ALT) [141]. Telomerase-deficient cancer
cells can utilize ALT to maintain telomeric DNA by forming ALT-associated PML bodies to facilitate
homology-directed repair. Pol η, but not Pol κ, is co-localized to such bodies to resolve D-loops in
cooperation with Pol δ. More studies are needed to understand why Pol η is specifically required for
telomere synthesis.

The human mitochondrial (mt) genome also has sequences with non-B DNA forming potential,
including G4-forming sequences, that are associated with mitochondrial diseases, cancer and
aging [142–145]. For example, mtDNA deletion breakpoints are associated with non-B DNA forming
sequences [143] and G quadruplex structures [144,145]. However, unlike DiToRS in the nuclear
genome, relatively little is known regarding the extent to which such sequences in human mtDNA
represent DiToRS. Brosh and colleagues showed that Twinkle, the replicative mitochondrial helicase, is
inefficient at unwinding specific G4 sequences found in the mtDNA [145], supporting the concept that
the formation of G4 structures perturbs mitochondrial genome replication, leading to DNA strand
breaks and deletions.

4. Specialized DNA Polymerases and the Replication Stress Response

Genome DiToRS can lead to replisome stalling and the persistence of ssDNA during synthesis.
The long stretches of ssDNA are bound by replication protein A (RPA) and in turn, the Ataxia
telangiectasia and Rad3-related (ATR) protein kinase and its binding partner, ATR-interacting
protein (ATRIP), are localized to the RPA-bound ssDNA. This causes chromatin localization of DNA
topoisomerase 2-binding protein 1 (TOPBP1), an allosteric activator of ATR-ATRIP phosphorylation
activity. Specifically, the interaction between TOPBP1 and DNA polymerase α-primase mediates
recruitment of Rad9-Rad1-Hus1 (9-1-1) complex onto stalled forks [146]. Pol κ also plays a role in
activating the 9-1-1 complex by interacting with Rad9, and is required for maintenance of genome
stability and recovery from replication stress [147]. In response to mitomycin C-induced interstrand
crosslinks, Rev1 functions to assemble the ATR/ATRIP and 9-1-1 complex [148].

ATR phosphorylation of Chk1 mediates the phosphorylation and repression of factors that slow
down cell cycle progression (e.g., WEE1) and induce cell cycle arrest (e.g., CDC25A/C). Moreover,
Chk1 orchestrates the inhibition of origin firing at new replication factories while simultaneously
activating dormant origins within existing replication factories to prevent under-replicated DNA
and genome instability [149]. ATR modulates the functions of numerous repair proteins involved
in DNA unwinding (WRN, BLM) [150], homologous recombination [151], the Fanconi Anemia
pathway [152,153], and the TLS pathway [154,155]. Consequently, ATR deficient (Seckel syndrome)
cells display spontaneously increased CFS breakage in the absence of DNA damaging treatments [156].
ATR also is an important regulator and mediator of DNA polymerase activity and localization. Pol η
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is directly phosphorylated by ATR [154]. ATR-mediated phosphorylation of Pol η in response to
UV damage, cisplatin and gemcitabine treatment leads to Pol η chromatin localization [157]. BPDE
treatment of lung cancer cells results in ATR/Chk1-mediated recruitment of Pol κ via Rad18 and
the subsequent monoubiquitination of PCNA, and inhibition of ATR/Chk1 signaling prevents the
interaction between Pol κ and PCNA [155]. Additionally, chronic replication stress and endogenous
DNA damage may deplete cellular RPA pools, leading to unprotected ssDNA and activation
of the DNA damage response and cell death/senescence pathways controlled by the p53 and
ATM/Chk2 [5,158]. Together, ATR, ATM, and p53 act in concert to maintain genome integrity and
determine cell fate. Because of this, ATR, ATM, and p53 pathways are often under selective pressure to
be altered or mutated during cancer cell evolution in order bypass tumor suppressive mechanisms.

While the cellular effects of replication stress induced by exogenous agents have been studied
extensively, the discovery of physiologically-relevant models of replication stress was crucial to
understanding mechanisms of genome instability during carcinogenesis. Di Micco et al. and Bartkova
et al. first showed that oncogene activation induced replication stress which led to activation of the
DNA damage response and senescence [159,160]. Moreover, hyper-replication was accompanied
by increased origin firing and partly replicated DNA which were reminiscent of aphidicolin-treated
cells [159]. Indeed, Miron et al. later showed that oncogene overexpression causes CFS instability
similar to aphidicolin-treated cells [161]. However, while some overlapping regions of CFS instability
were observed between oncogenes and aphidicolin, different oncogenes have a unique landscape of
fragile sites, presumably caused by the different mechanisms of oncogenic stress. These studies paved
the way for more than a decade of research on the sources of oncogenic replication stress.

5. Oncogenic Replication Stress Mechanisms

Oncogenes control a variety of physiological processes that are vital to cellular homeostasis
including proliferation, apoptosis, epigenetics, metabolism, cell cycle regulation, transcription,
DNA replication and DNA damage repair. For reviews on the functions of different oncogenes,
refer to references [162,163]. Oncogene activation in pre-neoplastic cells causes genome instability
preferentially at CFS loci [2,164–166]. The current paradigm of oncogene-mediated genome instability
and tumorigenesis posits that excessive proliferative signaling leads to persistent replication stress,
activation of the DNA damage response, and cellular senescence or programmed cell death, all of
which are fail-safe mechanisms that shut down cellular proliferation. However, this presents a selective
pressure for tumor cells to acquire mutations that allow bypass of cell cycle arrest and continue
proliferation. In the presence of oncogene addiction, the replication stress response is constitutively
active in cancer cells to alleviate the constant obstacles to genome replication, such as altered origin
firing and nucleotide depletion [167–169].

Currently, 27 oncogenes have been studied for their impact on replication stress and each
have distinct mechanisms [170]. Here, we focus on Ras, CCNE1 (Cyclin E), and c-Myc which are,
arguably, the three most studied oncogenes in the field of replication stress. We will highlight the
collaboration between c-Myc and Ras or CCNE1, and how DiToRS replication may play a role in
neoplastic transformation.

5.1. Balancing Cell Proliferation, Apoptosis, and Cell Death

Ras, Cyclin E and c-Myc proteins are all signaling hubs connected by upstream and downstream
mitogenic pathways. Ras family members (H-Ras, K-Ras, N-Ras) affect signaling pathways
downstream of the oncogenic MAPK pathway, including the Raf/MEK/ERK and PI3K/Akt
pathways [171]. Constitutive activation of Ras signaling promotes expression of several growth
factors and causes sustained growth and inhibition of apoptosis [172,173]. Cyclin E is a cell cycle
regulator that dictates the G1/S transition and S phase progression. Hyperactivation of Cyclin
E/CDK2 causes premature entry into S phase, which can be detrimental to genome integrity [174].
Moreover, Cyclin E can inhibit the pro-apoptotic FOXO1 transcriptional factor, thereby increasing
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proliferation [175]. The Myc family includes three oncoproteins (c-Myc, l-Myc, and n-Myc) [176].
These helix-loop-helix leucine zipper transcription factors are downstream of many mitogenic and
signaling pathways that activate a plethora of cellular processes including metabolism, differentiation,
cell size and pluripotency [177]. The impact of oncogene activation on cell fate (e.g., apoptosis versus
cell proliferation) is dictated by the intra- and extracellular environment. For example, high levels
of c-Myc promotes apoptosis under limiting growth factor conditions, whereas cells with plentiful
growth factors respond with rapid proliferation [178]. Thus, it is likely that normal cells generate a
pro-apoptotic program in response to c-Myc activation whereas transformed cells only respond to its
proliferative signals.

The tumor protective mechanisms apoptosis and senescence are robust responses that prevent
a single oncogene activation from promoting tumorigenesis. Senescence is a state of cell cycle arrest
in which cells shut down proliferation but retain metabolic activity [179]. For years, senescence
was referred to as an irreversible state of arrest. However, recent studies suggest that, in some
cases, alterations in CDKs, p53, p16(INK4A), or Rb can reverse senescence and restore cell cycle
progression [180,181]. These findings suggest that different oncogenes may collaborate to reverse or
bypass the onset of senescence. Indeed, co-expression of c-Myc suppresses Ras-induced senescence
via Cdk2 activity [182].

5.2. Regulation of DNA Replication and S Phase

DNA replication is a highly coordinated process that precisely duplicates DNA once during
each cell cycle [183]. Initiation of DNA synthesis includes two stages: origin licensing and activation
(Figure 2). Licensing begins with ORC binding in late mitosis to G1 and requires little to no CDK
activity, whereas activation occurs only after entry into S-phase and requires high CDK activity. Origin
licensing proceeds through a series of steps, beginning with recruitment of pre-replicative complex
(pre-RC) proteins (Cdt1 and Cdc6) and the minichromosome maintenance 2–7 (MCM2–7) helicase.
Subsequently, the pre-initiation (pre-IC) complex is formed by Cdk- and Dbf4-dependent kinase
(DDK)-mediated phosphorylation and activation of the MCM helicases. This mediates recruitment
of MCM10 which is important for the recruitment of Cdc45 and GINS complex to form the CMG
complex (Cdc45/MCM2-7/GINS) [184–186]. Origin activation occurs after phosphorylation of the
CMG complex splits the MCM proteins into two separate hexamers for the two bi-directional
replisomes. This is accompanied by the recruitment of several replication proteins, including TopBP1.
Simultaneously, the clamp loader RFC and sliding clamp PCNA are recruited, followed by CMG-
and MCM10-mediated recruitment and interaction of the replicative polymerases δ, ε, and α for the
initiation of synthesis [187,188].

The highly complex process of origin activation is readily altered by oncogene activation (Figure 2).
One of the main sources of replication stress is the dysregulation of origin usage via altered origin
activation or inappropriate re-firing of origins. Indeed, overexpression of Cdt1 or Cdc6 induces
replication stress [189,190]. Moreover, depletion of pre-RC proteins in the presence of oncogenes
cyclin E, H-Ras, K-Ras, or c-Myc sensitizes cancer cells to replication stress-inducing agents [191,192].
The Ras, c-Myc and cyclin E oncogenes also alter CDK activity which, in turn, causes excessive
origin licensing and activation. Depending on the cellular context, Cyclin E can either inhibit pre-RC
formation via impairment of MCM loading, or promote pre-RC formation, forcing the G1/S phase
transition [193,194]. Myc overexpression creates DNA replication stress in two ways: by regulating
origin activation and by directly promoting the G1/S transition. Myc facilitates pre-RC formation
by interacting with Orc1/2, Cdc45, TOPBP1, and MCMs, and by transcriptionally regulating Cdt1
expression [195,196]. Myc also promotes tumorigenesis by directly activating the replication stress
response. Hypomorphic levels of ATR prevents the development of Myc-induced lymphomas and
pancreatic tumors [197], and Myc activates transcription of CHEK1, CHEK2, and WRN genes [198,199].
Re-firing of origins, also known as re-replication, is caused by aberrant expression of Cdt1 and Cdc6 as
well as by Cyclin E and c-Myc overexpression [180,200]. Re-replication leads to genome instability,
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in part, through increased head-to-tail collisions between newly formed and existing replication
forks [201].

 
Figure 2. Oncogenes induce origin licensing and E2F transcriptional activity to drive G1/S transition
and DNA hyper-replication. Myc and Cyclin E directly increase origin licensing by facilitating
recruitment of pre-initiation complex (pre-IC) factors, including Cdt1, Cdc6, and MCMs. High levels of
Ras, Myc or Cyclin E lead to increased CDK phosphorylation activity and E2F signaling that promotes
the G1/S transition and initiation of DNA synthesis.

Aberrant regulation of the G1/S transition is a common feature of oncogenes that creates
replication stress, and the activation/inactivation of oncogenes and tumor suppressor genes that
influence the G1/S transition are found in most human cancers [202]. Recently, Macheret and
Halazonetis found that overexpression of cyclin E and and c-Myc leads to an increase of fired DNA
replication origins within highly transcribed intragenic regions [203]. Moreover, they found increased
replication stress and collapsed forks resulting in double stranded breaks at these newly fired origins,
which was alleviated by inhibiting transcription. These data suggest that during oncogene activation,
the shortened G1 phase may leave transcription of G1 and S phase genes unfinished, which leads to
increased collisions with the replisome.

5.3. Alterations in Metabolism

Ras and c-Myc have extensive connections to metabolic pathways. Oncogenic Ras promotes
metabolic reprogramming of the cell through induction of anabolic glycolysis and autophagy-mediated
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protein recycling to support its increase in cell proliferation and biomass [204–206]. As a transcription
factor, c-Myc can directly increase transcription of genes involved in nucleotide biosynthesis [207],
mitochondrial biogenesis [208], glycolysis [209], and glutaminolysis [210]. Because of the overarching
reach of c-Myc on metabolism, c-Myc often collaborates with other oncogenes to drive tumorigenesis.
In fact, c-Myc can be spontaneously activated by oncogenic Ras to promote transformation and increase
cellular metabolism [211–213]. Recently, Myc and Ras overexpression were shown to have distinct
metabolic consequences [214], although both Myc and Ras overexpression led to increased replicative
stress. Ras enhanced metabolic activity of glycolysis and oxygen consumption that correlated with
slower DNA replication fork progression, whereas Myc-induced less drastic metabolic changes but
increased oxidative stress.

Oncogene-induced changes in metabolism also may lead to replication stress via depletion
of dNTP nucleotide precursors. Alteration of dNTP pools is a well-known physiologic source
of replication stress in cancer cells [8,215], and dNTP pools are crucial for DNA polymerase
biochemistry and fidelity [216–218]. dNTPs are synthesized via ribonucleotide reductase (RNR), which
is composed of a catalytic (RRM1) and two regulatory (RRM2, RRM2B) domains. RRM2 expression
is specifically increased during S-phase to regulate dNTP levels, and oncogene activation represses
RRM2 gene expression [219,220]. Knockdown of ATM rescued Ras-induced dNTP depletion and
senescence [213] and was accompanied by upregulation of c-Myc-mediated nucleotide biosynthesis.
Disruptions of de novo dNTP pool homeostasis also can be caused by metabolic changes, such as low
glutamine levels [221]. Expression of the HPV E6/E7 oncoproteins and cyclin E cause replication
stress, altered dNTP levels, and genome instability at DiToRS [222]. Interestingly, co-expression
of c-Myc in cells with cyclin E or E6/E7 led to upregulation of nucleotide biosynthesis-associated
genes [222,223]. Together, these results further highlight the role of c-Myc in cooperating with other
oncogenes and the importance of maintaining dNTP homeostasis and metabolic reprogramming
during oncogene-induced tumorigenesis.

6. Tolerance of Oncogenic Replication Stress via Specialized DNA Polymerases

The impact of oncogenic replication stress on cellular transformation is well established; however,
the precise mechanisms by which cells tolerate oncogenic-replication stress are less clear. DNA
polymerase functions are central to preventing replication stress, especially during DiToRS synthesis.
Two recent studies have elucidated a role for specialized DNA polymerases η and κ in the cellular
tolerance of oncogenic replication stress. Yang et al. showed that overexpression of cyclin E and
H-Ras in human cells caused Pol κ re-localization to chromatin in a Rad18-dependent manner [215].
Overexpression of cyclin E or Ras was accompanied by increased PCNA monoubiquitination, which
could be suppressed by treatment with roscovitine, a CDK2 inhibitor. Using the WEE1 inhibitor,
MK-1775, the authors showed that Pol κ is required to prevent ssDNA accumulation and decreased cell
viability induced by aberrant CDK2 activity. Moreover, cyclin E, but not Cdt1 or Cdc6, overexpression
increased chromatin binding of Cdc45 and PCNA monoubiquitination, suggesting that Rad18 activity
is mediated by origin activation but not by origin licensing. Importantly, activation of Rad18-mediated
Pol κ activity is attenuated by p53 in cells with aberrant Cdk2 activity. Because p53 is often mutated
in tumors, these results suggest that specialized polymerase activity may be important for bypass of
oncogene-induced senescence or cell death. Kurashima et al. uncovered a role for Pol η in alleviating
Myc-induced replication stress [224]. They proposed that Pol η directly suppresses Myc-induced
replication stress by mediating fork progression. Depletion of Cdc45 decreased Myc-induced
replication stress, suggesting origin hyper-activation was the source of oncogenic replication stress in
this model. Myc activation in Pol η-deficient and mutant cells synergistically increased double strand
break formation compared to cells with proficient Pol η. These two papers suggest that the role of Pols
η and κ in the tolerance of oncogenic stress is context dependent. It is intriguing that H-Ras and cyclin
E are more reliant on Pol κ, whereas Myc relies on Pol η. Moreover, the roles of Rev1 and/or Pol ζ in
alleviating oncogenic replication stress are still unknown.
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7. Perspective

Although our understanding of the fate of the replication fork during oncogenic replication stress
is becoming clearer, much remains to be discovered by characterizing the effects of different oncogenes,
unique DiToRS in the genome, and the precise mechanisms by which cells tolerate oncogene replication
stress. We propose a conceptual framework wherein oncogene activation cooperates with replication
forks stalled at DiToRS, leading to the recruitment of specialized DNA polymerases to resolve fork
stalling and resume DNA elongation and cell cycle progression (Figure 3). One possible model
is that different polymerases are required to tolerate distinct forms of replication stress or DiToRS
obstacles. Rad18-mediated PCNA monubiquitination is one mechanism to promote recruitment of
different specialized DNA polymerases, depending on oncogenic cellular context and the distinct
forms of DiToRS. However, PCNA monubiquitination is not required for specialized/replicative
polymerase exchange at DiToRS [62,225], so other regulators of DNA polymerases in the context
of oncogene induced replication stress remain to be discovered. Additional studies are needed
to determine whether other post-translational modifications of specialized polymerases, such as
sumoylation or phosphorylation, are involved in engaging these polymerases during oncogene
replication stress. Another open question is the extent to which specialized DNA polymerases can
compensate for each other. Interestingly, Pol η deficient cells were able to resist the negative effects of
CDK2 activation, possibly because Pol κ can localize to replication stressed loci without competing
with Pol η [215]. Clearly, more studies are necessary to understand the precise mechanisms by
which specialized polymerases promote tolerance of oncogenic replication stress. Finally, specialized
polymerases may play a role in oncogene activation. Myc is of particular importance regarding
DiToRS, due to the structure of its promoter region. The c-Myc promoter consists of sequences that
can form H-DNA, Z-DNA, and G4 quadruplexes [226–229]. It is therefore tempting to speculate
that the deregulation of specialized polymerases may cause spontaneous amplification of c-Myc or
other cancer-associated genes encoding DiToRS. Interestingly, human tumors show a bias for POLH
amplification but POLK deletion (Figure 1A), raising the possibility that alterations in these two DNA
polymerases may favor bypass of senescence and promote cellular transformation. Identifying which
DNA polymerases are crucial for cells to tolerate the activation of different oncogenes will provide
insight into carcinogenesis and responses to therapy. With the advent of exploiting DNA repair and
replication stress pathways as cancer therapies, it is crucial to understand how specialized polymerases
can contribute to chemoresistance and tumor relapse. Recently, we have found that exogenous
replicative stress inducers increase POLH mRNA and Pol η protein expression to prevent cell cycle
arrest [230]. Moreover, inhibiting ATR in Pol η-depleted or deficient cells undergoing replicative stress
resulted in synthetic lethality, suggesting a possible therapeutic option. Importantly, ATR and Chk1
inhibitors are a promising avenue of drug therapy with both currently undergoing clinical trials [231].
Thus, targeting specific tumors based on expression of specialized DNA polymerases to generate
synthetic lethality undergoing “oncogene addiction” may be a viable therapeutic option in the future.
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Figure 3. Conceptual framework for the role of specialized polymerases in oncogene induced
replication stress. Oncogene activation promotes DNA replication thereby increasing replication fork
encounters with DiToRS. Fork stalling activates the ATR/Chk1 axis and the subsequent recruitment
of specialized DNA polymerase to resolve impediments. Rad18-mediated ubiquitination of PCNA is
responsible, in part, for the recruitment of specialized DNA polymerase for distinct forms of DiToRS
depending on the oncogenic cellular context. Engagement of specialized polymerases allows fork
progression past DiToRS and continued cell cycle progression.
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Abstract: Amyotrophic lateral sclerosis (ALS) is a fatal, rapidly progressing neurodegenerative
disease affecting motor neurons, and frontotemporal dementia (FTD) is a behavioural disorder
resulting in early-onset dementia. Hexanucleotide (G4C2) repeat expansions in the gene encoding
chromosome 9 open reading frame 72 (C9orf72) are the major cause of familial forms of both ALS
(~40%) and FTD (~20%) worldwide. The C9orf72 repeat expansion is known to form abnormal nuclei
acid structures, such as hairpins, G-quadruplexes, and R-loops, which are increasingly associated
with human diseases involving microsatellite repeats. These configurations form during normal
cellular processes, but if they persist they also damage DNA, and hence are a serious threat to genome
integrity. It is unclear how the repeat expansion in C9orf72 causes ALS, but recent evidence implicates
DNA damage in neurodegeneration. This may arise from abnormal nucleic acid structures, the greatly
expanded C9orf72 RNA, or by repeat-associated non-ATG (RAN) translation, which generates toxic
dipeptide repeat proteins. In this review, we detail recent advances implicating DNA damage in
C9orf72-ALS. Furthermore, we also discuss increasing evidence that targeting these aberrant C9orf72
confirmations may have therapeutic value for ALS, thus revealing new avenues for drug discovery
for this disorder.
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1. Introduction

Maintaining the stability and integrity of the genome is essential for normal cellular viability.
Damage to DNA can arise from both endogenous and exogenous sources, and every cell receives
numerous DNA injuries per day [1]. These injuries can generate mutations and compromise cellular
viability, so safeguarding genetic integrity is of fundamental importance to human health [1].
DNA damage occurs in many forms. Single-stranded breaks (SSBs) involve a cut in the phosphodiester
backbone of one DNA strand, whereas both DNA strands are severed in double-stranded breaks
(DSBs). Although DSBs are much less common than SSBs, DSBs are difficult to repair and are the most
cytotoxic lesion [2]. Alternatively, mismatch or modification of individual bases is another form of
DNA damage [2].

Neurons are particularly vulnerable to DNA damage, because they are post-mitotic with high
metabolic rates, and they are highly susceptible to oxidative stress, which is a major source of DNA
damage [3]. Furthermore, SSBs are predicted to be more detrimental in post-mitotic neurons than in
other cell types, because there are fewer options for repairing SSBs compared to proliferating cells.
Hence, SSBs in neurons are more likely to be converted to highly cytotoxic DSBs than in other cell
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types [4]. In addition, DNA damage increases with advancing age, which is a major risk factor for
neurodegenerative disorders [5].

DNA damage is now well-documented in neurodegenerative diseases, including ataxia-telangiectasia,
Parkinson’s disease, and Alzheimer’s disease [6,7]. Dysfunctional DNA repair and DNA damage is
also a growing area of interest in amyotrophic lateral sclerosis (ALS). The greatest proportion of familial
cases of ALS are caused by a hexanucleotide repeat expansion in the gene encoding chromosome 9
open reading frame 72 (C9orf72). This review will focus on recent findings revealing a relationship
between the formation of abnormal DNA structures, DNA damage, nucleolar stress, and C9orf72-ALS.
These studies highlight the importance of genomic integrity in maintaining neuronal viability and they
demonstrate a role for DNA damage in the pathogenesis of ALS.

2. Amyotrophic Lateral Sclerosis

ALS is a rapidly progressing and ultimately fatal neurodegenerative disorder affecting both upper
motor neurons in the motor cortex and lower motor neurons in the brainstem and spinal cord. [8].
The clinical symptoms are varied, but involve progressive muscle weakness, spasticity, fasciculations,
and eventually extensive paralysis [9], resulting in death from respiratory muscle failure usually within
2–5 years of diagnosis [10]. ALS is closely related to frontotemporal dementia (FTD), which affects
the frontal lobes of the brain, and is characterised by behavioural changes in personality, emotion,
and behaviour. FTD is diagnosed in approximately 20% of ALS cases [11], and an overlap between
ALS and FTD exists at the clinical, genetic, and pathological levels. In fact, the discovery of the C9orf72
mutation in both ALS and FTD confirmed that these two disorders represent opposite extremes of
the same, continuous clinical disease spectrum [12]. Approximately 10% of ALS cases are caused by
dominantly inherited mutations (familial ALS), unlike most cases, which arise sporadically (sALS,
90% of cases). The aetiology of ALS/FTD remains unclear, and the disease is thought to involve both
environmental and genetic components.

Hexanucleotide repeat expansions (GGGGCC) in a non-coding region of C9orf72 are the most
common genetic abnormality in both ALS and FTD, which is responsible for approximately 40%
of familial ALS, 5–10% of sporadic ALS, 40% of familial FTD, and 4–21% of sporadic FTD [13–15].
Mutations in the genes encoding the TAR-DNA binding protein (TDP-43) (TARDBP), fused in sarcoma
(FUS) (FUS), TANK-binding kinase-1 (TBK-1), Ubiquilin 2 (UBQLN2), optineurin (OPTN), and Cyclin
F (CCNF), are also present in both ALS and FTD patients [16–31]. In contrast, mutations in other genes
are present in ALS only, including SOD1 and VAPB, encoding superoxide dismutase 1 and VAMP
(vesicle-associated membrane protein)-associated protein B and C, respectively [32].

As in other neurodegenerative diseases, the pathological hallmark of ALS is the presence of
misfolded protein inclusions in affected tissues [33]. In ALS patients, motor neurons contain these
inclusions, and in familial forms of disease, the inclusions contain the specific proteins that are mutated
in each case [34]. In sporadic ALS, these inclusions contain several different proteins, including
wildtype, misfolded, TDP-43, which is also ubiquitinated, hyper-phosphorylated, and aberrantly
mis-localised from the nucleus to the cytoplasm [35]. In fact, this pathological form of TDP-43 is
present in motor neurons of almost all cases of ALS/FTD (97%) [36]. Similarly, TDP-43 pathology
is present in 45% of FTD cases, implying that TDP-43 is a signature pathological lesion in both ALS
and FTD [37]. TDP-43 is also strikingly similar to FUS in terms of its normal cellular functions
and its pathological characteristics. Both TDP-43 and FUS are heterogenous nuclear riboproteins
(hnRNPs) that perform multiple roles in RNA processing, including alternative splicing and regulation
of transcription and translation [38]. The ALS mutations in FUS are primarily found in the nuclear
localisation signal (NLS); like TDP-43, FUS mislocalises from the nucleus to the cytoplasm, where it
forms stress granules and aggregates [39–41].

The accumulation of misfolded proteins in ALS implies that dysfunctional protein homeostasis
(proteostasis) mechanisms are central to pathogenesis, and several of these processes are implicated
in neurodegeneration, including defects in protein degradation (autophagy and the proteasome),
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protein trafficking (particularly nucleo-cytoplasmic transport), and protein folding. Similarly, several
of the genes mutated in ALS encode proteins that function in proteostasis. However, the growing
abundance of RNA binding proteins linked to ALS/FTD has also revealed a role for abnormal RNA
metabolism in pathophysiology [42]. Whilst these two mechanisms are often highlighted as being
central to ALS, this rather simplistic division does not fully capture the complexity of the range
of functions performed by the proteins associated with ALS, nor the cellular signalling pathways
that are known to be dysfunctional in this disorder. Recently, DNA damage has been linked to
ALS [40,43–47]. Interestingly, many of the signalling pathways associated with DNA damage are also
implicated in ALS, including oxidative stress, mitochondrial function, RNA metabolism, autophagy,
and proteosomal function [48–52].

3. DNA Damage Signalling

Cells have developed elaborate signalling systems to detect and repair damage to DNA, termed the
“DNA damage response” (DDR). Many normal physiological events induce DNA damage, particularly
transcription and mitochondrial respiration, which generates reactive oxygen species [53]. It is therefore
essential that the cell normally maintains genomic stability. Depending on the extent of damage and
risk of mutation, the cell induces DNA repair pathways, or following chronic activation of DDR,
induces apoptosis to protect the organism. Various sensor proteins detect DNA damage, and the
most widely used sensor experimentally is the phosphorylated histone variant H2AX (γH2AX).
The formation of SSBs or DSBs activates phosphorylation of H2AX, hence γH2AX flanks sites of
DNA damage. This initiates recruitment of the ataxia-telangiectasia mutated (ATM) and Rad3-related
(ATR) protein kinases, which trigger the DDR. Poly (ADP-ribose) polymerase (PARP) and p53 binding
protein (53-BP1) are other important sensors that signal DNA damage during DDR. Depending on
the type of DNA damage, the DDR can activate several different DNA repair pathways. SSBs are
repaired primarily by excision repair mechanisms, whereas DSBs are repaired by either homologous
recombination (HR) or non-homologous end-joining (NHEJ). However, in neurons, NHEJ is the
primary mechanism, because HR requires active progression through the cell cycle [54,55]

The nucleolus is a prominent cellular compartment located within the nucleus, and it is implicated
in the DDR because it contains over 160 DNA repair proteins [56]. However, it is unclear whether
the nucleolus is simply a storage facility for DDR proteins, or if these proteins have specific roles in
DNA repair in the nucleolus. The nucleolus is also responsible for the biogenesis of ribosomes and the
regulation of cellular stress responses.

4. DNA Damage and Neurodegeneration

Nucleotide repeat elements are common in the eukaryotic genome. Microsatellite (short-repeat)
expansions are responsible for almost 40 different diseases, including many neurological disorders [57,58].
These repeat expansions lead to instability of the repeat and the formation of abnormal DNA structures.
Interestingly, mutations in DNA repair genes lead to disorders that produce neurological phenotypes:
xeroderma pigmentosum and ataxia-telangiectasia [59]. Furthermore, defects in DNA repair can
be manifested primarily in neural tissues, leading to neurological conditions [60]. It is therefore
not surprising that DNA damage has also been detected in neurodegenerative disorders, including
Alzheimer’s, Parkinson’s, and Huntington’s diseases [6,7], as well as ALS. These findings therefore
imply a close relationship between DNA damage/repair and neuronal function.

Most previous historical studies on DNA damage in ALS were examined in relation to oxidative
stress, which occurs in mitochondrial rather than nuclear DNA; they also preceded the discovery of the
relationship between TDP-43, C9orf72, and ALS. DNA damage was present in sporadic ALS patients in
regions of the CNS that contain motor neurons, but not in other regions [61]. Apoptosis in spinal motor
neurons follows DNA damage [62] and DNA repair enzymes are up-regulated in the brain, indicating
increased DNA damage [63]. Similarly, in ALS mouse models based on transgenic expression of
mutant SOD1, motor neuron degeneration was associated with DNA damage [64], although these
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animals do not possess the TDP-43 pathology present in almost all ALS cases. DNA damage has also
been detected in neuronal cells expressing G93A mutant SOD1 [65]. DNA repair activity detected
by 8-hydroxy-2-deoxyguanosine (OHdG) immunoreactivity is also increased in the motor cortex of
sALS patients [66], and elevated levels of 8-OHdG were also identified in familial ALS spinal cords
bearing SOD1 mutations [66]. Apurinic/apyrimidinic endonuclease 1 (APE1) is elevated in the brain
and spinal cord of sporadic ALS patients [45]. Activation of cellular DNA repair processes has been
previously implicated in motor neuron degeneration [61,67], and mice lacking the gene encoding
ERCC1, which is essential for SSB nucleotide excision repair and repair of DSBs, show age-related
motor dysfunction [68].

Further evidence linking DNA damage to ALS is the increasing number of proteins mutated in
this disorder that possess normal cellular functions in DNA repair, particularly FUS. DNA damage is
present in transgenic mice expressing ALS-associated mutant FUS-R521C in cortical neurons and spinal
motor neurons [69]. DSBs trigger FUS phosphorylation by ATM and DNA-dependent protein kinase
(DNA-PK), both of which are involved in the DDR [70,71]. FUS binds to histone deacetylase 1 (HDAC1),
and therefore indirectly regulates HR and NHEJ in primary mouse neurons [72]. ALS-associated FUS
mutations in the nuclear localization sequence NLS cause impartment of PARP-dependent DDR,
which leads to neurodegeneration and the formation of FUS aggregates [40]. FUS mutations are also
responsible for defects in DNA nick ligation and oxidative damage repair in ALS patients [43]. Similarly,
increased expression of γH2AX has been found in ALS patients carrying FUS-R521C or FUS-P525L
mutations [72]. Moreover, FUS and TDP-43 function in the prevention or repair of transcription-
associated DNA damage [73]. These findings therefore indicate that FUS is a DDR protein that
functions in DNA repair, whereas in ALS, DNA repair is defective. However, despite the marked
functional and pathological similarities between TDP-43 and FUS, a convincing role for TDP-43 in
DNA repair has not yet been demonstrated.

Similarly, senataxin is a helicase that can resolve R-loops [74], and which is mutated in juvenile
forms of ALS [75]. Mutations in other DNA damage/repair proteins are also present in more typical
forms of ALS, such as valosin-containing protein (VCP) [76] and cyclin F [31]. VCP is implicated in the
repair of DSBs [77], and cyclin F controls genome stability through ubiquitin-mediated proteolysis [78].
NIMA-related kinase 1 (NEK1), which is mutated in familial and sporadic ALS [22,79], is necessary
for cellular checkpoint control in the DDR, independent of ATM or ATR [80], where it functions in
replication fork stability in the completion of HR [81]. ALS-associated NEK1 mutations were shown to
induce DNA damage in induced pluripotent stem cells (iPSC)-derived motor neurons [44]. C21ORF2
interacts with NEK1 and functions in HR, but not in NHEJ-mediated DSB repair, and it is also mutated
in sporadic ALS [82].

5. Chromosome 9 Open Reading Frame 72 and Amyotrophic Lateral Sclerosis

Hexanucleotide repeat expansions in C9orf72 are central to both ALS and FTD. Whilst the normal
population bears fewer than eight GGGGCC repeats, and 50% of these individuals possesses only
two repeats [83], in ALS and FTD this region is expanded up to several thousand times [84]. C9orf72
uses alternative splicing to produce at least three different transcript variants. V2 and V3 encode
a long isoform, whereas V1 encodes a short isoform. The repeat expansion is located either in intron
1 for transcripts V1 and V3 or within the promoter sequence for V2 [13]. Despite a common genetic
cause, however, C9orf72 repeat expansion carriers exhibit remarkably heterogeneous clinical and
pathological characteristics. There also appears to be no unambiguous clinical correlation between
the length of the repeat and disease onset or progression [85]. Interestingly, genetic analysis of the
C9orf72 repeat expansion has identified a common haplotype, but the lengths of the repeat vary
among carriers. This implies that the repeats are either unstable and result from a single founder [86],
or alternatively, that the repeat sequence is inherently prone to instability and results from different
founders [87]. The C9orf72 repeat expansion is linked to other neurological conditions including
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Alzheimer’s disease [88], multiple system atrophy [89], Huntington’s disease [90], cerebellar ataxia [91],
multiple sclerosis [92], Parkinson’s disease [93], bipolar disorder [94,95], and schizophrenia [96].

The mechanism of how the C9orf72 repeat expansion induces motor neuron death is unclear,
but this may reflect the intronic nature of the repeat expansion. Three major mechanisms have been
proposed, and their relative contributions to pathogenicity are consistently debated. Haploinsufficiency
was initially proposed, given that C9orf72 carriers express reduced levels of the C9orf72 transcript
compared to individuals without the repeat expansion [97]. However, mice with C9orf72 deficiency,
or those expressing loss-of-function mutations, develop immune defects, increased expression of
inflammatory cytokines, and autoimmunity [98,99], but no neurodegenerative phenotype, arguing
against haploinsufficiency as a single causative factor in ALS/FTD. However, these findings may be
reflective of the strong expression of C9orf72 in myeloid cells. Furthermore, a recent study concluded
that both loss- and gain-of-function mechanisms cooperate and lead to neurodegeneration in ALS/FTD
by a process involving the impairment of vesicle trafficking [100]. In contrast, there is more evidence
in favour of gain of a toxic function in C9orf72-ALS/FTD. One possible mechanism is the induction
of toxicity by transcription of the C9orf72 repeat expansion, producing greatly expanded RNA,
which forms predominately nuclear RNA foci in affected tissues [101]. These RNA foci are thought
to sequester important RNA-binding proteins (RBPs), such as those involved in alternative splicing,
leading to impairment of RNA processing [102–104]. Furthermore, many studies report widespread
transcriptome changes in ALS carrying the C9orf72 repeat expansion [102,105–108]. One report also
highlighted the splicing factor hnRNP H as a major C9orf72 binding protein, which was linked to the
formation of abnormal nucleic acid structures [109].

Another possible process associated with a gain of toxic function of the C9orf72 repeat expansion
is repeat-associated non-ATG dependent (RAN) translation [101], whereby expanded repeat sequences
are translated in the absence of an ATG initiation codon. RAN translation has now been described
for several non-coding repeat expansions, including C9orf72-ALS/FTD [110]. Recent studies have
revealed that translation of the C9orf72 repeat is initiated from a CUG codon upstream from the repeat
sequence, which is induced in response to stress stimuli and depends on phosphorylation of the
α-subunit of eukaryotic initiation factor-2 (eIF2α) [111–113]. In ALS/FTD, RAN translation produces
dipeptide repeat proteins (DRPs), which result from translation on the both sense and antisense
strands. This results in expression of five DPRs: poly GA, poly GR, poly PA, poly PR, and poly GP
(which is produced on both sense and anti-sense strands). The biochemical properties of each DPR
are quite distinct, and the arginine-containing peptides (poly GR and poly PR) appear to be the most
toxic, at least in disease models [114,115]. Furthermore, these peptides display features associated
with neurodegeneration, including liquid–liquid phase separation, perturbation of nucleocytoplasmic
transport, and stress granule formation [116,117].

The cause of the selective neurodegeneration of motor neurons in ALS associated with C9orf72
repeat expansions is unknown. However, there are several hypotheses, based on the unique characteristics
of motor neurons. As explained above, neurons themselves are particularly susceptible to DNA damage.
However, in addition, motor neurons are extremely large cells with high levels of cellular respiration,
and thus they are especially prone to oxidative stress. This may render them particularly susceptible
to DNA damage, even compared to other types of neurons. There are also other possibilities to explain
the selective neurodegeneration of motor neurons in ALS. It has been shown that the excitabilities
of corticospinal tract pathways are abnormally increased in ALS, especially in the early stages of
disease [118], and an imbalance in excitatory to inhibitory synaptic input precedes motor neuron
degeneration in animal models [119]. Interestingly, it has also been demonstrated that physiological
neuronal activity causes DNA damage [120,121]. Whilst this may be effectively repaired in normal
physiological conditions, the presence of the C9orf72 repeat expansion may disrupt the natural cellular
safeguarding mechanisms, thus contributing to neurodegeneration in ALS.
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6. Abnormal Nucleotide Structures: R-Loops, G-Quadruplexes, and Hairpins

Nucleic acids are structurally polymorphic. Whilst the double-stranded, right-handed helix is the
regular conformation employed by both DNA and RNA, non-canonical alternative structures, such as
hairpins, branched junctions, and quadruplexes, also exist [122]. Normal cellular processes leading
to transient separation of nucleic acid strands, such as DNA replication, recombination, repair and
transcription, can lead to instability in their sequences. Not all non-canonical conformations are
stable under physiological conditions, but increasing evidence links the formation of these structures
with different biological functions and pathological conditions. Importantly, aberrant nucleic acid
structures are increasingly acknowledged to be an important contributor to human disease [123,124].
They are also major sources of DNA damage and are thus recognised to be a serious threat to genomic
integrity [125]. The ability of nucleic acids to form unusual secondary structures is also related to the
instability of repeat sequences [126]. Below we discuss two important nucleic acid structures that are
formed by the C9orf72 repeat sequence.

G-quadruplex structures are formed in nucleic acids by G-rich sequences, which is not surprising
because G-rich DNA is prone to forming stable secondary structures. G-quadruplexes contain G
tetrad structures that are stacked on top of one another. G tetrads consist of four guanine bases
Hoogsteen hydrogen-bonded to each other and a cation. They possess normal physiological roles,
such as in immunoglobulin heavy chain switching [127], and they are often found at important
positions in the genome, such as telomeres [128]. However, aberrant, detrimental roles have also been
described in disease. G-quadruplexes are gaining increasing interest because of their involvement
in signalling pathways that are relevant to cancer and neurodegeneration. In neurological disorders,
G-quadruplexes have been implicated in pathogenesis through two main mechanisms. The first is by
expansions of G-repeats, which lead to the formation of G-quadruplexes that induce toxicity, such as in
C9orf72-ALS. The second mechanism is through mutations that affect the expression of G-quadruplex
binding proteins, as in the fragile X mental retardation 1 (FMR1) gene and Fragile X syndrome [129].

R-loops are naturally occurring hybrids between DNA and RNA. They form when an RNA
strand displaces a strand of the original DNA double helix, because the stability of the RNA–DNA
interaction is greater than DNA–DNA interactions. Hence, the resulting R-loops can be extremely
stable. The formation of R loops often occurs in G-rich sequences, again reflecting the propensity
of single-stranded G-rich sequences to form stable secondary structures. R-loops occur normally
during many cellular processes, including DNA replication, transcription (including reverse
transcription), and telomere function, but in these situations, they normally form transiently and
do not persist [130,131]. However, the persistence of R-loops can have deleterious effects, resulting in
genome instability and DNA damage. This is mediated by at least two distinct mechanisms. Firstly,
ssDNA that is exposed via an R-loop is chemically labile, and hence more prone to damage. Secondly,
R-loops can block replication fork progression, leading to replication stress and error-prone repair
mechanisms [130]. R loops can also lead to reduced protein expression by transcriptional stalling,
or by negatively regulating RNA polymerases, thus inhibiting transcription [132]. Furthermore,
R-loops can mediate other mechanisms of transcriptional repression, such as the methylation of
histones [133,134]. R loops are therefore closely associated with RNA metabolism, which is implicated
as a major pathogenic mechanism in ALS [135]. Therefore, it is not surprising that R-loops are linked
to various diseases, including multiple cancers and neurodegenerative disorders. Normal cellular
mechanisms exist to prevent the formation of R-loops, including senataxin [74]. Interestingly, SETX,
the gene encoding senataxin, is mutated in juvenile ALS [58], as is ataxin with oculomotor apraxia
type 2 (AOA2) [136].

7. The Chromosome 9 Open Reading Frame 72 Repeat Expansion Induces DNA Damage

The properties of the G-rich GGGGCC repeat render the C9orf72 repeat expansion highly favorable
for forming abnormal DNA structures, such as G-quadruplexes and R-loops [137–139]. Circular
dichroism (CD) and nuclear magnetic resonance spectroscopy (NMR) studies [140,141] have revealed
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that the C9orf72 repeat expansion forms a heterogenous mixture of G quadruplex conformations,
involving both parallel and anti-parallel G structures. Importantly, this interferes with the function of
RNA polymerase at repeat sites, leading to abortive transcripts and less full-length transcripts [140].
Treatment with RNase A and RNase H to remove RNA alters the mobility of in vitro transcription
products, also providing evidence for the presence of R-loops [140]. In addition, more R-loops
were detected by immunohistochemistry in spinal cord motor neurons from C9orf72 ALS patients,
compared to controls [46]. Similarly, expression of DPRs in cell culture resulted in the production
of more R-loops by immunocytochemistry, which could be reduced by expression of senataxin [46].
R-loops are often found at cytosine–phosphate–guanine (CpG) islands and are proposed to suppress
DNA methylation [142]. Interestingly, there are two CpG islands flanking the C9orf72 repeat expansion
that are differentially methylated [143].

The formation of G-quadruplexes and R-loops by the C9orf72 repeat expansion implies that these
structures could damage DNA. Consistent with this notion, elevated levels of DNA damage markers
γH2AX, ATR, GADD45, and p53 were present in motor neurons differentiated from iPSC lines from
C9orf72 ALS patients in response to oxidative stress, which could be reduced by pharmacological
or genetic reduction of oxidative stress [144]. Similarly, we demonstrated that markers of the DDR,
including γH2AX, phosphorylated-ATM, cleaved PARP-1, and 53-BP1, were up-regulated in C9orf72
ALS patient spinal cord motor neurons [47]. This was confirmed using constructs expressing poly
(GR)100 and poly (PR)100, but not the native GGGGCC RNA, revealing that DNA damage is activated
by the DPRs produced by RAN translation of the C9orf72 repeat expansion in ALS. A subsequent
study also found that the DPRs induce DNA damage, and that in addition, the C9orf72 RNA is capable
of inducing damage [30]. Expression of the C9orf72 DPRs resulted in suppression of the recruitment
of 53BP1 to DSBs. This led to defective ATM signalling and hence DNA repair, which appeared to
be driven by the accumulation of p62, and subsequently, defective H2A ubiquitylation. However,
a second mechanism was also implicated; the persistent accumulation of R-loops resulting in the
formation of DSBs, increased heterochromatin, and splicing defects [46].

8. The Nucleolus and the Chromosome 9 Open Reading Frame 72 Repeat Expansion

The main function of the nucleolus is the rapid production of ribosomal subunits, a process that
must be highly regulated to achieve proper cellular proliferation and cell growth [145]. This involves
three main events: pre-rRNA transcription, processing, and ribosomal RNP assembly. These functions
are concentrated in three distinct sub-nucleolar compartments, the fibrillar center (FC), the dense
fibrillar component (DFC), and the granular component (GC). The varied effects on ribosome subunit
production and cell growth induced by cellular stress are often accompanied by dramatic changes in
the organization and composition of the nucleolus, and the nucleolus is recognised to be a central hub
in cellular stress responses. During DNA damage, the nucleolus segregates, resulting in condensation
and separation of FC and GC, as well as the formation of “nucleolar caps” around the nucleolar
remnant (also called central body) [146].

Dysfunction in the nucleolus is now implicated as an important mechanism related to toxicity
of the C9orf72 repeat expansion. The C9orf72 repeat RNA binds nucleolar proteins in vitro [104,140].
Over-expression of poly GR or poly PR repeats in cell culture leads to their localisation in the
nucleolus, resulting in abnormal nucleoli, altered ribosomal RNA processing, nucleolar stress, and cell
death [140,147,148]. Additionally, in yeast several nucleolar proteins modify poly PR toxicity [116].
Furthermore, nucleolin, an important nucleolar protein involved in the synthesis and maturation
of ribosomes, binds specifically to G-quadruplexes formed by the C9orf72 repeat expansion [140].
Whilst the C9orf72 DPRs do not localise to the nucleolus in C9orf72-ALS brains, their neuronal nucleoli
display abnormalities [149]. Disrupted nucleocytoplasmic transport is emerging as a central pathogenic
mechanism in ALS that is also closely associated with nucleolar stress. The C9orf72 DPRs inhibit
nuclear import and export, and enhancement of nuclear import or suppression of nuclear export,
suppressed neurodegeneration in yeast and Drosophila [116,150].
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Nucleophosmin (NPM1, also known as B23) is a nucleolar-localised DDR protein that regulates
nucleolar function and contributes to genomic integrity and stability [151,152]. During DNA damage,
NPM1 localises to DSBs, where it mediates the stability, activity, and accumulation of proteins involved
in base excision DNA repair (BER) [153]. BER corrects small base lesions, typically resulting from
deamination, oxidation, or methylation, which do not significantly distort the DNA helix structure.
NPM1 also interacts with APE1, which is central to BER [154]. The NPM1-APE1 interaction regulates
multiple cellular functions, including genomic stability and ribosome biogenesis [155]. APE1 is also
a growth factor, which is protective against apoptosis induced by DNA damage [156]. Under normal
conditions, NPM1 enhances the activity of APE1, thus enhancing BER [157–159]. However, during
nucleolar stress, NPM1 inhibits the activity of APE1, leading to impairment of BER [157,159,160].
Up-regulation of APE1 was previously reported in sporadic ALS patients [66], and missense mutations
in APE1 were found in sporadic and familial SOD1-ALS patients [67]. NPM1 co-localises with both
poly GR and poly PR [148]. In C9orf72 ALS patients, we showed that the interaction between NPM1
and APE1 was enhanced compared to control subjects, which may impair the function of both, and in
turn disturb RNA processing [47].

Figure 1 summarises possible mechanisms by which genomic integrity is disrupted by the C9orf72
repeat expansion in ALS, as discussed in the sections above.

Figure 1. Scheme illustrating mechanisms by which genomic integrity is disrupted by the C9orf72
repeat expansion in ALS. Cells are exposed to exogenous and endogenous sources of DNA damage,
such as normal cellular metabolism, the formation of R-loops, UV light exposure, ionising radiation,
chemical exposure, and replication errors. In normal physiological conditions, the integrity of the
genome is preserved by safeguarding mechanisms: the DDR and the nucleolus. However, in ALS,
transcription of the C9orf72 repeat expansion leads to the production of expanded RNA transcripts.
Furthermore, DPRs and abnormal DNA structures, such as R-loops, hairpins, and G-quadruplexes,
are formed. These conformations compromise the normal cellular protective mechanisms, leading to
persistent DNA damage and loss of genomic integrity.
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9. Novel Therapeutic Strategies for Amyotrophic Lateral Sclerosis Based on the Inhibition of
DNA Damage and Abnormal DNA Structures.

The increasing evidence that both the repeat RNA and DPRs contribute to toxicity implies that
therapeutic strategies based on targeting both factors may be effective in ALS. In addition, there is
evidence that the C9orf72 repeat expansion is upstream of the TDP-43 pathology which is present in
almost all ALS cases [161,162], further implying that targeting this region could be an effective strategy
in ALS. Abnormal nucleic acid structures, such as G-quadruplexes and R-loops, are increasingly
recognised as promising drug targets, and several small molecules are being developed to target
these sites.

There are several lines of evidence implying that the targeting the G-quadruplexes formed by the
C9orf72 repeat expansion could be an effective therapeutic strategy for C9orf72-ALS and FTD. Targeting
the hairpin conformation of the C9orf72 repeat expansion with small chemical lead compounds was
protective against the formation of RNA foci and RAN translation [163]. Recently, three small molecules
were isolated from chemical libraries that bind and stabilise the C9orf72 G-quadruplex structure [164].
Moreover, these compounds reduced the formation of both C9orf72 RNA foci and DPRs in iPSC-derived
motor neurons, and they improved survival in fly models expressing poly GR [164]. A porphyrin
compound, TMPyP4, also stabilized C9orf72 G-quadruplexes, reduced the affinity of RanGAP1, a key
regulator of nucleocytoplasmic transport, and suppressed nuclear import deficits in fly models [150].

Recent studies indicating that DNA repair pathways are dysregulated by the C9orf72 repeat
expansion implies that modulation of the DDR or enhancement of DNA repair processing are also
promising therapeutic strategies for ALS. Indeed, there are already many compounds in development
that modulate the DDR for cancer therapy. Hence, similar approaches could be examined for ALS
and other neurodegenerative disorders. An important tumour suppressor, p53, protects the genome
by regulating a variety of DDR mechanisms and controls the induction of apoptosis in genomically
compromised cells. Not surprisingly, a broad range of approaches for modulating or inhibiting p53
activity are already underway in studies of cancer therapy [165–167]. Interestingly, partial inhibition
of the p53 pathway partially suppressed poly GR80 induced toxicity in iPSC-derived patient motor
neurons [144]. Another approach is based on the impairment of ATM activation and the suppression
of 53BP1 recruitment to DSBs [46] by the C9orf72 repeat expansion. This implies that inhibition of
negative regulators of DNA repair, such as the PI3K/AKT mammalian target of rapamycin (mTOR)
pathway, which negatively controls ATM [168], may be beneficial for ALS. Consistent with this notion,
we also demonstrated the down-regulation of PI3K and p-eIF4G in C9orf72 patient tissues compared
to controls [47], in concordance with previous studies demonstrating dysregulation of the AKT/PI3K
pathway in ALS motor neurons [169–171]. Alternatively, D52 is another recently recognised negative
regulator of ATM signalling [172]. Similarly, nucleolar stress also triggers down-regulation of the
mTOR pathway [173], and the evidence that the C9orf72 repeat expansion induces nucleolar stress
implies that targeting this mechanism could be an important therapeutic strategy in ALS. We also
previously showed that overexpression of NPM1 inhibited apoptosis in neuronal cells expressing
poly (PR)100 or poly (GR)100, suggesting that depletion of NPM1 is linked to cell death in ALS [47].
These findings suggest that inhibition of nucleolar stress should be investigated in more detail in
relation to C9orf72-ALS.

Ultimately however, a potentially more effective way to reduce toxicity of the C9orf72 repeat
expansion is by inhibiting its production in the first place. Antisense oligonucleotides (ASOs) are
short, single-stranded oligonucleotides that can be designed to hybridize to specific RNAs and thus
modulate gene expression [174]. Importantly, ASOs targeting the C9orf72 repeat expansion are currently
showing promise for ALS. ASO treatment targeting poly GP reduced both repeat-containing RNA foci
and poly GP concentrations in C9orf72 ALS iPSC-derived neurons, although poly GP is particularly
stable and required 10 days of ASO treatment to be significantly reduced [175]. In ASO-treated mice,
concentrations of C9orf72 repeat-containing RNA were reduced approximately 50%, without affecting
endogenous C9orf72 mRNA. Similarly, poly GP concentrations in cerebrospinal fluid (CSF) and the
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brain, as well as RNA foci and poly GP-containing inclusions, were reduced significantly in the
motor cortex of the mouse model of C9orf72 ALS [175]. Furthermore, ASOs targeting C9orf72 RNA
prevented nuclear import impairment by the C9orf72 repeat expansion in fly models, as well as in
C9orf72 iPSC-derived neurons, and suppressed neurodegeneration [150]. In addition, ASOs selectively
reduced the accumulation of C9orf72 GGGGCC sense strand-containing RNA foci, without significantly
affecting the level of RNAs encoding C9orf72 itself. Similarly, ASOs targeting the C9orf72 transcript
suppressed GGGGCC repeat-containing RNA foci formation, and reversed membrane excitability
defects in C9orf72-ALS motor neurons differentiated from iPSCs [106]. Hence these studies reveal
that ASOs are capable of reducing pathogenic, expansion-containing RNAs without inducing C9orf72
protein loss [176].

10. Conclusions

There is now convincing evidence that diseases resulting from the expansion of abnormal repeat
sequences are nucleic acid diseases, and in C9orf72-ALS, DNA damage and loss of genome integrity
are implicated in pathophysiology. In Figure 2, we illustrate the possible mechanisms by which
the C9orf72 mutation induces toxicity and genomic instability in ALS. The production of aberrant,
toxic nucleic acid conformations formed by the C9orf72 hexanucleotide (GGGGCC) repeat expansion
(particularly R-loops) induces DNA damage. This results from impairment of DDR signalling and
dysfunction in RNA processing, which compromises genetic integrity and triggers neurodegeneration.
Furthermore, the DPRs produced by RAN translation of the C9orf72 repeat expansion, particularly the
arginine-containing peptides poly GR and poly PR, are also capable of triggering DNA damage by
inducing stress in the nucleolus. They also perturb DNA repair by p62 accumulation and impairing
NPM1–APE1 functions. In addition, oxidative stress involving APE1 also further compounds the
damage. Hence, expression of the C9orf72 repeat expansion results in a “double whammy” for the cell:
both RNA- and DPR-driven mechanisms conspire to produce extensive DNA damage and genomic
instability, leading to motor neuron death. Further studies are now warranted to determine exactly
how DNA repair mechanisms are compromised in ALS, the extent to which the DDR is induced,
and which specific pathways are compromised. Modulation of the DDR, enhancement of DNA repair
processes, and the targeting of G-quadruplexes and R-loops, may therefore be novel neuroprotective
strategies for ALS that should be harnessed in future studies.
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Figure 2. Mechanisms of amyotrophic lateral sclerosis (ALS) pathogenesis induced by the chromosome
9 open reading frame 72 (C9orf72) repeat expansion. The C9orf72 repeat expansion forms abnormal
nucleic acid structures, including R-loops, which perturb DNA repair processes involving ATM,
and probably other mechanisms. The expanded RNA forms foci and sequesters RNA binding
proteins, leading to dysfunction in RNA processing. The C9orf72 DPRs, produced by RAN translation,
also accumulate in the nucleolus, leading to perturbations in nucleolar function, including DNA
repair processes, ribosomal biogenesis, and APE-dependent mechanisms (including oxidative stress).
They also impair DNA repair by p62-dependent mechanisms. Together, these events result in the
accumulation of DNA damage, genome instability, and motor neuron death.
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Abstract: Deoxyribonucleic acid (DNA) is the self-replicating hereditary material that provides a
blueprint which, in collaboration with environmental influences, produces a structural and functional
phenotype. As DNA coordinates and directs differentiation, growth, survival, and reproduction, it is
responsible for life and the continuation of our species. Genome integrity requires the maintenance of
DNA stability for the correct preservation of genetic information. This is facilitated by accurate DNA
replication and precise DNA repair. DNA damage may arise from a wide range of both endogenous
and exogenous sources but may be repaired through highly specific mechanisms. The most common
mechanisms include mismatch, base excision, nucleotide excision, and double-strand DNA (dsDNA)
break repair. Concurrent with regulation of the cell cycle, these mechanisms are precisely executed to
ensure full restoration of damaged DNA. Failure or inaccuracy in DNA repair contributes to genome
instability and loss of genetic information which may lead to mutations resulting in disease or loss of
life. A detailed understanding of the mechanisms of DNA damage and its repair provides insight
into disease pathogeneses and may facilitate diagnosis and the development of targeted therapies.

Keywords: DNA replication; DNA damage; DNA repair; genome integrity

1. Deoxyribonucleic Acid as Hereditary Material

Deoxyribonucleic acid (DNA) is the hereditary material found in humans, other eukaryotes,
and prokaryotes that carries instructions for structure and function [1]. Acting as a blueprint in
collaboration with environment cues, DNA gives rise to phenotype. Accordingly, its integrity is
essential for life [2]. Genomic stability is maintained by the accurate replication and adequate repair of
DNA; failure of these crucial processes results in DNA damage and the inability to ensure continuation
of a given species [3]. The occurrence of DNA damage is more likely to occur at genomic loci which
have increased transcriptional activity [4]. Failure to maintain DNA integrity as a result of inadequate
repair leads to mutations inducing structural, biochemical, and/or functional aberrations which are
the cause of several diseases [2].
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2. Cell Growth

The purpose of the cell cycle is to generate two genetically identical daughter cells from a
single parent cell [5]. This is achieved by the coordination of cell growth, DNA replication, and cell
division [5]. The cell cycle is responsive to a variety of cues and signals: internal cellular cues involving
DNA damage, external cellular cues, or molecular signals that contribute to the regulation of its
progression [5,6]. Cellular cues include hormones and growth factors such as insulin and insulin-like
growth factor, nutrients such as amino acids and glucose, and cellular stressors such as hypoxia
and osmotic stress [5,6]. The mammalian target of rapamycin (mTOR) protein kinase acts as an
environmental sensor to these cues and promotes critical processes of the cell cycle [6].

The cell cycle is divided into interphase and mitosis [7]. During interphase, cell growth and
DNA synthesis occur to prepare the cell for mitosis [7]. Interphase consists of the growth 1/gap 1 (G1)
phase, the DNA synthesis (S) phase, and the pre-mitotic/gap 2 (G2) phase, while mitosis comprises
the mitotic (M) phase [7]. In the M phase, mitosis is marked by nuclear division and cytokinesis
(cytoplasmic division) [8,9]. In the G1 phase, cells are metabolically active and grow continuously [8,9].
DNA synthesis and replication occur during the S phase [8,9]. During the G2 phase, cells continue
to grow and specific proteins are synthesized in preparation for mitosis [8,9]. The resting (G0) phase
signifies quiescence in which non-dividing cells exit the cell cycle [8,9].

3. Cell Cycle Control and Checkpoints

Cell cycle checkpoints are important regulatory mechanisms through which DNA integrity is
maintained [10,11]. They only allow cells with stable DNA to undergo DNA replication in the S phase,
and only cells with correctly replicated DNA enter the M phase for cell division [10,11]. Any failure
of cell cycle control mechanisms leads to a range of mutations resulting from the replication and
preservation of damaged and unrepaired DNA [10,11].

Cell cycle control may be described as a three-step process [12,13]. First, DNA synthesis
(S phase) and chromosome segregation (M phase) are qualitatively controlled by phosphorylation of
various proteins by specific kinases [12,13]. Second, the activity of cyclin-dependent kinases (CDKs)
determines the progression of cells through the cell cycle [12,13]. CDKs stimulate the transition
between cell cycle phases via phosphorylation of effector protein substrates [5]. CDKs are activated
by cyclins and inhibited by CDK inhibitors (CDKIs) [5]. Third, cell cycle-related regulators including
cyclins and CDKIs are quantitatively controlled by ubiquitination, an important post-translational
modification [12,13]. Ubiquitination results from an enzymatic cascade that involves the attachment
of ubiquitin to a lysine residue of the target protein [14]. Target proteins are defined as polypeptides
enriched in proline, glutamic acid, serine, and threonine residues which serve as intramolecular signals
for proteolytic degradation [15]. This post-translational modification regulates vital cellular activities
such as cell growth and death, chromatin organization and dynamics, gene expression, and the DNA
damage response (DDR) [14].

CDK regulation is controlled by the nuclear availability of cyclins throughout the cell cycle,
phosphorylation by CDK activating kinases (CAKs), and the activity of CDKI peptide inhibitors [16].
Cyclins are a family of proteins that control the progression of the cell cycle by forming complexes with
CDKs thereby modulating CDK activation and activity [16,17]. Cyclin D-CDK4 and -D-CDK6 regulate
the G1 phase, cyclin E-CDK2 is responsible for the G1/S phase transition, cyclin A-CDK2 regulates
the S phase, cyclin A-CDK1 regulates the G2 phase, and cyclin B-CDK1 is involved in the regulation
of the M phase [17]. CAKs activate all CDKs, whereas only a few inhibited by Wee1- and myelin
transcription factor 1 (Myt1) kinases and promoted by cell division cycle 25 (cdc25) phosphatases [16].
Active cyclin-CDK complexes are inactivated by the binding of CDKIs from either the CDK4 inhibitor
(INK) family (p15, p16, p18 and p19) or the CDK inhibitor (KIP) family (p25, p27 and p57) [16]. The INK
family of CDKIs is capable of inhibiting all CDKs, whereas the KIP family of CDKIs can only inhibit
CDKs involved in the G1 phase (Figure 1) [5].
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Figure 1. Control of the cell cycle. Metabolically active growing cells are present in the growth 1/gap
1 (G1) phase. DNA replication occurs in the DNA synthesis (S) phase. Cells prepare for mitosis in
the pre-mitotic/gap 2 (G2) phase. Cells undergo nuclear- and cytoplasmic division in the mitotic (M)
phase. Non-dividing cells exit the cell cycle in the resting (G0) phase. The different cell cycle phases are
regulated by specific cyclin/cyclin-dependent kinase (CDK) complexes.

The G1 checkpoint ensures that cell size is adequate, that nutrient supply is sufficient, that growth
factors are present, and that there is no DNA damage [10,18]. The G2 checkpoint ensures that error-free
DNA replication occurs by activating DNA repair mechanisms during an induced pause in the cycle
if required [10,18]. Near the end of the M phase, the spindle assembly checkpoint ensures that
chromosomes are stably attached to the mitotic spindle to facilitate chromosome separation [10,18].

4. Disruption of Genome Integrity

DNA damage is defined as chemical (dynamic) and physical (structural) alterations to the DNA
double helix that are derived from endogenous or exogenous origins and impair the function and
integrity of DNA [19,20].

If the damaged DNA is repairable, the necessary cell cycle checkpoints are activated, the DNA
is repaired, genome integrity is restored, and the cell survives [21]. If the extent of DNA damage
is irreparable, cells containing damaged DNA are directed to undergo senescence or programmed
cell death to prevent the proliferation of mutant cells and the replication of erroneous DNA [21].
Should DNA repair mechanisms and DNA damage elimination processes fail, mutations and
chromosomal aberrations arise which may lead to malignant and pathological transformation of
the cell [21,22].

5. Endogenous Deoxyribonucleic Acid Damage

Endogenous DNA damage, originating from internal metabolic processes, includes damage
caused by reactive oxygen species (ROS) and reactive nitrogen species (RNS) [5,20]. These products
are formed during oxidative stress, metabolic processes, and the inflammatory response [5,20].
Endogenous DNA damage also includes depurination and depyrimidination at certain loci [19,20].
This occurs through the hydrolysis of N-glycosidic bonds between nitrogenous bases and deoxyribose
residues, resulting in apurinic and apyrimidinic site formation [19,20,23]. In addition, the spontaneous
hydrolytic deamination of cytosine bases can alter DNA, resulting in a non-native uracil base [19,20].
Replication stress represents another form of spontaneous endogenous DNA damage which
occurs during the S phase and causes the stalling of replication forks [24]. The intra-S phase
checkpoint is responsible for slowing replication forks to allow DNA damage to be repaired and
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to prevent genetically aberrant cells from progressing to the next phase of the cell cycle [25].
Furthermore, a complex interaction between checkpoint kinase 1 (Chk1), Claspin, and the Timeless
(Tim)-Tim-interacting protein (Tipin) complex mediates the intra-S phase checkpoint [26,27].

6. Exogenous Deoxyribonucleic Acid Damage

Exogenous DNA damage, originating from external environmental processes, includes ionizing
and solar ultraviolet radiation [19,20]. Ionizing radiation generates a wide variety of DNA lesions [19,20].
These include single and dsDNA breaks as well as oxidative modifications of nucleobases and
deoxyribose moieties [19,20]. Solar ultraviolet radiation forms cyclobutane pyrimidine dimers which
are strongly linked to the aetiology of skin cancer [19,20,23]. Exogenous DNA damage also includes
environmental pollutants present in air, water, and food [20]. Harmful chemicals such as second-hand
smoke, pesticides (e.g., organophosphates), and toxic metals (e.g., mercury) are metabolised into highly
reactive metabolites that chemically react with nitrogenous bases [20]. Ultimately, these chemicals lead
to deleterious DNA strand breaks and DNA adducts [20].

7. Deoxyribonucleic Acid Damage Response Pathway

The DDR is an integrated signaling and genomic maintenance network which enables cells to
withstand threats posed by DNA damage [28–30]. The DDR is involved in signaling the presence
of DNA damage to DNA repair machinery [28–30]. Sensor proteins recognize DNA lesions and
prevent replication fork stalling by mediating the amplification of signaling pathways and stimulating
transducers and effectors to impact various cellular processes [31]. These cellular processes include
stabilizing replisomes (protein complexes responsible for DNA replication), regulating transcription,
monitoring the cell cycle, providing energy through autophagy, remodeling chromatin, repairing
damaged DNA, processing ribonucleic acid (RNA), and inducing apoptosis [31].

The DNA damage checkpoint complex is composed of sensors, signal transducers, and effector
pathways [32]. The fundamental components are the phosphoinositide 3 kinase-related kinases
(PIKKs), namely ataxia telangiectasia mutated (ATM), ataxia telangiectasia, and rad3-related (ATR)
and DNA-dependent protein kinase (DNA-PK) (Figure 2) [32,33]. These proteins play vital roles in
telomere-length regulation to protect chromosome ends from deterioration and in the prevention
of their ends fusing with other chromosomes [31,32]. Additionally, the substrates of these proteins,
such as Chk1 and checkpoint kinase 2 (Chk2), mediate cell cycle arrest in the G1, S, and G2 phases of
the cell cycle, thus mediating DNA repair and cell death [31,32].

ATM is an important protein involved in the activation of cell cycle checkpoints [34,35]. ATM is
recruited to double-strand DNA (dsDNA) breaks by the dsDNA break repair nuclease MRE11-dsDNA
break repair protein RAD50 (RAD50)-nibrin (NBS1) (MRN) complex [36]. Upon recruitment, ATM is
activated by autophosphorylation at three serine (Ser) sites namely Ser367, Ser1893, and Ser1981 [37].
In addition, ATM is acetylated at lysine (Lys)3016 [37]. As a result, ATM phosphorylates the MRN
complex and downstream effector proteins such as Chk1 and -2 to initiate cell cycle checkpoints [38,39].
Cell cycle checkpoints allow for increased time to repair DNA damage before the cells enter either the
S phase for DNA replication or the M phase for cell division [10,11].

The ATM protein is activated by dsDNA breaks, whereas the ATR protein responds to
single-strand DNA (ssDNA) breaks [32,40]. ATM and ATR activate checkpoint regulator substrates
Chk2 and Chk1 respectively [31,41]. These checkpoint regulator substrates are responsible for
regulating CDK activity [31,32]. Chk1 activates cdc25c phosphatase by phosphorylation which
subsequently inhibits CDK2 activity [41,42]. Inhibition of the cyclin E-CDK2 complex results in G1/S
phase arrest [41]. Chk2 activates cdc25a phosphatase by phosphorylation which subsequently inhibits
CDK1 activity [41,42]. Inhibition of the cyclin B-CDK1 complex results in G2/M phase arrest [41].
Chk1 also phosphorylates and activates Wee1 kinase to inhibit the G2/M phase transition [41,42].
ATM, ATR, DNA-PK, Chk1, and Chk2 are all capable of phosphorylating p53 which regulates
the transcriptional activation of p21 to contribute to CDK1- and CDK2-mediated inhibition [40,41].
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p53 phosphoprotein mediates various cellular responses to DNA damage, including the regulation
of transcription, induction of cell death, and promotion of DNA repair, and is stabilized by
post-translational modifications (Figure 2) [31,32]. Cell cycle arrest is promoted for the transcriptional-
or post-transcriptional activation of DNA repair proteins [31,32].

Figure 2. Deoxyribonucleic acid damage checkpoint complex. DNA damage presenting as double-strand
DNA (dsDNA)- or single-strand DNA (ssDNA) breaks initiate the DNA damage response (DDR)
via ataxia telangiectasia mutated (ATM), DNA-dependent protein kinase (DNA-PK) and ataxia
telangiectasia and rad3-related protein (ATR). Checkpoint kinase 2 (Chk2) is expressed throughout the
cell cycle and is activated by ATM, whereas checkpoint kinase 1 (Chk1) expression is restricted to the
G1- and S phases and is activated by ATR. These checkpoint kinases phosphorylate and subsequently
activate p53 which integrates stress signals to determine the fate of the cell.

8. Preservation of Genome Integrity

Cell cycle checkpoint prolongation and DDR protein recruitment is highly dependent on the
characteristics and complexity of the DNA damage sustained [2,43]. Therefore, specific DNA repair
mechanisms and DNA repair genes are responsible for correcting particular types of DNA
lesions [2,43]. The prominent DNA repair mechanisms include mismatch repair, base-excision repair,
nucleotide-excision repair, and dsDNA break repair [43,44]. dsDNA break repair can be further divided
into three subtypes, namely non-homologous end-joining (NHEJ), homologous recombination (HR),
and microhomology-mediated end joining (MMEJ) (Figure 3) [43,44].

Figure 3. Deoxyribonucleic acid damage and repair mechanisms. Various DNA damaging agents cause
a range of DNA lesions. Each are corrected by a specific DNA repair mechanism, namely mismatch
repair, base-excision repair, transcription-coupled/global genome repair, or homologous recombination
(HR)/non-homologous end-joining (NHEJ).
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9. Mismatch Repair

Mismatch repair is responsible for correcting base pair mismatches which occur when
adenosine-guanine and cytosine-thymidine do not pair correctly [45]. The specific pathway that
detects and removes misincorporated bases was discovered by Paul Modrich (Nobel Prize in Chemistry,
2015) [45]. Mismatch repair also corrects DNA insertions and deletions resulting from erroneous DNA
replication or DNA polymerase misincorporation errors (Figure 3) [44,46,47]. Mismatch repair involves
three sequential processes: recognition of the mismatch, excision of the incorrect DNA sequence, and
resynthesis of the correct DNA sequence [48].

In initiating mismatch repair, the Mutator S (MutS) complex is responsible for detecting DNA
mismatches [48–50]. The excision of the ssDNA mismatch lesion occurs upon detection of base–base
mismatches and insertion/deletion loops (dsDNA with one or more unpaired nucleotides) [31,43,51].
Nuclease, polymerase, and ligase enzymes act on the subsequent ssDNA excision to ensure the new
DNA strand is inserted correctly [31]. As mismatch repair is an immediate post-replicative correction
mechanism, proteins involved in the repair process are regulated by the cell cycle [43,52]. These DNA
mismatch repair proteins include MutS homolog 1 (MSH1) and Mutator L (MutL) homolog 1 (MLH1)
which recognise base-base mismatches as well as insertion/deletion loops [43,52].

In the recognition step, MutS is recruited ahead of proliferating cell nuclear antigen (PCNA),
an essential DNA replication accessory protein [53]. MutSα (MutS homolog 2 (MSH2)-MutS
homolog 6 (MSH6) heteroduplex) recognizes base-base mismatches whereas MutSβ (MSH2-MutS
homolog 3 (MSH3) heteroduplex) recognizes insertion/deletion loops [48–50,54]. Upon MutS
recruitment, the DNA mismatch repair protein MutL is recruited to MutS [48–50]. In the excision step,
MutL activates Mutator H (MutH) endonuclease to generate a ssDNA break (DNA nick) containing
the mismatch which allows for the attachment of exonuclease 1 (Exo1) [48–50]. Exo1 excises the
mismatched DNA strand. This is proceeded by the recruitment of replication protein A (RPA) to
protect the resulting ssDNA [48–50]. In the resynthesis step, DNA polymerase synthesizes a new
complementary DNA strand to correct the mismatch and DNA ligase repairs the DNA nick and
restores the DNA double helix [48–50].

10. Base-Excision Repair

Base-excision repair is involved in the removal and replacement of damaged DNA bases [55].
Tomas Lindahl described the pathway in which these modified bases are repaired, for which
he was awarded the Nobel Prize in Chemistry (2015) [55]. Glycosylases are responsible for the
detection and removal of the damaged DNA base(s) and the subsequent forming of an abasic
site [56]. DNA damage-causing agents that specifically induce the base-excision repair pathway
include ROS (e.g., superoxide (O2

−) and hydrogen peroxide (H2O2)), X-rays (e.g., computed axial
tomography scans), alkylating agents (e.g., cisplatin), and spontaneous reactions (e.g., replication fork
stalling) [44,57]. DNA lesions arise from these mutagens via alkylation, deamination, and oxidation
reactions, and as a result of ROS-induced oxidative damage to guanine and the subsequent formation
of 8-oxoguanine (Figure 3) [43,58].

ROS are generated during normal cellular respiration [23,59]. Electron transfer occurs between
various metabolic intermediates and a terminal electron acceptor, namely molecular oxygen (O2)
during aerobic respiration [23]. ROS have the potential to cause oxidative damage to DNA as a
result of their unpaired electrons which make them highly reactive [23]. H2O2 is a by-product of
numerous biochemical reactions such as uric acid formation, but may also be generated by ionizing
radiation [23]. H2O2 produces two oxidized base products, namely 8-oxoguanine, which binds to
adenine or cytosine to form a transversion mutation (conversion from a purine to a pyrimidine and
vice versa), and thymine glycol which inhibits DNA replication [23,59].

In base-excision repair, a substrate-specific DNA glycosylase enzyme detects a damaged DNA
base and removes it by cleaving the N-glycosidic bond between deoxyribose and the damaged
base [43,56,58,60–62]. Nuclease, polymerase, and ligase enzymes are subsequently recruited in order
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to complete DNA repair in a similar manner as in ssDNA break repair [56,60–62]. Upon recognition
and excision of a damaged DNA base by a substrate-specific DNA glycosylase enzyme, an abasic site is
formed and is cleaved by the apurinic-apyrimidinic endonuclease [56,58,60–62]. Scaffolding proteins,
namely poly (adenosine diphosphate (ADP)-ribose) polymerase 1 (PARP1) and X-ray repair
cross-complementation protein 1 (XRCC1), protect the resulting ssDNA and recruit downstream
base-excision repair proteins [56,60–62]. In short-patch base excision repair, DNA polymerase β inserts
the modified base and DNA ligase I or -III seal the remaining DNA nick [56,58,60–62]. In long-patch
base excision repair, DNA polymerases δ and -ε insert the correct bases past the gap, while flap
endonuclease 1 (FEN1) cleaves the displaced DNA and DNA ligase 1 along with PCNA which seals
the nick [56,58,60–62].

Base excision repair corrects large numbers of small DNA base lesions caused by alkylation,
deamination, and oxidation reactions [43,44]. Components of base excision repair machinery such
as glycosylases are regulated in a cell cycle-specific manner [43]. The expression of uracil-DNA
glycosylase, encoded by the UNG gene, peaks in the late G1 phase continuing throughout the S
phase [43,58]. The expression of thymine/uracil mismatch glycosylase, encoded by the TDG gene,
peaks in the G1 phase and declines in the S phase [43,58].

11. Nucleotide-Excision Repair

Nucleotide-excision repair controls the removal of DNA adducts (segments of DNA covalently
bound to carcinogenic chemicals) from DNA by excising an oligonucleotide containing the lesion
to replace it with newly synthesised DNA [63]. The discovery of the mechanism by which this is
achieved is attributed to Aziz Sancar (Nobel Prize in Chemistry, 2015) [63]. DNA-damaging agents
that induce the nucleotide-excision repair pathway include ultraviolet light and polycyclic aromatic
hydrocarbons which contribute to destabilization of the DNA double helix [44,64]. These agents
may cause DNA adducts, such as etheno-DNA adducts (e.g., 1,N6-ethenodeoxyadenosine and
3,N4-ethenodeoxycytidine), which are generated from exogenous carcinogen metabolism and
endogenous lipid peroxidation, as well as intrastrand crosslinks, characterised by the covalent binding
of nucleotides within the same DNA strand (Figure 3) [43,65,66].

DNA double helix-distorting lesions are recognized by the xeroderma pigmentosum group
A (XPA) protein and undergo repair in one of two pathways depending on the type of lesion i.e.,
transcription-coupled nucleotide-excision repair or global genome nucleotide excision repair [31,67].
DNA double helix distortion is most commonly caused by pyrimidine dimers formed by ultraviolet
light [43,44]. Transcription-coupled nucleotide excision repair targets lesions blocking transcription
while global genome nucleotide-excision repair targets lesions in both transcribed- and non-transcribed
DNA [31,67]. Nucleotide excision repair is characterised by the excision of the 25–30 base oligonucleotide
segments containing the adduct, resulting in ssDNA on which DNA polymerases act before ligation
occurs [68].

Global genome nucleotide excision repair is initiated by the xeroderma pigmentosum group
C-RAD23 homolog B (XPC-RAD23B) complex which binds to the non-damaged DNA strand opposite
to the lesion [68–70]. Transcription factor II human (TFIIH) interacts with XPC-RAD23B to recruit the
group B subunit (XPB) to separate DNA strands and allow the group D subunit (XPD) to detect DNA
damage and verify the chemical composition of the lesion [68–70]. The pre-incision complex is formed
with the recruitment of RPA, the group A subunit (XPA) and the group G subunit (XPG) [68–70].
The excision repair cross-complementation group 1-xeroderma pigmentosum group F (ERCC1-XPF)
complex interacts with XPA to form a 5′ DNA incision at the lesion [68–70]. DNA repair synthesis is
initiated by polymerases δ and -κ or polymerase ε and is followed by a 3′ DNA incision at the lesion by
XPG [68–70]. The DNA nick is sealed by DNA ligase I or the DNA ligase IIIa-XRCC1 complex [68–70].
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12. Double-Strand Deoxyribonucleic Acid Break Repair

DsDNA breaks occur when the sugar-phosphate backbones of both DNA strands are broken
at a similar position or in close proximity to one other [71]. Subsequently, physical dissociation
of the DNA double helix takes place resulting in the formation of two separate single-stranded
molecules [71]. Genetic information is lost as a result of the absence of a DNA template for accurate
repair in the newly synthesized DNA [71]. DNA-damaging agents that cause dsDNA breaks and
the repair pathway include X-rays, ionizing radiation, and anti-cancer drugs (e.g., cisplatin) [44,72].
These agents may also cause other DNA lesions such as interstrand crosslinks (covalent bonds
which form between complementary strands thereby inhibiting their separation and replication)
(Figure 3) [43]. Replication fork stalling may be the result of dsDNA-damaging agents or may be
responsible for the formation of dsDNA breaks as a result of origin re-firing in an attempt to promote
replication fork speed [25,73]. Thus, dsDNA break repair mechanisms are essential for replication fork
progression and stable DNA replication [25,73].

The MRN complex detects dsDNA breaks and subsequently recruits and activates members
of the DDR machinery such as those of the phosphatidylinositol 3 kinase (PI3K) family [74,75].
Activated ATM phosphorylates histone variant H2AX at Ser139 resulting in the formation of foci at sites
of DNA damage lending to the recruitment of repair proteins [76,77]. Although the phosphorylated
form of histone H2AX (γ-H2AX) may be regarded as a sensitive quantitative indicator of dsDNA
damage, specificity is not high as it may also serve as evidence of other DNA stressors such as stalled
replication forks [78].

With dsDNA breaks, two principle mechanisms may be implemented in the repair process,
namely NHEJ and HR [79]. This classification depends on whether sequence homology (template
DNA sequence) is used to join dsDNA break ends [79,80]. In NHEJ, sequence homology is not
required for dsDNA break end-joining and it involves minimal DNA processing [79,80]. In HR,
sequence homology is required in order to align dsDNA break ends prior to ligation [79,80].

The Ku70/Ku80 heterodimer recognizes dsDNA breaks by binding to both blunt or near-blunt
broken DNA ends to elicit NHEJ [81–83]. Additionally, it binds and activates the DNA-PK catalytic
subunit (DNA-PKCS) [81,82]. NHEJ is facilitated by scaffold proteins, namely X-ray repair
cross-complementation protein 4 (XRCC4) and XRCC4-like factor (XLF), which bind to DNA ligase
IV to seal the DNA nick [81–83]. DNA end-processing occurs prior to ligation to ensure compatible
DNA ends by either the DNA-PKCS-interacting protein Artemis endonuclease trimming DNA ends
or polymerases filling DNA ends (Figure 4) [81,82,84]. MMEJ, also known as alternative end-joining,
is a Ku protein-independent NHEJ pathway that commonly results in DNA sequence deletions [71].
Both NHEJ and MMEJ can function in all phases of the cell cycle [71].

A paralog of XRCC4 and XLF (PAXX), a member of the XRCC4 superfamily, is recruited to dsDNA
damage breaks and interacts directly with the Ku70/Ku80 heterodimer to initiate NHEJ [85,86].
Moreover, PAXX functions with structurally similar scaffold proteins XRCC4 and XLF to facilitate
ligation of the DNA nick and conclude dsDNA break repair [85,86]. PAXX is a novel component of the
NHEJ machinery and promotes cell survival in response to dsDNA break-inducing agents [85,86].

In HR, replicated sister chromatid DNA sequences are used as templates to restore missing DNA
sequences on the damaged chromatid [87,88]. For this reason, HR can only operate in the S and G2

phases of the cell cycle when replicated sister chromatids are available [87,88]. HR is initiated by
resection of broken DNA ends by the MRN complex and the C-terminal-binding protein interacting
protein (CtIP) generating 3′-ssDNA tails [87–89]. RPA coats 3′-ssDNA tails and is replaced by RAD51
with the help of breast cancer gene 1 (BRCA1) and 2 (BRCA2) [79,87–89]. A nucleoprotein complex
is created that detects the homologous sequence on the sister chromatid, a process referred to as
strand invasion [89,90]. RAD51 catalyzes strand invasion on the homologous template to allow the
restoration of lost sequence information [87,90]. Broken DNA ends are resolved by junctions called
Holiday junctions that result in crossover and non-crossover products (Figure 4) [84]. As HR makes
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use of a non-damaged DNA template to restore chromosome integrity, it is a more precise method of
DNA repair than that of NHEJ and MMEJ [71].

Figure 4. Double-strand deoxyribonucleic acid break repair. DsDNA breaks are repaired by HR or
NHEJ. HR involves the restoration of DNA sequences using sister chromatid sequence homology as a
template and functions in all phases of the cell cycle, whereas NHEJ involves damaged DNA sequence
deletions and functions in only S and G2 phases.

Two additional dsDNA break repair pathways exist that require sequence homology, namely
single-strand annealing (SSA) and alternative non-homologous end-joining (alt-NHEJ) [91]. SSA is
mediated by a single-strand annealing protein (SSAP) (such as RAD52) which uses a short
single-stranded region to locate sequence identity and initiate HR [91,92]. In the SSA pathway,
resection of the dsDNA break exposes complementary sequences in the ssDNA tails of the two ends [93].
Complementary sequences anneal, leaving non-complementary flaps of ssDNA [93]. Nucleolytic flap
removal and ligation finalizes the repair of the dsDNA break [93]. In the absence of XRCC4 and DNA
ligase IV, which are responsible for concluding the classical NHEJ repair pathway, alt-NHEJ resolves
the dsDNA break [94]. Alt-NHEJ relies on CtIP-dependent resection as in HR but requires a unique set
of repair factors, namely PARP1 together with DNA ligase I or III [95,96].

Aurora kinase A and ninein-interacting protein (AUNIP) acts as a dsDNA damage sensor and
interacts with CtIP to ensure adequate accumulation of CtIP at dsDNA breaks to initiate DNA
end resection and subsequently HR [97,98]. AUNIP is recruited to dsDNA damage sites through
a DNA-binding motif displaying a preference for substrates that are structurally similar to those
formed at replication forks during replication stalling [97]. The absence of AUNIP results in the
failure of the HR pathway and is accompanied by hypersensitivity to DNA damage agents that cause
replication-associated dsDNA breaks [97]. When AUNIP is overexpressed, it promotes HR and inhibits
NHEJ; however, when AUNIP is inhibited, the frequency of NHEJ is increased [97].

Ubiquitin-specific protease 4 (USP4) facilitates HR by directly participating in dsDNA break
end-resection through the post-translational process of autoubiquitination [99,100]. USP4 interacts
with both CtIP and the MRN complex via a specific conserved region on USP4 and the catalytic
domain of USP4, respectively, to promote the recruitment of the DNA end-resection factor CtIP to
dsDNA break sites [100]. USP4 contains several ubiquitinated sites, mostly on cysteine residues [99].
USP4 catalytic activity is responsible for the deubiquitination of these cysteine residues to promote
CtIP recruitment [99]. USP4 is a novel HR regulator whose enzymatic activity is regulated by ubiquitin
adducts [99,100].

118



Int. J. Mol. Sci. 2018, 19, 1148

13. Pathophysiology of Deoxyribonucleic Acid Repair Failure

Rare hereditary diseases characterized by DNA repair deficiencies arise when repair machinery
and mechanisms are defective [101]. Germline mutations in the relevant DNA repair genes are
responsible for a range of diseases including Werner, Bloom, and Cockayne syndromes [101].

Mismatch repair deficiencies are present in adult-onset autosomal dominant Lynch syndrome and
child-onset autosomal recessive constitutional mismatch repair deficiency syndrome, which include
well-established colorectal and endometrial cancer syndromes [31,101,102]. Both adult- and child-onset
hereditary tumour syndromes are characterized by mutated MSH and MLH genes which are
responsible for sensing base-base mismatches and insertion/deletion loops (Table 1) [31,101,102].
Xeroderma pigmentosum is a non-curable genetic disease characterized by germline mutations
in nucleotide-excision repair genes causing neurodegeneration, photosensitivity, and skin
cancer [31,101,103]. Mutated xeroderma pigmentosum genes foster the creation of altered protein
products which are responsible for the inability to repair DNA adducts and intrastrand crosslinks
resulting from defective recognition and signaling of these nucleotide lesions (Table 1) [103].
Spinocerebellar ataxia with axonal neuropathy (SCAN1) results from a tyrosyl-DNA phosphodiesterase
deficiency, an enzyme involved in controlling DNA winding by topoisomerase during base excision
repair [104]. Ataxia with oculomotor apraxia 1 (AOA1) results from an aprataxin deficiency which is
associated with scaffolding proteins which facilitate accurate base-excision repair [105]. Both SCAN1 and
AOA1 are characterized by base excision repair deficiencies that produce ataxia and neurodegeneration
(Table 1) [104,105]. DDR defects are present in Li-Fraumeni syndrome in which soft tissue sarcomas, breast
cancer, and brain tumours are prevalent [31,101,106]. A mutation in the p53 gene inhibits the DDR and
interferes with cell cycle regulation and tumour suppression (Table 1) [106]. If any component of the DDR
machinery is impaired, it results in defective DNA damage sensing and signaling, potentially leading to
pathological conditions that include Alzheimer’s, Parkinson’s, and Huntington’s diseases [31,101].

Table 1. Diseases and disorders associated with defective DNA repair.

DNA Repair
Mechanism

Associated Disease/Disorder Mutation/Deficiency Responsible Clinical Presentation

Mismatch repair
Lynch syndrome

Constitutional mismatch
repair deficiency syndrome

MSH and MLH mutations [103] Colorectal cancer,
endometrial cancer [103]

Nucleotide-excision
repair

Xeroderma pigmentosum
disorder

Mutations in xeroderma
pigmentosum complexes [104]

Neurodegeneration,
photosensitivity,
skin cancer [104]

Base-excision
repair

Spinocerebellar ataxia with
axonal neuropathy (SCAN1)

Ataxia with oculomotor
apraxia 1 (AOA1)

Tyrosyl-DNA phosphodiesterase
deficiency [105]

Aprataxin deficiency [106]

Ataxia,
neurodegeneration [105,106]

DNA damage
response (DDR) Li-Fraumeni syndrome p53 mutation [107] Soft tissue sarcomas, breast

cancer, brain tumours [107]

The identification of various pathologies related to inadequate DNA damage detection and
DNA repair mechanisms highlights the fundamental role these processes play in maintaining genomic
stability [107]. These networks are of particular importance in the prevention of neurodegeneration and
malignant transformation [107]. Furthermore, they govern normal growth, neurogenesis, and immune
system development [107].

14. Deoxyribonucleic Acid Repair Pathways as Therapeutic Targets and Future Directions

A defective DDR system is a hallmark of certain cancers which allows tumour cells to proliferate
and acquire mutations [108]. These DNA repair defects serve as a platform for the discovery of specific
treatments for selected cancers [108].
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PARP1 binds to damaged DNA ends via two homologous N-terminal zinc (Zn) finger domains,
Zn1 and Zn2 [109]. The carboxylic catalytic domain of PARP1 uses nicotinamide adenine dinucleotide
(NAD+) as a substrate to synthesize poly (ADP-ribose) chains by an autoregulated process [109].
A structurally unique third Zn finger domain, Zn3, plays a vital role in the synthesis of these poly
(ADP-ribose) chains [110]. Poly (ADP-ribose) chain synthesis at the carboxylic catalytic domain leads
to the recruitment of the base-excision repair complex through interaction with condensin I and
XRCC1 [110,111]. When PARP1 is bound to damaged DNA ends it prevents the conversion of ssDNA
breaks into dsDNA breaks until base excision repair is completed [110].

Defects in HR proteins, specifically BRCA1 and -2, lead to the failure of dsDNA break repair
and increase the likelihood of breast and ovarian cancer [112,113]. Cancer cells harbouring BRCA
mutations are unable to recruit RAD51 to dsDNA break sites during HR, thus forcing cells into the more
error-prone NHEJ repair pathway [114]. This HR defect promotes tumour cell sensitivity to treatments
that induce ssDNA breaks [115]. One such treatment strategy is the inhibition of scaffold protein
PARP1 which is involved in the repair of ssDNA lesions [114,116,117]. Furthermore, PARP inhibition
leads to an accumulation of dsDNA aberrations giving rise to cell death, a process referred to as
synthetic lethality [114,116,117].

ATM regulates responses associated with dsDNA break repair by phosphorylating downstream
regulatory proteins and repair factors such as BRCA1, Chk2 and p53 [118]. Williamson et al. (2012)
showed that mantle cell lymphoma expressing ATM and p53 mutations exhibit enhanced cytotoxicity
to olaparib (PARP inhibitor) treatment both in vitro and in vivo [119]. In addition, intact DNA-PK,
together with mutated ATM/p53, contribute to the induction of NHEJ as well as the synthetic
lethal response consequent to PARP inhibition [119]. PARP activity is required for the detection
and resumption of stalled replication forks following replication stress [120]. Following recognition by
PARP, the MRN complex is recruited and the HR repair pathway repairs the damage in order to restart
the replication fork [121,122]. PARP inhibition thus prevents the downstream processes required for
the continuation of replication forks and subsequent DNA replication [122]. Cytogenetic aberrations
involving chromosome 11q, which contains cancer-associated genes such as ATM and Chk1, have been
implicated in neuroblastoma [123]. Defective DDR systems display a sensitivity to PARP inhibition,
and thus PARP inhibitors are promising neuroblastoma therapeutics [123].

Olaparib was approved in 2014 by the Food and Drug Administration (FDA) as a monotherapy
for women diagnosed with BRCA-deficient or -mutant ovarian cancer who had undergone three or
more failed chemotherapy regimens [124]. The administration of olaparib within this patient subset
resulted in progression-free survival that was significantly longer in the olaparib treatment group
(48%) when compared to the placebo group (15%) [125]. Olaparib has a good oral bioavailability but
myelodysplastic syndrome and acute myeloid leukaemia have been reported as more substantive
unwanted effects [124,126]. Olaparib is the first clinical chemotherapeutic agent inhibiting PARP in
order to target DNA repair defects in malignant cells [127].

DNA strand break bait (Dbait) molecules are DNA repair inhibitors that mimic dsDNA breaks
and sequester dsDNA break repair proteins such as DNA-PK and PARP1 [128]. These large molecules
are comprised of 32-base pair double helices that interfere with dsDNA break signaling by acting
as bait for repair enzymes and thus inhibit HR and NHEJ [128]. Dbait molecules cause DNA-PK
hyper-activation, resulting in the phosphorylation of DNA damage signaling molecules, including
H2AX, Chk2, and p53, ultimately preventing the recruitment of DNA repair complexes to DNA
damage sites [129].

Biau et al. (2014) conducted a preclinical study in which a cholesterol-conjugated Dbait molecule,
DT01, sensitized melanoma cells to radiotherapy both in vitro and in vivo [128]. In addition, DT01 has
been shown to improve the efficacy of the chemotherapeutic doxorubicin in mouse models bearing
hepatocellular carcinoma [130]. Herath et al. (2016) investigated the chemosensitizing effects of DT01
in combination with a two-drug chemotherapeutic regimen (oxaliplatin and 5-fluorouracil) in an
in vivo colorectal liver metastases model, and have reported significant anti-tumour effects using the
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combined treatment [131]. Moreover, H2AX phosphorylation by DNA-PK was exclusive to tumour
cells, thus indicating sparing of surrounding non-tumourigenic tissue [131]. A signal-interfering DNA
(AsiDNA), which is a cholesterol-conjugated member of the Dbait family, induces preferential toxicity
towards tumourigenic tissue whilst sparing non-tumourigenic hematologic cells and preserving
immune function [132]. Thierry et al. (2017) reported the induction of necrotic and apoptotic cell
death by AsiDNA through p53-independent mechanisms in several lymphoma and leukaemia cell
lines [132]. AsiDNA enters cells through low density lipoprotein (LDL) receptors and subsequently
activates DNA-PK [132]. Dbait molecules improve the clinical outcomes of chemo- and radiotherapy
by disturbing DNA repair processes in treated tumour tissue [128,132,133]. The combination of PARP
inhibitor and Dbait leads to increased unrepaired dsDNA breaks, resulting in amplified tumour cell
death while sparing non-tumour cells [133].

PARP inhibitors constitute a major emerging class of promising therapeutics; however,
various other DNA repair pathway inhibitors are also currently being investigated [134]. Preclinical
and clinical development of highly selective small molecule inhibitors of ATM and ATR is aimed
at targeting the DDR and subsequently DNA repair [135–137]. Base excision repair inhibitors
include apurinic-apyrimidinic endonuclease inhibitors that prevent abasic site cleavage and DNA
polymerase β inhibitors, preventing the insertion of modified bases [134,138]. Protein-protein and
protein-DNA interactions involved in nucleotide-excision repair have been identified as targets of the
repair pathway and include ERCC1-XPF, ERCC1-XPA, and RPA-DNA [134,139]. Inhibition of vital
proteins involved in NHEJ, such as DNA-PK and the Ku70/Ku80 heterodimer, inhibit recognition of
termini and end-bridging, thus implicating dsDNA break repair [140,141]. Furthermore, inhibition of
vital components of HR machinery such as RAD51 targets the alternative dsDNA break repair
pathway [142].

Genetic engineering is an emergent experimental treatment strategy with potential applications
in incurable genetic disorders [143]. One area which has received considerable attention is gene
editing and, in particular, the use of the clustered regularly interspaced short palindromic repeats
(CRISPR)/CRISPR-associated nuclease (Cas) system [143]. There are three CRISPR/Cas systems which
are classified according to a specific Cas protein [143]. Type I is identifiable by the presence of Cas3,
type II by Cas9, and type III by Cas10 [143]. Each system uses a unique mechanism to recognize and
cleave nucleic acids [144]. Type I and III use Cas complexes to target specific DNA sites; however, type
II requires only a single Cas protein [144]. For this reason, the type II CRISPR/Cas9 system has been
used preferentially for genetic engineering [144,145]. CRISPR/Cas9 uses a complementary guide-RNA
(gRNA) sequence and a protospacer adjacent motif (PAM) sequence to recognize a specific targeted
DNA sequence [144,145]. PAM sequences, usually 5′-asparagine-glycine-glycine-3′(5′-NGG-3′),
are used by both type I and -II CRISPR/Cas’ systems to recognize target DNA [146]. PAM sequences lie
within the target DNA sequence and, if absent, Cas9-binding will not occur even if the gRNA sequence
is complementary to the target DNA sequence [147]. The C-terminal of Cas9 interacts with the PAM
sequence via arginine (Arg) motifs 1333 and -1335 to trigger the separation of the upstream strands
of the target sequence at the first base pair position [148]. Cas9 has two catalytic nuclease domains,
histidine-asparagine-histidine (HNH) and RuvC, each of which are responsible for cleaving one DNA
strand in a coordinated manner [149,150]. The HNH domain cleaves the complementary strand while
the non-complementary strand is cleaved by the RuvC domain [149,150]. This concurrent cleaving
activity produces a dsDNA break which is repairable by either HR or NHEJ [150–152]. Error-prone
repair pathways such as NHEJ may result in gene-silencing or insertion/deletion mutations which
are generally used for gene knock-out experiments [150–152]. The homology-directed repair pathway
ensures precise DNA repair through a ‘copy-paste’ mechanism using a donor template; however,
NHEJ is the preferred repair pathway in response to Cas9 cleavage [151,153].

Although the potential clinical applications of CRISPR/Cas9 are numerous, these are in
early stages of research [154]. CRISPR/Cas9 may be applicable in the treatment of cancer and
genetic disorders such as Duchenne muscular dystrophy, retinitis pigmentosa, β-thalassaemia,
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and xeroderma pigmentosum disorder [154–156]. Huntington’s disease is characterized by an
expansion of cytosine-adenine-guanine/glutamine repeats; a potential therapeutic target may lie in the
use of CRISPR/Cas9 to silence the mutant form of the huntingtin gene (mHtt) [152].Yang et al. (2017)
demonstrated successful CRISPR/Cas9 suppression of mHtt in mouse striatal neuronal cells which
resulted in the alleviation of motor impairments and neurotoxicity [152]. Ou et al. (2016) combined
CRISPR/Cas9 technology with that of Takahashi and Yamanaka’s (2006) induced pluripotent stem
cells (iPSCs) with the aim of curing β-thalassaemia by correcting the defective β-globin gene [157,158].
Corrected iPSCs were used to generate haematopoietic stem cells that could successfully differentiate
and survive in mice without exhibiting tumourigenic properties [158]. CRISPR/Cas9 is a promising
tool harnessing DNA damage as well as repair pathways and mechanisms in the treatment of incurable
diseases, disease mapping, drug screening, and personalized medicine [144,145].

15. Conclusions

DNA is responsible for carrying hereditary information across generations; it accomplishes
this by controlling the production and function of proteins. As a result, it is essential for growth,
survival, and reproduction. Should aberrations occur in DNA, genome integrity is maintained through
accurate DNA replication and adequate DNA repair. DNA damaging agents may be of endogenous or
exogenous origin and the resulting DNA lesions may cause morbidity and mortality if not repaired.
Specific DNA repair mechanisms that are closely associated with the cell cycle exist to correct the
different types of DNA lesion that occur. Failure of these vital repair processes may lead to a variety of
mutations and, consequently, diseases. Through an understanding of the causes of DNA damage and
the corresponding repair mechanisms, it is possible to design strategies to create or improve methods
for the prevention, diagnosis, and treatment of pathologies related to deficiencies in the mechanisms
of DNA repair.
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Abbreviations

ADP adenosine diphosphate
alt-NHEJ alternative non-homologous end-joining
AOA1 ataxia with oculomotor apraxia 1
Arg arginine
AsiDNA a signal interfering DNA
ATM ataxia telangiectasia mutated
ATR ataxia telangiectasia and rad3-related
AUNIP aurora kinase A and ninein interacting protein
BRCA1 breast cancer gene 1
BRCA2 breast cancer gene 2
CAKs CDK activating kinases
Cas CRISPR-associated nuclease
cdc25 cell division cycle 25
CDKs cyclin-dependent kinases
CDKIs CDK inhibitors
Chk1 checkpoint kinase 1
Chk2 checkpoint kinase 2
CRISPR clustered regularly interspaced short palindromic repeats
CtIP C-terminal-binding protein interacting protein
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Dbait DNA strand break bait
DDR DNA damage response
DNA deoxyribonucleic acid
DNA-PK DNA-dependent protein kinase
DNA-PKCS DNA-PK catalytic subunit
dsDNA double-strand DNA
ERCC1 excision-repair cross-complementation group 1
Exo1 exonuclease 1
FDA Food and Drug Administration
FEN1 flap endonuclease 1
G glycine
G0 resting
G1 growth 1/gap 1
G2 pre-mitotic/gap 2
gRNA guide RNA
H histidine
H2O2 hydrogen peroxide
HR homologous recombination
INK CDK4 inhibitor
iPSCs induced pluripotent stem cells
KIP CDK inhibitor
LDL low density lipoprotein
Lys lysine
M mitotic
mHtt mutant huntingtin gene
MLH1 MutL homolog 1
MMEJ microhomology-mediated end-joining
MRE11 dsDNA break repair nuclease MRE11
MRN MRE11-RAD50-NBS1
MSH1 MutS homolog 1
MSH2 MutS homolog 2
MSH3 MutS homolog 3
MSH6 MutS homolog 6
mTOR mammalian target of rapamycin
MutH Mutator H
MutL Mutator L
MutS Mutator S
MutSα MSH2-MSH6 heteroduplex
MutSβ MSH2-MSH3 heteroduplex
Myt1 myelin transcription factor 1
N asparagine
NAD+ nicotinamide adenine dinucleotide
NBS1 nibrin
NHEJ non-homologous end-joining
O2 oxygen
O2

− superoxide
PAM protospacer adjacent motif
PARP1 poly (ADP-ribose) polymerase 1
PAXX paralog of XRCC4 and XLF
PCNA proliferating cell nuclear antigen
PI3K phosphatidylinositol 3 kinase
PIKKs phosphoinositide 3 kinase-related kinases
RAD50 dsDNA break repair protein RAD50
RNA ribonucleic acid
RNS reactive nitrogen species
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ROS reactive oxygen species
RPA replication protein A
S DNA synthesis
SCAN1 spinocerebellar ataxia with axonal neuropathy
Ser serine
SSA single-strand annealing
SSAP single-strand annealing protein
ssDNA single-strand DNA
TFIIH transcription factor II human
Tim Timeless
Tipin Tim-interacting protein
USP4 ubiquitin-specific protease 4
XLF XRCC4-like factor
XPA xeroderma pigmentosum group A
XPB xeroderma pigmentosum group B
XPC-RAD23B xeroderma pigmentosum group C-RAD23 homolog B
XPD xeroderma pigmentosum group D
XPF xeroderma pigmentosum group F
XPG xeroderma pigmentosum group G
XRCC1 X-ray repair cross-complementation protein 1
XRCC4 X-ray repair cross-complementation protein 4
Zn zinc
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Abstract: Proliferating cell nuclear antigen (PCNA) is essential for the organization of DNA
replication and the bypass of DNA lesions via translesion synthesis (TLS). TLS is mediated by
specialized DNA polymerases, which all interact, directly or indirectly, with PCNA. How interactions
between the TLS polymerases and PCNA affects TLS specificity and/or coordination is not fully
understood. Here we show that the catalytic subunit of the essential mammalian TLS polymerase
POLζ, REV3L, contains a functional AlkB homolog 2 PCNA interacting motif, APIM. APIM
from REV3L fused to YFP, and full-length REV3L-YFP colocalizes with PCNA in replication foci.
Colocalization of REV3L-YFP with PCNA is strongly reduced when an APIM-CFP construct is
overexpressed. We also found that overexpression of full-length REV3L with mutated APIM leads to
significantly altered mutation frequencies and mutation spectra, when compared to overexpression
of full-length REV3L wild-type (WT) protein in multiple cell lines. Altogether, these data suggest
that APIM is a functional PCNA-interacting motif in REV3L, and that the APIM-mediated PCNA
interaction is important for the function and specificity of POLζ in TLS. Finally, a PCNA-targeting
cell-penetrating peptide, containing APIM, reduced the mutation frequencies and changed the
mutation spectra in several cell lines, suggesting that efficient TLS requires coordination mediated by
interactions with PCNA.

Keywords: POLζ; mutation frequency; mutations spectra; SupF; mutagenicity

1. Introduction

DNA damage is continuously induced by exogenous and endogenous sources. If not repaired
prior to replication, these may result in replication fork collapse, strand breaks, cell death, or genomic
instability. Cells have; therefore, evolved fine-tuned systems to handle replication fork stalling via two
main pathways: translesion DNA synthesis (TLS) and template switching (TS). TLS is intrinsically
error-prone and a major source of mutations, while TS is mostly error-free [1].

Proliferating cell nuclear antigen (PCNA) belongs to the conserved DNA clamp family, and
the earliest known function of PCNA was docking of replicative polymerases to DNA. PCNA is a
hub protein and essential for multiple DNA replication-associated processes, for example, chromatin
remodeling/epigenetics, DNA repair, recombination/TS, and TLS [2,3]. When the replication fork
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encounters a DNA lesion, mono-ubiquitination of PCNA is suggested to be important for mediating a
polymerase switch, from the replicative polymerase to a TLS polymerase, which is able to synthesize
over the lesion. In addition to the polymerase switch at replication forks, TLS polymerases are also
believed to be important for the filling of post-replicative gaps left by replicative polymerases [1].

Several hundred proteins contain one or two of the PCNA-interacting motifs, called PCNA
interacting peptide (PIP)-box and AlkB homolog 2 PCNA interacting motif (APIM), both of which
are conserved in yeast [4,5]. These PCNA-binding motifs have an overlapping interaction site on
PCNA [6–9]. The selection of which proteins interact with PCNA at any given time is likely coordinated
by multi-layered regulatory mechanisms, including affinity-driven competition, post translational
modifications (PTMs) of PCNA or PCNA-binding proteins, complex partners, as well as translational
and proteolytic regulations [2].

The main polymerases in TLS are the Y-family polymerases, REV1, POLη, POLι POLκ and the
B-family polymerase, POLζ. POLζ is an extender polymerase (i.e., it extends from the mismatch
generated by the “inserter” TLS polymerases, POLη, POLι, or POLκ. However, POLζ has also been
shown to insert bases opposite lesions [1]. The POLζ complex (here called POLζ consists of four
subunits; REV3L, REV7, p50 (POLD2), and p66 (POLD3) [10]. The latter two are shared with the
lagging strand replicative polymerase, POLδ. REV3L was recently also shown to be localized in
mitochondria, where it associated with POLγ [11]. REV3L, the catalytic subunit, is essential for
development and survival, for example, embryonic lethality is observed after REV3L knock out (KO)
in mice [12,13], and higher sensitivity to UVC irradiation and chemotherapeutics, such as mitomycin-C
(MMC), is seen in human cells with catalytically dead REV3L and REV3L KO cells [14]. The mammalian
REV3L is 3130 amino acids (aa) long, which is twice the size of its yeast ortholog [12], and it contains
the PCNA-interacting motif APIM in the predicted unstructured region (PCD) (aa 1240–1244), which
is not present in yeast [5,15]. Whether APIM in mammalian REV3L is functional is not known.

REV1 acts as a scaffold for TLS via interactions with POLη, POLι, POLκ, POLζ subunit REV7,
and PCNA. It is suggested that REV1 interacts with PCNA via its N-terminus BRCA1 C terminus
(B RCT) domain and/or polymerase-associated (PAD) domain. POLη, POLι and POLκ contain the
PIP-box, and interact directly with PCNA [1], but still they are dependent on REV1 for replicating
over UV lesions [16]. POLζ, which contains a potential APIM in REV3L, can replicate over UV lesions
independently of REV1. How exactly the most appropriate TLS polymerase is selected when needed
likely depends both on the type of DNA lesion and on their ability to interact with their two main hub
proteins, REV1 and PCNA.

In this study, we examined the in vivo properties of overexpressed full-length REV3L, and
the functionality of APIM found in the predicted unstructured region of REV3L. Colocalization
experiments, as well as analysis of mutation frequencies and mutations spectra after overexpression of
full-length REV3L, supports that APIM in REV3L, and its direct interaction with PCNA, is important
for REV3L’s function in TLS. Furthermore, we found that an APIM-containing cell-penetrating peptide
(APIM-peptide) targeting PCNA [6,17] reduced the mutation frequency more in the isogenic normal
cell line than in POLζ-mutated cells. This data supports a role of APIM–PCNA interactions in TLS,
and specifically in POLζ-mediated TLS.

2. Results and Discussion

2.1. REV3L Localization Increases in the Nuclei upon Genotoxic Stress and Inhibition of Nuclear Export

To determine REV3L localization, we overexpressed full-length REV3L tagged with YFP. REV3L
localized both in the nucleus and cytosol, but the fraction of cells with nuclear localization increased
after MMC treatment and UV irradiation (Figure 1a,b, and data not shown). This is in accordance with
increased chromatin association after genotoxic stress previously reported [18]. Recently, REV3L was
found to contain both functional nuclear and mitochondrial localization signals, and to associate with
POLγ in mitochondria [11]. Some of the cytosolic REV3L could; therefore, be mitochondrial, but it
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could also be due to overexpression. However, lack of specific antibodies against REV3L makes this
hard to examine. Cytosolic localization could also indicate that the level of REV3L in nuclei is tightly
regulated, for example by active nuclear export followed by protein degradation, to avoid mutagenic
events. When the cells were treated with a specific inhibitor of active nuclear export, Leptomycin
B [19], the fraction of cells with mainly nuclear REV3L-YFP localization increased (Figure 1b). This was
not seen in cells expressing only the YFP-tag, where no cells had nuclear localization, even after
Leptomycin B treatment (Supplementary Figure S1a,b). These results support that nuclear levels of
REV3L are regulated via active nuclear export.

Figure 1. Increased nuclear REV3L localization after mitomycin-C (MMC) or Leptomycin B treatment.
(a) Overview of subcellular localization of REV3L-YFP in HEK293T cells with and without MMC
treatment (0.5 μM), measured after 12 h treatment. (b) Quantification of REV3L-YFP nuclear localization
with and without MMC (0.5 μM) and Leptomycin B (LepB; 10 ng/mL, 1 h) treatment. Data from three
independent biological experiments, each counting a minimum of 150 cells. (Student t-test, * p = 0.017,
*** p < 0.0001). (c) Gene ontology (GO) analysis of proteins co-immunoprecipitated with REV3L-YFP
using a PANTHER overrepresentation test. GO biological processes with a Benferroni-corrected p-value
< 0.05 are shown. p-values given as false discovery rate (FDR).

In order to further characterize REV3L and its interaction partners, pull down experiments, using
an anti-YFP antibody on extracts from weakly cross-linked cells overexpressing REV3L-YFP or YFP
only, were performed. A weak PCNA band was detected on western blots after immunoprecipitation
(IP) with anti-GFP from REV3L-YFP expressing cells, but also in some IPs from the control cells (YFP
expressing cells). Thus, it was hard to determine if PCNA pull downs were significantly enriched in the
REV3L-pull downs (data not shown). Next, we analyzed the same samples by mass spectrometry (MS).
We did not detect PCNA, likely because PCNA is a “bad” flyer and not easily detected by MS [20].
However, we detected numerous proteins specifically pulled down by REV3L, including the subunits
shared with POLδ, POLD2, and POLD3 (Figure 1c and Supplementary Table S1a). This suggests
that the overexpressed tagged REV3L is functional and in complex with its normal partners. Gene
ontology (GO) analysis revealed that the potential REV3L interaction partners were associated with the
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following biological processes: nucleotide excision repair, DNA damage response, detection of DNA
damage, protein import into nucleus and TLS (Figure 1c). We filtered proteins using the “CRAPome”
database (www.crapome.org) prior to this analysis, however the biological processes detected did not
change much from the list, including all proteins regarded as significantly enriched in REV3L-YFP
pull downs (Supplementary Table S1b).

2.2. REV3L Colocalizes with PCNA and Contains a Functional APIM Sequence

The four subunit yeast POLζ complex is reported to have higher activity in presence of PCNA [10],
thus how the different subunits interact with PCNA may be important, both for proper regulation
of their activity and possibly also for fidelity/substrate specificity. The POLζ complex has two
PCNA interacting motifs, POLD3 contains a PIP-box and REV3L contains the APIM sequence KFVLK
(1240-1244). Previous data has shown that the second amino acid in APIM (consensus sequence:
R/K-F/W/Y-L/I/V/A-L/I/V/A-K/R) is vital for affinity to PCNA [5,6,17,21]. After mutation of
this amino acid, we found that both REV3L and REV3L F1241A colocalized in PCNA foci resembling
replication foci (Figure 2a). This was not unexpected since REV3L pulled down both POLD2 and
POLD3, both having the ability to interact directly or indirectly with PCNA [22–24]. Therefore,
reducing the APIM-mediated REV3L–PCNA interaction by the F1241A mutation might not be
sufficient to abolish colocalization with PCNA. However, KFVLK is a functional PCNA interacting
motif, as KFVLK-YFP colocalizes with HcRed-PCNA in foci resembling replication foci (Figure 2b),
similarly to the previously reported hABH21–7F4W APIM-variant (RWLVK) with increased affinity [5]
(Supplementary Figure S1c), here shown as a CFP-fusion. Furthermore, when F in KFVLK is mutated
(corresponds to F1241A in REV3L), colocalization with PCNA is strongly reduced (Figure 2c).

 
Figure 2. Overexpressed full-length REV3L and APIM peptide from REV3L (KFVLK-YFP) colocalizes with
endogenous and overexpressed PCNA. White line on merged images represents 5μm scale. Representative
images display: (a) REV3L or REV3L F1241A (α-FLAG) and endogenous PCNA (α-PCNA) in transfected
HEK293T cells (STED image); (b) KFVLK-YFP (REV3L APIM), RWLVK-CFP, and HcRed-PCNA in
transfected HeLa cells (live cell images); and (c) KAVLK-YFP (REV3L F1241A-APIM), KFVLK-CFP
(REV3L APIM), and HcRed-PCNA in transfected HeLa cells (live cell image).
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In order to visually detect reduced colocalization/affinity, a large change is required. Fluorescence
resonance energy transfer (FRET) measurements would have been the preferred technique, as it can
quantifiably differentiate between direct interaction (<20 nm distance) and colocalization (~50–100 nm
distance). For example, in a previous study, we found that the direct Xeroderma pigmentosum group-A
complementing protein (XPA)–PCNA interaction determined by FRET was abolished when APIM in XPA
was mutated; however, XPA with mutated APIM still colocalized with PCNA in replication foci [25]. We
have made several attempts to measure FRET between REV3L-YFP (WT and F1241A) and CFP-PCNA.
However, the large size of REV3L results in low expression levels and; therefore, low fluorescence intensity
compared to PCNA. Therefore, FRET measurements were not technically possible. Second best to FRET,
we have measured fold increase in intensity in foci over the background of REV3L-YFP (WT and F1241A),
in the absence and presence of overexpressed APIM-CFP. When selecting images taken with the same
confocal settings and comparing only cells with equal protein expression levels, we detected higher
intensity in foci of REV3L than REV3L F1241A-YFP (Figure 3a). The foci intensities of both full-length
proteins were reduced upon overexpression of the APIM motif in REV3L (KFVLK) and importantly, we
detected a larger (>2×) reduction for REV3L F1241A than REV3L (26% versus 11%, Figure 3b), suggesting
that REV3L F1241A has lower affinity for PCNA than REV3L.

When the high affinity APIM variant (RWLVK) was overexpressed, it nearly abolished the foci
formation of both REV3L and REV3L F1241A (Figure 3c). APIM and PIP-box motifs have overlapping
interaction sites on PCNA [6,9], and different PIP-box variants are shown to have up to 700× differences
in their affinities for PCNA [23], with the PIP-box from p21 being the strongest. The high affinity APIM
variant (RWLVK), which has a ~5× lower dissociation constant than the p21 PIP-box in microscale
thermophoresis (MST) experiments [17], may be able to compete with both the PIP-box in POLD3 and
the APIM in REV3L, for binding to PCNA, explaining the strong reduction of REV3L foci localization
observed. We could not detect any differences in colocalization and/or intensities of REV3L in PCNA
foci after treatments with DNA inducing damaging agents such as cisplatin, MMC, or UV irradiation
(data not shown), although a stronger nuclear localization of REV3L was detected. In summary, these
results suggest that REV3L is present in unperturbed replication foci and that the REV3L APIM–PCNA
interaction is important for its affinity for PCNA.

2.3. Mutation of APIM in REV3L Affects the Mutation Frequency

Biochemical assays to test APIM functionality in REV3L is very difficult because REV3L is a very
large protein (3130 aa) in complex with multiple other proteins, and interactions with PCNA is a
process which is tightly regulated via, for example, PTMs. Therefore, in order to investigate APIM
functionality in REV3L, REV3L-YFP (WT and F1241A) were overexpressed in one repair-proficient
(HEK293) and one TLS-deficient cell line (POLη KO), together with an UV-irradiated reporter plasmid
(SupF mutagenesis assay). The transfection efficiency was 30–50%, and no differences were detected
between expression of REV3L and REV3L F1241A (Supplementary Figure S2a). The difference in
mutation frequencies between independent experiments detected in the SupF assays was large,
still we repeatedly detected a 2–3 times reduction in mutation frequency in cells overexpressing
REV3L, compared to cells overexpressing REV3L F1241A, in both cell lines (Figure 4a). Differences in
mutation frequencies after REV3L and REV3L F1241A overexpression were also found in two DNA
repair-deficient cell lines; a nucleotide excision repair (NER) deficient fibroblast cell line (XPA−/−) and
a mismatch repair (MMR) deficient cell line (MLH1−/−) (Supplementary Figure S2b). Overexpression
of REV3L in HEK293 and POLη KO cells reduced the mutation frequency compared to both the control
and the REV3L F1241A expressing cells, and this could suggest that APIM in REV3L, and; thus, a
direct REV3L–PCNA interaction, contributes to the correct bypass of UV-lesions. Human POLζ has
previously been reported to perform error-free replicative bypass of (6-4) photoproducts [26]. However,
whether REV3L can bypass lesions correctly or not likely depends upon the damage type and load,
and, the DNA repair capacity of the cells. Human POLζ is reported to be able to replicate over UV
lesions independently of REV1 [16]. Whether the APIM-mediated PCNA interaction in POLζ is more
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important for REV1 independent than REV1-dependent bypass of DNA lesions is not possible to
predict from our data, and requires additional studies beyond the scope of this paper.

 
Figure 3. REV3L colocalization with PCNA in replication foci is reduced upon F1241A mutation
and overexpression of APIM-peptides. Left panel: Representative live cell images of HEK293T cells
overexpressing REV3L-YFP (upper row) or REV3L F1241A-YFP (lower row) and HcRed-PCNA. Scale
bar = 5 μm. Right panel: Quantification of foci intensities of REV3L-YFP and REV3LF1241A-YFP in
PCNA foci relative to background intensities (Image J). Data is from a minimum of 50 foci taken from 7
to 15 cells with comparable protein expression levels of both YFP and CFP tagged proteins. Student
two-tailed unpaired t-test: (a) REV3L and REV3L F1241A-YFP and HcRed-PCNA (*** p = 0.0002);
(b) REV3L and REV3L F1241A-YFP, HcRed-PCNA and KFVLK-CFP (*** p < 0.0001). Dotted line
represents the value of REV3L-YFP foci intensity without peptide overexpression from (a). (c) REV3L
and REV3L F1241A-YFF, HcRed-PCNA and RWLVK-CFP (** p = 0.0011). Dotted line represents the
value of REV3L-YFP foci intensity without peptide overexpression from (a).
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Figure 4. Mutation in APIM in REV3L (F1241A) affects the mutation frequency and pattern. (a) Mutation
frequency determined by the supF assay from overexpression of REV3L-YFP or REV3L F1241A-YFP
in HEK 293 and POLη KO (HAP-1) cells. Cells expressing only UVB-irradiated pSP189 (supF reporter
plasmid) represents the control. Four independent experiments are shown for each cell line. Students
two-tailed paired t-test, * p < 0.05. (b,c) Mutation spectra (supF gene) isolated from cells overexpressing
REV3L-YFP, REV3L F1241A-YFP, or only pSP189 (control) in HEK293 cells (b) and POLη KO cells (c) from
four independent experiments. Left panel: Mutations at sites in the supF gene occurring with a frequency
> 10% in either control (white bars), REV3L (light grey bars), or REV3L F1241A-expressing cells (dark grey
bars). Right panel: Mutation spectra. The number in subscript indicates how many times the specific
mutation was detected in the same transformation. Tandem and quadruple mutations are underlined.
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2.4. Mutation of APIM in REV3L Affects the Mutation Spectra in Four Cell Lines

The mutation spectra of the supF gene isolated from REV3L and REV3L F1241A overexpressing
HEK293 cells showed a clear reduction of mutations at position 168 compared to the control cells
(Figure 4b, left panel). This verifies that both proteins were expressed in sufficient levels to affect TLS.
The spectra importantly also revealed differences between REV3L and REV3L F1241A overexpression
(e.g., in the frequency of mutations at position 172 and 156). This suggests that the mutation of APIM
in REV3L affected the specificity/function of POLζ.

The mutation spectra from the POLη-deficient cells also showed clear differences between cells
overexpressing REV3L and REV3L F1241A at multiple positions, further supporting that APIM in
REV3L is important for POLζ’s specificity (Figure 4c). Additionally, and importantly in this context,
the mutation spectra from cells overexpressing REV3L and REV3L F1241A were different also in the
XPA−/− and MLH1−/− cell lines (Supplementary Figure S2c,d).

Because of the large size of POLζ, previous studies on the polymerase functionality have been
done on yeast protein [15] or truncated human REV3L variants [10,14]. This is the first study
of the functionality of full-length proteins including the APIM-containing PCD region in REV3L.
The differences detected in both the mutation frequencies and the mutation spectra after overexpression
of REV3L and REV3L F1241A, in all four cell lines tested, further suggest that APIM in REV3L is a
functional PCNA interacting motif. The F1241A mutation is not expected to change the REV3L binding
to REV7 nor REV3L’s catalytic activity, because both the REV7 binding region and the catalytic domain
are located distant to the PCD region [15]. We hypothesize that the changes in mutation frequency and
mutation spectra observed by mutating APIM is due to reduced direct interaction between REV3L and
PCNA. Impairing the direct interaction between REV3L and PCNA could either slightly change the
proximity of REV3L to DNA, or the switch between the inserter and the extender TLS polymerase,
and this could affect TLS and give rise to the differences in mutation frequency and mutation spectra
observed between REV3L and REV3F1241A.

POLη interacts with PCNA via the two modules, PIP-box and ubiquitin-binding zinc-finger
domain (UBZ), and mutations of one of these modules only partly reduce POLη’s ability to complement
Xeroderma pigmentosum variant (XP-V) cells after UV-irradiation [27]. Thus, multiple PCNA
interacting modules working cooperatively to stabilize interaction of TLS POLs with PCNA in vivo
is known also for other TLS polymerases. Recent data additionally suggests POLη travels with
unperturbed replication forks [28]. If TLS polymerases are following a “piggyback” model as suggested
(reviewed in [29]) (i.e., they ride on the PCNA ring until the replicative polymerases encounter a DNA
lesion), then several interaction motifs of the functional polymerase complex might be required for
regulation of their activities.

2.5. Targeting PCNA with APIM-Containing Peptides Reduce the Mutation Frequency

In order to further investigate the potential importance of APIM in REV3L, we wanted to make a
cell line with an endogenous mutation in the APIM sequence of REV3L. We were not able to create a
guide RNA including APIM in REV3L, and therefore decided to use a guide RNA targeting a sequence
upstream of APIM. We initially selected mutated cells based on their hypersensitivity to MMC and
UV-irradiation, and normal sensitivity to methyl methanesulfonate (MMS), and, surprisingly, the
most sensitive clone obtained contained a homozygote single amino acid deletion, two amino acids
upstream of APIM (REV3L ΔA1237) (Supplementary Figure S3a–d). No off-targets of significance could
explain the observed phenotype in the REV3L ΔA1237 cell line (Supplementary Figure S3e). Because
commercial antibodies against REV3L are not available, we tried to establish a targeted MS/MS
method for determination of cellular REV3L levels. The level of endogenous REV3L in HEK293 was, as
also found by others [11], low and below the detection limit, thus MS/MS detection was not technically
possible (levels not detected in four out of five experiments, data not shown). In order to explore the
consequence of the ΔA1237 deletion in REV3L, we overexpressed REV3L ΔA1237 as an YFP fusion
(REV3L ΔA1237-YFP) and detected reduced nuclear localization of REV3L ΔA1237-YFP compared to
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REV3L-YFP (Figure 5a,b). Despite this difference, overexpressed REV3L ΔA1237-YFP still colocalized
with PCNA when co-expressed with HcRed-PCNA (Figure 5c). Reduced nuclear localization was
not detected for the REV3L F1241A mutant (Supplementary Figure S1d), even though both REV3L
ΔA1237 and REV3L F1241A have reduced foci intensities compared to REV3L WT (Figures 5c and
3a, respectively). Overexpression of APIM from REV3L (KFVLK) reduced REV3L ΔA1237-YFP foci
less than REV3L F1241A-YPF (13% versus 26%, respectively), but slightly more than REV3L WT (11%)
(Figures 5c and 3b), indicating that the reduced nuclear localization caused by the ΔA1237 deletion is
not mainly due to its reduced PCNA affinity. The single amino acid deletion does not affect nuclear
export of REV3L ΔA1237, as Leptomycin B treatment still increased nuclear fraction (data not shown).
Thus, reduced nuclear localization and/or stability of REV3L ΔA1237 compared to REV3L WT is likely
the main reason for the observed hypersensitivity towards UV-irradiation and MMC in this cell line.

 
Figure 5. Deletion of A1237 in REV3L affects nuclear localization. (a) Overview of cells expressing
REV3L-YFP and REV3L ΔA1237-YFP in HEK293T cells (live cell images). (b) Quantification of the cells
with nuclear localization of REV3L-YFP (also shown in Figure 1b) compared to REV3L ΔA1237-YFP.
Data from three independent biological experiments from a minimum of 150 cells. (Student t-test,
*** p < 0.0001). (c) Left panel: Representative confocal images of HEK293T cells overexpressing REV3L
ΔA1237-YFP and HcRed-PCNA (upper row); REV3L ΔA1237–YFP, HcRed-PCNA, and KFVLK-CFP
(mid row); and REV3L ΔA1237-YFP, HcRed-PCNA, and RWLVK-CFP (bottom row). White line on
merged images represents 5 μm scale. Right panel: Quantification of foci intensities of REV3L ΔA1237
-YFP in PCNA foci over background intensities (Image J). Data from a minimum of 50 foci taken from
a minimum of 7 to 10 cells with comparable protein expression levels of both YFP and CFP tagged
proteins. (Student two-tailed unpaired t-test, *** p ≤ 0.0002). Dotted line represents the value of REV3L
foci intensity without peptide overexpression from Figure 1a.
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The mutation spectra of the supF gene isolated from REV3L ΔA1237 cells and its isogenic control
HEK293 were different, supporting a reduced level of REV3L and an altered TLS pattern in the REV3L
ΔA1237 cell line (Figure 6b). For example, mutations in position 168 that are frequent in HEK293 cells
were absent in REV3L ΔA1237, and mutations in position 108 were found only in REV3L ΔA1237
(white bars, Figure 6a,b, left panel). Cumulatively, these results show that the REV3L ΔA1237 cell line
has an altered TLS response, which, together with its hypersensitivity to MMC, might suggest that it is
partly POLζ deficient.

We have previously designed a cell penetrating peptide containing the APIM sequence RWLVK
(APIM-peptide), with high PCNA affinity, and a mutated version of this peptide (W4A) with ~50%
reduced PCNA affinity [6,17]. Co-treatments with the APIM-peptide are shown to increase the efficacy
of multiple chemotherapeutic drugs in multiple cancer cells and preclinical animal models [6,30–32].
In Figure 3c we showed that overexpression of RWLVK strongly reduced the colocalization between
REV3L and PCNA. We have unpublished data indicating that a significant part of the increased growth
inhibitory efficacy observed when combining APIM-peptide with cisplatin (another inter-strand
crosslinking agent), is mediated via REV3L inhibition, because siRNA knock down of REV3L had less
effect in cells overexpressing the APIM-peptide (data not shown). In order to explore the impact of
inhibiting the APIM-mediated REV3L–PCNA interaction on TLS, HEK293 and the REV3L ΔA1237 cells
were treated with the APIM-peptide during the SupF assay. In agreement with previous results [6,30],
this treatment did not inhibit replication and we were able to isolate newly replicated SupF reporter
plasmid. Interestingly, APIM-peptide treatment reduced the mutation frequency in HEK293 cells
by ~70% compared to the control, while the reduction was only ~30% in the REV3L ΔA1237 cells
(Figure 6c, p < 0.05). No reduction in the mutation frequency was detected in similar experiments
using the mutant APIM-peptide (Supplementary Figure S4a). There is a tendency towards reduced
mutation frequency in REV3L ΔA1237 compared to HEK293 cells when no peptide is added (not
significant, p = 0.08), suggesting lower levels of REV3L, and reduced TLS, in this cell line. Furthermore,
the APIM-peptide was >2× more efficient in reducing the mutation frequency in HEK293 than
REV3L ΔA1237 cells. The latter suggests that part of the APIM-peptide’s effect in HEK293 cells is
the inhibition of POLζ-mediated TLS. The mutation frequency in the XPA−/− cells was, as expected,
elevated compared to the repair proficient HEK293 (~2×); however, a ~50% reduction in mutation
frequency was still detected in this cell line after treatments with the APIM-peptide (Figure 6c).

2.6. Targeting PCNA with APIM-Peptide Affects the Mutation Spectra

The mutation spectra in the supF gene, isolated from both HEK293 and the REV3L ΔA1237 cells,
were changed by the APIM-peptide treatment. For example, the mutations at position 168 were
strongly reduced compared to the control in HEK293 (Figure 6a, left panel), whereas, in the REV3L
ΔA1237 cells, mutations at this position were only detected after treatment with the APIM-peptide
(Figure 6b). Similar effects of the APIM-peptide were also detected in the two cell lines, for example,
the relative amount of mutations at position 156 were increased after treatment with the APIM-peptide
in both cell lines. The APIM-peptide treatment reduced the mutation frequency and changed the
mutation spectra in both cell lines, but not similarly. Because the main difference in these two cell
lines likely is the level of REV3L, we hypothesize that a major part of the APIM-peptide’s effect on
TLS is due to inhibition of the REV3L APIM–PCNA interaction. However, in addition to REV3L, the
two Rad5 homologs, HLTF and SHPRH, believed to be important in regulation of TLS [33], and XPA,
essential for NER [25], also contain APIM [5]. The function of these proteins could; therefore, also be
affected by the APIM-peptide treatment. Of note, the reduction in mutation frequencies shows that the
APIM-peptide reduces TLS more efficiently than error free DNA repair, and this could be beneficial in
cancer therapies if the APIM-peptide were used in combination with chemotherapeutics.
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Figure 6. Treatment with APIM-peptide modulates the mutation spectra and reduces the mutation
frequencies. (a,b) Mutation spectra (supF gene) from cells transfected with UVB irradiated pSP189 (supF
reporter plasmid), with and without treatment with APIM-peptide (10 μM), isolated from (a) HEK293
and (b) REV3L ΔA1237 cells from four independent experiments. Left panel: Mutations at sites in the
supF gene occurring with a frequency >10% in either control (white bars) or APIM-peptide treated
cells (black bars). Right panel: Mutation spectra. The number in subscript indicates how many times
the specific mutation was detected in the same transformation. Tandem mutations are underlined.
(c) Mutation frequency in HEK293, REV3L ΔA1237, and XPA−/− cells after APIM-peptide treatment
(black bars, 10 μM in HEK293 and REV3L ΔA1237, and 8 μM in XPA−/−) relative to untreated cells
(white bars). Data from each cell line includes data from a minimum of three independent experiments.
A significant reduction in mutation frequency after addition of APIM-peptide compared to control
(untreated) was detected in all three cell lines (student two-tailed paired t-test, * p < 0.05).

The aim of this study was to examine if APIM in REV3L is a functional PCNA interacting
motif. Our data suggests that the APIM sequence in REV3L is a PCNA interacting motif and that
mutation of APIM in full-length REV3L changes the functionality and/or specificity of TLS in vivo.
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Additionally, we find that targeting PCNA with the APIM-peptide reduces mutagenesis, likely by
impairing the efficacy of POLζ. Cumulatively, our data suggests that APIM in REV3L is a functional
PCNA interacting motif and that direct interaction with PCNA is important for TLS coordination.

3. Material and Methods

3.1. Expression Constructs

KFVLK-YFP/CFP and KAVLK-YFP were constructed by annealing MDKFVLK and MDKAVLK
encoding oligonucleotides (Sigma-Aldrich, Saint Louis, MO, USA) with EcoRI and XhoI overhang.
These were cloned into yellow (YFP) and cyan (CFP) variants of green fluorescent protein (GFP)
(Clonetech/TaKaRa Bio USA, Montain View, CA, USA), using the pEYFP-N1 or pECFP-N1 plasmids
with mutated ATGsimilarly to RWLVK-CFP [5]. pREV3L-3xFLAG was a kind gift from Christine E.
Canman, Department of Pharmacology, University of Michigan, USA [34]. A site-specific mutation
F1241A was generated in pREV3L3xFLAG using Quick Change II (Agilent Technologies, Santa Clara,
CA, USA). The Amp resistance in this plasmid was switched to Kanamycin (Km) using a Km-resistance
gene flanked with AatII and FspI from the pUC57 vector. pREV3L-YFP was generated by GenScript
(Piscataway, NJ, , USA) by replacement of the 3xFLAG tag with YFP using the pEYFP-N1. CFP-PCNA
and HcRed-PCNA has previously been described [5,35]. pSP189 reporter plasmid and Escherichia coli
strain MBM7070 were a gift from Professor Karlene Cimprich, Department of Chemical and Systems
Biology, Stanford University, Stanford, CA, USA [33].

3.2. Cell Lines

HEK293, HEK293T, HCT116, and HeLa cells (ATCC: CRL 1573, CRL 11268, CCL-247, and CCL2,
respectively) were cultured in Dulbecco´s Modified Eagle Medium (DMEM) (4.5 g/L; Sigma-Aldrich);
and HAP1 cells (POLη KO, Horizon Genomics, Cambridge, UK) were cultured in Iscove’s Modified
Medium (IMDM) (Sigma Aldrich). Media was supplemented with 10% fetal bovine serum (FBS;
Sigma-Aldrich), 2.5 μg/mL Fungizone® Amphotericin B (Gibco, Thermo Fischer Scientific, Waltham,
MA, USA), 1 mM L-Glutamin (Sigma-Aldrich), and an antibiotic mixture containing 100 μg/mL
penicillin and 100 μg/mL streptromycin (Gibco). The XP-A deficient cell line (XPA−/−; Coriell
Institute, GM04429) were cultured in Minimum Essential Medium-alpha (MEM-alpha, 4.5 g/L;
Gibco) supplemented with 10% FBS, 2.5 μg/mL Fungizone® Amphotericin B, 1 mM L-Glutamin, and
100 μg/mL gentamicin (Gibco). The cells were cultured at 37 ◦C in a 5% CO2-humidified atmosphere.

3.3. SupF Assay

The supF mutagenicity assay was performed essentially as previously reported [33]. Briefly, the
reporter plasmid pSP189 was irradiated with 600 or 800 mJ/cm2 UVB, depending on the cell line,
with UV lamp, Vilber Lourmat Bio Spectra V5, 312 nm. Cells were transfected with UVB-irradiated
pSP189 (including plasmids not exposed to UVR as controls) and co-transfected with constructs
of interest or treated with APIM-peptide. Transfections were performed using X-treme GENE HP
transfection reagent according to manufacturer protocol (Roche diagnostics, Basel, Switzerland). Cells
were harvested after 48 h for both isolation of plasmid and western analysis and/or confocal analysis.
Isolated plasmids were DpnI (NEB) restriction digested to exclude original bacterial plasmids in order
to only look at replicated plasmids. Blue/white screening was performed by transformation of the
isolated plasmids into E. coli MBM7070 cells, followed by plating on indicator X-gal/IPTG/Amp agar
plates. Mutation frequency (white/blue colonies) was calculated for the different samples for several
transformations. White mutant colonies were picked for re-streak and DNA sequencing of supF gene.

3.4. Imaging

HEK293T, transfected with pREV3L-3xFLAG, were fixed in paraformaldehyde (2%) and
permeabilized in ice-cold methanol for 5 min at −20 ◦C. The cells were washed in phosphate buffered
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saline (PBS) and blocked in bovine serum albumin (BSA)-PBS (2%), prior to incubation with primary
antibodies against PCNA (ab18197) and FLAG-peptide (α-FLAG, mouse monoclonal, SIGMA F1804)
overnight at 4 ◦C. Samples were washed in PBS and stained with tetramethylrhodamine (TRITC) goat
α-rabbit and Alexa fluor 532 goat α-mouse (Life Technologies), and then diluted 1:200 in BSA-PBS
(2%) for 1 hour at room temperature (RT). Samples were washed and maintained in PBS. Images
were captured on a Leica SP8 stimulated emission depletion (STED) 3X confocal microscope using a
100×/1.4 oil immersion objective, using the 660 and 775 nm lasers.

For immunofluorescence staining and confocal imaging related to supF assay, cells were
transfected in parallel with the SupF-assay transfection, with proportional amounts of cells and
transfection mix. Cells were fixed with 2% paraformaldehyde, treated with methanol (−20 ◦C), and
incubated overnight at 4 ◦C with primary antibody (α-FLAG), diluted 1:500 in FBS-PBS. The following
day the cells were washed and treated with secondary antibody (goat α-mouse Alexa fluor 532), diluted
1:2000 in FBS-PBS for 45 min (37 ◦C). Images were captured using the Zeiss LSM 510 Meta confocal
microscope (argon laser 514 nm and BP 530–600 nm for YFP; 543 nm argon laser and LP 560 for Alexa
fluor 532). Live cell imaging was performed using a Zeiss LSM 510 Meta laser scanning microscope
equipped with a Plan-Apochromate 63x/1.4 oil immersion objective. YFP, CFP, and HcRed were
excited and detected at λ = 514 nm/530–600 nm, λ = 458 nm/470–500 nm, and λ = 543 nm/>615 nm,
respectively, using consecutive scans. The thickness of the scanned optical slices was 1 μm.

3.5. Fluorescence Measurements and Fluorescence Resonance Energy Transfer (FRET)

FRET was done as previously described [6]. Fluorescence intensities was measured using the
imaging processing software, Fiji (ImageJ) version 1.06.2016, and all images were taken with the exact
same confocal settings. Average intensities within an area of interest (foci) was measured and divided
with average intensity in the nucleus outside foci. We selected and compared only cells with equal
fluorescence intensities (YFP and CFP) (i.e., equal levels of expressed proteins), and we selected cells
within a narrow region of intensities. A minimum of 50 foci were measured per sample from 7 to
15 cells.

3.6. Preparation of Cell Lysates

Exponentially grown HEK293T cells were transfected with p-REV3L-YFP or pYFP using
X-tremeGENE HP transfection reagent (Roche diagnostics). The cells were crosslinked in 0.25%
formaldehyde for 20 min at room temperature, and harvested as previously described [36]. Briefly,
the cell pellet was resuspended in 3× packed cell volume in buffer I: 20 mM, pH 7.8, HEPES-KOH,
100 mM KCl, 1.5 mM MgCl2, 0.2 mM EDTA, 20% glycerol, 0.5% NP-40, 1 mM DTT, 1× complete
protease inhibitor, and 1x phosphatase-inhibitor cocktails I and II (Sigma-Aldrich). 200 U OmniCleave
Endonuclease (Epicenter Technologies, Thane, India) was added to each 100 μL of cell pellet before
sonication (Branson Sonifier 250). Residual DNA/RNA in the lysates were digested for 1 h at 37 ◦C
using an endonuclease cocktail of 400 U OmniCleave, 10 U DNase I (Roche diagnostics), 250 U
benzonase (Merck, Darmstadt, Germany), 100–300 U micrococcal nuclease (Sigma-Aldrich), and
20 μg RNase (Sigma-Aldrich) per 30 mg protein in the lysate. Digestion was followed by clearance
by centrifugation.

3.7. Immunoprecipitation

Immunoprecipitations were performed using Dynabeads protein A magnetic beads coupled to
polyclonal GFP antibodies (ab290, Abcam, Cambridge, UK), which also recognize YFP and CFP, using
the crosslinker, Bis(sulfosuccinimidyl)suberate (BS3), according to the manufacturer’s instructions
(Thermo Fisher Scientific). Coupled beads were incubated with cleared lysates, under gentle rotation
at 4 ◦C overnight, and further washed, three times, with 10 mM Tris-HCl, pH 7.5, 100 mM KCl before
elution. Immunoprecipitated proteins were eluted in lithium dodecyl sulfate (LDS) loading buffer
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(Invitrogen, Thermo Fisher Scientific), containing 100 mM DTT, by heating the beads for 10 minutes at
70 ◦C, and separated briefly on a NuPAGE 3–8% Tris-Acetate protein gel (Invitrogen).

3.8. Mass Spectrometry (MS) Analysis

The gel lanes were cut into pieces (~100 mg) and submitted to in-gel tryptic digestion, as described
by [37]. Tryptic digests were dried out, resuspended in 0.1% formic acid, and analyzed on an Orbitrap
Elite mass spectrometer (Thermo Scientific) coupled to an Easy-nLC 1000 UHPLC system (Thermo
Scientific). Peptides were injected into an Acclaim PepMap100 C-18 column (75 μm i.d. × 2 cm,
C18, 3 μm, 100 Å, Thermo Scientific) and further separated in an Acclaim PepMap RSLC Nanoviper
analytical column (75 μm i.d. × 50 cm, C18, 2 μm, 100 Å, Thermo Scientific). A 120-minute method
with a 250 nL/minute flow rate was employed; it started with an 80-minute gradient from 2% to 40%
of buffer B (99.9% acetonitrile, 0.1% formic acid; buffer A was 0.1% formic acid in water), then it was
increased to 55% of buffer B in 15 min, and then to 100% of buffer B in 15 min, it was then kept at
100% of buffer B for 10 min. The peptides eluting from the column were analyzed in positive-ion
mode using data dependent acquisition, using collision-induced dissociation (CID) fragmentation with
normalized collision energy 35. Each profile MS scan (m/z 400–1600) was acquired at a resolution of
120,000 FWHM in the orbitrap, followed by 10 centroid MS/MS scans in the ion trap at rapid scan rate,
with an isolation width of 2.0 m/z and an activation time of 10 ms. A 60-second dynamic exclusion
was employed. MS spectra were analyzed using Proteome Discoverer (Thermo Scientific) version
1.4.0.288 software, running Mascot and the Sequest HT database search algorithms. Spectra were
searched against a human proteome database from UniProt with the following parameters: maximum
missed cleavage = 2, precursor mass tolerance = 10 ppm, fragment mass tolerance = 0.6 Da, and
dynamic modification = carbamidomethyl (C: +57.021 Da). Peptides were identified with a high degree
of confidence (defined as false discovery rate (FDR) ≤0.01) using Percolator. From three biological
replicas, possible REV3L interaction partners were identified as proteins detected with a Sequest score
>5 in at least two or more experiments in the REV3L-YFP IP, compared to the YFP control sample.

3.9. Guide RNA Cloning

LentiCRISPRv2 vector (Addgene plasmid #52961), containing two expression cassettes, hSpCas9
and the chimeric guide RNA, was used as a vector for the CRISPR/Cas9 system. The guide RNA was
chosen to target REV3L upstream of its APIM sequence. The following oligonucleotides were used:
5′caccgAAAATCTCAGTCTGGTGCTG-3′ on plus-strand and 5′aaacCAGCACCAGACTGAGATTTTc-3′

on minus-strand. The vector was digested using BsmBI (NEB) and the annealed oligonucleotides (guide
RNA) were cloned into the guide RNA scaffold by using Quick Ligase (NEB). Constructs were heat shock
transformed into Stbl3 chemically-competent E. coli, and plated on LB Ampicillin plates (100 μg/mL).
Plasmids from three bacterial colonies were isolated, digested by restriction enzyme HindIII (NEB), and
applied on a 0.8% agarose gel for screening. Further, the constructs were sequenced to verify if the guide
RNA was cloned correctly into the vector.

3.10. Transfection of CRISPR/Cas9 Vector and Single Clone Expansion.

HEK293 cells, seeded in a 12-well plate (150,000 cells/well), were transfected (Xtreme Gene HP,
Roche) with 1 μg lentiCRISPR v2 guide plasmid per well. Selection medium containing 2 μg/mL
puromycin was added 72 h after transfection and renewed every 3 to 4 days. Potential single-cell colonies
could be observed after 14 days. Cell colonies were washed with PBS, trypsinized, resuspended, and
transferred into a 24-well plate. Cells were further expanded and DNA was harvested for screening.
Briefly, 100,000 cells were resuspended in 50 μL of alkaline solution (25 mM NaOH/0.2 mM EDTA,
pH 12) and heated for 10 min at 95 ◦C. After cooling, 50 μL of neutralizing solution (40mM tris-HCl,
pH 5) was added and the lysate was isolated after centrifugation. The target sequence in the REV3L
was PCR amplified using forward primer 5′ ATTCTTCTCCACCTCGCTGC-3′ and reverse primer
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3′CCGCTATGCACACAATCTGC-5′, and the PCR product was sequenced using forward primer 5′

GCGCAAGAGCACAGATTAAG-3′ and reverse primer 3′ TGGGTAGGGAAGCAGAAAGG-5′.

3.11. Viability

HEK293 (4000 cells/well) and REV3L ΔA1237 (5000 cells/well) were seeded in 96-well plates.
After 4 h, cells were treated with mitomycin-C (MMC, Medac) (0.05, 0.1, 0.2, and 0.4 μM), exposed
to UVB-irradiation (20, 40, and 60 mJ/cm2) or treated with methyl methanesulfonate (MMS)
(0.025, 0.05, 0.1, and 0.2 μM). Cell viability was measured at different timepoints by the MTT
(3-(4.5-Dimethylthiazol-2-yl)-2.5 diphenyl-tetrazolium bromide) assay as previously described [5].
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Abstract: Endonuclease IV (EndoIV) is a DNA damage-specific endonuclease that mainly hydrolyzes
the phosphodiester bond located at 5′ of an apurinic/apyrimidinic (AP) site in DNA. EndoIV
also possesses 3′-exonuclease activity for removing 3′-blocking groups and normal nucleotides.
Here, we report that Thermococcus eurythermalis EndoIV (TeuendoIV) shows AP endonuclease and
3′-exonuclease activities. The effect of AP site structures, positions and clustered patterns on the
activity was characterized. The AP endonuclease activity of TeuendoIV can incise DNA 5′ to various
AP site analogues, including the alkane chain Spacer and polyethylene glycol Spacer. However,
the short Spacer C2 strongly inhibits the AP endonuclease activity. The kinetic parameters also
support its preference to various AP site analogues. In addition, the efficient cleavage at AP sites
requires ≥2 normal nucleotides existing at the 5′-terminus. The 3′-exonuclease activity of TeuendoIV
can remove one or more consecutive AP sites at the 3′-terminus. Mutations on the residues for
substrate recognition show that binding AP site-containing or complementary strand plays a key
role for the hydrolysis of phosphodiester bonds. Our results provide a comprehensive biochemical
characterization of the cleavage/removal of AP site analogues and some insight for repairing AP
sites in hyperthermophile cells.

Keywords: Thermococcus eurythermalis; endonuclease IV; AP site analogue; spacer; DNA repair

1. Introduction

Both physical and chemical factors in the cell and the environment can cause various
types of DNA damage, which will cause some potential mutagenic and toxic effects on the
cell. This DNA damage mainly include hydrolytic deamination of cytosine, methylation of bases,
oxidized bases, base losses, base crosslinking, DNA strand breaks, and misincorporation in DNA
replication [1–3]. Among these types of DNA damage, base losses, also called apurinic/apyrimidinic
(AP) sites, are the most common lesion [2]. AP sites mainly result from spontaneous base loss
via depurination/depyrimidination, as well as removing damaged bases by all kinds of DNA
glycosylases [4]. Depurination/depyrimidination creates 2000–10,000 AP sites per cell per day in
mammalian cells [5]. AP sites cannot guide the incorporation of a correct (d) NMP because of the
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inability to form the required hydrogen bonds, and then it will inhibit replication or transcription.
When the DNA polymerase encounters an AP site on the template strand, generally dAMP is preferred
for incorporation into the extending strand, i.e., the “A-rule” [6]. Therefore, if AP sites are not quickly
repaired, the cells will be in danger of serious toxicity.

In the cell, AP sites are mainly repaired by the base excision repair (BER) pathway. BER is
initiated by DNA glycosylases, which generate the immediate product AP site [4]. In BER, the enzymes
responsible for cleaving the DNA backbone at AP sites are classified into two groups, the AP lyase and
the AP endonuclease. The AP lyases cleave the AP site (deoxyribose) through a β-elimination reaction,
generating 5′-phosphate and 3′-α,β unsaturated aldehyde [7]. The AP endonucleases, including
endonuclease IV (EndoIV) and exonuclease III (ExoIII), incise DNA 5′ to AP sites through hydrolysis
of the phosphodiester bond to yield a free 3′-OH and a 5′-deoxyribose-phosphate (dRP) group [8].
In addition to the natural AP site, the C1′-reduced (tetrahydrofuranyl) and deoxyribose-oxidized
sites (C1′-oxidized 2-deoxyribonolactone and the C4′-oxidized AP site) are also recognized by AP
endonuclease [9,10]. In addition to AP endonuclease activity, EndoIV and ExoIII have 3′-exonuclease
activity, and function as 3′-repair diesterases by removing DNA 3′-blocking groups such as
3′-phosphates, 3′-phosphoglycolates and 3′-α,β unsaturated aldehydes [11,12]. On cleaving the
DNA 5′ to an AP site or removing the 3′-blocking groups, DNA polymerase will resynthesize a
matched DNA strand by incorporating correct dNMPs into the 3′-OH end under the direction of
a complementary template strand, and then DNA ligase will seal the nick generated in the repair
process [8].

Though both EndoIV and ExoIII primarily function as an AP endonuclease and a 3′-repair
diesterase, they have many contrasting properties. ExoIII has strong 3′-exonuclease activity on
double-stranded (ds) DNA and endonuclease activity at urea damage site in DNA [13,14]. Bacterial
ExoIII also possesses a strong ribonuclease H activity [11]. Human APE1, the homologue of bacterial
ExoIII, has several novel activities, such as endoribonuclease [15,16], 3′-RNA phosphatase and
3′-exoribonuclease activities [17]. In addition to the weaker 3′-exonuclease activity on normal
3′-nucleotides [18,19], EndoIV has an additional activity that cleaves DNA 5′ to some oxidative
bases [20–22]. ExoIII is constitutively expressed in Escherichia coli (E. coli); however, EndoIV is induced
by oxidative stress [23]. Human cells use an ExoIII homolog APE1 for treating AP sites [24]; however,
Saccharomyces cerevisiae (S. cerevisiae) uses a homolog of EndoIV, APN-1, for repairing AP sites [25].

The hydrolysis mechanism of the AP site has been interpreted based on the crystal structures
of bacterial E. coli EndoIV (EcoendoIV) [26–28], Thermus thermophilus (T. thermophilus) EndoIV [29],
human APE1 complexed with AP-site-containing double-stranded DNA (dsDNA) [30,31], and bacterial
ExoIII from E. coli [32]. The recognition of the AP site and subsequent hydrolysis of the phosphodiester
bond are involved in the interaction between EcoendoIV and two strands of DNA duplex [26]. Human
APE1 interacts with 9–10 nucleotides around the AP site, mainly through weak additive contacts
with phosphate groups [30]. The crystal structure of E. coli ExoIII gives a detailed interpretation on
the catalytic mechanism of the AP endonuclease activity [32]. A crystal structure of ExoIII from a
hyperthermophilic archaea, Archaeoglobus fulgidus, was also solved [33]. However, until now, no crystal
structure of archaeal EndoIV has been solved.

High temperature results in more DNA damage, such as hydrolytic deamination of cytosine and
AP sites [5,34], so hyperthermophiles face a serious high-temperature threat to genome integrity and
bear more stress to repair DNA damages than mesophiles. Thermococcus eurythermalis (T. eurythermalis)
A501 is a conditional piezophilic hyperthermophilic archaea, isolated from the Guaymas Basin, that is
well adapted to the hydrothermal environment [35]. Except for the EndoIV from Pyrococcus furiosus [36],
reports on archaeal EndoIV are scarce. P. furiosus EndoIV (PfuendoIV) possesses both AP endonuclease
and 3′ exonuclease activities, and its 3′-exonuclease activity, but not its AP endonuclease activity,
is stimulated by PCNA [36]. Meanwhile, the effects of the structure and context of AP site analogues on
EndoIV activity are less known. T. eurythermalis encodes a homologue of EndoIV that shows very low
sequence similarity to EcoendoIV. As the only AP endonuclease, T. eurythermalis EndoIV (TeuendoIV)
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might play important roles in repairing DNA damage related to AP sites. To understand the enzymatic
properties of EndoIV from hyperthermophiles, we biochemically characterized the cleavage reaction of
TeuendoIV using the DNAs containing various analogues as substrates. The AP endonuclease activity
of TeuendoIV can hydrolyze the phosphodiester bond 5′ to various AP site analogues, including the
polyethylene glycol Spacer and alkane Spacer. For Spacers longer than three atoms, the cleavage
reaction is highly efficient, and the shorter Spacer C2 strongly inhibits the cleavage reaction. However,
the efficient cleavage of a Spacer adjacent to the 5′-terminus requires at least two normal nucleotides
located at the 5′-end. In addition, the 3′-repair diesterase activity of this enzyme can remove one or
more consecutive AP sites at the 3′-terminus. Finally, we confirmed that the residues that interact with
the bases or phosphate-deoxyribose backbone around the AP site are most important for hydrolyzing
the phosphodiester bond 5′ to AP sites. Our results provide biochemical information on repairing AP
sites in hyperthermophilic archaea.

2. Results

2.1. TeuendoIV Possesses AP (Apurinic/Apyrimidinic) Endonuclease Activity

Through immobilized metal affinity chromatography, TeuendoIV was purified to electrophoretic
purity, as demonstrated by 15% SDS-PAGE (Figure 1a). The potential AP endonuclease activity was
tested using DNA carrying a synthetic AP site, dSpacer. On incubating both ssDNA and dsDNA
with the purified TeuendoIV, a 17-nt DNA band, which is the product of the AP endonuclease,
was generated (Figure 1b). The cleavage of ssDNA containing a dSpacer is similar to the bacterial
EndoIV and human Ape1 [37,38]. At the tested concentration of TeuendoIV, it generated a 16-nt DNA
band, indicating that the 3′-exonuclease activity is also possessed by TeuendoIV, which is similar to
bacterial EndoIVs [18,19]. Furthermore, the 3′-exonuclease activity of TeuendoIV prefers the dsDNA.
To weaken the 3′-exonuclease activity, ssDNAs containing AP site analogues were used as substrate in
the major assays for AP endonuclease activity.

Figure 1. AP endonuclease activity of TeuendoIV. (a) 15% SDS-PAGE analysis of recombinant
TeuendoIV. Lane M, molecular weight marker; lane P, purified recombinant TeuendoIV; lanes I and UI
denote induced and uninduced E. coli total proteins. (b) Cleavage of ssDNA and dsDNA carrying a
synthetic AP site, dSpacer, by TeuendoIV. The reaction mixtures contained 20 mM Tris-HCl pH 7.6,
100 mM NaCl, 100 nM AP site-containing dsDNA (AP/G) or ssDNA, and 5 nM TeuendoIV and were
incubated at 55 ◦C for 10 min. EDTA (2 mM) was included or not. A 17-nt ssDNA was loaded onto
the gel as marker to confirm the product. The symbol of black asterisk and the red letter X denote the
fluorescein (6-FAM) group at the 5′-end and the AP-site, respectively.
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After confirmation of AP endonuclease activity, the optimal reaction parameters were determined
for TeuendoIV using ssDNA carrying an internal dSpacer as substrate (Figure S1). TeuendoIV showed
higher activity at pH values ranging from 7.5 to 9.0, with a maximum activity at pH 8.5. Although
EDTA did not inactivate the AP endonuclease, addition of EDTA inhibited the enzymatic activity to
some extent, implying the metal ion is necessary for EndoIV. A high concentration of DTT inhibited the
AP endonuclease activity. As an enzyme from hyperthermophiles, TeuendoIV showed higher activity
at temperatures ranging from 50 to 65 ◦C.

Divalent metal ions showed different effects on activity (Figure S2). Mg2+ promoted AP
endonuclease activity, and Mn2+ had no clear effect on activity. However, Ni2+ and Zn2+ showed clear
inhibition on activity. In particular, Zn2+, which is the preferred cofactor for EcoendoIV [26], is a strong
inhibitor of TeuendoIV. Interestingly, TeuendoIV showed clear AP endonuclease activity at the absence
of divalent mental ions, implying that it bound some metal ions during recombinant expression in
E. coli cell.

2.2. TeuendoIV Shows AP Endonuclease on Various AP Site Analogues

The natural AP site is not stable under high temperature, so it is generally replaced by several
AP site analogues in AP endonuclease activity assays [10]. Various AP site analogues have different
molecular structures, which might largely affect the AP endonuclease activity. To understand the
cleavage reaction on AP sites, we utilized DNAs containing a range of AP site analogues with
different molecular structures (Figure 2) as substrates in cleavage assay. TeuendoIV can hydrolyze
the phosphodiester bond 5′ to various alkane chain and polyethylene glycol Spacers with different
cleavage efficiency (Figure 3a,b). For alkane chains longer than three carbon atoms, TeuendoIV
efficiently cleaved the phosphodiester bond 5′ to the alkane chain (Figure 3a). However, the cleavage
efficiency is not proportional to the length of the alkane chain and is almost constant for Spacers longer
than three carbon atoms. These results imply that the alkane chains longer than C3 can be efficiently
bent out of the DNA backbone to perfectly orient the phosphodiester bond for attacking by the catalytic
water molecule. However, under our assay conditions, ssDNA containing an internal Spacer C2 was
not cleaved because of the short alkane chain (Figure 3a), implying that the phosphodiester bond
5′ to Spacer C2 is not oriented perfectly into the substrate-binding pocket and cannot be attacked by
the coordinated water molecule [26]. For polyethylene glycol Spacers, TeuendoIV hydrolyzed the
phosphodiester bond 5′ to Spacers 9 and 18 with a comparable efficiency (Figure 3b). Furthermore,
the cleavage efficiencies of Spacer C9 and Spacer 9 were similar (Figure S3), suggesting that the oxygen
atoms of polyethylene glycol Spacers have no influence on the cleavage reaction.

The cyclic Spacers have a structure similar to natural AP site deoxyribose, so they might be
recognized and cleaved at higher efficiency than linear Spacers. Both Spacer C3 and dSpacer have a
three-carbon atom chain between two phosphate groups, but dSpacer has a cyclic deoxyribose-like
molecular structure, and Spacer C3 is a linear carbon chain (Figure 2). Our results showed that
the AP endonuclease activity of TeuendoIV cleaved the ssDNA containing dSpacer more efficiently
than Spacer C3 (Figure 3c). These results indicate that the cyclic larger tetrahydrofuran structure
is beneficial to correctly orient the phosphodiester bond 5′ to AP sites into the enzymatic catalytic
center for attacking by a water molecule. When the amount of TeuendoIV was increased, ssDNA
containing a Spacer C2 was weakly cleaved (Figure 3d). However, the two Spacers Dual SH and
disulfide (S-S, the assays were performed in the presence of 1.0 mM NAD+), which have the same
two-carbon atom chain as Spacer C2, completely blocked the hydrolysis of the phosphodiester bond
(Figure 3d). When a five-fold concentration of TeuendoIV was used in the assay, the Spacer C2 was
cleaved completely and the Spacer Dual SH was not cleaved (Figure S4). Meanwhile, major DNAs
were digested by the 3′-exonuclease activity because of the blockage of AP endonuclease activity by
the Spacers C2 and Dual SH.
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Figure 2. Structures of various AP site analogues. The molecular structure of (a) alkane chain Spacers
(Spacer Cn), (b) cyclic Spacers (natural Spacer, and synthetic dSpacer and rSpacer), (c) polyethylene
glycol Spacers (Spacer 9 and Spacer 18), and (d) two-carbon atom chain Spacers (Spacer C2, Dual SH,
and disulfide (S-S)).

Figure 3. AP endonuclease activity on ssDNAs containing various Spacers. Different ssDNAs (100 nM)
containing (a) alkane spacers, (b) polyethylene glycol spacers, (c) dSpacer and spacer C3, and (d) sulfur
atom spacers were incubated with 5 nM (a–c) or 10 nM (d) of TeuendoIV at 55 ◦C for the indicated time.
For the Spacer disulfide bond (S-S), the NAD+ (1.0 mM) was substituted for DTT in the reaction buffer.
Uppercase letter M denotes oligonucleotides marker. The cleavage percentages of substrates are listed
at the bottom of each panel. The symbol of black asterisk and the red letter X denote the fluorescein
(6-FAM) group at the 5′-end and the AP-sites, respectively.
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The kinetic parameters for various AP site analogues (Table 1) show that, except for Spacer C2,
the tested AP-site analogues have the comparable Km and kcat values, with a little substrate preference
to dSpacer. Although the Km of Spacer C2 is 2-fold higher than those of other AP-site analogues, its kcat

show at least 100-fold decrease, resulting in the large decrease of kcat/Km.

Table 1. Kinetic parameters Km and kcat of TeuendoIV for AP-site analogues.

Substrates Km (μM) kcat (min−1) kcat/Km (min−1·μM−1)

dSpacer 0.35 ± 0.03 0.59 ± 0.05 1.68 ± 0.15
Spacer C2 0.16 ± 0.02 0.0021 ± 0.0002 0.013 ± 0.002
Spacer C3 0.37 ± 0.03 0.23 ± 0.02 0.62 ± 0.06
Spacer C4 0.41 ± 0.04 0.33 ± 0.03 0.80 ± 0.08
Spacer C6 0.36 ± 0.03 0.37 ± 0.04 1.03 ± 0.10

Spacer C12 0.41 ± 0.04 0.35 ± 0.03 0.85 ± 0.08
Spacer 9 0.34 ± 0.03 0.36 ± 0.03 1.06 ± 0.10
Spacer 18 0.37 ± 0.04 0.42 ± 0.04 1.14 ± 0.11

Km and kcat for cleaving ssDNAs containing dSpacer and Spacer C3, C4, C6, C12, 9, 18 were calculated by double
reciprocal plotting using the initial reaction rates at various substrate concentrations (0.05, 0.1, 0.2, 0.5, 1.0, 2.0
and 5.0 μM) and 25 nM TeuendoIV where incubation time is 5 min. Considering that the very low activity of
TeuendoIV on Spacer C2, the concentration of TeuendoIV and the incubation time were increased to 500 nM and 30
min, respectively. The cleaved products are less than 10% (Table S4), which indicate that the kinetic experiments
were performed during periods when initial rates hold. The initial reaction rates (Table S4) were used to calculate
the values of Km and kcat, and the graphs of the double reciprocal plotting are shown in Figure S5. All data are the
means of three independent experiments.

2.3. Cleavage of DNA Containing Clustered AP Site Analogues

Although DNA containing a single Spacer can be cleaved, the clustered AP sites may have
effect on cleavage. We performed the cleavage reactions of ssDNAs containing more than one
consecutive AP site analogue. Our results showed that TeuendoIV efficiently cleaved the upstream
phosphodiester bond of several consecutive AP site analogues, such as Spacer C12 and Spacer 18
(Figure 4a). Even ssDNA containing seven consecutive Spacer 18 damages was cleaved efficiently
at the first phosphodiester bond located 5′ to the consecutive AP sites. The DNA containing three
clustered cyclic AP sites, dSpacers, also was cleaved with a comparable efficiency to DNA with a
single dSpacer (Figure S6). In addition to the consecutive identical AP sites, the phosphodiester bond
5′ to two tandem different AP site analogues was also hydrolyzed efficiently, and the tandem order
of two AP site analogues affected the cleavage efficiency to some degree (Figure 4b). If ≥4 normal
nucleotides existed between two identical AP sites, the cleavage took place at the 5′-sides of both AP
sites (Figure 4c and Figure S7). If the two identical Spacers were separated by another different Spacer,
including the Spacer C2, the cleavage site almost was exclusively happened at the phosphodiester
bond 5′ to the first AP site (Figure 4d).

We also characterized the cleavage of ssDNAs containing the clustered AP sites analogues that
are poorly cleaved when existing alone, such as Spacer C2 and Dual SH. The cleavage efficiency of
the phosphodiester bond is proportional to the number of consecutive Spacer C2, even at a lower
concentration of TeuendoIV (Figure S8), suggesting that Spacer C2 actually does not inhibit the
hydrolysis reaction and only blocks the perfect orientation of the cleaved phosphodiester bond into
the enzymatic active center. The perfect orientation became easy when ≥2 Spacer C2 are clustered
consecutively. In contrast to a cleavage percentage of 86% for clustered Spacer C2×2, only 12% of
the clustered Spacer Dual SH×2 was cleaved even at a 10-fold concentration of enzyme (Figure S8),
indicating that the Dual SH group actually inhibits the hydrolysis reaction.
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Figure 4. Cleavage of ssDNAs containing clustered AP site analogues. The ssDNAs (100 nM) containing
(a) consecutive Spacer C12 or 18, (b) tandem Spacers C12 and 18, or (c) tandem Spacer 18 separated by
four normal bases or (d) a different middle AP site analogue were incubated with TeuendoIV (5 nM)
at 55 ◦C for the indicated time. The combinations of AP site analogues are listed on the top of each
panel. Uppercase letter M denotes oligonucleotides marker. The cleavage percentages of substrates are
listed at the bottom of each panel. The symbol of black asterisk and the red letters X, Y and Z denote
the fluorescein (6-FAM) group at the 5′-end and the AP-sites, respectively.

2.4. The Base Opposite the AP Site Has Little Effect on dsDNA Cleavage

The AP endonuclease activities of TeuendoIV on dsDNA and ssDNA were compared. Generally,
TeuendoIV preferred dsDNA to ssDNA for all tested Spacers (Figure 5). The bases (A, T, C, and G)
opposite Spacer C3 or 18 had an effect on the dsDNA cleavage reaction in the following order: AP/C >
AP/T > AP/A > AP/G (Spacer C3), and AP/A > AP/A > AP/C > AP/T (Spacer 18). However, the AP
endonuclease activity of TeuendoIV did not show a clear preference to the base opposite dSpacer.
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Figure 5. Effect of the base opposite AP site on dsDNA cleavage. TeuendoIV (5 nM) was incubated
with 100 nM ssDNA or dsDNAs opposite each of four bases at 55 ◦C for the indicated time. The Spacers
are (a) dSpacer, (b) Spacer C3, and (c) Spacer 18. Uppercase letter M denotes oligonucleotides marker.
The cleavage percentages of substrates are listed at the bottom of each panel.

2.5. Cleavage of DNA Containing AP Sites Adjacent to Termini

The EndoIV has 3′-exonuclease and 3′-repair diesterase activities; the 3′-exonuclease removes
normal 3′-nucleotides, and the 3′-repair activity removes abnormal 3′-terminal groups, such as
3′-phosphates, 3′-phosphoglycolates, and 3′-α,β unsaturated aldehydes [11,12]. To cleave the
phosphodiester bond 5′ to an AP site, it is generally required that the AP site should be located
at the appropriate position of the DNA backbone. For the Spacer adjacent to the 5′-terminus, at least
two normal nucleotides were required to be located 5′ to an AP site (Figure 6a). If only one normal
nucleotide was placed on the 5′-terminus, almost no product of AP endonuclease was generated.
However, the 3′-exonuclease of TeuendoIV was promoted to hydrolyze the 3′-nucleotide, resulting in
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generation of substantial 3′-FAM mononucleotide (Figure 6a), suggesting that TeuendoIV has strong
intrinsic 3′-exonuclease similar to bacterial EndoIV [18,19]. For the AP sites adjacent to the 3′-terminus,
the existence of additional normal 3′-nucleotides is not necessary for hydrolyzing the phosphodiester
bond 5′ to the AP site (Figure 6b). However, the normal 3′-nucleotides showed promotion on the
AP endonuclease activity. When the single Spacer C6 in Figure 6b was changed to three consecutive
clustered ones, the hydrolysis model did not change, predominantly hydrolyzing the phosphodiester
bond located at the 5′ side of the first Spacer (Figure 6c). Furthermore, if more than one Spacer C6 was
located at the 3′-terminus, the hydrolysis reaction also took place at the first 3′-terminal phosphodiester
bond, i.e., the one between two 3′-terminal Spacer C6 (Figure 6c, second substrate, 0.3 min).

Figure 6. Cleavage of ssDNAs with a Spacer near the 3′-/5′-terminus. TeuendoIV (5 nM) was incubated
with 100 nM ssDNA containing one Spacer C6 adjacent to the (a) 5′-terminus, (b) 3′-terminus, or (c) three
Spacers (Spacer C6) adjacent to the 3′-terminus at 55 ◦C for the indicated time. Uppercase letter M
denotes oligonucleotides marker. The cleavage percentages of substrates are listed at the bottom of
each panel. AP denotes AP endonuclease activity and exo denotes 3′-exonuclease activity. The symbol
of black asterisk and the red letter X denote the fluorescein (6-FAM) group at the 5′- or 3’-end and the
AP-site, respectively.
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2.6. Extension by DNA Polymerase Requires the Removal of 3′-Terminal AP Site Analogues

Spacers C3, C6, and C12 can be removed from the 3′-terminus of ssDNAs in the order of Spacer C6
> C12 > normal base > C3, and normal nucleotides are further removed after the 3′-Spacers (Figure 7a).
The dsDNAs with 3′-recessive Spacers took a similar hydrolysis model as ssDNAs (Figure 7b) and
generated the 3′-OH. If the 3′-Spacers were not removed by TeuendoIV, it blocked the polymerization
reaction by DNA polymerase IV that lacks 3′-exonuclease activity (Figure 7c). After removing the
3′-blocked Spacers by TeuendoIV, Sulfolobus acidocaldarius DNA polymerase IV can extend the recessive
primer strand using normal dNTP (Figure 7d).

Figure 7. Extension by DNA polymerase after removal of 3′-terminal AP site analogues. (a) ssDNA
and (b–d) 3′-recessive dsDNA with a 3′-terminal Spacer (Spacer C3, C6, or C12) or a normal nucleotide
were incubated with 10 nM TeuendoIV alone (a,b) at 55 ◦C for the indicated time. The 3′-recessive
dsDNA were incubated with Sulfolobus acidocaldarius DNA polymerase IV at 50 ◦C for the indicated
time in the (c) absence or (d) presence of 10 nM TeuendoIV. After removing terminal AP sites with
TeuendoIV at 50 ◦C for 5 min (d), the DNA polymerase was added into reaction mixtures, and then an
additional incubation was performed. The cleavage and extension percentages of substrates are listed
at the bottom of each panel. The symbol of black asterisk and the red letter X denote the fluorescein
(6-FAM) group at the 5′-end and the AP-sites, respectively.

2.7. Key Residues for Recognition and Cleavage of Phosphodiester Bonds

To analyze the catalytic mechanism of TeuendoIV, a series of site mutations were made on
its conserved key residues. These site mutations are divided into four groups, including metal
ion coordination mutations H70A and H110A, DNA minor groove penetration mutation Y73A,
AP site-binding mutations R231A and H232N, and complementary strand-binding mutation N76A.
Consistent with the results of PfuendoIV [36], mutation H70A did not result in complete inactivation
of TeuendoIV (Figure 8a). Since H110A completely inactivated TeuendoIV, H110 might play a more
important role than H70 in coordinating the metal ion cofactor. The Y73A mutation only weakly
decreased the enzymatic activity (Figure 8b), indicating that the penetration of residue Y73 into the
DNA minor groove contributes minor role during recognition of AP sites. Based on the co-crystal
structure of EcoendoIV and dsDNA containing an AP site, several residues are responsible for binding
the AP site-containing strand and normal complementary strand, respectively [26–28]. The effects of
residue mutations on binding AP site-containing strand are interesting (Figure 8c). H232N almost
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completely lost the AP endonuclease activity on ssDNA and dsDNA. In addition to binding the
5′-side base of the AP site, the residue H231 in EcoendoIV (corresponding to the residue H232 in
TeuendoIV) also coordinates the divalent metal ions [26]. Therefore, the possibility is that H232A
strongly inactivate the AP endonuclease activity of TeuendoIV because of its inability to coordinate
metal ion cofactor. In contrast to H232A, R231A selectively inactivated the AP endonuclease activity
on dsDNA, suggesting that the residue R231 only participates in the recognition of AP sites in dsDNA.
Considering that N76 is only involved in binding the complementary strand [26,27], it is plausible that
the N76A obtained minor activity on ssDNA and completely lost the activity on dsDNA (Figure 8d),
indicating that the disruption of binding the complementary strand might cause serious defects in
recognizing and binding the AP site in ssDNA.

Figure 8. Cleavage reactions of wt (wild type) and mutant TeuendoIV. Mutations on key conserved
residues potentially involved in (a) coordinating metal ion cofactors, (b) penetrating into the duplex
minor groove, and binding the (c) AP site-containing strand and (d) complementary strand were used
to assay AP endonuclease activities (5 nM enzymes) on ssDNA and dsDNA with an internal dSpacer
(100 nM) at 55 ◦C for the indicated time. The cleavage percentages of substrates are listed at the bottom
of each panel. The symbol of black asterisk and the red letter X denote the fluorescein (6-FAM) group
at the 5′-end and the AP-site, respectively.

2.8. Structure Comparison of TeuendoIV and EcoendoIV

Because no crystal structure of archaeal EndoIV has been solved, a modeled topology of
TeuendoIV was built based on the bacterial EcoendoIV crystal structure (Figure 9a), which is composed
of nine α-helixes, five DNA-binding recognition loops (R-loop), and eight β-strands [26]. Compared
with EcoendoIV, TeuendoIV has a more disordered N-terminal domain and lacks an R-loop2 (Figure 9).

Archaeal TeuendoIV shows very weak sequence similarity to these from bacteria and S. cerevisiae
(Figure 9c). The sequence identity between TeuendoIV and EcoendoIV is just 24% (Figure 9c), implying
that there are differences between their topologies. The modeled structure of TeuendoIV also supported
this speculation (Figure 9a,b). TeuendoIV lacks a short peptide, the R-loop2 in bacterial and S. cerevisiae
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EndoIV. In the crystal structure of EcoendoIV and dsDNA, this R-loop2 has much interactions with
DNA, including deoxyriboses, bases and phosphates, and might play important roles in hydrolyzing
the phosphodiester bonds 5′ to the AP site [26,27]. The absence of R-loop2 did not result in enzymatic
inactivity, but the removal of N-terminal 21 residues inactivated the TeuendoIV [39], suggesting that
the N-terminal secondary structures β1 and R-loop1 are required for catalytic activity. The phylogenic
tree also shows that TeuendoIV branches from bacterial and eukaryotic EndoIV (Figure S9).

Figure 9. Homology model of TeuendoIV and multi-alignment of EndoIVs. (a) Modeled structure of
TeuendoIV. (b) Superimposition of TeuendoIV (green) and EcoendoIV (cyan). (c) Multiple sequence
alignment of EndoIVs. The EndoIVs are from T. eurythermalis, T. thermophilus (PDB ID: 3AAM),
Chlamydophila pneumoniae, S. cerevisiae and E. coli (PDB ID: 1QTW). The secondary structures of
EcoendoIV are shown at the top of sequences. Cylinders indicate α-helices, arrows indicate β-strands,
and five green rectangles indicate DNA-binding recognition loops 1–5. Identical and similar residues
are shaded in black and gray, respectively. The mutated residues are marked by asterisks.
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3. Materials and Methods

3.1. Materials

KOD-plus DNA polymerase was purchased from Toyobo (Osaka, Japan). Expression vector
pET28a and E. coli Rosetta 2(DE3)pLysS were purchased from Merck (Darmstadt, Germany).
The Ni-NTA resin was bought from Bio-Rad (Hercules, CA, USA). The Spacer phosphoramidites
were purchased from Glen Research (Sterling, VA, USA) and ChemGenes (Wilmington, MA, USA).
Oligonucleotides were synthesized in Biosune (Shanghai, China). All the other chemicals and reagents
were of analytical grade.

3.2. Construction of Expression Plasmids

T. eurythermalis A501 was cultured at 85 ◦C, and its genomic DNA was extracted by
phenol-chloroform and precipitated using isopropyl alcohol [35]. The gene encoding TeuendoIV
was amplified from the genomic DNA using a pair of specific primers (Table S1) by PCR and
inserted into pET28a between the Nde I and BamH I sites, producing a recombinant expression
vector, pET28a-TeuEndoIV. The site-directed mutations were constructed on the basis of the TeuendoIV
expression plasmid according to the protocol of the QuikChange® Site-Directed Mutagenesis Kit from
Agilent (Santa Clara, CA, USA) using respective primers (Table S1). The base sequences of inserted
genes were confirmed by DNA sequencing.

3.3. Expression and Purification of TeuendoIV

Various expression plasmids were transformed into E. coli Rosetta 2(DE3)pLysS to express
recombinant EndoIV and its mutants. Isopropyl-1-thio-b-D-galactopyranoside (IPTG) was added
into bacterial cultures (OD600 ≈ 0.8) with a 0.5 mM final concentration to induce the expression
of target proteins for 20 h at 16 ◦C. Bacterial pellets were resuspended with ice-cold lysis buffer
(20 mM Tris-HCl pH 7.9, 300 mM NaCl, 10 mM imidazole, 5 mM β-mercaptoethanol (β-ME), 1 mM
phenylmethylsulfonyl fluoride (PMSF) and 10% glycerol) for breaking cells by sonication. Lysates
were clarified by centrifugation at 16,000× g for 30 min at 4 ◦C. Then the supernatants were purified
by the immobilized Ni2+ affinity chromatography. After loading the supernatant onto a column
pre-equilibrated with lysis buffer, the resin was washed with 100 column volumes of lysis buffer
containing 20 mM imidazole. Finally, the target proteins were eluted with lysis buffer containing
200 mM imidazole. The purity of eluted fractions was confirmed by 15% SDS-PAGE. The purified
proteins were stored in small aliquots at −20 ◦C

3.4. Activity Assay of TeuendoIV

The base sequences of oligodeoxyribonucleotides used in the activity assay are listed in Table S2.
The AP site analogues, dSpacer, alkane chain (Spacers C2, C3, C4, C6, C9 and C12), polyethylene
glycol (Spacers 9 and 18), Dual SH, and disulfide bond (S-S) were introduced into oligonucleotides
that were used as substrates to determine the effect of AP site structure on DNA cleavage reaction.
The disulfide bond (S-S) was introduced by oxidizing the dual SH by NAD+. The strands carrying the
AP site analogues were fluorescently labeled with FAM at the 5′-end. The dsDNAs with different base
pairs (N/AP, N denotes one of A, T, C, G) were used to characterize the effects of the base opposite the
AP site analogues on AP endonuclease activity. To prepare dsDNA substrates, the FAM-labeled strand
was annealed with unlabeled complementary strand in a mole ratio of 1:1.5 by boiling for 5 min at
95 ◦C and slowly cooling down to room temperature.

AP endonuclease activity was determined as described with some modification [12]. Standard
reaction solutions contained 100 nM 5′-FAM-labeled AP site-containing ssDNA or dsDNA and the
specified amount of TeuendoIV in buffer consisting of 20 mM Tris-HCl pH 7.6, 100 mM NaCl,
and 0.2 mM EDTA. After optimization of reaction buffer, all reactions were performed at 55 ◦C
in buffer consisting of 20 mM Tris-HCl pH 7.5, 50 mM NaCl, 1 mM MgCl2, 0.5 mM DTT, and 0.5 mM
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EDTA. For the DNA substrate containing a disulfide bond Spacer, the NAD+ (1.0 mM) was substituted
for DTT in the reaction buffer. The exonuclease activity of TeuendoIV and DNA polymerase activity of
Sulfolobus acidocaldarius DNA polymerase IV were performed in buffer consisting of 20 mM Tris-HCl pH
8.8, 10 mM KCl, 10 mM (NH4)2SO4, 2 mM MgSO4, 100 ng/mL BSA and 0.1% TritonX-100. The reactions
were incubated at 55 ◦C for the indicated time and were stopped by adding an equal volume of loading
buffer (50 mM EDTA, 8 M urea, 0.2% SDS, 0.1% bromophenol blue, 0.1% xylene cyan) to reaction
samples. Then, the reaction products were analyzed by electrophoresis in 15% polyacrylamide gels
(8 M urea). After electrophoresis, the gels were imaged using an FL9500 fluorescent scanner and
quantified with the analysis software (GE Healthcare, Chicago, IL, USA).

To quantitatively compare the cleavage efficiency between various AP site analogues, the kinetic
parameters (Km and kcat) of TeuendoIV on ssDNAs containing various AP-site analogues were
calculated using double reciprocal plotting. The 5′-FAM-labelled ssDNAs containing Spacer C3,
C4, C6, C12, 9, 18 and dSpacer (0.05, 0.1, 0.25, 0.5, 1.0, 2.0 and 5.0 μM) were incubated with 25 nM
TeuendoIV for 5 min. For cleavage reaction of Spacer C2, 500 nM TeuendoIV was incubated with
the above concentration of ssDNA for 30 min. The cleavage products were quantitated and used to
calculate the initial reaction rates, which were used to calculate the values of Km and kcat.

3.5. Multiple Sequence Alignment and Constructing Phylogenetic Tree

The multiple sequence alignment was performed using MUSCLE (Multiple Sequence Comparison
by Log Expectation) on the website of http://www.ebi.ac.uk/Tools/msa/muscle/. The phylogenetic
tree was built by MEGA using sequences from archaea and bacteria (Table S3).

3.6. Structure Modeling of EndoIV

The modeled structure of TeuendoIV was constructed using ProMod3 on the SWISS-MODEL
server (https://www.swissmodel.expasy.org/) [40]. The crystal structure of EcoendoIV (PDB ID:
1QTW) was used as the template during homologous modeling. The two structures of EcoendoIV and
TeuendoIV were aligned using Pymol (Schrodinger LLC, New York, NY, USA). The PyMOL Molecular
Graphics System, version 1.5.0.3).

4. Discussion

Bacterial and archaeal EndoIV can hydrolyze natural AP site [12,36]. We confirm that archaeal
EndoIV can also hydrolyze various AP site analogues with different molecular structures. The length
of the AP site is an important factor in the hydrolysis efficiency of the phosphodiester bond 5′ to an
AP site analogue. Our results show that the length of the AP site should be longer than two carbon
atoms for efficient hydrolysis, and too short an alkane chain (Spacer C2) cannot be efficiently treated
by TeuendoIV (Figure 3a). The molecular conformation is another determinant of cleavage efficiency.
The dSpacer, which has a molecular structure similar to the natural AP site, is preferably recognized
and cleaved than Spacer C3, implying that the circular ribose-like structure is a promoter to hydrolyze
the phosphodiester bond 5′ to dSpacer. Compared with the weak cleavage of phosphodiester bond 5′ to
Spacer C2, two Spacers, dual thiol and disulfide bond structures, completely block the cleavage reaction,
implying that, in addition to the short length, the groups of the disulfide bond and dual thiol also
cause hindrance for orienting and/or attacking the 5′-side phosphodiester bond by water molecule.

The position of an AP site in DNA also determines the efficiency of the hydrolysis reaction.
When the AP site analogues are located near the 5′-terminus, at least two normal 5′-nucleotides
are required for the efficient hydrolysis of phosphodiester bonds. However, the 3′-terminal AP site
analogues, even several clustered Spacers, can be removed efficiently, implying that both the AP
endonuclease and 3′-exonuclease activities of EndoIV might use a similar substrate-binding and
hydrolysis mechanism. For the clustered farther 3′-Spacers, the cleavage reaction can take place
at the first 3′-terminal phosphodiester bond (Figure 6c, second substrate, 0.3 min), indicating the
3′-exonuclease of TeuendoIV can remove the first Spacer of the farther 3′-terminal consecutive Spacers.
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During hydrolysis of phosphodiester bonds by AP endonucleases, the DNA backbone is bound by
several conserved residues [26–28]. The EcoendoIV-DNA interactions are mainly provided by residues
R230 and H231 for binding the AP site, residue N75 for binding the complementary strand, and residue
Y72 DNA for penetrating into the minor groove. These conserved residues correspond to R231 and
H232, N76, and Y73 in TeuendoIV. Residue Y72 in EcoendoIV plays a central role in recognizing the
AP site, and the mutation Y72A results in a 1000-fold decrease in activity [27]. Similarly, the mutation
Y73A leads to a strong loss of activity of TeuendoIV (Figure 8b), indicating that R-loop3 plays a similar
role in recognizing the AP site. The mutations on residues for binding the AP site strand should
decrease the cleavage reaction of dsDNA and ssDNA, and our results confirm their harmful effects on
the AP endonuclease activity of TeuendoIV (Figure 8c). It is conceivable that the mutations on residues
for binding the AP site-containing strand are harmful to cleaving both ssDNA and dsDNA. However,
the R231A mutation only seriously decreases the activity on the dsDNA and has a minor harmful effect
on the cleavage of ssDNA. The mutations on the residues for binding the complementary strand are
thought to be destructive for the hydrolysis of phosphodiester bonds in dsDNA, not those in ssDNA.
Actually, the N76A mutation completely inactivates the AP endonuclease activity on dsDNA and leads
to partial activity on ssDNA (Figure 8d).

Although R-loop2 in EcoendoIV also provides interactions with the DNA backbone and bases,
the residues corresponding to R-loop2 are absent or largely changed in TeuendoIV (Figure 9c).
When the N-terminal 21 residues are deleted, the truncated TeuendoIV loses its AP endonuclease
activity [39], indicating the R-loop1 and R-loop2 are important for binding DNA. These results might
be interpreted by the complex crystal structure of TeuendoIV and dsDNA or ssDNA. Therefore, to
compare the differences between bacterial and archaeal EndoIV in their structural and biochemical
properties, solving the crystal structure of TeuendoIV will be important.

EndoIV possesses both AP endonuclease and 3′-phosphodiesterase activities, both of which
might use the same water molecule to attack the phosphodiester bonds, i.e., the same catalysis
mechanism for two enzymatic activities. The AP endonuclease requires EndoIV to interact with
the DNA backbone upstream and downstream of an AP site, whereas the 3′-phosphodiesterase
(3′-repair diesterase/3′-exonuclease) cannot interact with the backbone downstream of an AP site,
which does not exist for the 3′-terminal Spacer. Therefore, the mutations on residues that interact with
the 3′ backbone of an internal AP site should have little effect on the hydrolysis of the 3′-terminal
phosphodiester bond by 3′-exonuclease, as well as the removal of 3′-terminal AP sites or 3′-blocking
groups by AP endonuclease/3′-repair diesterase.

Compared with ExoIII, EndoIV has more homologues in archaea, and even more than one
homologue can exist in one species. For example, two and three EndoIV homologues are present in
the P. furiosus and Methanothermobacter thermautotrophicus genomes, respectively [36]. Among these
EndoIV homologues, generally only one possesses AP endonuclease and 3′-exonuclease activities [36].
M. thermautotrophicus also has a homologue of ExoIII, which does not possess the AP endonuclease
activity but functions as an endonuclease specific to dU damage [41]. Unlike the usually coupled AP
endonuclease/3′-repair diesterase/3′-exonuclease, in the human pathogen Neisseria meningitides these
activities are endowed to two separated homologues [42]. Meanwhile, the lower level of sequence
identity between TeuendoIV and EcoendoIV and the phylogenetic tree of EndoIV (Figure S9) imply a
farther ancestral relationship between archaea and bacteria EndoIV.

Depurination/depyrimidination occurs more frequently at high temperatures [5]. Hence,
hyperthermophiles face a serious spontaneous mutation resulting from AP sites and dU damage [5,34].
The BER pathway, as the main AP site repair pathway, is important for tolerating high temperature
and avoiding mutagenesis in archaea. T. eurythermalis does not encode ExoIII, implying EndoIV plays
an important role in the BER pathway. Considering that bacterial EndoIV possesses RNA-specific
3′-exonuclease activity [43–45] and human Ape1 can process abasic and oxidized ribonucleotides
embedded in DNA [46], the TeuendoIV might function in the repair of non-AP site-type damage and
RNA metabolism.
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Abstract: Human exonuclease 1 (EXO1), a 5′→3′ exonuclease, contributes to the regulation of the
cell cycle checkpoints, replication fork maintenance, and post replicative DNA repair pathways.
These processes are required for the resolution of stalled or blocked DNA replication that can lead to
replication stress and potential collapse of the replication fork. Failure to restart the DNA replication
process can result in double-strand breaks, cell-cycle arrest, cell death, or cellular transformation. In
this review, we summarize the involvement of EXO1 in the replication, DNA repair pathways, cell
cycle checkpoints, and the link between EXO1 and cancer.

Keywords: DNA repair; double strand break repair; exonuclease 1; EXO1; mismatch repair; MMR;
NER; nucleotide excision repair; strand displacements; TLS; translesion DNA synthesis

1. Introduction

Human exonuclease 1 (EXO1) contributes to checkpoint progression and to several DNA repair
pathways involved in reducing DNA replication stress, for example, in mismatch repair (MMR),
translesion DNA synthesis (TLS), nucleotide excision repair (NER), double-strand break repair (DSBR),
and checkpoint activation to restart stalled DNA forks [1–6]. The multifarious and crucial roles of
EXO1 in these DNA repair pathways are summarized in Figure 1.

EXO1 is a member of the Rad2/XPG family of nucleases [7], and contains an active domain,
located at the N-terminal region of the protein (Figure 2). The EXO1 transcript has 5′→3′ exonuclease
activity, as well as 5′ structure specific DNA endonuclease activity and 5′→3′ RNase H activity [7,8].
EXO1 has a high affinity for processing double stranded DNA (dsDNA), DNA nicks, gaps, and DNA
fork structures, and is involved in resolving double Holliday junctions [9–12]. During DNA replication
in the S-phase of the cell cycle, a polymerase can incorporate a mismatched DNA base or encounter
secondary DNA structures, which can stall the replication fork and lead to replication stress. The
collapse of a replication fork can have severe consequences, and failure to restart a stalled fork may
lead to double-strand breaks, chromosomal rearrangement, cell-cycle arrest, cell death, or malignant
transformation [13,14].

The contribution of EXO1 in the safeguarding stability of the genome during DNA replicative
and post-replicative processes is well-established. EXO1 activity contributes to several DNA repair
processes; however, it is not clear if the absence or malfunction of EXO1 can contribute to cancer
development. We will herein examine the putative wider roles of EXO1 as a guardian of our genome
and investigate its possible role in cancer progression and initiation.

Int. J. Mol. Sci. 2019, 20, 74; doi:10.3390/ijms20010074 www.mdpi.com/journal/ijms168
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Figure 1. Human EXO1 participates in both replicative and post-replicative processes. In the
replicative process, EXO1 contributes to DNA replication by assisting in the removal of mismatches,
bypassing the lesion using translesion synthesis, or by assisting with nucleotide excision repair by
activating the NER repair pathway. EXO1 also has a role in DNA resection during the process of
homologous recombination.

 

Figure 2. Interaction domains in EXO1. Schematic overview of the relevant interaction domains
in the human EXO1 protein, denoting interaction domains with mismatch repair proteins MSH3,
MLH1, MSH2, and other significant interaction regions, including with PARP1, PCNA, and the nuclear
localization signal (NLS).

2. DNA Replication

Enzymes able to metabolize DNA are required for modulating DNA replication. EXO1
is intricately involved in this process both as an enzyme involved in replication and in DNA
repair pathways such as homologous recombination, but it is also an essential enzyme in the
replication process, such as DNA strand displacement. Strand displacement describes the removal
of single stranded RNA or DNA from an RNA:DNA or DNA:DNA duplex, a process required for
multiple essential cellular processes, such as DNA replication and DNA repair. Accordingly, flap
structure-specific endonuclease 1 (FEN1), EXO1, and polymerase δ are the main factors in primer
removal and Okazaki fragment maturation at the lagging strand in the process of strand displacement
during replication [8,15–19]. In yeast, EXO1 can substitute for RAD27 (FEN1 is the human homolog) in
RNA primer removal [11]. Indeed, in vitro assays suggest that 5’ flaps (<5 nt) generated by polymerase
δ during replication are efficiently removed by FEN1 or EXO1 [9,11,15,16]. The 3’-exonuclease activity
of polymerase δ avoids excessive strand displacement [19]. Deletion of POL32 (third subunit of
polymerase δ) can suppress the lethality of growth defects of RAD27 and polymerase δ D520V mutants
in yeast (defective for RAD27 and the 3’→5’ exonuclease of polymerase δ) [20]. In support of this
observation, synthetic lethality is seen in yeast exo1Δ, rad27Δ double knockout cells [17–19,21]. This
suggests significant overlap in the functionality of these enzymes. Accordingly, both human FEN1
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and EXO1 have weak flap activity at long 5’ flap overhangs (5–20 nucleotides), but efficiently remove
mono- or dinucleotide overhangs [8,11,15]. Further, both EXO1 and FEN1 have been demonstrated to
have RNA and DNA displacement activity in vitro [8,11,15,21]. In addition, in biochemical assays, it
was demonstrated that the human RecQL helicases, RECQ1 and WRN, physically and functionally
interact with human EXO1 and increase its exo- and endonucleolytic incision activities catalyzed
by EXO1 [22,23]. Both RecQL helicases efficiently unwind the 5’ flap DNA substrate [22,23], which
is a critical intermediate that arises during the DNA strand displacement process. Therefore, the
combined helicase and physical interaction of EXO1 with RECQL1 or WRN may play an important
role in the enhancement of DNA strand displacement, such as that occurring during lagging strand
DNA synthesis at the replication fork, or during the DNA repair (for example, long patch base excision
repair) that also potentially leads to strand displacement. These findings highlight the role of EXO1 in
DNA replication and underscore the need for a multitude of enzymatic processes required for human
DNA synthesis. Longer DNA flaps with more than 25 nucleotides are processed in the presence of RPA,
FEN1, and helicase partner with either the ATP-dependent helicase Petite Integration Frequency 1
(PIF1) or DNA replication helicase/nuclease 2 (DNA2) in vitro [24–28]. However, it was recently
demonstrated that DNA2 and RPA can process long flaps independent of RAD27 in yeast [29,30].
In vitro data suggest that POL32 has no effect on the generation of short flaps. Notably, longer flaps
only accumulate in the presence of POL32, indicating that polymerase δ and FEN1 team up in short
flap removal. The role of EXO1 in the removal of long DNA flaps of more than 25 nucleotides has
not yet been extensively studied [9,11]. It is possible that EXO1 could potentially act as a back-up to
FEN1 during circumstances of cellular stress. However, it has to be taken into account that the actual
contribution of EXO1 in humans remains understudied and there is much scope for further work in
this area.

3. Mismatch Repair

High-fidelity DNA replication is required to maintain an unaltered genetic code during cell
division. The MMR pathway is a post-replicative DNA repair system, which mainly corrects DNA
polymerase slippage and damaged bases, such as chemically-induced base adducts; base mismatches;
and base insertions, deletions, and loops. The MMR pathway consists of several steps, which are
detailed below. The initial recognition step of eukaryotic MMR utilizes the MutSα complex made up of
mutS homolog 2 (MSH2) and mutS homolog 6 (MSH6) or MutSβ complex (MSH2 and mutS homolog 3
(MSH3)). The MutSα mainly recognizes single base mismatches, while the MutSβ complex detects
larger lesions, insertion/deletions, or loops [31–33]. The MutSα or β complex operates by binding to
the DNA mismatched base or DNA distortion. Following the initial DNA distortion recognition, the
MutLα complex (heterodimer of MLH1/Postmeiotic Segregation Increased 2 (PMS2)), proliferating
cell nuclear antigen (PCNA), and replication factor C (RFC) are recruited. MutSα or Mutsβ forms a
tetrameric complex with MutLα at the site of the replication error. In the presence of PCNA and RFC,
the MutLα nicks the DNA at 3’ or 5’ to the lesion by use of the intrinsic endonuclease activity in PMS2.
EXO1’s contribution to the MMR was identified in fission yeast (Schizosaccharomyces pombe) after it
was co-purified with mismatch repair factor MSH2 [2]. EXO1 is the only known nuclease active in
the MMR pathway by interacting with the mismatch repair factors mutL homolog 1 (MLH1), MSH2,
MSH3, and PCNA (Table 1) [34–42]. EXO1 is recruited to excise the newly synthesized DNA containing
the replication error in a MutSα or β, and in a MutLα-dependent manner. Additional factors, such as
replication protein A (RPA), guide the resection of the single stranded DNA (ssDNA) intermediates
during the DNA repair process to avoid the formation of secondary DNA structures or excessive
DNA degradation [43]. The repair reaction is completed by the joint activities of the PCNA and DNA
polymerase δ/ε resynthesizing the DNA, and DNA ligase I sealing the nick [44]. Malfunction of MMR
is associated with increased microsatellite instability (MSI), a hallmark of certain types of colon cancer,
such as hereditary nonpolyposis colorectal cancer (HNPCC), also known as Lynch Syndrome (Online
Mendelian Inheritance in Man (OMIM) #120435) [45–47].
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More recently, it was shown that MMR occurs in the absence of EXO1 [48,49], suggesting that a
proportion of MMR is EXO1-independent and relies on either strand displacement or involvement
of other helicases or nucleases. Indeed, several members of the RecQL family of helicases have been
proposed to be involved in MMR. The WRN helicase/exonuclease interacts with MutL1α, MutSα,
MutSβ, and RPA. However, only MutSα, MutSβ, and RPA stimulate the DNA helicase activity of
WRN on naked DNA [50–52]. Interestingly, it is reported that in some cases, cells from patients with
Werner Syndrome (OMIM#277700) show a malfunction in the MMR [32,53–55]. Nonsense mutations
in the BLM gene lead to Bloom Syndrome disease (OMIM#210900). Some Bloom Syndrome cases
show immunodeficiency and increased MSI [56]. Furthermore, the RECQL helicases, RECQL1 and
BLM, physically interact with MutLα, MutSα, and RPA [23,57–60]. Only MutSα and RPA enhance the
helicase activity of RECQ1 and BLM [23,58–61]. However, the above is in contrast to in vitro assays
with human cell extracts of BLM−/− and WRN−/− that show no defective MMR [62,63]. Altogether,
this suggests that the RECQL helicase has some stimulatory role in the MMR pathway, but does not
have a significant contribution in the absence of EXO1. Nonetheless, deficiency in the MMR pathway
in human cell lines in the absence of helicases WRN or BLM in combination with the depletion of
EXO1 has not been reported. In addition, some nucleases have been suggested to back up MMR in the
absence of EXO1, including the MRE11 homolog A (MRE11) and FAN1 (FANCD2/FANCI-Associated
Nuclease 1) [64]. The contribution of MRE11 to the MMR pathway and to MSI has recently been
reviewed [32]. A recent study showed that overexpression of the human polymerase δ D316A;E318A
mutant resulted in mild MMR deficiency [65]. In vitro experiments with cell extracts show that the
overexpression or addition of human EXO1 protein compliments the mild mutator phenotype of
polymerase δ D316A;E318A, indicating that EXO1 can provide backup to polymerase δ in its MMR
activity [65]. It has been suggested that the polymersase δ strand displacement activity may indeed
depend on the endo-nuclease activity of MutLα in the absence of EXO1 [66]; however, the mechanism
is so far unknown. While the role of EXO1 in MMR is well-established, EXO1-independent MMR in
eukaryotic cells is still not understood.

4. Translesion DNA Synthesis

Translesion DNA synthesis (TLS) describes the process by which a DNA polymerase can
synthesize a DNA strand across a lesion on the template strand. This process is critical to maintaining
functional DNA replication in the face of genotoxic stress and may act as a pathway to cope with ultra
violet (UV) induced DNA damage [3]. Indeed, in human cell lines, it was demonstrated that EXO1
recruits the TLS DNA polymerases κ and ι to sites of UV damage [3]. Interestingly, an inactivating
mutation in the aspartate at position 173 to alanine in EXO1 (EXO1-D173A) results in an inability to
recruit the TLS polymerase κ/ι to the damage site, suggesting an active role of EXO1 in TLS [3]. Notably,
in yeast, the EXO1 mutant strain (FF447AA) shows defective MMR due to the loss of interaction with
MLH1, but is still active in TLS [67]. However, it remains unclear if such an EXO1 variant can assist in
UV-induced TLS in mammals. In addition, the yeast 9-1-1 complex (three distinct subunits complex of
Ddc1, Mec3, and Rad17 in yeast and RAD9, HUS1, and RAD1 in humans) and EXO1 also contribute to
an error-free TLS pathway in a PCNA monoubiquitinylation manner that makes use of undamaged
sister chromatids as templates for repair [68]. Overall, EXO1 appears to have an emerging role in TLS,
requiring further investigation.

5. Nucleotide Excision Repair

UV radiation from sunlight mainly damages DNA by causing cyclobutane pyrimidine dimers,
and 6–4 photoproducts, lesions typically repaired by the nucleotide excision repair pathway (NER)
independent of replication [69]. However, during the S-phase of the cell cycle, UV radiation-induced
base lesions block DNA replication. EXO1 belongs to the same family of nucleases as xeroderma
pigmentosum complementation group G (XPG), a protein involved in NER. Accordingly, cells damaged
by UV exposure and inhibited in translesion synthesis show an accumulation of EXO1 at the DNA
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damage sites [3]. Indeed, an additive UV-sensitivity effect is observed in yeast when both rad2 (XPG
homolog in human) and exo1 are knocked out [69]. In addition, yeast EXO1 competes with the
translesion synthesis pathways, and converts the NER intermediates to long ssDNA gaps, leading to
checkpoint activation [4]. In human cell lines, EXO1 enlarges ssDNA gaps to stretch over 30 nucleotides
long to activate the ATR checkpoint [70]. The contribution of EXO1 to NER is likely limited to
enlarging the DNA gaps that occur as part of NER leading to checkpoint activation; although this is
not well-understood.

6. Homologous Recombination and DNA End Resection

Homologous recombination (HR) is an essential process involved in the repair of double
strand DNA breaks, mainly in the S and G2-phases of the cell cycle. A possible piece of evidence
suggesting the involvement of EXO1 in double strand DNA repair is the observation that Exo1null/null

mice show an increase in chromosomal breaks and base substitution, and predominately develop
lymphomas [71]. In addition, human cell lines depleted in EXO1 exert chromosomal instability and
demonstrate a hypersensitivity to ionizing radiation (IR), a hallmark of cells defective in homologous
recombination [5]. This provides support that EXO1 is required for the HR repair of DSBs in human
cells. In contrast, yeast exo1-/- has no significant defect in recombinational repair, with only minor
defects in DNA end processing [16,18,19,72]. Data also suggests that EXO1 is involved in DNA damage
signaling upon replication fork stalling [73]. The 5′→3′ DNA resection of DSB ends to produce a 3’
single stranded DNA overhang is a critical step in the repair of DSBs by HR [74]. In mouse embryonic
fibroblasts (MEF), Exo1null/null cells showed a defect in the DNA damage response [71]. Treatment of
Exo1null/null cells with the topoisomerase inhibitor camptothecin, which creates single strand breaks
(SSB) that ultimately lead to DSB during the S-phase, results in a reduction in phosphorylated
RPA (pRPA) foci at the DSBs [71]. Recruitment of pRPA is regulated by DNA damage response
protein-kinases, such as ataxia telangiectasia mutated (ATM) and ataxia telangiectasia mutated and
Rad3 related (ATR) [71]. PARP1, a factor involved in DSB repair, physically interacts with EXO1
at the PAR interaction motif (PIN) at the N-terminus of EXO1 [75,76] and stimulates EXO1 in its 5’
excision activity in an in vitro MMR assay [77]. Poly (ADP-Ribose) Polymerase 1 (PARP1) promotes
PAR-mediated polyADP-ribosylation (PARylation) recruitment to the DNA damage site, followed
by additional DNA repair factors [75,76]. The EXO1-R93G variant, mutated in its PIN domain, is
poorly recruited to damaged DNA [76]. This suggests that PARP1 is potentially essential in the early
recruitment of EXO1. The interplay between the MRE11-RAD50-NBS1 (MNR)-complex and EXO1 is
well-documented [78–81] and deletion in Mre11, Rad50, or Nbs1 genes has been shown to be lethal
in mice [82]. Mice that carry a hypomorphic allele of Nbs1 (Nbs1ΔB/ΔB) are viable, but show severe
developmental impairment, embryonic death, and chromosomal instability when Exo1 is lost [82].
The Nbs1ΔB/ΔB MEFs depleted in EXO1 strongly influenced DNA replication, DNA repair, checkpoint
signaling, and the DNA damage response [82].

The single-stranded DNA binding protein RPA has a central role in DNA replication, DNA repair,
recombination, and DNA resection [83]. DNA resection after double strand DNA breaks is proposed
to occur via two different routes. In the RPA-BLM-DNA2-MRN mediated route, RPA stimulates DNA
unwinding by the DNA helicase BLM in a 5’→3’ direction, leading to the formation of single stranded
DNA that can be resected by the nuclease DNA2 [79]. The other resection route is mediated by EXO1
and is stimulated by BLM, MRN, and RPA [79]. Indeed, yeast depleted in RPA and loss of Mre11
eliminates both SGS1-DNA2 mediated and EXO1-dependent resection pathways [43], suggesting
that RPA and MRN are essential for resection. DNA-resection by EXO1 is probably inhibited by the
DNA binders RPA, Ku70/80, and/or C-terminal-binding protein interacting protein (CtIP) (the yeast
homolog is SAE2) [43,81,84–86]. Accordingly, in nonhomologous end joining, the Ku70/80 heterodimer
protects the DNA in a complex with DNA-PKcs for DNA end resection [86–88]. Therefore, EXO1
has a limited role in this pathway. In contrast, EXO1 likely collaborates in an alternative end joining
pathway with the WRN in trimming the DNA ends [89–91]. EXO1 interacts with WRN and enhances
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the exonuclease activity of EXO1 by the C-terminal region of WRN. Biochemical assays suggest that
WRN and EXO1 function in replication stress, where WRN enhances EXO1 in processing stalled forks
or regressed replication forks [92]. More recently, it was shown that the WRN exonuclease activity
prevents unscheduled degradation by MRE11 and EXO1 during replication re-start [93]. Human cells
depleted in WRN show an enhanced degradation of the nascent DNA strand by MRE11 and EXO1
after camptothecin treatment [93]. In summary, EXO1 is required for homologous recombination,
while it is less essential for nonhomologous end joining.

7. Cell Cycle Regulation

Several lines of evidence suggest that EXO1 may be a central regulator of the cell cycle.
For example, in S-phase, EXO1 co-localizes with MMR protein MSH2 and cell cycle regulator
PCNA [39]. In humans, EXO1 interacts physically with PCNA via the PCNA-interacting protein
(PIP box) motif located in the C-terminal region of EXO1 [40,41,94]. Indeed, PCNA stimulates the
exonuclease activity of EXO1 on dsDNA substrates [95].

Further evidence for a regulatory function of EXO1 in the cell cycle comes from yeast, where the
absence of cell cycle regulator 14-3-3 leads to checkpoint defects [96]. In humans, EXO1 physically
interacts with six of the seven 14-3-3 isoforms and is stimulated by isoform 14-3-3η and 14-3-3σ in its
exonuclease activity in vitro [96]. The EXO1-dependent resection pathway is restrained by 14-3-3σ,
thereby counteracting EXO1 stimulation by PCNA [97,98]. In addition to the 14-3-3 complex, the 9-1-1
complex functions on the crossroads between checkpoint activation and DNA repair, and stimulates
DNA resection of yeast EXO1 [99,100]. In total, EXO1 physically and functionally interacts with
multiple central proteins involved in cell-cycle regulation and is therefore likely to be important in
these processes.

Table 1. EXO1 interactor proteins in humans and yeast. Significant interaction partners of EXO1 in
humans and yeast during different cellular processes.

Repair Process
EXO1 Interaction

Proteins in Human
Reference

EXO1 Interaction
Proteins in Yeast

Reference

Mismatch repair

MSH2
MSH3
MLH1
PCNA

[36,38]
[32,33]
[38,41]

[40]

MSH2
MSH3
MLH1

[2,34]
[72]
[72]

Homologous recombination
/DNA replication/DNA end resection

PARP1
BLM
WRN

RECQ1
CTIP

[75,76]
[57,79]

[22]
[23]
[85]

SGS1
SAE2

[74]
[74]

Cell cycle regulation
PCNA
14-3-3η
14-3-3σ

[40,41,95]
[97,98]
[97,98]

9-1-1
14-3-3

[99,100]
[96]

8. Link to Cancer

EXO1 has been associated with different types of cancers, including Lynch Syndrome, breast,
ovarian, lung, pancreatic, and gastric tract cancer (see Table 2) [101–117]. Lynch Syndrome is commonly
caused by mutations in the MLH1 and MSH2 genes in humans that give rise to almost two-thirds of all
Lynch Syndrome cases [45,118]. A hallmark of MMR deficiency in MSH2–/– and MLH1–/– cells is the
presence of MSI, leading to increased chromosomal instability, which is believed to be the underlying
molecular driver of tumor formation in Lynch syndrome [21,45,118]. Several studies have been
conducted on single-nucleotide polymorphisms (SNP) in EXO1 related to MSI in tumors in humans;
however, it remains inconclusive if EXO1 defects contribute to MSI. However, in genomic-wide
association studies (GWAS), specific mutations in EXO1 have been identified as risk alleles for the
development of multiple types of cancer [112,116]. Notably, at least some of these mutations can
lead to the loss of protein function. For example, the A153V and N279S mutations are located in the
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active nuclease domain (as highlighted in both Table 2, and shown graphically in Figure 2) and are
likely related to the malfunction of the nuclease activity of EXO1. Other mutations in EXO1, including
T439M, E670G, and P757L, are located in the MLH1 and MSH2 binding domains (Figure 2). One of
the most studied mutations is the E109K, which was suggested to be dysfunctional in the nuclease
domain [71,101]. However, biochemistry studies revealed that EXO1 E109K is functional in its nuclease
activity [119,120]. The mutation is located in the EXO1 PAR-binding motif, and therefore potentially
not recruited to sites of DNA damage [76]. The clinical data is supported by mouse models, where
the loss of Exo1 leads to an increased incidence of lymphomas, but interestingly not to increased
MSI [71]. Pathogenic mutations in both introns, exons and the untranslated regions of EXO1 have
been described [112]. Nevertheless, the overexpression of EXO1 has also been reported in several
other cancers, which in part is related to increased DNA repair activity [121–124]. However, EXO1
is in general expressed at low levels, independent of the cell-cycle progression or proliferative status
of the cell, and increased levels of EXO1 are harmful and lead to genomic instability [6]. Several
other nucleases including FEN1 and MRE11 have also been demonstrated to have elevated levels of
expression in tumors [125–127]. Clearly, the connection between EXO1 and cancer has been established
and could represent a druggable target in cancers where the EXO1 protein is overexpressed.

Table 2. Mutations in EXO1 in relation to different cancers. Represents the most commonly reported
point mutations in EXO1 in relation to different cancer types. Abbreviations: CRC- colorectal cancer,
IC- cancer of the small intestine, BC- breast cancer, PC- pancreatic cancer, GC- gastric cancer, LC- lung
cancer, HCC- hepatocellular carcinoma, OC- oral cancer, and CC- cervical cancer.

Mutations in
EXO1 Region

Corresponding
DNA Sequence

Mutation
Reported SNP

Coding and
Non-Coding

Region

Type of
Cancer/Remark

Reference

p.E109K c.326A>G rs756251971 exon CRC [101]

p.A153V c.458C>G rs143955774 exon

CRC, IC
Combined with
polε c.1373A>T,

p.Y458F

[102]

p.N279S c.836A>G rs4149909 exon BC, PC [103,104]

p.T439M c.1317G>A rs4149963 exon CRC [105]

p.E589K c.1765G>A rs1047840 exon
GC, LC, HCC,

Melanoma,
Glioblastoma

[106–113]

p.E670G c.2009A>G rs1776148 exon
GC, BC, OC,

LC, Melanoma,
Glioblastoma

[106–109,111–113]

p.R723G/p.R723S c.2167C>A/c.2167C>T rs1635498 exon GC, BC, OC,
LC [107–109,111,112]

p.P757L c.2270C>T rs9350 exon
CRC, PC, GC,
OC, LC, BC,
Melanoma

[105,107–109,111–114]

Non coding region

c.2212-1G>C rs4150000 Intron, splicing
variant PC [115]

rs72755295 Intron, splicing
variant [116]

rs1776177 UTR region GC, BC, OC,
LC [107–109,111]

rs1635517 UTR region GC, BC, OC,
LC [107–109,111]

rs3754093 UTR region GC, BC, OC,
LC [107–109,111]

rs851797 UTR region GC, BC, OC,
LC [107–109,111,112,117]

c.C-908G rs10802996 UTR region CC, GC, BC,
OC, LC [107–109,111,112]
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9. Conclusions and Perspectives

Evidently, EXO1 is a central player in DNA metabolic processes. As elucidated herein, EXO1
contributes to several DNA repair pathways, which safeguard DNA replication, including MMR, TLS,
HR, and cell cycle regulation (Figure 2). Replication fork collapse and checkpoint failure during DNA
replication can lead to chromosomal instability or abnormal DNA repair, leading to translocation,
transformation, and cell death, all processes where EXO1 has been implicated.

Nonetheless, several questions remain to be answered. For example, given the putative central
role of EXO1, it remains a mystery why the knockout of EXO1 in mice, as well as loss of function, leads
to a relatively mild phenotype. Further, the mechanism of EXO1-independent MMR is still unclear,
particularly regarding at what point this specific pathway is active. Given the biochemical activity
of EXO1, it is possible that an unknown helicase or exonuclease can contribute to MMR repair in the
absence of EXO1. DNA polymerase δ is a strong candidate, as well as the helicases BLM and/or WRN
with minor contributions [50–54,56–58,65]. However, unknown contributors with a more prominent
role in MMR may still remain to be discovered.

EXO1 gene variants have been associated with different types of cancers. Interestingly, large
GWAS analyses support that specific mutations in domains required for interaction with other
proteins in EXO1 are more commonly occurring in particular types of cancer, as summarized in
Table 2 [107–112,116]. The central role of EXO1 in replication and post-replication processes, including
checkpoint activation, suggests that EXO1 dysfunction could alter other DNA repair pathways, leading
to replication stress followed by genomic instability and the development of cancer. Deregulation of
EXO1 protein levels in tumors is commonly reported [121,122]. Furthermore, EXO1 has been addressed
as a candidate gene in cancer therapeutics through its increased expression in tumors [123]. Given
the large number of processes that involve EXO1, it is not surprising that EXO1 has emerged as a
critical protein in cancer research. Nevertheless, several enigmas remain and the EXO1 field is fertile
for future explorations.
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Abstract: Werner Syndrome (WS) is an autosomal recessive disorder characterized by the premature
development of aging features. Individuals with WS also have a greater predisposition to rare
cancers that are mesenchymal in origin. Werner Syndrome Protein (WRN), the protein mutated in
WS, is unique among RecQ family proteins in that it possesses exonuclease and 3′ to 5′ helicase
activities. WRN forms dynamic sub-complexes with different factors involved in DNA replication,
recombination and repair. WRN binding partners either facilitate its DNA metabolic activities or
utilize it to execute their specific functions. Furthermore, WRN is phosphorylated by multiple
kinases, including Ataxia telangiectasia mutated, Ataxia telangiectasia and Rad3 related, c-Abl,
Cyclin-dependent kinase 1 and DNA-dependent protein kinase catalytic subunit, in response to
genotoxic stress. These post-translational modifications are critical for WRN to function properly
in DNA repair, replication and recombination. Accumulating evidence suggests that WRN plays a
crucial role in one or more genome stability maintenance pathways, through which it suppresses
cancer and premature aging. Among its many functions, WRN helps in replication fork progression,
facilitates the repair of stalled replication forks and DNA double-strand breaks associated with
replication forks, and blocks nuclease-mediated excessive processing of replication forks. In
this review, we specifically focus on human WRN’s contribution to replication fork processing
for maintaining genome stability and suppressing premature aging. Understanding WRN’s
molecular role in timely and faithful DNA replication will further advance our understanding
of the pathophysiology of WS.

Keywords: cancer; DNA double-strand repair; premature aging; post-translational modification;
protein stability; replication stress; Werner Syndrome; Werner Syndrome Protein

1. Introduction

Werner Syndrome (WS) is an autosomal recessive genetic disorder that causes symptoms of
premature aging and is accompanied by a higher risk of cancer [1–3]. Individuals with WS show a
greater predisposition to diseases usually observed in older age, such as arteriosclerosis, cataracts,
osteoporosis, and type II diabetes mellitus [4–6]. In addition, individuals with WS are more susceptible
to rare cancers that are mesenchymal in origin [1,2]. Myocardial infarction and cancer are the most
common causes of death among patients with WS [2]. Primary cells derived from these patients
exhibit elevated levels of chromosomal translocations, inversions, and deletions of large segments
of DNA, and they have a high spontaneous mutation rate [7,8]. Additionally, WS fibroblasts have
a markedly shorter replicative life span than age-matched controls in culture [4,9]. Most WS cases
have been linked to mutations in a single gene, the Werner syndrome gene (WRN), which is located on
chromosome 8 [10].
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WRN, the protein defective in WS, belongs to the RecQ helicase family. The human genome
contains five RecQ genes: RecQ1, Bloom syndrome protein (BLM), WRN, RecQ4, and RecQ5. WRN is a
1432 amino acid-long multifunctional protein that comprises four distinct functional domains (Figure 1).
WRN has an exonuclease (E84) domain (38–236 aa) and a WRN-WRN interaction (multimerization
or oligomerization) domain (251–333 aa) in the N-terminal region. It has adenosine triphosphatase
(ATPase), helicase (K577) (558–724 aa), and RecQ C-terminal (RQC) (749–899 aa) domains in the middle
region and a helicase-and-ribonuclease D-C-terminal (HRDC) domain (940–1432 aa) in the C-terminal
region. Though the crystal structure for full-length WRN is not available yet, crystal structures of the
exonuclease and HRDC domains have been solved. The crystal structure of the exonuclease domain
(1–333 aa) at 2.0 angstrom resolution showed a ring of six WRN exonuclease domains, the perfect size
to slip around a DNA helix, with their binding and catalytic sites oriented inward toward the encircled
DNA [11]. This study further revealed that WRN’s exonuclease domain possesses Mg2+ and Mn2+

binding sites, which help modulate WRN’s exonuclease activities [11]. Additionally, full-length WRN
forms a trimer [12], and the WRN exonuclease construct (1–333 aa) forms a trimer when purified by
gel filtration analysis and homohexamers upon interaction with DNA or with Proliferating cell nuclear
antigen (PCNA), as examined by atomic force microscope [13,14]. Subsequently, Perry et al. (2010)
identified the 250–333 amino acids as being not only responsible for WRN’s homomultimerization, but
also critical for its exonuclease processivity [15]. The HRDC domain’s crystal structure revealed that
this domain exists as a monomer in solution and has weak DNA binding ability in vitro [16]. However,
the HRDC domain is known to interact with many different proteins, which suggests that WRN’s
DNA binding specificity is dictated by another domain. Thus, structural analyses of N- and C-terminal
domains have provided a wealth of information about WRN’s exonuclease activities and its ability to
act on different DNA structures.

Figure 1. Schematic showing different functional domains, exonuclease (E84), helicase (K577)
active sites, and DNA-PKcs (S440 and S467), ATM (S1058, S1141 and S1292), ATR (S991, S1411,
T1152 and S1256) and CDK1 (S1133) phosphorylation, and acetylation (K366, K887, K1117, K1127,
K1389 and K1413) sites in WRN. TDD-Trimerization (oligomerization/multimerization) domain
(250–333aa); A-acidic repeats (2X27; 424–477 aa); RQC-RecQ C-terminal (749–899 aa); NLS-nuclear
localization signal; aa-amino acid; black dotted lines denote acetylation events; solid red arrows
indicate DNA-PKcs-mediated phosphorylation sites; solid dark blue lines represent ATM-mediated
phosphorylation events; dotted orange arrows represent ATR-dependent phosphorylation sites; light
blue dotted line represents CDK1-dependent phosphorylation site.
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WRN exonuclease functions on a variety of structured DNA substrates, including bubbles,
stem-loops, forks, and Holliday junctions, as well as RNA-DNA duplexes, which suggests that WRN
may have roles in DNA replication, recombination, and repair [17,18]. WRN’s 3′ to 5′ DNA helicase
activity [19] may coordinate with its exonuclease activity, as both show similar substrate specificity.
WRN also performs non-enzymatic functions during DNA replication and repair [20–22], though the
regulation of these activities is poorly understood.

WRN plays roles in many biological processes, as it forms dynamic sub-complexes with factors
involved in those processes. WRN directly binds to Nijmegen breakage syndrome protein’s (NBS1)
forkhead-associated (FHA) domain in response to DNA double-strand breaks (DSBs). This interaction
is important for the post-translational modification of WRN [23]. WRN also interacts with Meiotic
recombination 11 homolog A (MRE11) nuclease via NBS1 [24]; MRE11 promotes WRN helicase activity,
but WRN does not modulate MRE11’s nuclease activities [24]. WRN interacts with RAD51, but this
interaction does not affect WRN’s nuclease activities [25]. WRN physically interacts with Xeroderma
pigmentosum complementation group G (XPG) protein, a DNA endonuclease; this interaction is
critical for stimulating WRN’s helicase activity [26]. WRN not only directly interacts with Replication
protein A (RPA), but also displaces it from the replication forks [27]. WRN interacts with telomeric
repeat binding factor 2 (TRF2), which helps WRN’s exonuclease activity to process telomeric repeat
DNA [28]. BLM and RecQ5L helicases functionally interact with WRN to modulate its exonuclease
and helicase activities, respectively [29]. WRN also interacts with ATR [25] and DNA-dependent
protein kinase catalytic subunit (DNA-PKCS) [30,31]. Importantly, mutations in most of these genes
lead to disorders that predispose to cancer. Yet, the contributions of WRN and its partnering factors to
maintaining genome stability and suppressing premature aging phenotypes in response to replication
stress are not fully understood.

2. WRN in DNA Replication

DNA replication is an intricate process that is monitored closely by a plethora of proteins acting
synchronously to create two identical daughter DNA strands from one parental DNA strand while
ensuring maximum fidelity. However, a chance for error always remains, which could eventually
change the fate of the daughter cells. The various checkpoints in the cell cycle exist to ensure the
accurate segregation of DNA to the daughter cells. Numerous studies characterizing WRN have
shown that it facilitates replication fork progression, helps restart stalled DNA replication [32–34],
and protects replication forks [22]. In most cases, either post-translationally modified WRN cooperates
with other replication fork processing factors, or its nuclease activities are modulated by its interacting
partner and by post-translational modifications under replication stress conditions.

2.1. Role of WRN in Replication Fork Progression

WRN has been implicated in replication fork progression and efficient restart of DNA replication
under normal physiological and genotoxic agent-induced replication stress conditions [22,32–35].
An elegant study by Rodriguez-Lopez et al. (2002), using a single-molecule DNA fiber technique,
showed that WRN is important in the elongation stage of DNA replication [35]. In the absence of
WRN, cells fail to maintain bidirectional DNA replication, resulting in asymmetrical bidirectional forks.
Based on these observations, they proposed that the WRN helicase is involved either in preventing
the collapse of stalled replication forks or in resolving intermediates present at collapsed forks.
A study by Sidorova et al. (2008) found that WRN affects replication fork progression after methyl
methanesulfonate (MMS)-induced replication fork damage [33]. Another study by Su et al. (2014)
found defects in replication fork progression in response to collapsed replication forks [22]. Collectively,
these findings suggest that WRN facilitates the progression of stalled or collapsed replication forks
generated under normal physiological conditions and under genotoxic agents induced replication
stress conditions.
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2.2. Role of WRN in Replication Fork Arrest Recovery

WRN function has been strongly implicated in the recovery of arrested replication forks [36,37].
Most of these functions of WRN are carried out in concert with its interacting partners with known roles
in DNA replication and its post-translational modifications. WRN interacts with replication checkpoint
factors—specifically, the RAD9-RAD1-hydroxyurea-sensitive 1 (HUS1; 9.1.1) complex [38]—to prevent
DSBs from forming at stalled replication forks. A study by Pichierri et al. (2012) found that the
RAD1 subunit of the 9.1.1 complex binds to WRN’s N-terminal region, which contributes to WRN’s
re-localization to nuclear foci and phosphorylation in response to replication fork stalling. They
also showed that WRN affects the ATR signaling pathway, promoting checkpoint activation in
response to stalled replication forks, and is phosphorylated by ATR in a replication checkpoint
mediated protein (TopBP1)-dependent manner, upon replication fork arrest [38]. These coordinated
activities of WRN-9.1.1-ATR-TopBP1 are critical for the stability of fragile sites [38]. Replication
stress triggers co-localization of WRN with RPA at nuclear foci in a manner that depends on
WRN phosphorylation by ATR [34]. Cells expressing an ATR-unphosphorylatable mutant of WRN
behave like WRN-deficient cells; stalled replication forks collapse, leading to DSB formation [34].
The accumulation of replication-associated DSBs in WRN-deficient cells depends on structure-specific
endonuclease MMS and ultraviolet-sensitive 81 (MUS81) activity [39]. Replication stress leads not
only to DSB accumulation but also to increased expression of common fragile sites in WRN-deficient
cells [40]. Thus, ATR/ATM-mediated WRN phosphorylation and WRN’s interacting partners are
crucial for replication fork arrest recovery.

2.3. Role of WRN in Replication Fork Protection

In addition to replication fork processing and recovery functions, recent findings strongly suggest
roles for WRN in protecting replication forks (Figure 2). An elegant study by Su et al. (2014) reported
a non-enzymatic role for WRN in stabilizing newly replicated DNA strands at collapsed replication
forks [22]. They found that WRN blocks excessive processing of newly replicated genomic DNA
by MRE11 in response to collapsed replication forks. This is an interesting study, because most of
the work on WRN focuses on its nuclease activities in various DNA metabolic pathways, but this
study identified the physical presence of WRN at the sites of collapsed replication forks as the key for
RAD51 stabilization, which blocks MRE11 activities on the newly replicated genome. Another study by
Iannascoli et al. (2015) showed that the exonuclease activity of WRN protects MRE11- and Exonuclease
1 (EXO1)-mediated degradation of nascent DNA strands at regressed forks in the absence of significant
numbers of DSBs [41]. Additionally, Kehrli et al. (2016) found that WRN not only interacts with Class
I Histone Deacetylase (HDAC1), but also co-localizes with HDAC1 on newly replicated DNA. This
interaction helps to protect replication forks upon hydroxyurea-induced replication fork arrest [42].
Thus, in addition to roles in replication fork progression and efficient restart, WRN is also involved
in maintaining nascent DNA strands by at least three distinct mechanisms in response to replication
stress. However, the molecular mechanism by which cells utilize WRN and its exonuclease activity to
protect nascent DNA strands in response to replication stress is not clear.
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Figure 2. Diagram depicting the mechanism of WRN-mediated replication fork stabilization. WRN is
recruited to the sites of collapsed replication forks and is phosphorylated at multiple Ser/Thr sites by
ATM, ATR and CDK1 kinases. WRN binding to perturbed replication forks not only stabilizes RAD51
but also prevents excessive nuclease activities of MRE11 and/or EXO1. Eventually, WRN is degraded
by the ubiquitin-dependent proteasomal pathway, resulting in the protection of newly replicated
genome, chromosome stability and suppression of premature senescence. In the absence of WRN,
replication forks will be degraded by MRE11 and/or EXO1, and that will lead to genomic instability
and premature senescence. HR—homologous recombination; EXO1—exonuclease 1; RPA—replication
protein A; EME1-essential meiotic structure-specific endonuclease 1; red P—phosphorylation events;
⊥-represents blocking of nuclease activities. 187
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3. WRN and Phosphorylation

Phosphorylation is one of the most common post-translational modifications in proteins that
occurs in response to genotoxic stress. WRN has been shown to be phosphorylated at serine/threonine
and tyrosine in vivo when cells are exposed to different DNA damaging agents [43]. WRN is
phosphorylated by several kinases, including ATM, ATR [34,44], DNA-PKCS [30,31,45], c-Abl [46],
and CDK1 [47] (Figure 1). WRN phosphorylation may affect its enzymatic activities, protein-protein
interactions, stability, and sub-nuclear redistribution. These phosphorylation events in WRN are
necessary for maintaining genome stability and suppressing premature aging.

3.1. Role of DNA-PKCS-Mediated WRN Phosphorylation

WRN is phosphorylated by DNA-PKCS both in vitro and in vivo. A first study by Yannone et al.
(2001) demonstrated that WRN associates with the catalytic subunit of DNA-PK (DNA-PKCS) and
requires KU70/80 to form a stable WRN·DNA-PK·DNA complex in vitro [30]. The association of WRN
with DNA-PKCS inhibits WRN’s exonuclease and helicase activities, but adding KU70/80 to form
the WRN·DNA-PK·DNA complex activates exonuclease and helicase activities in vitro. Moreover,
DNA-PKCS–dependent WRN phosphorylation is critical for processing ionizing radiation-induced
DSBs [30]. A second report by Karmakar et al. (2002) revealed that WRN interacts with DNA-PKCS, and
KU70/80 mediates this interaction [31]. Similar to Yannone et al., (2001) they also found that DNA-PKCS

phosphorylates WRN both in vitro and in vivo. They also showed that, in contrast to Yannone et al.’s
findings, WRN phosphorylation by DNA-PKCS inhibits WRN’s exonuclease activity in the presence of
KU70/80, whereas WRN dephosphorylation enhances its exonuclease and helicase activities. A third
study identified S440 and S467 in WRN as major phosphorylation sites mediated by DNA-PK [45].
Additionally, the phosphorylation of S440 and S467 in WRN is important for re-localizing WRN to
nucleoli, which is required for efficient DSB repair. Thus, WRN is a target of DNA-PK phosphorylation,
and its catalytic activities and re-localization are regulated by phosphorylation [30,31,45]. However,
no study has addressed whether DNA-PKCS-mediated WRN phosphorylation could also occur in
response to replication stress.

3.2. Role of ATR-Mediated WRN Phosphorylation

In response to replication stress, ATR, one of the members of the phosphatidylinositol
3-kinase-related kinase (PIKK) family, phosphorylates WRN. Ammazzalorso et al. (2010) used
anti-phospho Serine-Glutamine (SQ) / Threonine-Glutamine (TQ) antibodies to analyze random
SQ/TQ mutations in WRN and found that S991, T1152, and S1256 residues are substrates of ATR
kinase [34]. By mutating multiple amino acid residues simultaneously and extrapolating results from
multi-site mutants, they found that WRN phosphorylation by ATR prevents the formation of DSBs at
stalled replication forks by regulating WRN’s sub-nuclear re-localization and interaction with RPA [34].
Another study by Su et al. (2016), using mass-spectrometry followed by phospho-specific antibodies
that recognize the phosphorylated S1141 antibody, found that ATR phosphorylates the S1141 residue
in response to replication stress in vivo, but only during active DNA replication [48]. They also found
that WRN, RPA2, and RAD51 may be recruited to the sites of perturbed DNA replication without
WRN phosphorylation at S1141, but S1141 phosphorylation in vivo helps dissociate RAD51 and WRN
from the damaged DNA ends. Thus, ATR-mediated WRN S1141 phosphorylation is important for
suppressing chromosome instability in response to collapsed replication forks. Collectively, these
studies show that WRN is a substrate of ATR kinase and that WRN phosphorylation by ATR is critical
for suppressing genome instability following replication stress induced by genotoxic agents.

3.3. Role of ATM-Mediated WRN Phosphorylation

WRN also serves as a substrate for ATM. An in vitro kinase assay-based peptide screening method
identified S1141 and S1292 in WRN as ATM phosphorylation sites [49]. Subsequently, Ammazzalorso
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et al. (2010) found that ATM phosphorylates WRN specifically at S1058, S1141, and S1292 in response to
replication stress [34]. Furthermore, using multi-ATM phosphorylation site WRN mutants, the authors
deduced that ATM phosphorylation promoted homologous recombination (HR) repair of collapsed
forks by influencing RAD51’s ability to form nuclear foci after cells were exposed to hydroxyurea [34].
However, additional experiments are needed to define how ATM-dependent phosphorylation of WRN
modulates RAD51 functions at perturbed replication forks.

3.4. Role of CDK1-Mediated WRN Phosphorylation

WRN is phosphorylated at S1133 by cyclin-dependent kinase 1 (CDK1) [47]. WRN
phosphorylation by CDK1 has multiple consequences: 1. promotion of the DNA replication
helicase/nuclease 2 (DNA2)-dependent long-range step in end resection of replication-associated
DSBs; 2. dynamic interaction of MRE11 with replication forks; 3. facilitation of HR; 4. replication
fork recovery; and 5. genome stability maintenance. It will be interesting to further understand how
CDK1-mediated WRN phosphorylation modulates other post-translational modifications in WRN.

4. WRN Stability and Degradation

Regulated protein degradation rapidly and irreversibly turns off a protein’s function. This process
is critical, since maintaining genomic integrity and cellular homeostasis requires that cells eliminate
various proteins related to genome curation and stability, including DNA damage response signaling
factors, properly and at the right time [50]. WRN undergoes proteasome-mediated degradation in
response to genotoxic stress, and this destabilization of WRN is critical for maintaining genome
stability and suppressing premature aging.

4.1. Role of WRN Ubiquitination

Results from three independent research groups have identified ubiquitin-dependent
destabilization of WRN in response to replication stress [23,48,51]. The first study, by Kobayashi
et al. (2010), found that ATM/NBS1-dependent WRN phosphorylation facilitates ubiquitin-dependent
degradation of WRN in response to replication stress [23]. The second study, by Su et al. (2016), showed
that ATR-mediated WRN phosphorylation influences WRN destabilization and genome stability
maintenance. According to Su et al. (2016), ATR-mediated WRN phosphorylation at S1141 leads
to proteasome-mediated degradation of WRN following replication stress induced by camptothecin
(CPT). Their study used enhanced green fluorescent protein-tagged wild-type, phospho-mutant
(S1141A), and phospho-mimetic (S1141D) WRN in combination with fluorescence redistribution after
photobleaching (FRAP) technique, and it revealed that ATR-mediated S1141 phosphorylation is critical
for the reversible interaction of WRN with collapsed replication forks [48]. Similarly, a third study, by
Shamanna et al. (2016), found that replication stress induced by CPT triggered WRN degradation by
a ubiquitin-mediated proteasome pathway [51]. Taken together, these reports indicate that WRN is
ubiquitinated in response to replication stress, which impacts its interaction with binding partners
and its stability. However, neither ubiquitination sites nor ubiquitin ligases that mediate replication
stress-dependent WRN ubiquitination have been identified.

ATM- and ATR-dependent WRN phosphorylation is important for proper cellular recovery from
replication stress, maintaining genome stability, and avoiding premature senescence. Phosphorylation
also redirects WRN to ubiquitin-mediated degradation. However, it is unclear whether WRN
degradation takes place after DNA metabolic activities have completed or it facilitates subsequent
steps involved in cell recovery from genotoxic stress. Furthermore, WRN phosphorylation facilitates
WRN’s dynamic interaction with perturbed replication forks, and in the absence of phosphorylation,
WRN tightly interacts with replication-associated DSBs, culminating in chromosome instability [48].
Therefore, it is possible that phosphorylation facilitates WRN’s initial role in DNA processing and that
subsequent ubiquitination-mediated proteasomal degradation helps recruit additional factors to the

189



Int. J. Mol. Sci. 2018, 19, 3442

replication forks for faithful replication fork processing. However, further experiments are needed to
verify these speculations.

4.2. Role of WRN Acetylation

In addition to being phosphorylated and ubiquitinated, WRN is also acetylated in response to
replication stress. Li et al. (2010) identified six lysine acetylation sites (K366, K887, K1117, K1127, K1389
and K1413) in WRN, and these acetylation events were mediated by cyclic adenosine monophosphate
(cAMP) response element binding (CREB)-binding protein (CBP) and p300 acetyltransferases after
cellular exposure to the DNA cross-linking agent mitomycin c (MMC). Furthermore, deacetylase
Sirtuin 1 reversed the effects of WRN acetylation [52]. According to Lozada et al. (2014), endogenous
WRN is mildly acetylated under normal physiological conditions, and its acetylation level increases
in response to stalled replication forks [53]. WRN acetylation in response to replication stress serves
multiple functions: 1. it translocates WRN from nucleoplasm to nucleoli; 2. it directs WRN’s binding
affinity to four-stranded replication fork structures; 3. it modulates WRN’s exonuclease and helicase
activities; and 4. it redirects WRN to the ubiquitin-mediated proteasomal degradation pathway.
Though the impact of acetylation on WRN’s functions is similar to that of phosphorylation induced by
replication stress, it remains unknown how WRN acetylation influences its phosphorylation, and vice
versa, to maintain genome stability or suppress premature aging phenotypes.

5. WRN and DSB Repair Pathway Choice

DNA repair is an essential and spontaneous phenomenon that occurs in cells in response to
genomic damage induced by various endogenous and exogenous agents. Repairing damaged genome
is imperative to avoid complications like mutations and replication stress. The different pathways that
the cell adopts to repair DNA lesions are base excision repair (BER), nucleotide excision repair (NER),
mis-match repair (MMR), and DSB repair. DSBs are repaired by two major pathways: non-homologous
end-joining (NHEJ) and HR. These two pathways differ in the templates they use and have marked
differences in their ultimate repair fidelity. NHEJ processes the broken DNA ends and later ligates
them, while HR uses an undamaged sister chromatid as a template for repair and, thus, is more
accurate than NHEJ. The two pathways’ specific requirements indicate that the choice between them
may depend on which stage the cell is in the cell cycle. Numerous studies have established that HR is
most active in mid-S (synthetic) to early G2 (second growth) phases, while NHEJ, which can be active
in all four phases of the cell cycle, is mostly predominant in the G1 (first growth) and G2/M (mitotic)
phases [54,55]. Biochemical and cell biological evidence suggests a potential role for WRN in NHEJ
(both c- and alt-NHEJ) and HR, owing to the 3′ to 5′ directionality of the helicase and exonuclease, the
hypersensitivity of WS cells to certain genotoxic agents, and WRN’s interaction with proteins involved
in these DNA repair pathways [22,48].

5.1. Role of WRN in Classical NHEJ

The NHEJ pathway has two sub-pathways [56,57]: 1. Classical NHEJ (c-NHEJ) and 2. Alternative
NHEJ (alt-NHEJ). WRN interacts not only with major c-NHEJ factors, such as KU 70/80 [58] and
DNA-PKCS [30,31], but also a substrate for DNA-PKCS [30,31] (Figure 3). Because DNA-PK and
WRN assemble at DNA ends, DNA-PKCS can phosphorylate WRN, and thus regulate WRN’s
enzymatic activity and facilitate DNA end processing before ligation [30,31]. It has been shown
that WRN deficiency results in the excessive degradation of non-homologous DNA ends during NHEJ
pathway repair of exogenously transfected linear plasmid DNA substrate [59]. Cellular end-joining
assays using linearized reporter plasmids showed that WRN’s exonuclease and helicase activities
influence DNA end-joining [20]. Cellular assays that distinguish microhomology-mediated DSB
repair from unmediated repair of linear plasmids demonstrated that WS cells display increased
levels of microhomology-mediated DSB repair; introducing WT WRN, but not the exonuclease- or
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helicase-mutant WRN, in WS cells completely rescued the WS phenotype [11]. Despite physical and
functional interactions with c-NHEJ pathway factors, the exact role of WRN in c-NHEJ is not clear.

 

Figure 3. Schematic showing the involvement of WRN in classical non-homologous end-joining
(c-NHEJ) pathway-mediated DNA double-strand break (DSB) repair in response to both endogenous
and exogenous genotoxic stress. DNA-PK (DNA-PKCS+KU70/80) complex not only recruits WRN to
DSB sites but also phosphorylates at multiple amino acid residues in WRN. In addition, physical
binding of WRN to damaged DNA prevents excessive enzymatic activities of MRE11 and CtIP.
These events are necessary for preventing genomic DNA deletions, microhomology-mediated DSB
repair, and alt-NHEJ-mediated DSB repair. DNA-PKCS—DNA-dependent protein kinase catalytic
subunit; NHEJ—non-homologous end joining; P—phosphorylation events; XRCC4-X-ray repair cross
complementing 4; CtIP-C-terminal binding protein 1 (CtBP1) interacting protein; rose red ⊥-represents
blocking of nuclease activities; red lightening shape arrow denotes genotoxic stress.
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5.2. Role of WRN in Alternative NHEJ Pathway

Cells utilize alt-NHEJ as a back-up DSB repair pathway when the c-NHEJ pathway is defective.
Paradoxically, alt-NHEJ has both beneficial and harmful outcomes. For example, alt-NHEJ plays
a beneficial role during class switch recombination, an essential process that generates antibody
isotopes [60], but DSB repair by the alt-NHEJ pathway also results in genome instability [61,62].
A recent study showed that WRN regulates the pathway choice between c- and alt-NHEJ during
DSB repair [63,64]. According to this study, WRN is recruited to the sites of DSBs, in a
nuclease activities-dependent manner, which prevents DNA end-resection by blocking MRE11’s
and CtIP’s access to DSBs. Thus, the physical presence of WRN at the sites of DSBs blocks
MRE11-CtIP-dependent DNA end-resection, thus promoting c-NHEJ via its helicase and exonuclease
activities. However, if WRN is absent, MRE11 and CtIP are recruited to the DSBs, which leads to DNA
end-resection and culminates in alt-NHEJ. Ultimately, WRN-mediated c-NHEJ protects DSBs from
MRE11/CtIP-mediated resection, which prevents the deletion of large genomic regions and telomere
fusions. However, further research is needed to understand how WRN-proficient S/G2 phase cells
allow DNA end-resection to proceed during HR-mediated replication fork processing.

5.3. Role of WRN in HR

HR repair (HRR) is a multi-step process that requires the coordinated activities of different
proteins. HRR involves three major steps (Figure 2). First, DNA end-resection generates single-strand
DNA overhangs, resulting in the recruitment of RPA, RAD51 and their interacting partners. Then,
strand invasion results in the formation of D-loops and Holiday junctions (HJ). Finally, HJ resolution
results in processed duplex DNA. Since HRR uses the sister chromatid to repair the complementary
sequence, this mode of DNA repair is well-suited to repairing a multitude of DNA lesions, including
stalled or collapsed replication forks, that may be triggered during normal physiological conditions or
by various genotoxic agents.

Multiple studies have shown that DNA damaging agents that cause replication fork stalling
and treatments with replication inhibitors have deleterious effects on WS cells [65–69]. For example,
WRN-deficient primary fibroblasts are hypersensitive to 4-nitroquinoline-1-oxide (4NQO) [70,71],
topoisomerase I inhibitors (camptothecin) and DNA cross-linking agents [72]. In addition, WS cells are
hypersensitive to hydroxyurea, which stalls replication forks without inducing DNA adducts [32,39].
Because interstrand crosslinks and perturbed replication forks are believed to be repaired through HR,
these results suggest an important role for WRN in recombinational resolution of stalled and collapsed
replication forks.

Mounting in vitro evidence suggests that WRN acts on a plethora of DNA replication fork
structures. For instance: a. WRN’s unwinding and pairing activities function in the regression of a
replication fork substrate model [27,73]; b. WRN performs a strand-exchange function through its
DNA unwinding activities [74]; c. WRN not only binds to D-loop structures, but also uses its helicase
and exonuclease activities to disrupt and degrade the D-loops [75,76]; d. WRN acts on HJ substrate to
convert it into a four-stranded replication fork structure, a key step of branch migration [77]; and e.
WRN works on G-rich telomeric sequences to form t-loops [78]. Overall, these studies provide strong
evidence that DNA substrates that mimic various HRR intermediate structures are suitable substrates
for WRN’s nuclease activities, through which WRN contributes to the HRR pathway.

HRR not only requires the regulated activities of various factors, it also involves the
post-translational modifications of these factors. WRN interacts with a range of key proteins of
the HRR pathway. For example, WRN binds to the MRE11/RAD50/NBS1 (MRN) complex [24] and
the recombination mediator, RAD52 [36]. WRN also interacts physically and functionally with RPA [79]
and Breast cancer associated protein 1 (BRCA1 [80]. Furthermore, WRN co-localizes with RAD51, a
key enzyme in HRR, at the sites of perturbed replication forks [81]. In addition to these protein-protein
interactions, WRN is also post-translationally modified by ATM, ATR, c-Abl and CDK1 in response
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to replication stress (see Section 3 for details). These studies imply that WRN acts in concert with a
variety of factors to facilitate HRR.

6. Consequences of WRN Deficiency and Replication Stress

Premature aging, cancer, and cardiomyopathy are the major symptoms exhibited by patients with
WS. Most of the studies involving wild type WRN or WRN mutants harboring exonuclease, helicase,
ATPase, post-translational modifications, or fragmented WRN concluded that WRN is important both
for maintaining genome stability and for suppressing premature senescence. However, determining
how cells decide whether to undergo premature senescence or cancer in the absence of WRN requires
additional experimental evidence. Nonetheless, genome instability and premature senescence are the
two major phenotypes that have been well studied in WRN-defective cells.

6.1. Role of WRN in Maintaining Genome Stability

Patients with WS have a high incidence of malignant neoplasms, and the tumor type of the
neoplasms that appear in these patients differs from that observed in normal aging: in patients with
WS, mesenchymal and epithelial cancers are equally common, even though epithelial cancers appear
ten times more often than mesenchymal cancers in the normal aging population [82–86]. Furthermore,
somatic cells derived from patients with WS are predisposed to various genetic mutations, including
chromosomal translocations, inversions, and deletions; and WS fibroblasts transformed with simian
virus 40 (SV40) showed a high rate of spontaneous mutations [4]. Improper DNA repair accounts
for the cellular phenotypes often found in WS, such as variegated translocation mosaicism [87] and
extensive deletions of endogenous genomic loci [8]. WRN can be viewed as a tumor-suppressor gene
because of its involvement in genome stability maintenance functions.

According to a model proposed by Su et al. (2016), after genotoxic stress-induced replication
stress, WRN is recruited to the collapsed replication forks by NBS1 [22] and phosphorylated at S1141
by ATR [48]. This phosphorylation facilitates WRN ubiquitination, which modulates its dynamic
interaction with collapsed replication forks (probably by affecting the interaction between NBS1 and
WRN). This, in turn, facilitates HR-mediated repair of replication-associated DSBs by granting access to
factors (probably MUS81/EME1) involved in these processes. Finally, ubiquitinated WRN is targeted to
the proteasome-dependent degradation pathway. These processes work together to maintain genomic
stability under collapsed replication fork conditions. If WRN is not phosphorylated by ATR, WRN
ubiquitination is reduced, resulting in a stable interaction between WRN and replication-associated
DSBs, which prevents other factors involved in replication and repair from binding to those
replication-associated DSBs. As a result, cells cannot resolve recombination intermediates that
arise after RAD51-dependent strand invasion, eventually leading to anaphase bridge formation and
chromosome instability.

The contribution of chromosome instability to the initiation of cancer in individuals with WS is still
elusive. Though exposure to different replication stress inducers compromises WS cells’ survival, some
cells with chromosomal aberrations enter mitosis. Every subsequent round of replication increases the
overall mutation level in surviving cells. Thus, defective replication fork processes are biologically
significant, because replicating a damaged genome provides opportunities for genomic rearrangements
and can increase genomic instability, leading to the genetic changes that make an initiated cell progress
to a malignant cell.

6.2. Role of WRN in Suppressing Premature Aging

Premature aging is the major phenotype of patients with WS [88]. We can distinguish two types
of cellular senescence: replicative senescence, which depends on telomere shortening, and premature
senescence induced by genotoxic stress, which occurs without telomere shortening. Though replicative
senescence mediated by telomere shortening is very slow, genotoxic stress initiates rapid premature
senescence. Telomere shortening, defective telomere maintenance and imperfect replication fork
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processing are the most studied causes of cellular senescence in WRN-defective cells [51,64]. Though
the initial signal for cellular senescence can originate from various regions in the genome, evidence
indicates that these genomic insults, irrespective of the genomic loci, proceed through the same DNA
damage response signaling pathways. Specifically, double-stranded DNA ends revealed by telomere
deprotection or generated by DNA damaging agents or replication stress initiate the ATM-dependent
pathway; similarly, regions of single-stranded DNA at telomeres or at stalled replication forks initiate
the ATR-dependent pathway. Both the ATM and ATR pathways can induce a senescence phenotype in
response to an appropriate genomic lesion, whether WRN-deficiency is involved in producing that set
of circumstances or not. Thus, several different genomic events can induce senescence in the absence of
a functional WRN. However, it remains unclear how much telomere shortening, deprotected telomeres
and replication stress induced by genotoxic agents in both telomeric and non-telomeric genomic loci
each contribute to premature senescence in the absence of a functional WRN.

7. Conclusions and Future Perspectives

Though WRN’s nuclease and non-nuclease activities have been implicated in a multitude of
DNA metabolic pathways, the mechanisms that regulate WRN activity to prevent carcinogenesis and
premature aging at the nucleotide level have not been well established. Deciphering the molecular
choreography of WRN and its biochemical activities, post-translational modifications, and interaction
partners in promoting faithful replication fork processing will provide new insight into the molecular
origin of cancer and aging phenotypes in individuals with WS. Identifying WRN phosphorylation
events and interacting proteins will reveal novel mechanisms that explain how post-translational
modifications induced by replication stress contribute to WRN’s biological functions. Decoding the
mechanism that WRN uses to stabilize its interacting partners at replication-associated DSBs will
further advance our understanding of the pathophysiology of aging.

How can we exploit what we know about WRN’s contributions to replication fork stability to
treat cancer or prevent premature aging-associated phenotypes? 1. WRN phosphorylation redirects
WRN to degrade in response to replication stress. Can this property of WRN be used to eliminate
WRN-proficient cancer cells using combination therapy approaches? 2. Recently, a small molecule
inhibitor that prevents WRN’s helicase activity was identified [89]. Since the helicase activity of WRN
is critical for resolving perturbed replication forks, WRN helicase inhibitors in combination with cancer
therapeutics that cause replication stress can be used to sensitize WRN-proficient cancer cells. However,
it will be challenging to apply WRN’s known functions in replication to treat or prevent symptoms
associated with premature aging due to WRN deficiency. On the brighter side, lessons learned from
individuals with WS can be applied to treat diseases associated with normal biological aging.

While the accumulation of senescent cells and the induction of the senescence-associated secretory
phenotype (SASP) could contribute to aging features in WS, we do not know what signaling
events, beyond the activation of ATM and ATR checkpoint pathways, induce and maintain the
senescence phenotype in the absence of a functional WRN. Evidence indicates that the accumulation
of chromatin fragments, or micronuclei, in the cytoplasm due to genomic instability can initiate a
cytosolic DNA sensing pathway-mediated premature senescence mechanism that does not involve
telomere shortening [90–94]. A recent study showed that cytosolic DNA fragments released in
response to replication stress and DNA damage are sensed by the cyclic GMP-AMP synthase
(cGAS)-stimulator of interferon genes (STING)-mediated cytosolic DNA sensing pathway, which
activates both nuclear factor kappa-light-chain-enhancer of B-cells (NF-κB) and signal transducer and
activator of transcription 1 (STAT1)-mediated immune signaling and cellular senescence [95]. Similarly,
Bhattacharya et al. (2017) found that lack of RAD51 results in excessive processing of newly replicated
genomic DNA by MRE11, and the resulting genomic DNA fragments accumulate in the cytosol,
ultimately activating inflammatory signaling [96]. In the absence of WRN, MRE11’s exonuclease
activity also acts on the newly replicated genomic DNA in response to replication stress; however,
whether these degraded DNA trigger immune signaling that contributes to the premature senescence
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phenotype in WS cells remains to be investigated [22]. It is worth noting that fibroblasts derived
from patients with WS and helicase-mutant mice and serum from patients with WS show heightened
inflammatory signaling [97–99]. However, further experiments are required to determine whether
the cytosolic DNA sensing pathway plays a role in initiating immune signaling-driven premature
senescence in patients with WS.

Cellular senescence restricts unlimited cellular proliferation and plays critical roles in both aging
and tumor suppression. However, it is intriguing that individuals with WS exhibit the symptoms
of both. Several studies show that senescent cells develop SASP that may induce changes in the
tissue microenvironment, causing it to gain control over cell behavior and promoting tumorigenesis.
However, future experiments are required to show that immune signaling initiated by genomic
instability is the primary trigger for the development of SASP-mediated cancer in patients with WS.
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Abstract: DNA single-strand breaks (SSBs) occur more than 10,000 times per mammalian cell each
day, representing the most common type of DNA damage. Unrepaired SSBs compromise DNA
replication and transcription programs, leading to genome instability. Unrepaired SSBs are associated
with diseases such as cancer and neurodegenerative disorders. Although canonical SSB repair
pathway is activated to repair most SSBs, it remains unclear whether and how unrepaired SSBs
are sensed and signaled. In this review, we propose a new concept of SSB end resection for genome
integrity. We propose a four-step mechanism of SSB end resection: SSB end sensing and processing,
as well as initiation, continuation, and termination of SSB end resection. We also compare different
mechanisms of SSB end resection and DSB end resection in DNA repair and DNA damage response
(DDR) pathways. We further discuss how SSB end resection contributes to SSB signaling and repair.
We focus on the mechanism and regulation by APE2 in SSB end resection in genome integrity. Finally,
we identify areas of future study that may help us gain further mechanistic insight into the process
of SSB end resection. Overall, this review provides the first comprehensive perspective on SSB end
resection in genome integrity.

Keywords: APE2; ATR-Chk1 DDR pathway; Genome integrity; SSB end resection; SSB repair;
SSB signaling

1. Introduction

DNA single-strand breaks (SSBs) are discontinuities in one strand of the DNA double helix,
and are often associated with damaged or mismatched 5′- and/or 3′-termini at the sites of SSBs [1].
SSBs can arise from oxidized nucleotides/bases during oxidative stress, intermediate products of
DNA repair pathways (e.g., base excision repair (BER)), and aborted activity of cellular enzymes
(e.g., DNA topoisomerase 1) (Figure 1) [1,2]. Oxidative stress is an imbalance of the generation of
reactive oxygen species (ROS) and anti-oxidant agents [2]. It has been estimated that more than
10,000 SSBs are generated per mammalian cell each day, representing the most common type of DNA
lesions [3,4]. Unrepaired SSBs are localized primarily in nucleus and mitochondria and may result
in DNA replication stress, transcriptional stalling, and excessive PARP activation, leading to genome
instability (Figure 1) [1]. Accumulating evidence suggests that SSBs are implicated in the pathologies
of cancer, neurodegenerative diseases, and heart failure (Figure 1) [1,2,5–7].

It is generally accepted that SSBs are repaired by various DNA repair mechanisms. Rapid global
SSB repair mechanism includes SSB detection, DNA end processing, DNA gap filling, and DNA
ligation, which is canonical SSB repair pathway [1]. The SSB repair pathway is sometimes considered
as a specialized sub-pathway of BER [8]. Notably, PARP1 (Poly ADP ribose polymerase 1) and
XRCC1 (X-ray repair cross-complementing protein 1) play essential roles in this canonical SSB
repair pathway [9–11]. Alternatively, recent evidence shows that SSBs can also be resolved by either
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homologous recombination (HR) or alternative homologue-mediated SSB repair pathway [11,12].
Unrepaired SSBs during DNA replication can be converted to more deleterious DNA double-strand
breaks (DSBs) [13]. The DNA replication-derived DSBs from SSBs result in chromosome breakages and
translocations, leading to severe genome instability [14], although cohesion-dependent sister-chromatid
exchange is available for repairing SSB-derived DSBs [15]. More details of various SSB repair pathways
can be found from several recent reviews on the topic [8,11,16]. However, understanding how SSBs are
generated, sensed, repaired, and signaled remains incomplete, largely because of the lack of efficient
in vivo or in vitro experimental systems.
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Figure 1. Generation and role of single-strand break (SSB) in genome integrity. SSBs may be derived
from DNA sugar or base damage, defective DNA repair, and abortive Top1 activity, and are localized
in nucleus and mitochondria. Unrepaired SSBs result in DNA replication stress, transcription stalling,
and excessive PARP (Poly ADP-ribose polymerase) activation, leading to genome instability and human
diseases such as cancer, heart failure, and neurodegenerative disorders.

In this review, we will introduce a new concept “SSB end resection” in the field of genome
integrity, and summarize the current molecular understanding of SSB end resection. We compare
the major features of SSB end resection with DSB end resection. We then focus on the critical roles of
SSB end resection in SSB signaling and repair. Finally, we identify several outstanding questions for
future studies of SSB end resection. This perspective serves the first comprehensive review of SSB end
resection for mechanistic studies on this topic in the field of genome integrity.

2. Concept of SSB End Resection

In general, SSB end resection is defined as the enzymatic end processing at SSB sites.
The directionalities of SSB end resection include 3′ to 5′ direction and 5′ to 3′ direction, which are
designated as 3′–5′ SSB end resection and 5′–3′ SSB end resection, respectively. After SSB end
resection, an ssDNA (single-stranded DNA) gap of context-specific length is generated. Due to the
technical difficulty in determining whether the resection of the two SSB ends are dependent on or
mutually exclusive to each other, we cannot exclude the possibility of bidirectional SSB end resection;
for simplicity, we propose the two possible SSB end resection with different directionality (i.e., 3′–5′ SSB
end resection and 5′–3′ SSB end resection).

Recent studies are in support of the concept of 3′–5′ SSB end resection. It has been demonstrated
that oxidative DNA damage-derived indirect SSBs are processed by APE2 (AP endonuclease 2,
also known as APEX2 or APN2) in the 3′ to 5′ direction to promote ATR-Chk1 DNA damage response
(DDR) pathway in Xenopus cell-free egg extract system [17,18]. Interestingly, it has also been shown that
a defined site-specific SSB structure can be resected in the 3′ to 5′ direction by APE2 in Xenopus system
and reconstitution experimental system [19]. Importantly, it was recently demonstrated that a 9nt-gap
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is formed in the 5′ side of a defined SSB structure for subsequent DNA repair in living cells [20].
These findings are consistent with the critical roles of 3′–5′ SSB end resection in genome integrity.

Some DNA metabolism enzymes, such as TDP2 (Tyrosyl-DNA phosphodiesterase 2) and APTX
(Aprataxin), may digest SSB end in the 5′ to 3′ direction, suggesting a possible mechanism of 5′–3′ SSB
end resection [8,21]. However, there are almost no in-depth studies showing whether and how the
5′–3′ SSB end resection happens. Thus, the potential biological or physiological relevance of 5′–3′ SSB
end resection remains unclear. The long-patch BER pathway involves PCNA (Proliferating cellular
nuclear antigen)-mediated DNA repair synthesis and FEN1 (Flap structure-specific endonuclease
1)-mediated degradation of a DNA strand [22], which is excluded from our defined 5′–3′ SSB end
resection. Future investigations are still needed to test whether SSB end can be resected in the 5′ to 3′

direction in various different model systems. Thus, we focus on the 3’–5’ SSB end resection processes
in this review.

Here, we propose a four-step molecular mechanism involved in the processes of 3′–5′ SSB end
resection (Figure 2): (I) Step 1 is SSB end sensing and processing; (II) Step 2 is the initiation phase of
SSB end resection; (III) Step 3 is the continuation phase of SSB end resection; and (IV) Step 4 is the
termination of SSB end resection. In the next section, we delineate the details of these four steps for
SSB end resection.
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Figure 2. Proposed four steps of 3′–5′ SSB end resection: End sensing and processing, initiation,
continuation, and termination of SSB end resection.

3. Molecular Mechanism of SSB End Resection

3.1. SSB End Sensing and Processing

During the canonical SSB repair, SSB end sensing by sensor protein such as PARP1 is critical for the
subsequent DNA repair process [1,23]. SSBs with the “-OH” groups at both ends are designated as SSBs
with simple ends. On the other hand, SSBs with chemically heterogeneous structures, such as 3′-Top1
adduct, 3′-phosphate, 3′-phosphoglycolate, 5′-Top2 adduct, 5′-aldehyde, 5′-deoxyribose phosphate,
or 5’-adenylate (AMP), are designated as SSBs with complex ends [8,21]. These complex ends of
SSBs are recognized and processed or removed by various DNA metabolism enzymes such as TDP1
(Tyrosyl-DNA phosphodiesterase 1), APE1 (AP endonuclease 1), Polymerase beta, FEN1, and APTX,
among others [8,21]. Such SSB end processing is important for canonical SSB repair pathway. However,
it remains unclear how cells decide to proceed with the canonical SSB repair pathway, or alternatively,
the SSB end resection-mediated non-canonical SSB repair pathway. Mechanistic studies are needed
to find out whether the SSB end processing is critical for making decisions on choice of various SSB
repair pathways.
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3.2. Initiation of SSB End Resection

It is critical for cells to resect SSBs in the 3′–5′ direction only when necessary, leading to a ssDNA
gap. However, such a ssDNA gap is more deleterious than just a nick or 1-nt gap in genome. Thus,
this initiation phase of SSB end resection must be highly regulated via essential regulatory mechanisms.
It has been demonstrated that several DNA metabolism enzymes may resect SSBs to initiate the SSB
end resection process in vitro.

DNA exonucleases such as APE2, APE1, and Mre11 may be involved in SSB end resection
initiation. APE2 has strong 3′–5′ exonuclease activity but weak AP endonuclease activity [24,25].
It has been shown that APE2 resects ~3nt on a defined SSB structure in the 3′–5′ direction even in
the absence of PCNA in vitro [24]. Notably, ~1–4 nt ssDNA gap structure will significantly enhance
APE2’s 3′–5′ exonuclease activity in vitro [24]. However, a defined SSB structure is still resected
into ~1–3 nt ssDNA gap in the 3’–5’ direction when APE2 is absent in Xenopus cell-free system [19].
These observations suggest that APE2 may contribute to the initiation of SSB end resection in in vitro
assays, or alternatively, that other exonuclease resects SSB in the absence of APE2 using cell-free egg
extracts. Considering the requirement of ssDNA for APE2’s PCNA-mediated 3′–5′ exonuclease activity,
APE2 may not be the exonuclease to initiate the SSB end resection process in vivo. Therefore, it remains
unclear whether APE2 initiates SSB end resection in in vivo systems. APE1 (AP endonuclease 1,
also known as Ref-1 or APN1) has weak 3′–5′ exonuclease activity but strong AP endonuclease
activity [26]. It has been demonstrated that APE1 can resect a SSB structure into ~1–3nt ssDNA
gap structure in the 3′ to 5′ direction in vitro [19,27]. Of note, APE1 can also resect 1-nt gap or 2-nt
gap structures in vitro. APE1’s 3′–5′ exonuclease activity was shown to prevent trinucleotide repeat
expansions [28]. APE1 is also shown to remove mismatches at the 3′-end of SSB site [29]. Interestingly,
APE1 mutants at the F266 and W280 residues significantly enhance its 3′–5′ exonuclease activity [30].
Structure determinant of such APE1’s 3′–5′ exonuclease activity from a SSB structure has been recently
elucidated in more details [31]. However, it remains elusive whether APE1 resects SSB in the 3′ to 5′

direction in vivo. Furthermore, Mre11’s exonuclease from the Mre11-Rad50-Nbs1 (MRN) complex can
resect SSB with simple end in the 3′–5′ direction in reconstitution system with purified proteins [32];
however, the potential role of Mre11 in SSB end resection initiation requires a nearby DSB end [33,34].
Future studies are needed to determine whether SSB structure without a nearby DSB can be resected
by Mre11’s 3′–5′ exonuclease activity.

Furthermore, other type of DNA metabolism enzymes such as helicase and endonuclease may
also be involved in the SSB end resection initiation. It has been reported that a 9-nt ssDNA gap is
formed in the 3′–5′ direction of an oxidative or alkylation lesion in living cells [20]. Mechanistic studies
have revealed that the ssDNA gap formation is mediated by DNA helicase RECQ1 and endonuclease
ERCC1-XPF in cooperation of PARP1 and RPA, and that the ssDNA gap formation in the 5′ side of
DNA lesion promotes subsequent DNA repair [20]. Consistent with this observation, Rad1-Rad10
nuclease in budding yeast (counterpart of human ERCC1-XPF) can remove 3’ complex end of SSB and
further resect SSB several nt in the 3′–5′ direction to promote the repair of hydrogen peroxide-induced
SSBs [35]. In addition, it is also possible that some previously unidentified DNA exonucleases and
helicases/endonucleases can initiate the SSB end resection. Unbiased de novo identification and
functional characterization of these DNA metabolism enzymes are needed to reveal more molecular
details in the initiation phase of SSB end resection.

3.3. Continuation of SSB End Resection

After the initiation phase, SSB end resection processing is continued by DNA metabolism enzymes
with higher processivity of 3′–5′ exonuclease activities. The first important player in continuation of
SSB end resection is APE2, which has strong PCNA-mediated 3′–5′ exonuclease activity. Since the
apparent outcome of SSB end resection is to generate a longer stretch of ssDNA gap, the APE2-mediated
SSB end resection continuation must be under tight regulations, and such 3′–5′ SSB end resection
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only happens when it is necessary. At least three different types of regulatory mechanisms have been
suggested to determine how APE2 contributes to SSB end resection continuation:

The first regulatory mechanism is to regulate how APE2 is recruited to SSB sites. APE2 is localized
in nucleus and mitochondria [36], although there is no report on underlying mechanism of how
exactly APE2 is imported into these organelles, respectively. APE2 interacts with PCNA via APE2’s
PIP (PCNA-interacting protein) box and PCNA’s IDCL (interdomain connector loop) motif, which is
designed as the first mode of APE2-PCNA interaction and is critical for the recruitment of APE2 to
oxidative stress-damaged chromatin DNA [17,24,25,37,38]. Therefore, PCNA may play an important
role in the recruitment of APE2 to SSB sites on damaged chromatin.

The second regulatory mechanism is to enhance APE2’s 3′–5′ exonuclease activity via APE2
interaction with ssDNA. APE2 interaction with PCNA is not sufficient for promoting its 3′–5′

exonuclease activity. Recent studies have demonstrated that a unique Zf-GRF motif within APE2
C-terminus plays an essential role for its recognition and binding to ssDNA region and associated
3′–5′ exonuclease activity [18]. Once APE2 Zf-GRF interacts with ssDNA, the conformation of the
catalytic domain within APE2 N-terminus may be changed for maximum 3′–5′ exonuclease activity.
More structure/function analysis is needed to clarify how such ssDNA interaction within APE2 Zf-GRF
promotes its 3′–5′ exonuclease activity.

The third regulatory mechanism is to promote APE2’s 3′–5′ exonuclease activity via two distinct
modes of the APE2-PCNA interaction. In addition to the first mode of APE2-PCNA interaction,
APE2 Zf-GRF motif interacts with PCNA’s C-terminus, which is designated as the second mode
of APE2-PCNA interaction [19]. Several separation-of-function mutants within APE2 have been
characterized in Xenopus APE2 to distinguish the two modes of APE2-PCNA interaction [19]. Notably,
the two modes of APE2-PCNA interaction are neither dependent on nor exclusive to each other.
Both modes of APE2-PCNA interaction are critical to promote APE2’s 3′–5′ exonuclease activity in
Xenopus [19]. Similarly, yeast APE2 binds to the PCNA IDCL motif and C-terminus to enhance its 3′–5′

exonuclease activity [25]. Based on the high similarity within APE2 Zf-GRF region among different
species, the critical role of the second mode of APE2-PCNA interaction for APE2’s exonuclease activity
is likely conserved in mammalian cells.

Notably, APE2’s 3′–5′ exonuclease activity has been demonstrated and characterized in vitro
from experimental model organisms including Arabidopsis thaliana, Trypanosoma cruzi, Ciona intestinalis,
Saccharomyces cerevisiae, Schizosaccharomyces pombe, Xenopus laevis, and Homo sapiens [19,36,39–43],
suggesting that the role of APE2’s 3′–5′ exonuclease activity in SSB end resection is highly conserved
during evolution. APE2 3′–5′ exonuclease activity is important for the removal of 3′-blocked termini
to repair DNA lesions from hydrogen peroxide treatment in Saccharomyces cerevisiae [38]. In addition,
Ciona intestinalis APE2 has 3′–5′ exonuclease activity and contributes to protection and survival
from oxidative stress [43]. Human APE2 is mostly localized in the nuclei and to some extent
in the mitochondria [36]. Furthermore, PCNA interacts with human APE2 to stimulate APE2’s
3′–5′ exonuclease activity, which is important for removing 3′-end adenine opposite from 8-oxoG
(7,8-dihydro-8-oxoguanine) and subsequent 3′–5′ end resection [37]. Notably, oxidative stress also
promotes the colocalization of APE2 with PCNA in living cells [37].

3.4. Termination of SSB End Resection

The apparent outcome of the 3′–5′ SSB end resection is DNA strand degradation, making it
deleterious for genome stability if the 3′–5′ SSB end resection is not terminated when necessary. In vitro
data have shown that a 3′ recessed ssDNA/dsDNA structure can be resected almost completely by
PCNA-mediated APE2’s 3′–5′ exonuclease activity [18]. It is reasoned that some regulatory mechanisms
are necessary to negatively regulate APE2’s 3′–5′ exonuclease activity in vivo once sufficient ssDNA
gap is generated. More studies are needed to dissect the molecular details of how SSB end resection
is terminated.
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4. SSB End Resection and DSB End Resection

It is well documented that DSB end resection in the 5′–3′ direction is critical for DSB
repair and DSB signaling [44–46]. Notably, Mre11 contributes to DNA repair of DSB ends or
protein-DNA crosslinks via its 3′–5′ exonuclease activity [32,47]. Accumulating evidence suggests
that Mre11’s endonuclease activity is required for generating SSBs at DSB ends, which are further
resected by 3′–5′ exonuclease activity of the MRN complex and 5′–3′ exonuclease activity of
EXO1 (Exonuclease 1) (Figure 3) [33,34,48]. This mechanism is designated as bidirectional DSB end
resection [49]. After EXO1’s initial end resection, the 5′–3′ DSB end resection is further continued by
other DNA metabolism enzymes such as DNA2, which is known as the two-step mechanism for 5′–3′

DSB end resection (Figure 3) [50].
In contrast to DSB end resection, SSB end resection has several distinctive features. First,

the directionality of SSB end resection is in the 3′ to 5′ direction, whereas overall DSB end resection
is in the 5′ to 3′ direction. It remains unclear whether a SSB can be resected in the 5′ to 3′ direction.
The functionalities of DNA end resection are likely through different DNA metabolism enzymes
involved in the two different DNA end resection (i.e., DSB and SSB end resection) pathways. Second,
the ssDNA gap generated after 3′–5′ SSB end resection is relatively short (~18–26 nt), whereas
the ssDNA after DSB end resection is large (~800 nt) (Figure 3) [19,48]. Reconstitution evidence
suggests that CtIP/Sae2 promotes endonuclease activity within Mre11 to make SSB from a nearby
protein-occluded DSB end [51,52]. Although the size of ssDNA region generated from DSB end
resection or SSB end resection is different, the RPA-coated ssDNA serves the platform for assembly of
the DDR protein complex to trigger ATR-Chk1 DDR pathway activation (Figure 4). Third, the 3′–5′

SSB end resection near a DSB end requires Mre11 exonuclease activity, whereas 3′–5′ SSB end resection
without a nearby DSB end requires APE2 exonuclease activity (Figure 3) [19,53]. Interestingly, it appears
that while APE2 and Mre11 have related functions, they cannot compensate for the absence of each
other in regards to 3′–5′ SSB end resection with or without DSB end, respectively.

CtIP P 

Bidirectional end 
resection 

Continuation of 
5 –3  DSB end resection 

APE2 recruitment 
and activation 

Continuation of 3 –5   
SSB end resection 

SSB 

MRN 

MRN EXO1 

DNA2 

3 –5  SSB end resection 5 –3  DSB end resection 

~800 nt ~18–26 nt 

SSB generation by MRN 
endonuclease 

DSB 

APE2 

PCNA 

Initiation of 3 –5  
SSB end resection 

Termination of 
5 –3  DSB end resection 

Termination of 3 –5   
SSB end resection 

APE2 

PCNA 

3   
5   

3   
5   

3   
5   

3   
5   

3   
5   

3   
5   

3   
5   

3   
5   

3   
5   

3   
5   

Figure 3. SSB end resection and DSB end resection. Left panel shows molecular details of 3′–5′ SSB
end resection. Following initiation of 3′–5′ SSB end resection via an unknown mechanism, APE2 is
recruited and activated by PCNA interaction and ssDNA association. The 3′–5′ SSB end resection
is continued by APE2’s 3′–5′ exonuclease activity to generate ssDNA (~18–26 nt) and terminated
by an unknown mechanism. The right panel shows molecular details of 5′–3′ DSB end resection.
DSB end is recognized by MRN complex and nicked by CtIP-mediated Mre11’s endonuclease activity,
followed by bidirectional end resection through 3′–5′ exonuclease activity of the MRN complex and
5′–3′ exonuclease activity of EXO1 (Exonuclease 1). The 5′–3′ DSB end resection is continued by DNA2
to generate a longer stretch of ssDNA (~800 nt).
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Figure 4. SSB signaling. Left panel demonstrates replication-independent SSB signaling. Following
initiation of SSB end resection, APE2 is recruited and activated by PCNA interaction and ssDNA
association. SSB end is resected by APE2 in the 3′–5′ direction to generate ssDNA for RPA recruitment
and assembly of ATR DDR protein complex including ATR, ATRIP, TopBP1, and the 9-1-1 complex.
Activated ATR phosphorylates Chk1 and RPA32. Right panel shows replication-dependent SSB
signaling. When replication fork (rightward or leftward) meets SSB site, one-end DSB and new SSB
are generated. The replication-derived SSB may proceed with 3′–5′ SSB end resection and subsequent
ATR DDR pathway. The one-end DSB triggers MRN complex recruitment and ATM DDR activation
including γ–H2AX and Chk2 phosphorylation.

5. Roles of SSB End Resection in SSB Signaling, SSB Repair, and Beyond

The 3′–5′ SSB end resection mediated by APE2 is essential for the ATR-Chk1 DDR
pathway following oxidative stress in Xenopus egg extracts [17,18,54–57]. Especially, APE2’s 3′–5′

exonuclease activity is particularly critical for oxidative stress-induced DDR pathway activation [17].
Furthermore, a defined site-specific SSB structure triggers ATR-Chk1 DDR pathway in a DNA
replication-independent fashion in Xenopus egg extracts [19]. Notably, APE2’s 3′–5′ exonuclease activity
is essential for the defined SSB-induced ATR-Chk1 DDR pathway, whereas CDK (Cyclin-dependent
kinase) kinase activity is dispensable for the SSB-induced DDR pathway [19]. Furthermore,
the APE2-mediated 3′–5′ SSB end resection is required for ssDNA generation and assembly of ATR,
ATRIP, TopBP1, and the 9-1-1 (Rad9-Rad1-Hus1) complex onto SSB sites to trigger the ATR-Chk1
DDR pathway (Figure 4) [19]. Therefore, the APE2-mediated 3′–5′ SSB end resection is essential for
SSB signaling.

Oxidative DNA damage-derived SSBs can trigger ATM-Chk2 DDR pathway activation in
mammalian cells [58]. Although unrepaired SSBs in XRCC1-deficient cells trigger ATM activation
to prevent the generation of DSBs, the underlying mechanism of SSB-induced ATM DDR pathway
activation remains unclear. It has been shown that one-end DSB is generated when DNA replication
fork meets with SSB (Figure 4) [13]. Furthermore, replication-derived BER-processed SSBs from
methylation damage can trigger checkpoint signaling such as γ-H2AX, leading to chromatid breaks
and chromosome translocations [14]. It is conceivable that replication-derived DSBs from SSBs can
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activate the ATM-Chk2 DDR pathway (Figure 4). In addition, such DSBs from SSBs during replication
can be repaired by cohesion-dependent sister-chromatid exchange [15].

What is the role of 3′–5′ SSB end resection for SSB repair? XRCC1-mediated canonical SSB
repair have been revealed in reconstitution system with recombinant human proteins or cultured
mammalian cells [59,60]. XRCC1 promotes PNKP (Polynucleotide kinase phosphatase)-mediated SSB
end termini processing, followed by gap filling by DNA polymerase beta and sealing by DNA ligase
3. More details of the canonical SSB repair can be found from recent comprehensive reviews [1,11].
It has been demonstrated that defined plasmid-based SSB structure is repaired in about 30 min in
the Xenopus system [19]. Because of the involvement of 3′–5′ SSB end resection, this distinct repair
pathway is designated as non-canonical SSB repair. The capacity of SSB repair in Xenopus system
is comparable to that characterized in human SSB repair systems [59]. However, it remains unclear
how the XRCC1-mediated canonical SSB repair pathway and the APE2-mediated non-canonical SSB
repair pathway contribute to the overall SSB repair. Do they work coordinately or independently?
Notably, one distinct feature of the non-canonical SSB repair pathway is dependence on the ATR-Chk1
DDR pathway activation in Xenopus egg extracts [19]. Although the precise mechanism underlying
the non-canonical SSB repair remains to be elucidated, we speculate two possible mechanisms: one
or more SSB repair regulators are phosphorylated by ATR or Chk1 kinases, which are required for
promoting SSB repair; alternatively, efficient SSB repair is suppressed by an inhibitory factor that can
be phosphorylated by ATR or Chk1 to relieve the suppression. Although it is currently unknown
whether the role of APE2 in SSB end resection-mediated non-canonical SSB repair is conserved in
mammalians, previous studies have shown that APE2 is important for overall SSB repair following
oxidative stress in mammalian cells [36,37]. The APE2-mediated non-canonical SSB repair in Xenopus
has important implications in mammalian cells, especially in terminally differentiated cells such as
neuron cells, most of which remain in the G0 or G1 phase of the cell cycle.

Unrepaired SSBs are implicated in human diseases such as neurodegenerative disorders, cancer,
and heart failure [1,5–7]. SSB repair has been associated with hereditary genetic diseases including
Ataxia-oculomotor apraxia 1 (AOA1) and spinocerebellar ataxia with axonal neuropathy 1 (SCAN1) [1].
Both germline and tumor-associated variants of genes encoding SSB repair proteins (e.g., XRCC1, APE1,
and Polymerase beta) have been identified in humans, suggesting SSB repair as a tumor suppressor
mechanism [61]. However, it remains unclear whether the SSB-induced SSB signaling or the associated
SSB repair pathways play direct or indirect roles in tumorigenesis. It has been shown recently in
senescent epithelial cells that ROS induces more SSBs and downregulates PARP1 expression, leading to
defective SSB repair and emergence of post-senescent transformed and mutated precancerous cells [5].
Thus, the mutagenicity of accumulated unrepaired SSBs in epithelial cells is proposed as the driver of
cancer development [62]. APE2 mutants have been found in several cancer patients, suggesting that
defective SSB end resection is implicated in cancer development [19]. Future mechanistic studies using
mammalian cell lines and genetically engineered mouse models will allow us to better understand
how APE2-medaited SSB end resection is involved in cancer development. Interestingly, accumulation
of SSBs was found in cardiomyocytes of the failing heart and unrepaired SSB triggers DDR pathway,
and increases inflammatory response through NF-κB signaling [6]. In addition, newly defined distinct
homology-dependent SSB repair pathways are proposed to support gene correction or editing using
ssDNA donors at sites of SSBs [12,63]. The initiation of HR at SSBs is distinct from HR from DSB sites,
and a current understanding of SSB-induced HR is summarized in a recent review [16]. Together,
findings from SSB end resection studies will contribute to the field of genome integrity.

6. Concluding Remarks and Perspectives for Future Studies

Although we have just begun to understand role and mechanism of SSB end resection in genome
integrity, many significant questions in studies of SSB end resection remain unanswered. What is
the molecular mechanism underlying the initiation phase of SSB end resection in vivo? Although
a few DNA nucleases demonstrate 3′–5′ exonuclease activity in vitro, it is vital to determine how SSB
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end resection is initiated exactly. We speculate that type and complexity of SSB ends (e.g., simple
ends or complex ends) may be important for the initiation of SSB end resection. How is SSB end
resection terminated or negatively regulated? Whereas SSB end resection initiates and continues in
the 3′–5′ direction, leading to ssDNA generation, some regulatory mechanisms should be in place to
terminate SSB end resection when necessary. Otherwise, a longer stretch of ssDNA will be generated,
leading to more severe genome instability such as DSBs and chromosome translocations. How does cell
make decisions to repair SSBs via canonical or non-canonical SSB repair pathway? We speculate that
most SSBs are repaired via XRCC1-mediated canonical SSB repair pathway, and that APE2-mediate
non-canonical SSB repair may take place only when the amount of SSBs is more than a repair threshold.
Although non-canonical SSB repair requires ATR DDR pathway [19], future work is still needed to
reveal molecular details of this non-canonical SSB repair. Will nucleosome and chromatin remodeling
complex at or near SSB sites regulate SSB end resection? A recent report has demonstrated that PARP3
recognizes site-specific SSB in nucleosome and monoribosylates Histone 2B in DT40 cells [64]. It is also
shown that SNF2 chromatin remodeling protein ALC1 is important for chromatin relaxation and SSB
repair [65]. Thus, it is important to determine whether SSB end resection is regulated by the context in
chromatin including nucleosome and chromatin remodeling complex.

Various experimental systems including the Xenopus egg extract system and mammalian cells
in culture have been developed to study SSB repair and signaling. The Xenopus egg extracts
system has been utilized and optimized to dissect different aspects of SSB end resection directly:
hydrogen peroxide-induced indirect SSBs on chromatin DNA in Xenopus low speed supernatant and
defined site-specific plasmid-based SSBs in Xenopus high-speed supernatant [17–19]. Thus, Xenopus
egg extracts system provides an excellent experimental system to reveal the molecular details of
replication-dependent and -independent SSB end resection in SSB repair and signaling. In addition,
SSBs are accumulated after treatment of DNA damaging agents (e.g., methyl methanesulfonate
and hydrogen peroxide) in mammalian cells such as terminally differentiated muscle cells and
cardiomyocyte [6,66]. SSBs are also generated when BER proteins such as XRCC1 is knocked down or
deficient in mammalian cells [6,58]. SSBs, but not DSBs, can be induced after local UVC irradiation
in XPA-UVDE cells which express UV damage endonuclease (UVDE), but which are deficient in
nucleotide excision repair protein XPA [67,68]. Site-specific SSB can be introduced by transient
transfection with Cas9 and gRNA expression vectors in human osteosarcoma cells (U2OS-DR-GFP)
and mouse embryonic stem cells (ES-DR-GFP) harboring a single genetically integrated copy of the
DR-GFP reporter [16,69]. A recent study has demonstrated that a small ssDNA gap is generated in the
5’ side of SSB in plasmid-transfected cells, suggesting that the 3′–5′ SSB end resection is conserved in
mammalian cells [20]. Future studies of the outstanding questions using these various experimental
systems will provide a better understanding of all aspects of SSB end resection in genome integrity.

Taking together, we introduce the concept and mechanism of SSB end resection and summarize
the current understanding on the biological significance of SSB end resection in genome integrity.
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Abbreviations

9-1-1 complex Rad9-Rad1-Hus1 complex
8-oxoG 7,8-dihydro-8-oxoguanine
APE1 AP endonuclease 1
APE2 AP endonuclease 2
APTX Aprataxin
BER Base excision repair
CDK Cyclin-dependent kinase
DDR DNA damage response
DSB Double-strand break
EXO1 Exonuclease 1
FEN1 Flap structure-specific endonuclease 1
HR Homologous recombination
IDCL motif Interdomain connector loop motif
ROS Reactive oxygen species
SSB Single-strand break
PARP1 Poly ADP ribose polymerase 1
PARP3 Poly ADP ribose polymerase 3
PCNA Proliferating cellular nuclear antigen
PIP box PCNA-interacting protein box
PNKP Polynucleotide kinase phosphatase
ssDNA Single-stranded DNA
TDP1 Tyrosyl-DNA phosphodiesterase 1
TDP2 Tyrosyl-DNA phosphodiesterase 2
UVDE UV damage endonuclease
XRCC1 X-ray repair cross-complementing protein 1
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Abstract: The mammalian DNA replication program is controlled at two phases, the licensing of
potential origins of DNA replication in early gap 1 (G1), and the selective firing of a subset of
licenced origins in the synthesis (S) phase. Upon entry into the S phase, serine/threonine-protein
kinase ATR (ATR) is required for successful completion of the DNA replication program by limiting
unnecessary dormant origin activation. Equally important is its activator, DNA topoisomerase
2-binding protein 1 (TopBP1), which is also required for the initiation of DNA replication after a rise
in S-phase kinase levels. However, it is unknown how the ATR activation domain of TopBP1 affects
DNA replication dynamics. Using human cells conditionally expressing a TopBP1 mutant deficient
for ATR activation, we show that functional TopBP1 is required in suppressing local dormant origin
activation. Our results demonstrate a regulatory role for TopBP1 in the local balancing of replication
fork firing within the S phase.

Keywords: DNA replication; S phase; origin firing; TopBP1; ATR; DNA fiber assay

1. Introduction

The DNA replication program of a mammalian cell is controlled at two distinct phases to guarantee
that duplication of the genome occurs once and only once every cell cycle. Early in the gap 1
(G1) phase, all the potential origins of DNA replication are licensed by loading a pre-replication
complex consisting of the following core components: a replicative helicase core, composed of
DNA replication licensing factor MCM2–7 (MCM2–7), DNA replication factor Cdt1 (Cdt1), and
cell division control protein 6 homolog (Cdc6) [1]. The loading of the pre-replication complex
is functionally separated from origin firing, which requires elevation of the levels of synthesis
(S)-phase-specific cyclin-dependent kinase (S-CDK) and Dbf4-dependent kinase (DDK) at the G1/S
border. S-CDKs phosphorylate the key proteins, ATP-dependent DNA helicase Q4 (RecQL4), Treslin,
and geminin coiled-coil domain-containing protein 1 (GEMC1), which bind to DNA topoisomerase
2-binding protein (TopBP1) [2–5]. 1 TopBP1 is subsequently involved in loading Cdc45 to the
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pre-initiation complex that activates the replicative helicase CMG (cell division control protein 45
homolog (Cdc45)/MCM2–7/Sld5-Psf1-Psf2-Psf3 complex (go-ichi-ni-san; GINS) complex), leading to
DNA polymerase loading and the initiation of DNA synthesis.

A crucial protein for completion of a successful DNA replication program is TopBP1, which is
required for the firing of DNA replication forks, but is also a key activator of the serine/threonine-
protein kinase ATR (ATR) checkpoint kinase [6]. ATR does not participate in the firing of replication
origins, but limits unnecessary activation of dormant replication origins and prevents the accumulation
of DNA damage during the S phase [7]. How ATR restricts origin firing is not completely understood.
Both ATR and TopBP1 are essential proteins required for the survival of proliferating cells [8–10].
Mutating the ATR-activation domain (AAD) of TopBP1 resulted in embryonic lethality and cellular
senescence in a mouse model [11]. However, it is not well understood why the AAD of TopBP1 is
important for cell survival and how it affects the decisions regarding the initiation of DNA replication.

Using a DNA fiber assay and human osteosarcoma (U2OS) cell lines inducibly expressing either
wild-type or mutant TopBP1, we investigated how an AAD mutant of TopBP1 affects the initiation of
DNA replication during the S phase. We report that the cells expressing an AAD mutant of TopBP1
show increased initiation of DNA replication in the S phase by losing local dormant origin suppression.

2. Results

2.1. Cells Expressing the TopBP1 AAD Mutant Arrest at G1 and Enter Senescence

To study the role of the ATR-activation domain (AAD) of TopBP1 during an unperturbed cell
cycle, we exploited an ATR-inactivating point mutation (W1145R) of TopBP1 [6]. U2OS cells designed
to conditionally express the enhanced GFP (eGFP)-TopBP1 wild-type (WT) and the eGFP-TopBP1
W1145R mutant were described in our previous study [12].

Expression was induced by increasing amounts of doxycycline to ascertain that the cell line
expressed the eGFP-TopBP1 W1145R mutant as desired. Whole-cell extracts were immunoblotted
with an anti-GFP antibody, showing a doxycycline-dependent signal at around 200 kD, resulting from
the expression of eGFP-TopBP1 (Figure 1a, upper panel). We did not observe leakage of expression
in either cell line when not induced with doxycycline (Figure 1a). For the eGFP-TopBP1 W1145R
mutant, we noticed that the level of expression was lower compared to that of the eGFP-TopBP1 WT
line. Both eGFP-TopBP1 WT and W1145R localized predominantly in the nucleus (Figure 1b).
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(a) (b) 

Figure 1. Induced expression of enhanced GFP (eGFP)-DNA topoisomerase 2-binding protein 1
(TopBP1) W1145R and wild-type (WT) cell lines. (a) The upper panel shows the TopBP1 signal from
non-induced and induced eGFP-TopBP1 WT and W1145R cells (overexposure of the eGFP-TopBP1
and tubulin day 0 and day 1 blots from Figure 2b). In the lower panel, cells were induced to express
eGFP-TopBP1 W1145R and WT by an increasing concentration (50, 200, 1000 ng/mL) of doxycycline
for 24 h. (b) Fluorescence microscopy images of cells expressing either eGFP-TopBP1 W1145R or WT.
For WT, cells were induced for 24 h with 200 ng/mL doxycycline, and for W1145R, for 24 h with
1000 ng/mL. The GFP signal is shown in green and Hoechst (DNA) in blue. Scale bar: 10 μm.

We compared the growth properties of cells expressing eGFP-TopBP1 W1145R to those expressing
eGFP-TopBP1 WT in a colony formation assay. Mutant cells growing in the highest doxycycline
concentration (1.0 μg/mL) formed only 8% as many colonies compared to those completely excluding
doxycycline, while the WT cells formed about 80% colonies (Figure 2a).

The fewer colonies formed by the W1145R TopBP1 mutant cells might reflect cell death or
lack of cell division. However, we noted that there was no indication of a loss of viability of the
cells plated for the colony assay throughout the one-week experiment. Specifically, to rule out the
possibility of apoptosis, we induced the cells to express eGFP-TopBP1 W1145R for 1–8 days and
collected attached and floating cells for immunoblot analysis of apoptosis markers. We detected
little evidence of apoptosis in these cells, as there was only a marginal elevation of cleaved poly
(ADP-ribose) polymerase (PARP) and cleaved caspase-9, while treatment of non-induced cells with
60 J m−2 ultraviolet C (254 nm; UV-C) resulted in a robust boost of these apoptosis markers (Figure 2b).
These results suggest that the TopBP1 W1145R mutant cells formed fewer colonies due to a decline in
cell division. We reasoned that if the cells remain in a viable state without dividing, it could indicate
induction of senescence in these cells. Indeed, the increase of cell-cycle inhibitor p21 (Figure 2b) and
senescence-associated β-galactosidase (SA-β-Gal; Figure 2c) in cells expressing eGFP-TopBP1 W1145R
was evident after as early as four days.
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(a) 

 

(b) (c) 

Figure 2. Cells expressing eGFP-TopBP1 W1145R undergo growth arrest and subsequent entry into
senescence. (a) Colony formation assay of cells expressing eGFP-TopBP1 WT or W1145R. Means of
three independent experiments are shown with standard deviations; (b) Analysis of apoptotic markers.
Whole-cell extracts of cells induced to express either eGFP-TopBP1 W1145R or eGFP-TopBP1 WT for
the indicated days were subjected to immunoblot analysis. Non-induced cells treated with 60 J m−2

ultraviolet C (254 nm; UV-C) served as a positive control for apoptotic cells (UV); (c) The same cells as
in panel B were stained for senescence-associated β-galactosidase (SA-β-Gal) activity. At least 170 cells
were counted, and the percentage of SA-β-Gal positive cells were scored (bottom panel).

We next analyzed the cell-cycle progression profiles after 12–72 h of continuous eGFP-TopBP1
W1145R expression. The flow cytometry analysis showed that eGFP-TopBP1 W1145R cells
accumulated at the G0/G1 phase with a concomitant reduction of S-phase cells, while the cell-cycle
distribution of eGFP-TopBP1 WT cells did not markedly change upon induction (Figure 3a,b).
Previously, we showed that cells expressing eGFP-TopBP1 WT continue dividing for several days [12].
We noted that an increasing fraction of cells expressing eGFP-TopBP1 W1145R incorporated less
5-ethynyl-2′-deoxyuridine (EdU) as suggested by the lower, blurry S-phase arc (Figure 3b), indicating
problems in DNA replication.
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(a) 

 
(b) 

Figure 3. Cells expressing eGFP-TopBP1 W1145R arrest predominantly in gap 1 (G1) phase. (a) Flow
cytometry analysis of cells. Cells were induced to express eGFP-TopBP1 WT or W1145R for the
indicated times, and were pulsed with 5-ethynyl-2′-deoxyuridine (EdU) prior to sample collection to
label synthesis (S)-phase cells. (b) Flow cytometry profiles of selected samples from panel A.

Together, these results show that the cells expressing the TopBP1 AAD mutant remain viable,
but a large fraction of cells arrest with a G1-phase DNA content, and, if the expression is prolonged,
these cells enter senescence. Since our cells still contain endogenous TopBP1, we conclude that the
TopBP1 AAD mutant has a dominant negative effect on cell-cycle progression.

2.2. The TopBP1 AAD Mutant Slows Down the DNA Replication Elongation Rate and Increases the Number of
Fired Origins

The shift in EdU-labeling intensity in cells expressing eGFP-TopBP1 W1145R (Figure 3b) prompted
us to concentrate on subsequent analyses of S-phase cells. We performed DNA fiber assays on cells
that were induced to express either eGFP-TopBP1 WT or W1145R for 24 h. The cells were sequentially
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pulse-labeled with 5-chloro-2′-deoxyuridine (CldU) and 5-iodo-2′-deoxyuridine (IdU) for 20 min before
analysis (Figure 4a). We observed a dramatic decrease in the average DNA replication elongation rate
from 1.0 kb min−1 to 0.4 kb min−1 (Figure 4b) and a clear shift in the distribution of elongation rates
(Figure 4c) when cells were induced to express eGFP-TopBP1 W1145R. Slowed replication fork rates
were observed in unperturbed conditions after ATR or serine/threonine-protein kinase Chk1 (Chk1)
inhibition or depletion [13–16], or after Cdc45 overexpression [17]. To further explore if origin firing
is increased in mutant TopBP1 cells, we analyzed the inter-origin distance and the fraction of new
origins during the combined first and second pulses of labeling. Indeed, the average distance between
origins dropped almost by half from 78 to 43 kb (Figure 4d) when expression of eGFP-TopBP1 W1145R
was induced, indicating an excessive firing of dormant origins. In line with this, we also observed
a significant increase in newly fired origins in cells expressing eGFP-TopBP1 W1145R (Figure 4e).
Thus, cells expressing the TopBP1 AAD mutant displayed a severe replication stress phenotype [18].
The strong asymmetry of elongation of fork pairs from the same origin (Figure 4f) suggests that the
reduced elongation rate is caused by recurrent stalling of DNA replication. These results strongly
suggest that the limitation of (dormant) origin firing is controlled by a TopBP1-mediated pathway
that is dependent on a functional AAD. As the excess of WT TopBP1 after doxycycline induction did
not affect origin firing or elongation rate, TopBP1 appears not to be rate limiting for DNA replication
origin firing.

 

(a) (b) 

Figure 4. Cont.
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(c) (f) 

  
(d) (e) 

Figure 4. Expression of eGFP-TopBP1 W1145R but not WT causes strong DNA replication
stress. (a) Scheme for the DNA fiber assay; (b) DNA replication fork elongation rate (kb min−1);
(c) The distribution of elongation rate data from panel B; (d) Distance between origins (kb);
(e) Percentage of new origins initiated during both pulses; (f) Whisker plot showing fork symmetry
ratios in individual fibers. The principle for counting fork symmetry ratios, and examples of
representative fibers are shown. For this analysis, we used longer labeling times (45 min instead of
20 min) as it gives longer tracks which are easier to measure. Mean values and standard deviations are
shown in panels (b,d,e). The data are from three technical repeats from two independent experiments.
For each experiment, 129 to 953 fibers were scored. Statistical significance was calculated using paired
samples (when comparing W1145R −Dox vs. +Dox) or unpaired samples (WT +Dox vs. W1145R
−Dox) two-tailed Student’s t-tests in panels (b,d,e), and a Mann–Whitney test in panel (f), using the
averages of the individual experiments. *, ** and *** indicate p values below 0.05, 0.005 and 0.001,
respectively. Representative images of DNA fibers are presented in Figure S1.
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2.3. The TopBP1 AAD Mutant Induces Accumulation of Single-Stranded DNA

ATR or Chk1 inhibition is known to lead to the generation of excess single-stranded DNA
(ssDNA) [19,20]. We tested if ssDNA was also present in cells expressing eGFP-TopBP1 W1145R.
Indeed, we found that after 24 or 48 h of expression, ssDNA was present in about 30% of the cells,
while it was not detected in non-induced or eGFP-TopBP1 WT expressing cells (Figure 5a,b and
Figure S2). We noted that ssDNA foci were more enlarged in cells which expressed mutant TopBP1
for 48 h than in cells expressing it for only 24 h. In the latter, the ssDNA foci were more similar to
replication foci and overlapped with sites of DNA replication (Figure 5c).

 
(a) 

 
(b) 

 
(c) 

Figure 5. Cont.
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(d) 

Figure 5. Expression of eGFP-TopBP1 W1145R induces accumulation of single-stranded DNA (ssDNA),
but no DNA damage response. (a) ssDNA analysis of eGFP-TopBP1 WT and W1145R cells left
non-induced or induced for 24 or 48 h. Means of three independent experiments with standard
deviations are shown; (b) Representative examples of nuclei from panel A. DNA replication foci were
labeled with a short pulse of EdU; (c) Co-localization of DNA replication foci (yellow) and ssDNA
is shown in the overlay image (EdU + ssDNA) and in a magnified region marked by white frame
(bottom frame); (d) Immunoblot analysis of whole-cell extracts from cells induced to express either
eGFP-TopBP1 WT or W1145R for the indicated times. Etoposide was used as a positive control to
induce the intra-S-phase damage response (normal human osteosarcoma (U2OS) cells).

The generation of ssDNA in wild-type cells normally results in the amplification of ATR signaling
via the independent recruitment of TopBP1 and ATR to the ssDNA. In our mutant cells, endogenous
TopBP1 was still present, which, in principle, could initiate the DNA replication stress response. Indeed,
the cells induced to express mutant TopBP1 were still fully capable of activating the Chk1 response
when irradiated with UV-C (Figure S3A). Depletion of TopBP1 by two different small interfering RNAs
(siRNAs) from the parental U2OS cell strain completely abrogated the Chk1 response to UV-C, showing
that the Chk1 response is dependent on TopBP1 in these cells (Figure S3B). To test if the DNA damage
response was induced in cells expressing mutant TopBP1, we analyzed the expressions of p21, p27,
and phosphorylated serine-protein kinase ATM (ATM), Chk1, p53, and histone H2AX phosphorylated
at serine 139 (γH2AX) in immunoblots of whole-cell extracts. While the cells showed elevated levels of
p21 and p27, no accumulation of the phosphorylated DNA damage checkpoint markers, ATM S1981,
Chk1 S345, p53 S15, or γH2AX was observed (Figure 5d). Increased p21 and p27 protein levels further
support the notion of senescence-associated G1 arrest in response to defective TopBP1 signaling rather
than an intra-S-phase damage response. Expression of WT TopBP1 did not affect the levels of DNA
replication stress markers (Figure 5d).

Taken together, these results show that the failure of TopBP1 signaling during unperturbed
DNA replication leads to excess origin firing, decreased replication fork elongation due to excessive
fork stalling, and an accumulation of ssDNA. These results resemble the phenotypes of ATR or
Chk1-inhibited cells that show excess local origin firing causing defective progression of replication
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forks [14,20]. Despite a lack of replication checkpoint signaling, the mutant TopBP1 cells did not go
into an “intrinsic replication catastrophe” as do cells overexpressing Cdc45 [17].

3. Discussion

Using an AAD mutant of TopBP1, we demonstrated that regulation of origin firing is compromised
in cells expressing the TopBP1 mutant in the S phase. This observation is in accordance with the
essential role of TopBP1 in activating ATR, and with findings that inhibiting the ATR-Chk1 pathway
restricts dormant origin firing [14,21–24]. However, until now, it was not clear if TopBP1 with
an inactivating mutation in its ATR-activation domain had a similar effect on replication fork dynamics
as occurs after the inhibition of ATR or Chk1. We also report that cells expressing the AAD mutant of
TopBP1 accumulate at the G1 phase and enter senescence if expression is prolonged. This is consistent
with deletion mutation experiments in mouse, where wild-type TopBP1 was replaced with an AAD
mutant [11]. Since our cell lines still had endogenous TopBP1 present, the cell-cycle blocking effect of
the AAD mutant TopBP1 is dominant negative, in contrast to the damage response induced by UV-C
(Figure S3). Thus, the AAD of TopBP1 appears to be essential for cell-cycle progression, and for the
initiation of DNA replication.

DNA replication origins are licensed by loading pre-replication complexes in early G1 well before
the restriction point [25]. It is notable that pre-replication complexes are loaded in excess to that
which is ultimately used during a given S phase. Most origins remain dormant and are only fired
when replication stress leads to problems in fork progression [26]. During stress, dormant origins
can be activated to ensure continuation of replication without dramatic slowing down of the whole
replication program. However, too many simultaneously active replication forks can be deleterious to
cells, leading to replication stress, accumulation of ssDNA, and ultimately, DNA shattering [17,20].
Interestingly, we did not observe initiation of the DNA damage response in cells expressing the mutant
TopBP1, despite the severe DNA replication phenotype and accumulation of ssDNA. It is even more
surprising considering our observation that the endogenous TopBP1 present in our expression cell
lines is capable of inducing Chk1 in response to UV-C (Figure S3). This may be explained by the
(replication-dependent) replication protein A (RPA) depletion that we observed after expression of
the TopBP1 AAD mutant. It should be noted that the phenotype observed here after expression of
TopBP1 AAD is not merely phenocopying the effects of ATR inhibition or depletion. ATR inhibition
does not lead to a severe loss of cellular viability in the absence of induced replication stress [15,16,27].
For instance, Jossé et al. [27] did not observe any effect on elongation rates after ATR inhibition,
whereas Moiseeva et al. [15] observed reduced elongation rates and increased origin firing, but no
fork asymmetry, indicating no augmentation of fork stalling. This is consistent with the role of ATR
during replication stress, especially preventing exhaustion of the RPA pool [20]. Here, we observed
that expression of the AAD mutant, but not WT TopBP1, induces both replication stress and suppresses
ATR-dependent damage responses. Whereas the latter could be a secondary effect of suppressing ATR
activation by the AAD mutant, the phenotype is more consistent with a dual role of TopBP1 coupling
the initiation of DNA replication with the suppression of neighboring origins.

Moreover, several recent studies identified Ewing’s tumor-associated antigen 1 (ETAA1) as
a second ATR activator [28–31]. It was noted previously that U2OS cells have very low ETAA1 protein
levels [30]. This could explain the lack of replication stress-induced Chk1 phosphorylation, as well as
the severity of the phenotype of the AAD mutant expression observed in this study. ETAA1 activates
ATR in response to DNA replication stress independently of TopBP1, but is not implicated to participate
in DNA replication initiation or elongation.

It was proposed previously that a fired origin suppresses the firing of nearby origins within
a replication cluster. This negative origin interference was first found in yeast [32,33] and later
applied to human cells as well [34]. How negative origin interference functions mechanistically is not
understood. Two models can be envisioned that are not necessarily mutually exclusive.
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The more efficiently firing origin could deplete replication factors resulting in differential firing
efficiency in a local cluster of origins. The less efficient origin in the cluster would thereafter
be inactivated due to its replication by a traversing fork from the nearby more efficient origin.
Alternatively, there could be a factor or factors that inhibit nearby origin activation in the vicinity of
a fired origin.

TopBP1 was not previously observed to be required for the elongation of DNA replication [35–37],
which would explain the increased stalling of forks we observe. It is possible, however, that fork stalling
is a naturally frequent event in cells, which would require continuous TopBP1-ATR for re-initiation.

Another possibility that is consistent with the negative origin interference is that, once TopBP1
binds to the pre-initiation complex and activates an origin, it simultaneously induces local activation of
the ATR pathway leading to an inhibition of nearby origin activation (see Figure 6). Such an essential
function of TopBP1 would explain the ostensibly contradictory roles in activating and suppressing
origin firing.

Figure 6. A model for the role of TopBP1 in the S phase. During the S phase, TopBP1 activates the firing
of new forks, and the TopBP1 local activation of serine/threonine-protein kinase ATR (ATR) inhibits
the firing of nearby dormant origins.

4. Materials and Methods

4.1. Cell Culture

The preparation and cultivation of eGFP-TopBP1 WT and W1145R cells were described
previously [12]. All cell lines were regularly checked for contamination. The SA-β-Gal assay was
performed according to the manufacturer’s instructions (Millipore).

4.2. Colony Formation Assay

Approximately 5000 cells were plated per 10-cm dish and then grown with or without doxycycline
for eight days until colonies of over 50 cells appeared in the no-doxycycline control plates. Colonies
were fixed with methanol and stained with 0.5% crystal violet in 25% methanol. The number of
colonies was counted with a custom automated analysis using CellProfiler (r11710) [38].

4.3. Flow Cytometry

Cells were labeled with 10 μM EdU for 15 min before harvesting. Harvested cells were
washed with 1% bovine serum albumin/phosphate-buffered saline (BSA/PBS) and fixed with 2%
paraformaldehyde for 15 min. EdU detection (Click-iT EdU Alexa Fluor 647) was done according
to the manufacturer’s instructions (Life Technologies, Carlsbad, CA, USA). DNA was stained with
4′,6-diamidino-2-phenylindole (DAPI; Sigma-Aldrich, St. Louis, MI, USA). Flow cytometry data were
acquired with a FACSCanto machine using the FACSDiva software (BD Biosciences, Franklin Lakes,
NJ, USA). Data analysis was done using the FlowJo software (FlowJo, LLC, Ashland, OR, USA).
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4.4. DNA Fiber Assays

For the DNA fiber assays, cells were either non-induced or induced to express eGFP-TopBP1
WT or W1145R for 24 h before supplementing the medium with 25 μM IdU (Sigma-Aldrich) for
20 min (first labeling). The cells were then washed, and 250 μM CldU (Sigma-Aldrich) was added
to fresh medium for 20 min (second labeling). Preparation of DNA spreads was done as described
previously [17].

4.5. Single-Stranded DNA (ssDNA) Analysis and Immunofluorescence Microscopy

DNA was labeled with 10 μM 5-bromo-2′-deoxyuridine (BrdU) for 36 h. Sample preparation
was performed as described previously [17]. To detect incorporated BrdU only in regions of ssDNA,
the DNA was directly immunolabelled (without denaturation) with a primary monoclonal antibody
(1:1500 dilution) of rat-anti-BrdU (Clone BU1/75 ABD Serotec) and a secondary anti-rat Alexa Fluor
555 conjugate. Total DNA was counterstained with DAPI. Fluorescence images were acquired using
a Zeiss Axio Imager.Z1 at 630-fold magnification.

For the fluorescence microscopy in Figure 1b, cells were prepared as described previously [12].
Briefly, cells were fixed with 3% paraformaldehyde, permeabilized with 0.2% Triton X-100-PBS, and
stained for DNA with Hoechst 33258. Wide-field fluorescent images were obtained with Axiocam HR
color using a Zeiss Axioplan 2 microscope with a 40× Zeiss Plan-Neofluar objective.

4.6. Immunoblotting

Immunoblotting was performed as described previously [12]. Primary antibodies (1:1000 dilutions
unless otherwise stated) were from Cell Signaling (α-GFP D5.1 (1:2000), α-PARP #9542, α-caspase
9 #9502 (1:2000), α-ATM D2E2, α-ATM phospho-S1981 10H11.E12, α-Chk1 phospho-S345 133D3,
α-p53 phospho-S15 16G8 (1:2000), α-p27 D69C12, and α-phospho-S780 pRB #9307), Millipore (α-p21
#05-345, α-β-Tubulin KMX-1 (1:20000), and α-γH2AX JBW301), and Santa Cruz Biothechnology (α-p53
sc-6243 (1:400), α-Chk1 sc-8408, and α-Cyclin A sc-751). Secondary antibodies (1:40000 dilution)
for immunoblotting were peroxidase-conjugated goat α-rabbit or α-mouse immunoglobulin G (IgG;
Jackson Immunoresearch Laboratories).

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/8/
2376/s1.
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Abbreviations

AAD ATR activating domain (in TopBP1)
ATM Serine-protein kinase ATM
ATR Serine/threonine-protein kinase ATR
BSA Bovine serum albumin
Cdc45 Cell division control protein 45 homolog
Cdc6 Cell division control protein 6 homolog

225



Int. J. Mol. Sci. 2018, 19, 2376

Cdt1 DNA replication factor Cdt1
Chk1 Serine/threonine-protein kinase Chk1
CldU 5-Chloro-2′-deoxyuridine
CMG Cdc45-MCM-GINS complex
DDK Dbf4-dependent kinase
EdU 5-Ethynyl-2′-deoxyuridine
ETAA1 Ewing’s tumor-associated antigen 1
eGFP Enhanced green fluorescent protein
GEMC1 Geminin coiled-coil domain-containing protein 1
GINS Sld5-Psf1-Psf2-Psf3 complex (go-ichi-ni-san)
H2A.X/γH2AX Phosphorylated histone H2AX
IdU 5-iodo-2′-deoxyuridine
kb kilobase
MCM2-7 DNA replication licensing factor MCM2-7
ORI Origin of DNA replication
p21 Cyclin-dependent kinase inhibitor 1
p27 Cyclin-dependent kinase inhibitor 1B
p53 Cellular tumor antigen p53
PARP Poly (ADP-ribose) polymerase
PBS Phosphate-buffered saline
RecQL4 ATP-dependent DNA helicase Q4
RPA Replication protein A complex
S-CDK S-phase-specific cyclin dependent kinase
SA-β-Gal Senescence-associated beta-galactosidase
ssDNA Single-stranded DNA
TopBP1 DNA topoisomerase 2-binding protein 1
U2OS Human osteosarcoma cell line
UV-C Ultraviolet C (254 nm)
WT Wild type
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Abstract: DNA is an entity shielded by mechanisms that maintain genomic stability and are essential
for living cells; however, DNA is constantly subject to assaults from the environment throughout
the cellular life span, making the genome susceptible to mutation and irreparable damage. Cells are
prepared to mend such events through cell death as an extrema ratio to solve those threats from a
multicellular perspective. However, in cells under various stress conditions, checkpoint mechanisms
are activated to allow cells to have enough time to repair the damaged DNA. In yeast, entry into
the cell cycle when damage is not completely repaired represents an adaptive mechanism to cope
with stressful conditions. In multicellular organisms, entry into cell cycle with damaged DNA is
strictly forbidden. However, in cancer development, individual cells undergo checkpoint adaptation,
in which most cells die, but some survive acquiring advantageous mutations and selfishly evolve a
conflictual behavior. In this review, we focus on how, in cancer development, cells rely on checkpoint
adaptation to escape DNA stress and ultimately to cell death.

Keywords: cell cycle checkpoints; genomic instability; G2-arrest; cell death; repair of DNA
damage; adaptation

1. Introduction

While questionable, one of the most well-known and widely reported aspect in cancer biology is
the acquisition of genetic mutations that underlie cell transformation and tumor progression. From this
perspective, cell transformation is a genetic process of tumor cells adapted to stressful environmental
conditions; if to ‘cell adaptation’ can be conferred the Darwinian concept to respond to life’s needs for
survival, the nature of what adaptation means for tumor cells is extremely elusive. Either physical
or chemical environmental agents can cause DNA damage and consequently genetic mutations that
promote cell transformation.

Examples of physical agents promoting mutations are ionizing radiation, ultraviolet light present in
sunlight which can promote the estimated rate of up to 10,000 DNA lesions per cell per day [1,2]; chemical
agents such as benzo(a)pyrene B(a)P, 7,12-dimethylbenz[a]anthracene (DMBA), that generate DNA
adducts, leading to mutations [3]. Beside exogenously, DNA damage can also occur endogenously
as cells divide, with tens of thousands events every day in each single cell [2]. Thus, DNA damage
might potentially affect the function of central regulators of many biological processes, ultimately
leading to cancer development. Additionally, infectious pathogens elicit an oncogenic spiral that
is one of the causes of cancer development [4]. If we assess the concept that ‘adaptation’ means
the optimization of the phenotype whereby the organism acquires changes that increase its survival
and reproductive success, when this concept is applied to cell transformation it remains extremely
vague. Although this concept is suitable for viral carcinogenesis that hijacking cellular pathways
promotes the survival and proliferation of infected cells, in a multicellular organism, cells do not need
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to adapt their phenotype to a non-permissive environment. Unquestionably, in multicellular organisms,
cells are immersed in growth conditions favorable to their replication. However, there is an obvious
difference in the relationship between adaptation and environment in unicellular versus multicellular
organisms. Life and replication in unicellular organisms are dependent on the conditions present
in the environment and they survive if they are able to adapt to environmental changes. In sharp
contrast, in multicellular organisms cell division is tightly regulated to control cell shape, tissue
patterns, and morphogenesis [5], although cells are typically immersed in permissive environmental
conditions. Preservation of the integrity of multicellular organisms relies on these extra layers of
developmental control that function to restrain cellular proliferation that may change in response to
environmental or intracellular stress signals. This implies that, as previously defined [6,7], cancer cells
arise from cells adapted to respond to holistic control system and the escape from these host defense
mechanisms represents an important strategy for cell transformation.

2. Cell Cycle Surveillance System

Genetic damage produced by either exogenous or endogenous mechanisms represents an ongoing
threat to the cell. To preserve genome integrity, eukaryotic cells have evolved repair mechanisms
specific for different types of DNA Damage (for an extensive review see [8,9]). However, regardless
of the type of damage a sophisticated surveillance mechanism, called DNA damage checkpoint,
detects and signals its presence to the DNA repair machinery. DNA damage checkpoint has been
functionally conserved throughout eukaryotic evolution, with most of the relevant players in the
checkpoint response highly conserved from yeast to human [10]. Checkpoints are induced to delay
cell cycle progression and to allow cells to repair damaged DNA (Figure 1). Once the damaged DNA
is repaired, the checkpoint machinery triggers signals that will resume cell cycle progression [11].
In cells, multiple pathways contribute to DNA repair, but independently of the specific pathway
involved, three phase are traditionally identified: Sensing of damage, signal, and downstream effects
(Figure 2). The sensor phase recognizes the damage and activates the signal transduction phase to select
the appropriate repair pathway. For example, cells pose at least four independent mechanisms for
repairing Double-Strand-Breaks (DSBs): Non-Homologous End-Joining (NHEJ), either classic-NHEJ or
alternative-NHEJ, Homologous Recombination (HR), and single-strand annealing (SSA) [1,10,12,13].
Furthermore, highlighting the complexity of the DNA damage response, in mammals, at least four, in
part, independent sensors can detect DSBs: Mre11-Rad50-Xrs2 (MRN), Poly ADP-Ribose polymerase
(PARP), Ku70/Ku80 and Replication protein A (RPA) that binds single stranded DNA permitting
the further processing of DSBs [1,14]. In the presence of DSBs, the activation of the DNA damage
response and the mobilization of the repair proteins give rise to the formation of nuclear foci at the
sites of damage. In yeast, the MRX-complex (Mre11-Rad50-Xrs2) is recruited at the site of DSBs [15].
Localization of MRX-complex to the damaged site is required to recruit and activate the protein kinase
Tel1, which initiates DSBs signaling [13,16]. A similar mechanism is employed by MRN-complex in
mammal cells (in which Nbs1 is the mammalian ortholog of Xrs2). MRN-complex orchestrates the
cellular response to DBSs by physically interacting and activating the kinase Ataxia-Telangiectasia
Mutated (ATM, the mammalian ortholog of Tel1). The signal is transduced by ATM that phosphorylates
the histone variant Histone-2AX (H2AX) generating g-H2AX that promotes the recruitment of
Mediator of DNA-Damage Checkpoin 1 (MDC1) protein at the site of damage. MDC1 amplifies
the DNA-Damage Response (DDR) signal through the iterated recruitment of the MRN-ATM complex
at the damage site that further phosphorylates adjacent H2AX molecules extending the γ-H2AX
mark [13,16]. Additionally, MDC1 functions as an interaction platform for other DDR components
including chromatin remodelers and ubiquitin ligase complexes [13,16]. The recruitment of these
factors is essential to create a more open and accessible chromatin conformation to facilitate access
at sites of DNA lesions and to allow ubiquitin-mediated accumulation of DNA repair factors, which
will ultimately contribute to DNA repair pathways [13,16,17]. An integral part of the DNA damage
response is the parallel induction of repair mechanisms and reversible cell cycle arrest that delays cell
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cycle progression to give cells time for DNA repair [11]. The Checkpoint kinases 1 and 2 (CHK1 and
CHK2) are key downstream effectors of DDR signaling as they promote cell cycle arrest. ATM/ATR
phosphorylate and activate the CHK1 and/or CHK2 kinase [18]. While CHK1 and CHK2 have
overlapping substrate preferences, they contribute differentially to the maintenance of the cell cycle
checkpoint. A central mechanism in the induction of the checkpoint-induced cell cycle arrest is the
inhibition of cyclin-dependent kinase(s) (Cdk). In this mechanism, ATM and CHK2 are required to both
stabilize and increase p53 DNA binding activity which in turn results in the induction of its several
transcriptional targets, among which the Cdk-inhibitor protein p21waf1/cip [19,20]. A central target
involved in the activation of the cell cycle checkpoint mediated by both CHK1 and CHK2 is the Cdc25
family of phosphatases (Cdc25A, B and C) [9]. Cdks are in an inactive state when phosphorylated at
two inhibitory sites, Thr 14 and Tyr 15. Removal of these phosphates by Cdc25 phosphatases results in
the activation of CDKs and cell-cycle progression [9]. Thus, CHK1/2-mediated phosphorylation of
Cdc25 proteins results in their functional inactivation, preventing CDKs dephosphorylation and
activation [9,21]. Overall, in mammal cells, CHK1 is thought to be the primary effector of the
G2/M phase checkpoints, whereas CHK1 and CHK2 exert a cooperative role in the intra-S and
G1/S checkpoints [22].

Figure 1. Cell fates following DNA Damage. Cell cycle checkpoint is induced by DNA damage.
Cell cycle entry occurs after the DNA damages have been fully repaired, or alternatively, cells have two
possible fates, to die or survive after a process of adaptation that allows cell division with unrepaired
DNA lesions.
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Figure 2. Schematic representation of the sensors, transducers and mediators involved in DNA damage
response (DDR) pathways. DNA damage response is sensed and repaired by multi-protein complexes.
Depending on the level of injury, the signaling triggered by the damage response will result in different
cellular fates.

3. After Event Cleaning Job: RELEASE of the DNA Damage Checkpoint

The DNA Damage response elicits the activation of a highly complex and synchronized network
of factors, such as kinases, phosphatases, transferases, and ligases [23–27]. Most of these enzymes add
to remove functional groups that reversibly change the proteins fate or function [23–27]. Thus, when
genome integrity is re-established the removal of these post-translational modifications is essential
for a rapid checkpoint silencing and cell cycle progression [13]. Distinct DNA damage checkpoints at
different stages of the cell cycle, such as G1/S, intra-S, and G2/M, have been described [28]. However,
the exact dynamic and molecular basis of the recovery phase still remains not entirely clear. Recently,
it has been shown that cell’s response to DSBs depends on its cell cycle phase and that checkpoint
dynamics are phase-dependent [28]. In the G1 phase, DBSs completely halt the cell cycle only in the
presence of high DNA damage levels. The most abrupt and complete halt to the cell cycle occurs during
G2/M, and interestingly, cell cycle arrest is linearly correlated with the amount of DNA damage [28].
The S phase checkpoint is the more permissive to DNA damage and allows cell cycle progression,
although at a greatly reduced rate [28]. However, multiple layers of complexity exist in order to
prevent cell cycle progression in the presence of damaged DNA. Cell cycle progression occurs in a
linear manner, in which each checkpoint functions as an additional layer of control of the previous
checkpoint. Thus, the G1 checkpoint is important in cells that have been exposed to DNA damage
in the G1-phase, as well as for those that have been adapted from the G2 checkpoint [29]. In this
context, it is interesting to note that, conversely to the redundancy of factors and mechanisms that
share a temporal and overlapping function in response to DNA damage, checkpoint recovery relies
on the involvement of phase-specific factors [13]. The CDC25B is a S/G2 phosphatase that is thought
to play an essential role in activating CDK1-cyclin B complexes at the entry into mitosis ([13] and
references there in). CDC25B has been shown to cooperate with the polo-like kinase 1 (PLK1) in
promoting the cell cycle resumption in G2 phase after DNA damage. In addition, recovery of the
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G2 DNA damage checkpoint appears to be distinct from G1. Indeed, both PLK1 and Cdc25B are
not expressed in G1 and do not influence cell cycle resumption in G1 (Reference [13] and references
therein). Essentially the same activation pathways promote mitotic entry in an unperturbed cell cycle
and checkpoint recovery [30]. However, these pathways are thought to be differentially involved
in these two processes. PLK1 is not essential for mitotic entry in cells progressing through normal
cell cycles; it has been shown that the complete inhibition of PLK1 can only delay G2/M transition
leaving the importance of PLK1 for mitotic entry during unperturbed cell cycle controversy [13,31].
Conversely, it is well established that initiation of the DNA damage response repress pro-mitotic
machinery and leads to the inhibition of pro-mitotic kinases among which CDK1, Aurora A, and
PLK1 [32–34]. Additionally, the degradation of Cdc25 and Bora, as well as of several other proteins
involved in mitotic entry, is critical for cell cycle arrest [35,36]. While PLK1 is dispensable for the onset
of mitosis in an unperturbed cell cycle, in sharp contrast PLK1, is essential for mitotic entry following
recovery from DNA Damage-induced cell cycle arrest [37]. Cell cycle re-entry relies on the Aurora-A
kinase and its co-factor Bora, which phosphorylates PLK1 at Thr210 in its activation loop; thus, Plk1 is
activated and promotes mitotic entry by stimulating cyclin B1-Cdk1 activation [25,30,37,38]. PLK1 can
promote cyclinB1/CDK1 activation by several mechanisms. Early works in Xenopus have established
that Plx1 (PLK1) phosphorylates and activates Cdc25C, and this activates the Cyclin B–CDK1 complex.
In vertebrates, the Cdc25 paralogues (Cdc25A, B and C), all have been shown to be target of PLK1
activity [39], but it remains poorly characterized, with Cdc25 phosphatase(s) the substrate of PLK1
during the G2 recovery. However, it has been suggested that G2 recovery is dependent on the specific
isoform Cdc25B, which is stabilized after damage, while Cdc25A expression is reduced [37,40]. Beside
its implication in the re-activation of cyclin-B1–CDK1 complex, PLK1 controls the silencing of DDR
signals by inactivating the ATM/CHK2 pathway. Within the DNA damage response mechanism,
53BP1 is an adaptor protein required to tether several checkpoint components at the damaged sites,
including CHK2 and ATM. In PLK1-mediated inactivation of the DNA damage checkpoint, it has
been shown that PLK1 phosphorylated 53BP1 that thus fails to form foci after DNA damage [41].
Additionally, it has been shown that PLK1 also directly phosphorylates and inactivates CHK2 [41].
Thus, PLK1 negatively regulates the ATM-CHK2 branch of the DNA damage to inactivate checkpoint
signaling and to control checkpoint duration [41]. Similarly, PLK1 negatively controls Claspin and
CHK1 and the inactivation of these components results in a shutdown of the checkpoint [42–44].
Specifically, phosphorylation of Claspin by PLK1 creates a docking site for β-TrCP protein, resulting in
the efficient ubiquitin-mediated degradation of this protein [42–44]. In conclusion, PLK1 is capable
of driving entry into mitosis after DNA damage-induced cell cycle arrest and to promote checkpoint
silencing and recovery.

4. DNA Damage and the Balance between Survival and Death

A central question in cells responding to DNA damage is how DDR pathway controls cell fate
decision. The accepted paradigm implies that the level of damage may trigger different responses;
thus, low-level promotes the initiation of repair and the activation of survival mechanisms, whereas
high-levels promote cell death. This concept includes the tacit assumption that, if the damage is
irreparable, cells undergo apoptosis; however, there currently is not a clear biochemical mechanism for
how cells distinguish between reparable and irreparable DNA damage. Evidence suggests that cells
respond to DNA damage by simultaneously activating DNA repair and cell death pathways [45,46];
p53 protein and its functional ambiguity might play a central role in this context, given the ability of
p53 to control the transcription of genes involved in either survival or death [47]. p53 influences several
pathways, which are essential for progression through the cell cycle, including G1/S, G2/M and spindle
assembly checkpoints [48]. Thus, it is not surprising that several signaling pathways can converge on
p53 to control cellular outcomes. Among them, PLK1 was shown to physically bind to p53 inhibiting
its transactivation activity, as well as its pro-apoptotic function [49]. As mentioned above, upon DNA
damage, ATM/ATR alone lead to phosphorylation of several hundreds of proteins, among them
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p53 [50]. The Mouse Double Minute 2 protein (MDM2) represents one of the predominant and critical E3
ubiquitin ligase for p53, responsible for the dynamic regulation of p53 function [51–54]. MDM2 mediates
p53 ubiquitination through a RING domain (Really Interesting New Gene domain). Additionally,
p53 and MDM2 function in a negative feedback loop, in which MDM2 transcription is activated by p53
and under normal stress conditions, MDM2 maintains low levels of p53 protein [51–54]. Furthermore,
it has been observed that MDM2 binds to the promoters of p53-responsive genes and form a complex
with p53 by interacting with its transactivation domain, thus MDM2 mediates histone ubiquitylation and
transcriptional repression of p53 targets genes [51–54]. Upon DNA damage, ATM/ATR either directly or
through CHK1/CHK2 phosphorylate p53 (Reference [46] and references there in). Similarly, it has been
shown that ATM phosphorylates MDM2 (References [46,55] and references therein); phosphorylation
of p53 and MDM2 in response to DNA damage by ATM/CHK1/CHK2 is thought to abrogate the
MDM2-p53 protein-protein interaction leading to p53 stabilization and activation. (References [46,55]
and references therein). In this context, it is thought that a low-level of DNA damage causes a
transiently expression and response of p53 whereas a higher-level of DNA damage leads to sustained
p53 activation. Thus, upon DNA damage cell fate is determined by tunable threshold of p53. Previous
studies have indicated that p53 may selectively contribute to the differential expression of pro-survival
and pro-apoptotic genes, due to the higher affinity of p53 for its binding sites in promoter associated
with cell cycle arrest, e.g p21/CDKN1A and lower affinity for those associated with apoptosis [47].
It has been shown that both pro-arrest and pro-apoptotic p53 target genes are expressed proportionally
to the p53 expression levels [47]. It is conceivable that, upon DNA damage triggering apoptosis, cells
must reach the pro-apoptotic threshold of p53 activity, whose level is determined by expression levels
of p53 itself. Interestingly, it has been shown that lowering this pro-apoptotic threshold with inhibitors
of antiapoptotic Bcl-2 family proteins sensitized cells to p53-induced apoptosis [47]. DNA damage can
activate both p53 and Nuclear Factor kappa-light-chain-enhancer of activated B cells (NF-κB). A model
describing the crosstalk between p53 and NF-κB was proposed by Puszynski and co-workers [56].
This work suggested that the diverse outcome of the p53/NF-κB crosstalk in balancing survival and
death depended on the dynamic context of p53 and NF-κB pathways activation. It has been proposed
that NF-κB activation preceding p53 activation render cells more resistant to DNA damage-related
death [56]. Remarkably, data from gain and loss of function approaches demonstrated that sustained
anti-apoptotic NF-κB activity in tumors might depend on mutant p53 activity [57]. Thus, the regulation
of p53 and its downstream effects are likely to be dependent on its interaction with other signal
transduction pathways, which may influence the final response to p53 activation. In addition to the
above-discussed mechanisms that control p53′s duality in cell fate, site-specific phosphorylation of p53
also seems to be important in promoting its pro-apoptotic function. It has been observed that promoter
selectivity of p53 is regulated by post-translational modifications [58]. In this context, the increased
affinity of p53 to the regulatory regions of pro-apoptotic genes is related to its phosphorylation at
serine-46 (ser46) [58]. Thus, in stress-conditions, phosphorylation of p53 at S-46 regulates its pro-death
function through the induction of apoptotic genes such as NOXA [59] PTEN [60] and TP53AIP1 [61].
Several kinases phosphorylate p53 on S-46 either directly (HIPK2, p38, PKCδ, and DYRK2) or indirectly
through ATM/ATR, with the effect to promote upregulation of pro-apoptotic p53-target genes [62–66].
In addition to its role as regulator of the cell fate of genomically compromised cells, several studies
have shown that p53 also directly impacts the activity of various DNA-repair pathways [67]. Thus,
p53 appears a multitasking factor providing protection from cancer development by maintaining
genome stability. In conclusion, p53 is a central component of the signaling network activated by
the DNA damage response and the tight regulation and balance of its activity must be maintained to
preserve the dynamic principle of the damage checkpoint.

5. Molecular Mechanisms of Checkpoint Adaptation

Cells have evolved a complex network to maintain the integrity of the genome. An essential event
in the DNA damage response is represented by the cell cycle arrest that allows cells to repair damaged
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DNA before entering the subsequent phases of the cell cycle [11]. Thus, the expected consequence in the
presence of DNA damage is that cell cycle re-entry will only occur following DNA repair [11]. However,
cells can enter into cell cycle before repairing their DNA through a mechanism originally described
as checkpoint adaptation [68–70]. While in mammal cells the molecular mechanism of checkpoint
adaptation has remained controversial and largely unknown until recently, it has been extensively
studied in Xenopus and yeast. Since the checkpoint adaptation and checkpoint recovery mechanism
share keys factors, it is not surprising that components of the checkpoint adaptation response are
highly conserved throughout the eukaryotic evolution [10]. In the yeast S. cerevisiae, analysis of
deletion mutants indicates that multiple factors are involved in checkpoint adaptation, among them:
Cdc5 (PLK1), Tel1 (ATM), and Mec1 (ATR) [16]. In response to different kinds of DNA damage,
checkpoint activation promotes the recruitment of Tel1/Mec1 to the lesion site [15]. The Tel1/Mec1
kinases directly phosphorylate the adaptor proteins Rad9 and Mrc1 that are able to recruit and
to activate the checkpoint Kinase Rad53, the structural homolog of human CHK2, but considered
functionally similar to CHK1 [71]. Phosphorylation of Rad53 as well as that of CHK1 promotes cell
cycle arrest [15,71–73]. Several observations indicate that inhibition of Rad53 plays a crucial role in
the control of the adaptation process; in particular, Rad53 over-activation was observed in diverse
adaptation-defective mutants [73]. Moreover, it has been shown that Cdc5-mediated phosphorylation
of Rad53 is required for checkpoint adaptation [74]; consistently with the finding that a dominant
negative Rad53 mutant was shown to bypass the requirement of cdc5, in a cdc5 adaptation-defective
mutant [73]. Finally, Rad53 de-phosphorylation mediated by both the phosphatases Ptc2 and Ptc3 has
been shown to bypass the DNA damage checkpoint [65,72,75]. Thus, most of the common pathways
involved in checkpoint adaptation inhibit Rad53 to promote entry into the cell cycle.

A consistent link between the Plx1 (PLK1) and Chk1 has been also observed in Xenopus laevis [76].
Persistent replication stress promotes the interaction between Claspin and Plx1, which causes the
phosphorylation and release of Claspin from the chromatin and thereby Chk1 inactivation [76].
While checkpoint adaptation has been extensively studied in both lower and higher eukaryotes,
its existence in mammal cells has long been considered controversial [10,77]. However, soon after
the studies cited above, several authors reported a similar type of functional interaction between
PLK1 and CHK1 in human cells. Overall these studies depict a model in which PLK1 phosphorylates
and promotes SCFβ-TrCP ubiquitin ligase-mediated processing of Claspin, thereby promoting CHK1
de-phosphorylation and inactivation [43,44,78]. Based on these studies, PLK1 has attracted a lot
of interest for understanding the molecular mechanism controlling checkpoint adaptation. Thus,
a number of experimental observations have provided mechanistic insight into the involvement of
PLK1 in checkpoint adaptation. Interestingly, was observed that in the presence of DNA damage PLK1
degradation is required to achieve a proper G2 arrest [79], consistently with previous observations
indicating that sustained PLK1 activity following DNA damage increases the fraction of mitotic
cells [33]. In addition to Claspin, it was shown that in checkpoint adaptation WEE1 kinase is a direct
downstream target of PLK1 (Reference [37] and references there in) WEE1 negatively regulates entry
into mitosis by promoting the phosphorylation of CDK1, thus inhibiting the CDK1/cyclin B complex.
PLK1 phosphorylates and leads to degradation WEE1, thereby promoting entry into mitosis [Reference
37 and references therein]. The requirement of PLK1 activity in cells entering in mitosis it has been
elegantly confirmed by using a fluorescence-based probe for PLK1 activity at single cell level [80].
It has been reported that increased PLK1 activity is detected in cells entering mitosis in unperturbed
cell cycle and when cells recover from DNA damage checkpoint by addition of caffeine that force a
shutdown of the checkpoint [25,80,81]. An interesting observation arising from these studies is that,
once PLK1 activity increases beyond a certain level, it overrides damage checkpoint regardless of
whether DNA damage persists [80].

However, while a number of studies favor the notion of a central role of PLK1 to drive checkpoint
adaptation, likely there are multiple factors that contribute to the DNA damage recovery. CDK1 is a
key regulator of mitotic entry, and as discussed above, PLK1 itself can phosphorylate it. Thus, it is
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likely that signaling pathways able to influence Cyclin B/CDK1 activity in conjunction with PLK1
potentially might regulate adaptation [13,16,37].

6. Consequences of Checkpoint Adaptation

Cell cycle checkpoints and DNA repair mechanisms are important processes to maintain the
integrity of the genome and the faithful transfer of genetic information to daughter cells [10].
This surveillance mechanism provides time to repair the damage, and only when repair has been
successful, the checkpoint is extinguished and cells re-enter into the cell cycle [1,10,12,46,77,82,83].
In unicellular organisms, if DNA repair is not possible, cells can overcome DNA Damage through
checkpoint adaptation [15,21,71,77,84]. Interestingly, mounting evidence indicates that this concept
is not only found in unicellular eukaryotes like yeast but it might be extended also in multicellular
organisms [10,16,76,77,85]. While the critical determinants of the outcomes of checkpoint adaptation are
not yet precisely understood, checkpoint adaptation has several possible consequences. For instance
most cells that undergo checkpoint adaptation die, whereas some cells survive; surviving cells face two
different fates: Some cells will die in subsequent phases of the cell cycle, but a small number of cells
will survive and divide with damaged DNA [References [85–87] and references there in]. In line with
this model, it has been demonstrated that in repair-defective diploid yeast, nearly all cells undergo
checkpoint adaptation, resulting in the generation of aneuploid cells with whole chromosome losses
that have acquired resistance to the initial genotoxic challenge [84]. An important consequence of
this finding was the demonstration that adaptation inhibition, either pharmacologically or genetically,
drastically reduces the occurrence of resistant cells [87–89]. Thus, both in unicellular and multicellular
organisms checkpoint adaptation might represent a mechanism that increases cells survival and
increases the risk of propagation of damaged DNA to daughter cells [86,87,89]. Understanding
this aspect is particularly important as a weakened checkpoint, it has been shown, enhances both
spontaneous and carcinogen-mediated tumorigenesis [90,91]. Additionally, DNA damaging agents are
widely used in oncology to treat many forms of cancer [92]. Unfortunately, resistance to these agents
can result from a variety of factors that significantly reduce their efficacy in cancer therapy [93]. There is
evidence that checkpoint adaptation may drive the selection of therapy-resistant cells (Reference [92]
and references therein). A better understanding of the mechanisms that determine either survival or
death following checkpoint adaptation might provide insight into the potential mechanisms for the
failure of cancer therapies, thereby facilitating further improvement of current cancer treatments.

7. Future Directions

Cancer is often regarded as an asexual evolution in which cancer cells arise through the
sequential acquisition of beneficial mutations that should confer an increased fitness to the adapted
cells [94–96]. Checkpoint adaptation serves as a mechanism by which cells become adapted to stressful
conditions [16,77,84,85,89,92]. As described above, in this process the interaction between DNA
repair pathways and cell cycle checkpoints determines cell fate decision and prevents neoplastic
transformation. Preservation of integrity of multicellular organisms relies on these extra layers of
developmental control. While the nature of what adaptation means for tumor cells in a multicellular
organism remains puzzling, several observations indicate that the DNA Damage response may also
affect the biology of the surrounding cellular microenvironment (for review see Reference [97]). In this
process, the DNA damage response in cancer cells produces a paracrine signaling to induce changes in
nearby microenvironment. However, DNA-damage response plays a crucial role, not only in cancers,
but also in a wide variety of hereditary as well as non-genetic diseases [98–102]. A better understanding
of how the DDR-driven signals are regulated and received by the surrounding microenvironment
could represent an opportunity to understand how the systemic homeostasis controls cell fitness.
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Abstract: Genome stability requires tight regulation of DNA replication to ensure that the entire
genome of the cell is duplicated once and only once per cell cycle. In mammalian cells, origin
activation is controlled in space and time by a cell-specific and robust program called replication
timing. About 100,000 potential replication origins form on the chromatin in the gap 1 (G1) phase but
only 20–30% of them are active during the DNA replication of a given cell in the synthesis (S) phase.
When the progress of replication forks is slowed by exogenous or endogenous impediments, the cell
must activate some of the inactive or “dormant” origins to complete replication on time. Thus, the
many origins that may be activated are probably key to protect the genome against replication stress.
This review aims to discuss the role of these dormant origins as safeguards of the human genome
during replicative stress.

Keywords: dormant origins; replicative stress; replication timing; DNA damage; genome
instability; cancer

1. Introduction: Eukaryotic Origins and the Replication Program

Because of their large genomes, mammalian cells need thousands of replication forks, which
initiate from replication origins, to ensure the complete duplication of their DNA within a specific time
frame before they can divide. In human cells, the replication process takes about 10 h and involves the
activation of roughly 30,000 replication origins. In normal replication conditions, replication origins are
spread over about 100 kb of DNA, and only a single origin will be active within an individual DNA unit
that we call a replicon. A coordinated group of adjacent replicons, “replicon cluster”, can be visualized
as DNA replication foci [1]. Several studies, which compared replication timing (RT) and genome
topology, suggested the term “replication domains” for replicons clustered inside large chromatin
regions (~1 Mb), close to the size of one replication foci. They are located at discrete territories of the
nucleus in the gap 1 (G1) phase and replicate at the same moment during the synthesis (S) phase [2–4].
At any given time of the S phase, about 10% of replicons are activated and replicate simultaneously [5].
In addition, the temporal activation of origins in a specific region of the genome correlates with a
distinct pattern of replication foci as cells progress from early to late S phase. The sequential activation
of potential origins within replication domains is thought to play a direct role in defining the S phase
program or replication program. Temporal and spatial organization of DNA replication was adopted
by metazoans cells to finely control the challenging goal of replicating the entire genome in a limited
time and to overcome any obstacles that replication forks may encounter.

1.1. Origin Licensing and Firing

Complete and robust DNA duplication requires loading of minichromosome maintenance DNA
helicase complex (MCM2–7) onto the replication origins. This step, called origin licensing, is restricted

Int. J. Mol. Sci. 2018, 19, 3569; doi:10.3390/ijms19113569 www.mdpi.com/journal/ijms242



Int. J. Mol. Sci. 2018, 19, 3569

to the G1 phase of the cell cycle. A key initial step in origin licensing is the building of pre-recognition
complex (Pre-RC) which starts with loading of the origin recognition complex (ORC) onto the
chromatin. This ORC complex marks all potential origins providing spatial control of origin position.
In higher eukaryotes, ORC binding sites were proven to be unrelated to DNA sequence, in contrast
to other organisms such as yeast and bacteria [6,7]. It is currently assumed that multiple factors can
characterize an origin, such as cytosine–phosphate–guanine (CpG) islands, G-quadruplexes, epigenetic
marks, chromatin accessibility, sites of active transcription, or secondary DNA structures [8–13].
This is the reason why it is so difficult to identify metazoan replication origins. In the budding yeast
Saccharomyces cerevisiae, a recent structural study [14] showed that two ORC molecules are required to
ensure MCM2–7 complex loading onto the chromatin. During late mitosis and the G1 phase, ORCs
bind cell division cycle 6 (Cdc6), which then interacts with chromatin licensing and DNA replication
factor 1 (Cdt1) to allow loading of the six MCM subunits (MCM2–MCM7) and formation of the Pre-RC.
The total amount of MCM complex does not change throughout the cell cycle, but the number of MCM
complexes loaded onto DNA increases from telophase to the end of the G1–S phase transition. The
final step of licensing requires the loading of Cdc45 and go-ichi-ni-san (GINS) onto the MCM complex
to form the pre-initiation complex (Pre-IC). This complex requires the activities of the Dbf4-dependent
kinase (DDK) and cyclin-dependent kinase (CDK) for its activation at the G1–S phase transition; then,
the polymerases and other replication factors are recruited to allow origin firing (Figure 1).

Figure 1. Scheme describing origin licensing and firing. In late mitosis (M), the origin recognition
complex (ORC) binds to origins, thus determining where replication forks might initiate, and for the
subsequent recruitment of cell division cycle 6 (Cdc6) and chromatin licensing and DNA replication
factor 1 (Cdt1) in the gap 1 (G1) phase. Binding of both Cdc6 and Cdt1 is necessary, in turn,
for recruitment of the minichromosome maintenance DNA helicase complex (MCM) to form the
pre-recognition complex (Pre-RC). Each ORC has two Cdt1-binding sites, which may explain the
cooperative loading of two MCM complexes per origin. The MCM pair remains catalytically inactive
until the G1–synthesis (S) phase transition, when it is phosphorylated by both cyclin-dependent kinase
(CDK) and Cdc7. Once the principal origin is fired, adjacent origins from the same replicon (flexible or
dormant) are repressed (red dotted lines) by a yet unclear mechanism.

During the first step of origin firing, the MCM pair slides along DNA by encircling the double
helix. Recent papers proposed a switch of the MCM double hexamer from double-stranded DNA
(dsDNA) to single-stranded DNA (ssDNA) mediated by N-tier ring movement, allowing the two
helicases complexes to pass each other within the origin and permitting lagging-strand extrusion [15,16]
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(Figure 1). During the elongation step, excess MCMs that are not initiated are removed by the passage
of the replication fork [17].

The cell must balance its need for sufficient origins to replicate the entire genome against the risk
of re-replication of DNA in the S phase due to an excess of origins. Thus, the control of origin licensing
is crucial. Repression of new origin licensing during the S phase is important to avoid re-replication,
which can lead to aneuploidy, DNA double-strand breaks, gene amplification, and general genome
instability [18–20]. DNA that is not replicated due to an insufficient number of origins or to replication
fork stalling, by contrast, can also lead to genome instability and rearrangements if the DNA replication
checkpoint is inactive or deficient [21–23].

1.2. Spatial and Temporal Organization of Replication Origins

Origin usage in eukaryotes is mainly dependent on two important factors: space and time.
Replication origins fire at a defined time that remains the same among cell generations and is closely
related to their spatial organization. Early replicating origins are mainly found in replication domains
that are enriched in active epigenetic modifications and highly transcribed genes [24–29]. These
chromosomal regions have a consequent amount of MCMs, providing potential origins that replicate
early in the S phase [7,30]. Conversely, late replication occurs in origin-poor domains with low gene
density, and enriched in heterochromatin hallmarks [29,31–33].

Replication clusters are organized in the three-dimensional (3D) nuclear space, where
early-replicating domains locate mainly at the center of the nucleus while late-replicating domains are
found predominantly at the nuclear periphery (Figure 2B). Chromatin conformation mapping methods
such as Hi-C are very powerful for visualizing the spatial organization of early- and late-replicating
domains [34,35]. Replication domains are created by topological reorganization of the chromatin
in nuclear space. In metazoans, the association of particular replication domains with sub-nuclear
compartments determines their replication timing. The set-up of this compartmentalization occurs at a
specific time of the G1 phase and is called the timing decision point (TDP) [36,37] (Figure 2).

 

Figure 2. Spatial organization of origins and replication timing. (A) In the early G1 phase, Pre-RCs
(black) are assembled on the chromatin and mark potential origins; early-replicating domains (green)
and late-replicating domains (red) are disordered in the nuclear space. (B) After the timing decision
point (TDP), in the late G1 phase, early-replicating domains are close to center of the nucleus whereas
late-replication domains are associated with the lamina, close to the nuclear periphery. (C) Active
origins (yellow) cluster in replication domains that are associated to the nuclear matrix (NM), leaving
inactive (dormant or flexible) origins in DNA loops (gray).

Accumulating evidence indicates that DNA attachment to the nuclear matrix is important for
the initiation of DNA replication [38–42]. The nuclear matrix permits the separation of chromosome
territories and allows the formation of replication clusters [39]. The organization of replicon clusters
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might, thus, reflect chromatin looping to bring the origins from different replicons into a single
domain and to exclude the flexible and/or dormant origins from this replication factory (Figure 2C).
The cohesin complex may be a key player in chromatin looping because it was found to interact
physically with the MCM complex and to be enriched at origin sites [43].

1.3. Techniques to Detect and Identify Origins

The first quantitative method for determining origin density in the genomes of bacteria and
mammalians was DNA fiber autoradiography [44,45]. This time-consuming technique is now replaced
by other assays, such as DNA combing or spreading, which label newly replicated DNA with
nucleosides analogs, including bromo-, chloro-, and iododeoxyuridine, and visualize the newly
replicated DNA by immunofluorescence microscopy using antibodies specific for the analog [46].

The use of next-generation DNA sequencing led to the discovery of tens of thousands of potential
replication origins in the human genome. Several independent approaches were used that exploit
the direct identification of DNA replication initiation intermediates. The first approach is based
on the purification and quantification of short nascent strands (SNS) of DNA [26]. In this method,
1.5–2.5-kb nascent strands specific to replication origins are purified thanks to their resistance to
λ-exonuclease digestion due to the incorporation, by the primase, of small RNA primers at their
5′ ends [47]. The exonuclease digests the large excess of broken genomic DNA that would generate a
background signal if not correctly removed. These genome-wide SNS analyses showed that active
origins often co-localize with transcription start sites (TSS) and are located in GC-rich regions, close
to CpG islands or G-quadruplexes, confirming previous microarray hybridization results [24,25,48].
A second approach [29] is based on the sequencing of an early intermediate called the DNA replication
bubble, which forms when two replication forks diverge from a single origin. The technique consists
of fragmenting the replicating DNA via a restriction endonuclease, and then trapping the circular
replication bubbles in agarose gel [29]. This so-called “bubble-seq” method led to the mapping
of more than 100,000 origins in the human genome. A third genome-wide approach relies on
sequencing purified Okazaki fragments (“OK-seq”) to determine replication fork polarity, which
allows the identification of initiation and termination sites [49]. With this approach, between 5000 and
10,000 broad initiation zones of up to 150 kb were detected. These sites are mainly non-transcribed
but often surrounded by active genes, and they contain a single randomly located initiation event.
Finally, a fourth method for identifying metazoan replication origins is called initiation-site sequencing
(“ini-seq”) [50]. In this method, initiation events are synchronized biochemically in a cell-free system
in which newly replicated DNA, synthesized a few minutes after initiation, is directly labeled and
subsequently immuno-precipitated. This original approach has the important advantage of allowing
functional genome-wide studies of origin activation. As these approaches become more and more
accurate and complementary to each other, they provide an increasingly large, novel dataset on the
characteristics of replication origins.

1.4. Origin Flexibility, Dormancy, and Efficiency

The replication initiation program of metazoan cells is remarkably flexible, with many origins
firing at disparate frequencies depending on the cell lineage. MCM complexes and all the components
of the Pre-RC are loaded in excess onto the chromatin in the G1 phase to provide this flexibility.
In addition to differences between cell lineages, origin flexibility is also observed within a cell
population [42,51].

Very few origins are activated almost all the time; they are called “constitutive” origins [52].
The majority of origins do not initiate replication in all cell cycles; these are called “flexible” origins.
Origins that are activated only when replication from adjacent origins is compromised are called
“dormant” origins. Unlike constitutive and flexible origins, dormant origins are not detectable in
whole-genome analyses. Inter-origin distances measured by whole-genome sequencing are shorter
than those measured by single-fiber analyses. This discrepancy may be explained by the flexibility
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of origin choice within replicons [53], which might also help coordinate DNA replication with
transcription [54,55] and other nuclear processes, such as DNA repair, in order to facilitate recovery
when replication is compromised. Given that there is no DNA consensus sequence for metazoan
origins and that there exists such a flexibility in establishing which potential origins are activated,
one might wonder how initiation ever occurs accurately and at consistent origins [56].

There are currently two theories to explain how origins are selected. One relies on the idea of
an origin decision point (ODP)—which occurs in the G1 phase, after the timing decision point—that
determines which origins are activated during replication [57]. The second theory postulates increasing
origin efficiency based on the random use of replication origins [58], with the idea that the efficiency
of origin firing increases throughout the S phase as the replicative DNA polymerases recycle to new
origins. Moreover, replication origin efficiency also depends on their location in the nucleus, epigenetic
marks, and mainly on the amount of loaded MCM complexes [7,59,60] or nucleosome occupancy [61].
Chromosome architecture also plays an important role in the regulation of DNA replication origin
localization and activation [62], although chromosomal loops and loop anchors are still poorly defined
biochemically. Further studies using single-cell technologies will be required in the future to better
understand the mechanism of origin choice.

2. Dormant Origin Activation in Response to Replicative Stress

2.1. The Notion of DNA Replication Stress

During DNA replication, the appearance of endogenous or exogenous sources of stress leads to
replication forks slowing or stalling. Exogenous sources of stress comprise mainly genotoxic chemicals,
and ultraviolet and ionizing radiation. Endogenous sources of stress that are considered to be barriers
to replication include repetitive sequences, G-quadruplexes, telomeres, DNA–RNA hybrids, errors
in the incorporation of ribonucleotides, collisions between replication and transcription machineries,
compaction of chromatin, deregulation of origin activity, and reduction of the deoxyribonucleotide
triphosphate (dNTP) pool. Some regions of the genome, such as early-replicating fragile sites (ERFSs)
and common fragile sites (CFSs), are more prone than others to replicative stress. Moreover, evidence
is emerging that constitutive activation or overexpression of oncogenes, such as Harvey rat sarcoma
(HRas) and myelocytomatosis (c-Myc), are a potential source of replication stress [63]. These oncogenes
promote replication initiation or origin firing, leading to an elevated risk of nucleotide pool depletion
and/or increased collisions with transcription complexes [64,65]. This may explain why supplementing
cancer cells with exogenous nucleosides helps decrease chromosomal instability [66].

The first consequence of replication stress is fork collapse, creating DNA single-strand breaks
and/or double-strand breaks. These lesions must be resolved before cell division by repair mechanisms
such as homologous recombination (HR), non-homologous end-joining (NHEJ). or micro-homology
mediated end-joining (MMEJ). In normal cells, the ataxia telangiectasia mutated (ATM) and ataxia
telangiectasia Rad3-related (ATR) checkpoint signaling pathways prevent cell division when the
genome is damaged. When some proteins of the checkpoint pathway, for example p53, are mutated,
the cell can divide despite the presence of DNA lesions (including breaks and unreplicated DNA),
which may lead to chromosome fragmentation, rearrangements, and genomic instability [67–70].

2.2. The Discovery of Dormant Origins and Their Link to Replicative Stress

In 1977, J. Herbert Taylor [71] first described the firing of new origins in response to replication
fork stalling during DNA replication in Chinese hamster ovary (CHO) cells, a finding that later
suggested the existence of dormant origins. Moreover, several studies in a range of eukaryotes,
including S. cerevisiae, Xenopus laevis, and human cells, demonstrated that MCM complexes are loaded
onto DNA in a large excess when compared to the number of DNA-bound ORCs and the number
of active replication origins [72–77]. It was later shown in X. laevis [78] and in human cells that this
excess of MCM provides a reservoir of dormant origins, which are activated when replication forks
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are arrested by agents such as aphidicolin (APH) or hydroxyurea (HU) [79,80]. These studies also
showed that depletion of MCM by small interfering RNAs leads to hypersensitivity to replication
inhibitors due to the lack of dormant origins [79,80]. Moreover, checkpoint kinase 1 (Chk1) activation
is required for firing of dormant origins within active replication clusters, as well as for repression
of other replicons that are not yet active [81], suggesting a link between the DNA damage response
and dormant origin activation. Indeed, in vertebrates, inactivation or depletion of various proteins
involved in genome maintenance, such as ATR [82,83], Chk1 [84–87], Wee1 [88,89], bloom syndrome
protein (BLM) [90], Claspin [91,92], breast cancer type 2 susceptibility protein (BRCA2), and Rad51 [93],
slows replication forks and also increases the number of initiation events, at least in studies where
initiation events were examined. This finding indicates a link between fork speed and the number of
active origins, as we examine further below.

2.3. The Density of Active Origins Depends on Replication Fork Speed

Under normal conditions, dormant origins do not fire and are passively replicated by the fork
coming from adjacent activated origins. Thus, it makes sense to assume that replication fork speed
can be a regulator of active origin density. In two complementary studies on CHO cells [62,94], it was
demonstrated that replication fork speed has a direct impact on the number of active origins. When the
fork is slowed down by HU treatment, the density of active origins increases. In contrast, in conditions
that accelerate fork speed (addition of adenine and uridine to the culture medium), fewer origins are
active. These studies further showed that the cell starts compensating for the decrease in fork speed
within half an hour of treatment by activating dormant origins, which are then able to change their
status within the S phase. Regulation of the number of initiation events occurs at the level of individual
clusters, consistent with the functional organization of origins into replicon clusters [95]. Another
study demonstrated that, in the absence of Cdc7 or ORC1, replication forks progress more rapidly
than in control cells and fewer origins fire [96], again suggesting that the number of active origins
and the fork rate are interdependent. Similarly, using chemical inhibitors of origin activity (a Cdc7
kinase inhibitor) and of DNA synthesis (APH), a more recent study found that the primary effects
of replicative stress on fork rate can be distinguished from those on origin firing [97]. Collectively,
these results support the conclusion that the density of origin firing depends on fork speed and, thus,
is affected by endogenous or exogenous replicative stress.

2.4. CFS Fragility Due to the Lack of Dormant Origins

CFSs play a major role in cancer initiation because of their instability in conditions of replication
stress. CFSs were first described as gaps and constrictions in the metaphase chromosomes of human
lymphocytes grown under mild replication stress conditions (i.e., a low dose of APH) [98]. These
observations were since seen in other organisms and are very likely to be the consequence of
under-replication and/or DNA breaks caused by replication stress [99,100].

Although CFSs have been known for over two decades, the cause of their fragility is still
controversial [55,101]. CFS fragility was first linked to non-B DNA sequences, such as AT-rich
sequences, which are able to adopt secondary structures, constituting barriers to replication
forks [102–105]. Deletion of these sequences from some cancer cell lines does not prevent breaks
at these loci [106–108], suggesting that DNA sequence is not the sole reason for the instability of CFSs.
Genome-wide analysis of replication and DNA combing experiments found a paucity of replication
origins within the core of CFSs [109,110] and an incapacity to activate additional origins in response
to replicative stress [111]. This suggests that, in order to replicate these regions, the fork must pass
through long stretches of DNA containing multiple non-B DNA conformation sequences, and that
their fragility correlates with the absence of additional replication origin firing when replication is
slowed down. Most CFSs correspond to long genes (>300 kb), which might increase the risk of collision
between the transcription and replication machineries [112]. Although one study showed that the
transcription of large genes does not systematically dictate CFS fragility [113], other studies found that
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replication stress induces locus- and cell-type-specific genomic instability at active, large transcription
units corresponding to CFSs [114,115]. Moreover, it is thought that fragility of these sites result from
entry into mitosis before their complete replication [116,117]. Taken together, these observations
suggest that replication defects at fragile sites may be due to a low density of licensed origins or may
reflect inefficient or delayed activation of replication forks under replication stress.

3. Regulation of Dormant Origins: A Passive or Active Mechanism?

3.1. Activation of Dormant Origins by a “Passive” Mechanism

It is currently not clear what drives the firing of dormant origins when forks are slowed down or
inhibited. One first hypothesis could be that it does not involve an active mechanism, but occurs as
a consequence of the stochastic nature of origin firing [18,79]. Dormant origins have a precise lap of
time to fire before being passively replicated then inactivated by forks from adjacent origins. When
fork progression is impeded, the replication at dormant origins is delayed and, therefore, they have
an increased probability to fire. By means of computational modeling, a study showed that the same
levels of dormant origin activation seen in vivo can be reproduced by a passive mechanism [118].
In this model, the mechanism relies simply on the stochastic nature of origin firing, without any need
for additional regulatory pathways.

This simple theory can be sufficient to explain the activation of dormant origins in response to
replicative stress. Nonetheless, it cannot be ruled out that dormant origins may also be regulated by
active mechanisms, involving DNA damage response and other replication-related pathways.

3.2. Regulation of Dormant Origins by “Active” Mechanisms

3.2.1. ATR/Chk1 Kinases as Modulators of Origin Activation

The inhibition of replication forks activates the DNA damage checkpoint kinases ATR–Chk1 and
ATM–Chk2, which have many different functions, including stabilizing replication forks, delaying
or blocking the progress of the cell cycle, and promoting DNA lesion repair [119–121]. It may seem
surprising that, in response to replication stress, the cell can both activate dormant origins and suppress
overall origin initiation; however, when replication forks stall, it makes sense that dormant origins
should be activated in their vicinity and not elsewhere in the genome.

In the normal S phase, Chk1 affects replication fork speed by inhibiting excess origin
firing [23,85,86]. In response to low levels of replication stress induced by APH or HU, ATR and
Chk1 impede the activation of new replicon clusters while allowing dormant origins to fire within
those already activated and affected by the drug [79,81], thereby avoiding the deleterious impact
of replication fork stalling (Figure 3). The mechanism responsible for this phenomenon is not yet
elucidated, but one possibility is that ATR and Chk1 mildly reduce CDK levels, resulting in activation
of fewer replication clusters [122]. Alternatively, Chk1 might directly inhibit the initiation process
through an interaction with Treslin, which is required to stabilize Cdc45, GINS, and the MCM complex
together with topoisomerase 2-binding protein 1 (TOPBP1) [123–127]. Moreover, a recent study found
that an ATR inhibitor not only induced unscheduled origin firing, but also revealed another mechanism
of origin regulation through a Cdc7-dependent phosphorylation of GINS [128]. Finally, a very recent
study found that the ATR-activation domain of TOPBP1 is required to suppress origin firing during
the S phase [129], further supporting an important role for the ATR–Chk1 pathway in regulating the
activation of origins.
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Figure 3. Ataxia telangiectasia Rad3-related (ATR)/checkpoint kinase 1 (Chk1) involvement in the
differential regulation of origin firing under replicative stress. In response to replication stress, the
ATR/Chk1 kinases allow the activation of dormant origins within active replicon clusters (active
origin(s) in red) while repressing any firing within those that are not yet activated (inactive origins
in blue).

3.2.2. Mannose Receptor C-Type 1 (Mrc1)/Claspin Is a Central Regulator of Origin Firing under
Normal and Stressed Replication

S. cerevisiae Mrc1 and its metazoan ortholog Claspin are not only involved in the S phase
checkpoint signaling pathway, but are also important components of replication forks. They interact
with many factors known to function in or to regulate DNA replication, including MCM4, MCM10,
ATR, Chk1, Cdc7, Cdc45, DNA polymerases α, δ, and ε, and proliferating cell nuclear antigen
(PCNA) [130–133]. The presence of Mrc1/Claspin is necessary for normal DNA replication [91,92,134,135],
probably by making a connection between the helicase components and replicative polymerases at the
replication fork. Also, Claspin plays another role in the initiation of DNA replication in human cells
during the normal S phase by recruiting Cdc7 to facilitate phosphorylation of MCM proteins [136].
It was recently discovered in yeast that Mrc1 has two crucial functions in regulating the firing of
origins: a checkpoint independent-role to activate early-firing origins during normal replication, and a
checkpoint dependent-function to inhibit late/dormant origins in the presence of HU [137].

3.2.3. Fanconi Anemia Proteins in the Regulation of Dormant Origins

The role of the Fanconi anemia (FA) pathway in the DNA repair of interstrand cross-links (ICLs)
was studied for many years. A clear model emerged describing that FA proteins orchestrate the
interplay between multiple DNA repair pathways, including homologous recombination (HR) and
translesion synthesis (TLS) [138–140]. However, treatment of cells with a low dose APH robustly
activates the FA pathway, indicating a role of the FA proteins during DNA replication [141].

FA complementation group 1 (FANCI) was shown to be involved in dormant origin firing upon
low replication stress through a FA pathway-independent mechanism [142]. FANCI associates with
MCM3 and MCM5, localizes with replication origins, and acts as a regulator of DDK activity to allow
the activation of the MCM2–7 helicase complex in response to mild replicative stress. In contrast,
under high replicative stress, FANCI is phosphorylated by ATR. This phosphorylated form of FANCI
negatively regulates dormant origin firing and activates replication fork restart/DNA repair that is
FA-dependent. In this context, FA complementation group D2 (FANCD2), which is known as a close
partner of FANCI, acts as a negative regulator of dormant origin firing [142].

Finally, FANCD2 was shown to facilitate replication of repeat-rich genomic regions such as CFSs
by decreasing DNA–RNA hybrid accumulation, thus reducing the need for dormant origin firing [143].

3.2.4. Rap1-Interacting Factor 1 (RIF1) Orchestrates Origins and Replication Timing

RIF1 (Rap1-interacting factor 1) was first discovered in budding yeast as a telomeric
chromatin-interacting protein required for the regulation of telomere length via its interaction with
Rap1 [144,145]. It was then demonstrated in S. cerevisiae that RIF1 inhibits activation of the DNA
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damage checkpoint close to telomeres [146,147] and affects telomere replication timing [148]. Although
the RIF1 protein is evolutionarily conserved, in metazoans, it was described not to play a specific
role at telomeres, but rather to orchestrate the DNA double-strand break repair pathway and DNA
recombination [149–153].

Further studies implicated RIF1 from the fission yeast Schizosaccharomyces pombe and mammalian
RIF1 in regulating genome-wide DNA replication. S. pombe RIF1 binds selectively not only to telomeres,
but also to specific regions of the genome where it may regulate the choice and timing of origin firing
in late-replicating regions of chromosomes [154]. In RIF1-deficient cells, activation of dormant or late
origins is concomitant with suppression of some active early-firing origins, indicating that RIF1 is a
crucial player in the genome-wide origin activation program in S. pombe. In human cells, depletion
of RIF1 results in increased early-S phase initiation events, loss of mid-S phase replication foci, and
global changes in replication timing domain structures. Domains that normally replicate in the early S
phase are delayed, whereas those that normally replicate in the late S phase are advanced [155]. Thus,
replication timing is completely disturbed in the absence of RIF1. Another study observed that, in the
absence of RIF1, the distance between origins is greater than in control cells during the normal S phase,
and there are fewer dormant origins upon replication stress [156].

Also, RIF1 binds tightly to insoluble nuclear structures in late mitosis and the early G1 phase,
and regulates chromatin-loop size [155]. Interestingly, RIF1 binding to consensus G-quadruplex-like
sequences in fission yeast was identified [157]. These sequences tend to be near dormant origins, and
the binding of RIF1 on these sites would allow their repression over a great distance. Overall, these
findings indicate that RIF1, through its role in organizing higher-order chromatin architecture, is an
essential regulator of replication timing.

Thus, the accumulating data suggest that, through its interaction with chromatin and nuclear
structures, RIF1 plays an important role in the regulation of dormant origin availability not only in
response to replicative stress, but also in normal conditions.

3.2.5. Chromatin Loop Size Correlates with Dormant Origin Activation

The fluorescent DNA halo technique was essential for establishing the link between chromatin
loops and replicon size [158], and for describing the importance of replicon remodeling events
in Xenopus embryonic development [159]. Basically, the technique relies on cell permeabilization
and soluble protein extraction, allowing supercoiled DNA loops to unroll around an insoluble
scaffold, the nuclear matrix. Those structures called DNA “halos” can be visualized by
4′,6-diamidino-2-phenylindole (DAPI) fluorescent staining. Active origins are in or near the nuclear
matrix, whereas dormant/inactive origins are in the DNA loops [160] (Figure 2C).

Using the fluorescent DNA halo technique, one study [62] observed a strict correlation between
dormant origin activation at a given S phase and reduced chromatin loop size in the next G1/S phase.
Combining the DNA halo experiment with fluorescent in situ hybridization (FISH) using a probe
targeting the highly amplified adenosine monophosphate deaminase 2 (AMPD2)-specific locus in
CHO cells, they demonstrated that, in response to replication stress, activation of dormant origins
relocates this locus toward the nuclear matrix.

Cohesin also influences the size of interphase chromatin loops since its absence results in longer
chromatin loops due to a limited origin usage [43], showing that, independently of the effect of cohesin
acetylation on replication fork progression [161], this structural protein is present at origins and impacts
their activity. Finally, chromatin loop size increases in RIF1-depleted cells [155], suggesting that the
RIF1 protein is required for proper chromatin loop formation, as already mentioned above.
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4. Dormant Origin Deficiency, Genome Stability, and Pathologies

4.1. MCM Mutants and Dormant Origins in Mice

Homozygosity for a null allele of any of the six Mcm genes in mice (Mcm2–7) causes embryonic
lethality [162–164], consistent with the evidence that these Mcm genes are essential for DNA replication.
Only hypomorphic alleles such as Mcm4Chaos3 and Mcm2IRES-CreERT2 (IRES, internal ribosome entry
site; ERT2, estrogen receptor 2) result in mice that are viable into adulthood. The Mcm2IRES-CreERT2

allele expresses a tamoxifen-inducible Cre recombinase (CreERT2) inserted into the 3′ untranslated
region (UTR) of the endogenous Mcm2 locus, which reduces the expression of MCM2 by 65% when
compared to wild-type cells [165]. The Mcm4Chaos3 allele produces an MCM4 protein with a Phe345Ile
mutation, which does not affect the helicase activity of the MCM complex in vitro, but does reduce the
efficiency of its assembly [164].

Surprisingly, mouse embryonic fibroblasts (MEFs) from Mcm4Chaos3 mice also have a reduced
MCM7 protein level in addition to MCM4 [164]. Moreover, immortalized homozygous Mcm4Chaos3

cells display less stable association of MCM2–7 at replication forks compared to wild-type cells [166].
Finally, Mcm4Chaos3/Chaos3 MEFs exhibit about a half reduction in chromatin bound MCM2–7 that causes
a lower ability to activate dormant origins in response to treatment with low doses of APH [162,167].

Mice with only one-third of the normal MCM2 level were shown to develop lymphomas at a
very young age, and have diverse stem cell proliferation defects. Similarly to Mcm4Chaos3, these mice
also have 27% less MCM7 protein than wild-type mice. Moreover, Mcm2IRES-CreERT2 cells exhibit
decreased replication origin usage due to lower dormant origin availability even in the presence of
HU, as demonstrated by DNA combing experiments [165,168].

Hence, these two mouse models are close phenotypically, showing dormant origin deficiency
due to reduced levels of loaded MCM onto the chromatin. Even in an unchallenged S phase,
the inability to activate dormant origins leads to accumulation of stalled replication forks that
reach mitosis and interfere with chromosome segregation. Both phenotypes lead to improper
chromosome stability and premature tumorigenesis, with several differences in the latency of disease
development [165,166,168,169].

4.2. MCM Mutants and Dormant Origins in Stem/Progenitor Cells

The fact that Mcm2 expression has a global effect on cell proliferation within many tissues might
explain why the majority of Mcm2IRES-CreERT2 mice develop tumors and display a range of additional
hallmarks of age-related disorders. A study that set out to determine the effect of Mcm2 deficiency
observed an approximately threefold reduction in the level of neurogenesis within the sub-ventricular
zone in Mcm2IRES-CreERT2 mouse brains [165], fewer stem cells in intestinal crypts and in skeletal muscle,
and a modest increase in DNA damage.

Consistent with the conclusion that Mcm mutants affect stem cells, neural stem-cell progenitors in
Mcm4Chaos3/Chaos3 mouse embryos display a high level of Chk1 activation, increased phosphorylated
H2A histone family X (γH2AX) and p53-binding protein 1 (53BP1) foci, an accumulation in the
G2–M phase, and more apoptosis, resulting in a reduced ability to form neurospheres in vitro [170].
The renewal of stem cells in the brain appears to be normal, but their ability to differentiate into
intermediate progenitors is highly reduced due to an increase of apoptotic cells in the sub-ventricular
and intermediate zones [170].

These observations suggest that normal expression of MCM complex proteins is essential for
stem/progenitor cell function by reducing the risk of replication-associated genome instability, an idea
that was supported by two other studies. One demonstrated that human embryonic stem cells,
which have a remarkably short G1 phase, load MCM onto chromatin very rapidly when compared
to differentiated cells, in order to have a similar total amount of loaded MCM at the G1–S phase
transition [171]. In the second study, hypomorphic expression of the origin licensing factor MCM3
in mouse reduced the number of licensed origins and affected the function of hematopoietic stem
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cells, as well as the differentiation of highly proliferative erythrocyte precursors, thus demonstrating
that the rate of MCM loading is crucial for correct organism development [163]. These observations
suggest that hematopoietic progenitors are exceptionally sensitive to replication stress, and that they
must license an excess of origins to ensure their correct differentiation and function.

Intriguingly, aging hematopoietic stem cells suffer from replication stress even in wild-type mice.
This might be due to the fact that old stem cells have reduced expression of MCM complex proteins,
resulting in reduced numbers of dormant origins and, as a consequence, more chromosome instability
and cell-cycle defects [172].

4.3. Consequences of Limited Licensing and Firing in Humans

A mutation in the Mcm4 gene, which results in a truncated form of this protein lacking the N-terminal
serine/threonine-rich domain, was identified in a group of patients with a syndrome including growth
delay, natural killer cell deficiency, adrenal insufficiency, and genome instability [173–175]. This
truncated form of MCM4 does not affect MCM complex loading [174]. Nevertheless, immortalized
fibroblasts from these patients have a high level of chromosome breakage and defects in cell-cycle
progression, and they are sensitive to low doses of APH [174], suggesting that the N-terminal amino
acids of MCM4 protein are involved in the maintenance of genome integrity during replication.
Further studies will be necessary to elucidate the mechanism via which normal MCM4 ensures genome
maintenance. One possibility is the role of MCM4 phosphorylation in the checkpoint response, where
it was shown that the N-terminal domain of MCM4 has a crucial role. In unperturbed replication,
this domain exerts an inhibitory effect on replication initiation, and this inhibitory effect is relieved
upon its phosphorylation by DDK. However, in the context of replication stress, this N-terminal
phosphorylation by DDK becomes a prerequisite for proper checkpoint activation [176].

Another disease that appears to involve defective replication origin licensing is Meier–Gorlin
syndrome (MGS), an autosomal recessive primordial dwarfism syndrome characterized by pre- and
post-natal impaired growth. Several studies identified marked locus heterogeneity in this syndrome
including mutations in five genes encoding components of the Pre-RC: Orc1, Orc4, Orc6, Cdt1, and
Cdc6 [177,178]. The molecular and cellular phenotypes include impaired licensing, altered S phase
progression, and proliferation defects, which partially overlap with the phenotypes due to MCM
mutations, except for chromosomal instability, and an increased predisposition to cancer. Nonetheless,
MGS mutations in Orc1 and Orc6 can cause quite a significant reduction in MCM loading and
replication origin licensing [177,179,180].

Mice and human phenotypes caused by mutations in the licensing system illustrate our limited
understanding of what happens to cells when the DNA replication program is compromised.
For example, the threshold value for the number of licensed origins needed to activate the licensing
checkpoint is still not known, nor whether this value varies between cell types.

5. Conclusion and Prospects

Dormant origins are now recognized as an important safeguard against under-replication of the
genome, thus ensuring genome maintenance. Activation of dormant origins plays a central role in
the rescue of stalled forks in the context of replicative stress, contributing to the complete replication
of the DNA. The interactions between dormant origins and other fork restart mechanisms (such as
TLS) are mostly unknown, even though some links with DNA damage checkpoint or FA pathways are
becoming evident. What determines whether the cell activates dormant origins or induces these other
mechanisms in response to fork stalling still remains to be investigated.

How replicon clusters are activated at the molecular level remains unclear, although we know that
origin activation is regulated by both Chk1 and CDKs. The RIF1 protein might be the most interesting
factor in this process since it is present both at the replication fork and at replication origins, where it
plays a role in the DNA damage response, as well as in replication timing.
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The study that found a direct correlation between origin activation and chromatin loop size [62]
also reported that origins located near the anchorage sites of chromatin loops are preferentially
activated in the S phase of the following cell generation (Figure 4). This suggests that cells respond to
changes in fork dynamics by adapting origin usage in the next cell cycle, in addition to their rapid
response of origin activation. It appears that cells can adapt to grow under conditions of fork slowing
by increasing the efficiency of some origins that are usually dormant in normal growth conditions.

Perhaps most exciting is the prospect that the regulation of dormant origins might be different
in cancer cells to that in normal cells. MCM complex proteins are often misregulated at the early
stage of cancer [18,181,182], and tumor cells are more sensitive to replicative stress when they have
a reduced origin licensing capacity [183]. Mice hypomorphic for Mcm gene expression demonstrate
the real importance of dormant origins, but any link with spontaneous cancer development remains
to be determined to see whether this information can be useful to deal with anti-cancer molecules
more accurately.

 

Figure 4. Summary diagram showing the importance of dormant origin activation in response to
replicative stress. During normal replication, only the principal origin is activated. If there is no
replicative stress, this same principal origin is also activated in the next S phase. Under conditions of
mild replicative stress, adjacent or dormant origins fire to compensate for fork slowing and to allow
complete replication on time. Many proteins (ATR/Chk1, mannose receptor C-type 1 (Mrc1)/Claspin,
Fanconi anemia complementation group 1 (FANCI)/ Fanconi anemia complementation group D2
(FANCD2), and Rap1-interacting factor 1 (RIF1)) are thought to be involved in the regulation of
dormant origins under mild replicative stress. RIF1 and Cohesin are two good candidates to explain
the persistence of some origin activation in the next S phase. Finally, when cells have few origins or
a deficiency in dormant origins, replicative stress leads inevitably to fork stalling, DNA breaks, and
genomic instability with a consequent risk of tumorigenesis.
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Abbreviations

53BP1 p53-Binding protein 1
APH Aphidicolin
ATM Ataxia telangiectasia mutated
ATR Ataxia telangiectasia and Rad3-related protein
BLM Bloom syndrome RecQ like helicase
BRCA2 Breast cancer 2
Cdc45 Cell division cycle protein 45
Cdc6/7 Cell division cycle 6/7
CDK Cyclin-dependent kinase
Cdt1 Chromatin licensing and DNA replication factor 1
CFS Common fragile site
Chk1 Checkpoint kinase 1
Chk2 Checkpoint kinase 2
CHO Chinese hamster ovary
c-Myc Myelocytomatosis
DDK Dbf4-dependent kinase
DNA Deoxyribonucleic acid
dNTP Deoxyribonucleotides
ERFS Early-replicating fragile site
FANCI/D2 Fanconi anemia complementation group I/D2
FISH Fluorescence in situ hybridization
GINS Go-ichi-ni-san
HR Homologous recombination
HRAS Harvey rat sarcoma
HU Hydroxyurea
ICL Interstrand cross-link
MCM Minichromosome maintenance
MGS Meier–Glorin syndrome
MMEJ Micro-homology mediated end-joining
Mrc1 Mannose receptor C-type 1
NHEJ Non-homologous end-joining
ODP Origin decision point
ORC Origin recognition complex
PCNA Proliferating cell nuclear antigen
Pre-IC Pre-initiation complex
Pre-RC Pre-recognition complex
RIF1 Rap1-interacting factor 1
RNA Ribonucleic acid
RT Replication timing
SNS Short nascent strand
SVZ Sub-ventricular zone
TDP Timing decision point
TOPBP1 Topoisomerase 2-binding protein 1
TLS Translesion synthesis
TSS Transcription start sites
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Abstract: Human lung cancer H1299 (p53-null) cells often display enhanced susceptibility to
chemotherapeutics comparing to A549 (p53-wt) cells. However, little is known regarding to the
association of DNA damage-response (DDR) pathway heterogeneity with drug sensitivity in these
two cells. We investigated the DDR pathway differences between A549 and H1299 cells exposed
to 8-chloro-adenosine (8-Cl-Ado), a potential anticancer drug that can induce DNA double-strand
breaks (DSBs), and found that the hypersensitivity of H1299 cells to 8-Cl-Ado is associated with its
DSB overaccumulation. The major causes of excessive DSBs in H1299 cells are as follows: First, defect
of p53-p21 signal and phosphorylation of SMC1 increase S phase cells, where replication of DNA
containing single-strand DNA break (SSB) produces more DSBs in H1299 cells. Second, p53 defect and
no available induction of DNA repair protein p53R2 impair DNA repair activity in H1299 cells more
severely than A549 cells. Third, cleavage of PARP-1 inhibits topoisomerase I and/or topoisomerase
I-like activity of PARP-1, aggravates DNA DSBs and DNA repair mechanism impairment in H1299
cells. Together, DDR pathway heterogeneity of cancer cells is linked to cancer susceptibility to DNA
damage-based chemotherapeutics, which may provide aid in design of chemotherapy strategy to
improve treatment outcomes.

Keywords: A549 cells; H1299 cells; heterogeneity; DNA damage response; 8-chloro-adenosine

1. Introduction

The outcomes of DNA damage are diverse, depending on DNA damage types and DNA repair
systems in the cell [1]. Among various types of DNA damage, double-strand breaks (DSBs) are the
most lethal. DNA DSBs are induced by ultraviolet, ionizing radiation, and genotoxic chemicals or
chemotherapeutics. DSBs can also occur upon replication of DNA containing single-strand breaks
(SSBs) [1,2]. DNA damage triggers cell-cycle checkpoint and DNA repair mechanisms, which allow
cells to repair damage. Defects in DNA repair result in genomic instability linked to increased risk
of tumorigenesis [3]. On the other hand, DNA repair components of cancers can be targets for
chemotherapy [4].

Central to the detection of DNA lesions is ATM (ataxia-telangiectasia mutated) and ATR
(ATM- and Rad3-related) kinases, which get recruited to DNA damage sites and initiate DNA
damage response (DDR). In the DSB-response cascade, ATM and ATR phosphorylate histone H2AX at
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Ser139 (γH2AX). γH2AX forms nuclear foci in the DNA domains next to the DSB over a megadalton
distance and recruits DNA damage responsive proteins to integrate cell-cycle checkpoints and repair
pathways in cells [1–5]. Meanwhile, ATM and ATR phosphorylate downstream kinases CHK2
and CHK1. ATM/CHK2- and ATR/CHK1-controlled checkpoints transiently arrest cells in G1,
S or G2/M phases [2]. Arrest in G1, the dominant checkpoint response to DSBs, is mediated via p53.
Activation of ATM/CHK2 and ATR/CHK1 leads to modification and stabilization of p53 protein [6].
The tumor suppressor p53 encoded by the TP53 gene transcribes downstream genes (e.g., p21CIPI/WAF1,
p53R2, Gadd45, etc.), initiating DNA repair, growth arrest, senescence, and/or apoptosis [7–9].

Poly(ADP-ribose) polymerases (PARPs) are implicated in the regulation of chromatin structure,
DNA replication, transcription and repair. PARP-1, a major member of PARP family, is activated by
DNA strand breaks and involved in DNA repair such as homologous recombination (HR)-mediated
SSB repair during replication and nonhomologous end joining (NHEJ)-mediated DSB repair in G1 [10].
Deficiency of PARP-1 leads to increased sensitivities of cells to DNA damage [11].

Cells with different single-gene depletion display distinctive sensitivity to chemotherapeutics [12].
Likewise, human non-small-cell lung cancer (NSCLC) H1299 (p53-null) cell is more sensitive to
curcumin than A549 (p53-wt) cells [13]. In that work, the apoptotic molecules p53, bcl-2, and
bcl-XL were examined, however, less is known about the link between DDR pathway heterogeneity
and susceptibility to DNA damage in the two cancer cells. Our previous work has revealed that
H1299 cells are more susceptible than A549 when exposed to 8-chloro-adenosine (8-Cl-Ado) [14],
a potential anticancer drug currently in a phase I clinical trial for treatment of chronic lymphocytic
leukemia. 8-Cl-Ado inhibits tumor cell proliferation and induces apoptosis by inhibiting DNA and
RNA syntheses [15–17]. We have previously shown that 8-Cl-Ado induces DNA DSBs in human
myelocytic leukemia K562 cell [18]. Since p53-dependent G1 arrest is critical to DNA repair, we are
therefore concerned about the role of p53 in 8-Cl-Ado-induced DNA DSB response in p53-wt A549
and p53-null H1299 cells. We suppose that the heterogeneity of DNA DSB signal pathways in
those cells might be linked to distinctive sensitivity to chemotherapeutics. To test this hypothesis,
we comparatively investigated 8-Cl-Ado-induced DDR in A549 and H1299 cells and demonstrated that
different accumulation of DNA DSBs and heterogeneity of DDR pathways determine their distinctive
susceptibilities to 8-Cl-Ado, which may provide aid in the design of future chemotherapy strategies to
improve treatment outcomes.

2. Results

2.1. H1299 Cells Are More Sensitive to 8-Cl-Ado-Induced Growth Inhibition and Apoptosis than A549 Cells

As shown in Figure 1A, 8-Cl-Ado (2 μM) significantly inhibited both A549 (p53-wt) and H1299
(p53-null) cell proliferation after 48 h exposure; the inhibitory rates in H1299 cells at 48, 72 and 96 h
were 57%, 75% and 81%, respectively, which were much higher than 44%, 48% and 51% inhibitory
rates in A549 at the same time points. Flow cytometry showed that more apoptotic cells (subG1/<2N)
occurred in H1299 (12.7%) than A549 (5.6%) after 48 h 8-Cl-Ado exposure (Figure 1B). Consistently,
the active caspase-3 subunits p17 and p21 from procaspase-3, a sign of apoptosis, and the p85 fragment
produced by the cleavage of caspase-3 substrate PARP-1 (115 kD) were detectable in H1299 cells after
12–24 h exposure, but a weak activation of procaspase-3 and cleavage of PARP-1 were not seen in A549
cells until 48 h after exposure (Figure 1C,D). These results suggest that H1299 cell is more sensitive to
8-Cl-Ado-induced growth inhibition and apoptosis than A549.
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Figure 1. Effects of 8-Cl-Ado on cell growth and apoptosis. A549 and H1299 cells were exposed
to 2 μM 8-Cl-Ado for indicated hours. (A) Cell proliferation was evaluated with MTT assay
(see materials and methods). Data represent mean ± SD (n = 3); (B) cells exposed to 8-Cl-Ado
for 48 h were stained with propidium iodide whose signal was measured by FACScan. Apoptotic cells
(subG1/<2N) were assayed by the computer program CELLQuest. Data are representative of three
independent experiments; (C) a representative Western blotting for Procaspase-3 activation and PARP-1
cleavage in 8-Cl-Ado-exposed cells. β-Actin as a loading control; (D) relative levels of Procaspase-3,
Procaspase-3-cleaved fragments (p21 and p17), PARP-1 (p115) and its cleaved product (p85) in Western
blotting. The blots were screened/quantified with the software Quantity One (Bio Rad) and normalized
against β-Actin level, and the ratio of target protein to Actin from control (0 h exposure) cells was
designated as “1” (100%). Data represent mean ± SD (n = 3). * p < 0.05; ** p < 0.01; *** p < 0.001.

2.2. 8-Cl-Ado Diminishes PARP-1-Associated TOPO I Activity and p53R2 Expression in H1299 Cells More
Greatly than A549 Cells

Since PARP-1 can stimulate topoisomerase I (TOPO I)-like activity [11,19] that can relax negatively
supercoiled DNA and convert it to a relaxed form, we performed DNA relaxation assays to examine
the effect of PARP-1 cleavage on TOPO I-like activities in A549 and H1299 cells. In these assays,
supercoiled pUC19 plasmid DNA was used as substrate and incubated with nuclear extracts (NE)
from 8-Cl-Ado-treated or untreated cells. In the reactions containing NE from untreated A549 and
H1299 cells, the ratio of supercoiled DNA to relaxed DNA approximates to zero (Figure 2A, lane 2),
indicating that nearly all supercoiled DNA was transformed into relaxed DNA and high constitutive
activities of TOPO I was present in the 8-Cl-Ado-untreated nuclei. Inhibition of TOPO I activities in the
NE from 8-Cl-Ado-treated A549 and H1299 cells was evidenced by the partially remnant supercoiled
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DNA. Notably, the remnant of supercoiled DNA (2.30, the ratio of supercoiled DNA to relaxed DNA)
in exposed-H1299 NE was much more than that (0.15) in exposed-A549 NE (lane 3); in other words,
the inhibitory TOPO I activity in exposed H1299 cells was 15-fold of exposed A549 cells. The inhibition
of TOPO I-like activities in exposed cells was attributed at least in part to suppressing PARP-1, because
inhibitory TOPO I was detectable when added the specific PARP inhibitor 3-aminobenzamide (3-AB)
to unexposed NE (Figure 2A, lane 4). These results support the notion that PARP-1 is functionally
associated with TOPO I activity [19,20]. These data also indicate that based on the disruption of PARP-1
by caspase-3 (Figure 1C), TOPO I-like activity in p53-null H1299 cells is lost much more than p53-wt
A549 cells during 8-Cl-Ado exposure.

Figure 2. Effects of 8-Cl-Ado on DNA relaxation and on p53, p21 and p53R2 expression. (A) A549 and
H1299 cells were exposed to 2 μM 8-Cl-Ado for 48 h, and nuclear extracts (NE) were prepared.
Relaxation activities in NE were tested by incubating with supercoiled pUC19 DNA in the reaction
conditions as indicated on the top. After ethanol precipitated, extracted DNA samples were subjected to
1% agarose gel electrophoresis. The pUC19 DNA is used as markers for supercoiled and relaxed DNA;
(B,C) Western blotting for p53, p21 and p53R2 expression. β-Actin as a loading control. The numbers
below the blots and histograms in lower panels show the relative levels of p53, p21 and p53R2 in
Western blotting. The ratio of target protein/Actin from control cells was designated as “1”. * p < 0.05;
** p < 0.01; *** p < 0.001.

Next, we tested expression of p53/TP53 and its targets p21 and p53R2 in both cells. As expected,
following S15-phosphorylation of TP53 and its accumulation (Figure 2B, upper and middle panels),
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the level of TP53-dependent p21 protein was greatly increased (Figure 2B upper and lower panels)
in A549 within 12–48 h after 8-Cl-Ado exposure. In H1299 cells, however, TP53-independent
p21 was significantly increased only after 48 h exposure (Figure 2B, upper and lower panels),
because H1299 is TP53-null. The levels of p53R2 were greatly stimulated in A549 but a constitutive
p53R2 was downregulated in H1299 upon drug exposure (Figure 2C). These results indicate that
p53-dependent p21 and p53R2 expression in A549 cells are more active than that in H1299 cells under
8-Cl-Ado exposure.

2.3. 8-Cl-Ado Induces More Accumulation of DSBs in H1299 Cells than in A549 Cells

DNA DSBs can arise from replication of DNA containing single-strand breaks (SSBs) [1,2].
Moreover, inhibition of TOPO I activity induces SSBs [20], and p53R2 participates urgent DNA
repair [8]. To investigate if loss of TOPO I-like activity and downregulation of p53R2 may promote
8-Cl-Ado-induced DSBs in H1299, comet assays were employed to test accumulation of DSBs in both
cells under the condition of exposure to 2 μM 8-Cl-Ado for 0, 12, 24 and 48 h (Figure 3A–C) or to
increased concentration of 8-Cl-Ado (0, 0.2, 2 and 10 μM) for 48 h (Figure 3D–F). The percentage of
DNA tail area (“TA”) to DNA whole area (“WA”) (Figure 3B,E), and DNA tail length (Figure 3C,F) in
both exposed cells were increased in a time- (Figure 3B,C) and dose-dependent (Figure 3E,F) manner.
In the time-dependent effects, the percentages of “TA” to “WA” at 24 and 48 h were 20.9% and 36.6%
in A549 cells, whereas 34.8% and 52.2% in H1299 cells, respectively (Figure 3B). In the dose-dependent
effects, the percentages of “TA” to “WA” under 2 μM and 10 μM 8-Cl-Ado exposure were 19.4%
and 31.8% in A549 cells, while 34.4% and 52.9% in H1299 cells (Figure 3E). The average tail lengths
were 30 ± 3 μm in A549 cells and 55 ± 5 μm in H1299 cells when exposed to 2 μM 8-Cl-Ado for
48 h (Figure 3C), and 39 ± 4 μm in A549 cells but 73 ± 6 μm in H1299 cells when exposed to 10 μM
8-Cl-Ado for 48 h (Figure 3F). More accumulation of DSBs in H1299 cells than in A549 cells was also
quantitatively evaluated by Western blotting for γ-H2AX expression (Figure 4A–D). These results
indicate that 8-Cl-Ado induced more DSB accumulation in H1299 cells than A549, which should be
related at least partly to the inhibition of TOPO I-like activity and p53R2 expression.

Figure 3. Comet assays for 8-Cl-Ado-induced double-strand breaks (DSBs). (A) A typical representation
of time-dependent comet assays. A549 and H1299 cells were exposed to 2 μM 8-Cl-Ado for indicated
hours. DSBs were evaluated by the percentage of DNA tail area in whole DNA area (B) and by comet
tail length (C); (D) a representative dose-dependent comet assays. Cells were exposed to increased
8-Cl-Ado for 48 h; (E) the percentage of DNA tail area in whole DNA area; and (F) the comet tail length.
Data represent mean ± SD (n = 3). The percentage of comet tail area and tail length was analyzed in at
least 50 cells each slide. * p < 0.05; ** p < 0.01.
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Figure 4. Western blotting and immunocytochemistry for γ-H2AX expression in A549 and H1299 cells.
(A) Cells were exposed to 2 μM 8-Cl-Ado for 0, 6, 12, 24 and 48 h. Western blotting was performed
with specific antibody. β-Actin as a loading control; (B) histograms showing the relative levels of
γ-H2AX in (A) experiments. The ratio of γ-H2AX to Actin at 0 h is normalized to “1”. Data represent
mean ± SD (n = 3); (C) cells were exposed to 8-Cl-Ado at the indicated concentrations for 48 h, and
Western blotting was performed for a dose-dependent increase of γ-H2AX; (D) histograms showing
the relative levels of γ-H2AX in (C) experiments. * p < 0.05; ** p < 0.01; *** p < 0.001.

2.4. Defect in p53-p21 Signal in H1299 Cells Leads to Increased S Subpopulation upon DSBs

We first examined cell cycle checkpoint signals in DDR. Phospho-ATM-S1981 was significantly
increased within 48 h upon 8-Cl-Ado exposure in both cells (Figure 5A). Following ATM activation,
phospho-CHK1-S345 and phospho-CHK2-T68 were increased within 6–48 h in both H1299 and A549
cells. It seemed that CHK1 phosphorylation dominantly occupied in H1299 cells, whereas CHK2
phosphorylation predominated in A549 cells. This difference between the two cells presumably is
attributable to more SSBs induced by TOPO I inhibition in H1299 cells.

After 48 h exposure, A549 cells increased G1 subpopulation from 65 (control) to 84% but decreased
S phase cells sharply from 23 to 7% and had no significant changes in G2/M cells (from 10 to 9%),
while H1299 cells increased G1 phase cells from 47 to 52%, decreased S phase cells from 28 to 23%, and
still remained 22% G2/M cells (Figure 5B). Alternatively, the percentages of S phase and G2/M phase
cells in 48 h-exposed H1299 cells are threefold and twofold as much as in exposed A549, respectively,
indicating that even in the presence of DSBs, H1299 cells had more cells entering into S and G2/M
phases. Not surprisingly, induction of p21 followed after p53 phosphorylation/accumulation in
exposed A549 cells, but no marked increase until 48 h in exposed H1299 cells (Figure 2B). Following
silence of p53 by RNA interference (RNAi) in A549 cells (Figure 5C, left panel) or over-expressed p53 in
H1299 cells (Figure 5C, right panel), p21 was down- or upregulated (Figure 5C). Similar G1, S and G2/M
subpopulations occurred in p53-silenced A549 (Figure 5D, left panel) and p53-overexpressed H1299
(Figure 5D, right panel) under exposed and unexposed conditions; it was much the same of G1,
S and G2/M subpopulations in unexposed A549 and p53-overexpressed H1299 cells, but a little
difference between them under exposed condition, probably due to over-expressing of exogenous p53.
At any rate, these results indicate that p21 increases G1 phase but restricts S and G2/M phase cells.
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Together, defect in p53-p21 signal leads to more serious impairment of G1 checkpoint and to more
S phase cell accumulation in H1299 cells than in A549 cells during DDR.

Figure 5. Signal pathways and cell-cycle progression in DDR (DNA damage response). (A) A549
and H1299 cells were exposed to 2 μM 8-Cl-Ado for indicated hours, and Western blotting was
performed for components of signal-transduction pathways. The relative levels of target proteins
were normalized against β-Actin; (B) cell-cycle analysis. Cells were exposed to 2 μM 8-Cl-Ado
for 48 h. After harvested and fixed, cells were stained with propidium iodide (PI); PI signal was
measured by FACScan. G1, G2/M and S populations in the cell-cycle were analyzed by computer
programs. Data present ± SD (n = 3). * p < 0.05; (C) Western blotting for p53 and p21 in p53-silenced
A549 and p53-overexpressed H1299 cells. Cells were transiently transfected with pSUPER-basic
(control), pSUPER-p53 (for silencing TP53), or p53-WT expression plasmid for 48 h and exposed to
8-Cl-Ado for additional 48 h, followed by Western blotting. The relative levels of target proteins were
normalized against β-Actin; (D) G1 and G2/M and S subpopulations in p53-silenced A549 cells and
p53-overexpressed H1299 cells.

2.5. 8-Cl-Ado-Induced More Accumulation of DSBs in H1299 Is Associated with DNA Replication in S Phase

DNA DSBs interfere with DNA replication [1]. We thus compared DNA synthesis in both cells
using BrdU incorporation. In consistence with the results shown in Figure 5B, more BrdU-labeled S
and G2 cells in H1299 cells than A549 cells were detectable after 24 h 8-Cl-Ado-exposure (Figure 6).
DNA synthesis was continually decreased in H1299 cells within 12–48 h of exposure, but only seen
at earlier steps (<24 h) in A549 cells (Figure 6A). The percentages of BrdU-incorporated S cells in
A549 cells after 0, 12, 24 and 48 h exposure were 44.6%, 38.2%, 28.7% and 32.5%; in other words,
DNA synthesis was continually decreased before 24 h but became increased by 48 h, indicating that
DNA repair capability initiates a little recovery within 24–48 h. In H1299, however, the percentages
of BrdU positive S cells at the same time-points were 54.9%, 48.2%, 46.7% and 38.7%, respectively.
Importantly, the BrdU-incorporated rates at 24 and 48 h in H1299 were significantly higher thanA549
(Figure 6B). The continual drops of BrdU-incorporated S cells in H1299 cells suggest that DNA damage
remains at all times and the repair capability is unrecovered, probably due to p53 defect and p53R2
reduction. In addition, more DNA synthesis in S phase may result in more DSBs in H1299 cells.
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Figure 6. BrdU incorporation into 8-Cl-Ado-exposed A549 and H1299. After exposed to 2 μM 8-Cl-Ado
for indicated hours, cells were pulsed with BrdU prior to harvest. After DNase treatment, cells were
stained with fluorescein isothiocyanate (FITC)-conjugated anti-BrdU antibody, followed by flow
cytometry with FACS Diva software (BD Biosciences, San Jose, CA, USA). (A) A representative
flow cytometry analysis of BrdU-positive cells. S, G1 (2N) and G2/M (4N) cells are indicated;
(B) histograms showing the percentage of BrdU-positive S cells in flow cytometry experiments.
Data represent mean ± SD (n = 3).

2.6. DNA Damage Response Proteins Are Time-Differentially Mobilized in H1299 and A549 Cells
during DSBs

To check the difference between DNA repair pathways in H1299 and A549 cells, Western blot
was performed to determine the expression of DNA repair factors and enzymes. As shown in
Figure 7, the expression and phosphorylation/activation of ATM, BRCA1 and SMC1 in DDR presented
similar dynamics in both cells (Figure 7B,C), while the expression dynamics of PARP-1, TOPO I,
NBS1/phospho-NBS1 displayed differently in both cells. Obvious cleavage of PARP-1 was observed
again in H1299 rather than A549 cells within 12–48 h after 8-Cl-Ado exposure (Figure 7A, also see
Figure 1C,D). Following PARP-1 cleavage, TOPO I was greatly downregulated at the same time-points
in H1299 cells, but only a little drop by 48 h in A549 cells. The phosphorylation of NBS1 at Ser343 in
H1299 was earlier and stronger than A549 (Figure 7C).
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Figure 7. Western blotting for PARP-1, TOPO I and DNA responsive proteins in DDR. A549 and
H1299 were exposed to 2 μM 8-Cl-Ado for the indicated hours. The γ-H2AX, PARP-1 and TOPO I (A),
SMC1 (B), ATM, BRCA1 and NBS1 and their modifications (C) were analyzed by Western blotting with
specific antibodies. Also see Figure S1 for BRCA1/pBRCA1 full blots of A549 cells in (C). β-Actin as
a loading control. The ratio of target protein/Actin from control cells was designated as “1”.

3. Discussion

Computational biology study reveals that intratumor signaling heterogeneity or pathway
dysregulation is associated to clinical outcome of cancers [21]. The DDR signal pathway is composed
of a cell cycle checkpoint and DNA repair mechanisms that maintain genomic stability in normal
cells and can also serve as targets for cancer chemotherapy. Our hypothesis that the signaling
pathway heterogeneity of cellular response to DSBs might determine chemotherapeutic sensitivity
of cancer cells is evidenced in this study, and our major finding is that cancer cells (e.g., H1299)
lacking ATM-CHK2-p53-p21 mediated G1 checkpoint and p53-dependent DNA repair are much
more sensitive to chemotherapeutics. In other words, p53-p21 signal may at least in part protect
p53-wt cancer cells (e.g., A549) from DNA damage stress. Our finding support the notion that p53
signaling suppresses apoptosis following genotoxic stress, facilitating repair of genomic injury under
physiological conditions but having the potential to promote tumor regrowth in response to cancer
chemotherapy [22].

Initial studies of cellular response to anticancer drugs suggested that p53-dependent apoptosis
was the common mechanism of cancer chemotherapy. Subsequent work on p53-null cells and
animal models, however, argued that genotoxic agents could also induce significant cytotoxicity
in a p53-independent manner [23–25]. Indeed, p53-null H1299 cells were more sensitive to
p53-independent apoptosis than p53-wt A549 cells when exposed to curcumin [13], which inhibits
cell cycle and cell survival by inducing DNA damage [26]. Similarly, we found that H1299 cells were
more sensitive to 8-Cl-Ado-inducd growth inhibition and apoptosis than A549 cells [14] (also see
Figure 1A,B). It seemed that hypersemsitivity of H1299 was linked to 8-Cl-Ado induced DSBs, because
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8-Cl-Ado induced more severe DSBs in H1299 than A549 (Figures 3 and 4). Several reasons may
account for more extensive and severe DSBs in H1299 than A549 cells.

First, p53-p21 signal deficiency and S cell accumulation by SMC1 activation presumably
contributes to more DSBs in H1299 cells than A549 cells. After detection of DSBs by ATM,
p53 is phosphorylated/activated and arrests cells in G1 via activating p21 gene expression [6–8].
p53-induced p21 not only induces G1 arrest but inhibits DNA replication without interfering with
DNA repair through binding to the replication/repair factor PCNA [27] and PARP-1 [28] in DDR.
We found that in A549 cells, the p21 protein was rapidly up-regulated following p53 activation
and strictly arrested most cells in G1 phase upon DSBs, while p53-null H1299 cells had a delayed
induction of p21 only by 48 h, leading to G1 checkpoint loss and more S cell accumulation (Figure 5).
Also, more S cell accumulation in H1299 might be attributed to SMC1 phosphorylation, because
phosphorylation of SMC1 at Ser957 is required for intra-S checkpoint [29,30]. During DDR, SMC1 is
phosphorylated by ATM/ATR in the presence of BRCA1 and NBS1 [31]. Activating intra-S checkpoint
and inhibiting TOPO I can increase DSBs [20,22], which arise from replication of DNA containing
SSBs [1,2]. We did find stronger inhibition of TOPO I (Figures 2A and 7A) and activation of SMC1
followed by BRCA1 and NBS1 activation at 24 h after 8-Cl-Ado exposure in H1299 cells (Figure 7C), and
more accumulation of S (BrdU positive) cells in H1299 (Figures 5B and 6). The S cells with uncovered
capability of DNA synthesis are particularly vulnerable to DNA damage, which may cause replication
stress, then replication-stress-induced DSBs. Previous notion [29–31] and our data can explain why
more DSBs occur in H1299 than A549.

Second, defects of p53 and p53-dependent DNA repair capability are associated with more
DNA DSBs and apoptosis in H1299 than A549. DNA DSB is repaired by NHEJ in G1 phase and
HR in late S and G2 [1–5]. The p53 protein guards genomic stability through direct or indirect roles
in DNA repair. For instance, p53 modulates Holliday Junctions and broken end reconnecting and
annealing in HR repair [4]. The protein can also interact with repair proteins such as replication protein
A (RPA), Rad51 and Rad52 to promote HR repair [32]. In addition to p21, p53 as a transcription
factor can also promote controlling DNA repair gene expression, such as BRCA1, p53R2, GADD45
and PCNA. For instance, p53 can transcriptionally activate BRCA1 expression [7], and in turn,
ATM-phosphorylated BRCA1 interacts with and enhances p53 transactivation function [6,7,32].
BRCA1 selectively co-activates p53-dependent genes such as p21 and p53R2 [8,33] targeting DNA repair
and cell cycle arrest but not apoptosis [34]. This is because that p21-PCNA interaction inhibits DNA
replication [27]; p21 association with PARP-1 blocks replication fork progression [28]; p53-dependent
p21 can also bind procaspase-3 to protect cells from apoptosis [34]. Moreover, p53-induced p53R2
supplies dNTPs for urgent DNA repair during G1 and G2 arrests [8,33]. In our case, p53R2 as a direct
target for p53 was strongly induced in A549 cells (Figure 2C), which might promote the capability
of DNA repair and could be associated with a lesser increase of DSBs in A549 cells than H1299 cells.
In addition, transcription factor E2F1 promotes G1/S transition and induces apoptosis by controlling
target gene expression [35]. We have previously shown that E2F1 is induced in H1299 cells during
DDR [36,37]. E2F1 may therefore counteract p21-inhibited G1/S transition, promoting S phase cells
and apoptosis in H1299 cells. However, E2F1 cannot achieve that in A549 cells, because p53 may
counteract E2F1 effect by association with it [38]. Contrarily, the early nucleolar accumulation of E2F1
may release p53 function [36] to activate p21 and p53R2 genes and p53-dependent DNA repair in A549
cells. Indeed, A549 cells displayed a partial capability of recovering DNA replication at late time of
8-Cl-Ado exposure, but H1299 cells could not (Figure 6). All above-mentioned can explain more G1
cells and less DNA DSBs in A549 cells, but more S phase cells and DSBs in H1299 cells.

Third, loss of PARP-1 activity by caspase-3 cleavage is linked to more accumulation of DNA DSBs
in H1299 than A549. PARP-1 is activated by DNA strand breaks and functions as a positive regulator
in DNA repair. PARP-1 mediates DSB end-joining in mammalian cells, which may complement
the DNA-PK/XRCC4/ligase IV-dependent NHJE [39]. PARP-1-mediated DSB end-joining depends
on its interaction with repair proteins, by which PARP-1 recruits repair proteins/enzymes to DSB
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sites [10]. Contrarily, the small cleaved fragment (24-kDa) from PARP-1 blocks the access of repair
proteins/enzymes to DSBs [40], indicating that PARP-1 cleavage impairs its capability of recruiting
repair proteins/enzymes. Moreover, PARP-1 can stimulate the activity of DNA-PK for NHJE in G1 [10].
In addition, PARP1 is required for rapid recruitment of MRE11 and NBS1 at DSB sites during HR
repair in S phase [41]. Therefore, deficiency of PARP-1 may increase sensitivities of cells to DNA
damage agents [10]. Also, PARP-1 can promote TOPO I and TOPO I-like activity [11,19] and reactivate
stalled TOPO I activity [42], therefore loss of PARP1 may decrease DNA repair capability and increases
SSBs and SSB-containing DNA replication-mediated DSBs. We thus conclude that loss of PARP-1 by
caspase-3 cleavage is accounted for more DSBs in H1299 than A549. Our data suggest that inhibition of
PARP-1 as well as TOPO I may sensitize cancer cells to chemotherapeutic agents in certain situations.

p53 (TP53) acts as a tumor suppressor by orchestrating various signaling pathways, in which
the activity of p53 involves several positive and negative feedback loops that determine the cell fates
through cell cycle arrest, DNA repair or apoptosis [43]. Growing evidence suggests that p53 can act
as a tumor suppressor via p53-microRNA loops. Genome-wide screen for microRNAs revealed that
many TP53 targeted miRNAs including miR-34a have been implicated in p53-mediated apoptosis
during DDR [44]. Most recently, a study showed a positive p53/Wip1/miR-16 feedback loop for G1/S
checkpoint during DNA damage [45]. Therefore, we cannot exclude the participation of p53 and
microRNA feedback loops in 8-Cl-Ado-induced DSB response in A549, which might contribute to
differential sensitivities of A549 and H1299 cells to the drug.

In summary, we tested our hypothesis that more extensive and severe DNA damage was linked
to higher sensitivity of H1299 to 8-Cl-Ado treatment, whereas less DNA damage was linked to lower
sensitivity of A549. We have clarified the major causes of more extensive DSBs in H1299 cells. Together,
the heterogeneity of DDR signaling pathways determines the sensitivity of cancer cells to DNA
damage-based chemotherapeutics. Notably, we comparatively investigated the effects of 8-Cl-Ado
on NSCLC H1299 and A549 cells, whether our finding is suited to other genotoxic agents and cancer
cells remains to be clarified. In addition, we examined only some of the key molecular components of
the DDR signaling pathways; gene chip analysis is needed for detailed knowledge of the condition in
the future.

4. Materials and Methods

4.1. Cell Culture and Treatment

Human lung cancer A549 (p53-wt) and H1299 (p53-null) cells from ATCC (Manassas, VA, USA)
were cultured in Dulbecco minimum essential medium (DMEM, Gibco, Grand Island, NY, USA)
supplemented with 10% fetal bovine serum (Gibco, Grand Island, NY, USA), 100 U/mL penicillin
and 100 mg/mL streptomycin, and grown at 37 ◦C with 5% CO2. 8-Chloro-adenosine (8-Cl-Ado)
(the State Key Laboratory for Natural and Biomimetic Drugs, Peking University HSC, Beijing, China)
was dissolved in 0.9% NaCl solution in given concentrations.

4.2. Cell Proliferation Assay

Cells were cultured in 96-well plates (15,000 cells/0.2 mL per well). 8-Cl-Ado (2 μM)
was added to cultures, followed by incubation for given hours. Before harvest, 20 μL MTT
(3-(4,5-dimethythiazolzyl)-2,5-diphenyl tetrazolium tromide, 5 mg/mL; Sigma, St. Louis, MO, USA)
was added to each well. After incubating for 4 h, 0.2 mL dimethyl sulfoxide (DMSO) was added
to terminate reactions. Absorbance values were determined spectrophotometrically at 490 nm on
a Microplate Reader (BIO-TEK, Rockville, MA, USA).

4.3. Flow Cytometry Analysis

Typically, 1 × 106 cells were collected, washed twice in ice-cold PBS and fixed in ice-cold
70% ethanol overnight at 4 ◦C. Then cells were washed twice in ice-cold PBS and digested with
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RNase A (10 μg/mL) at 37 ◦C for 30 min. Cells were stained with 10 μg/mL of propidium iodide
(Sigma) for 3 min at room temperature before testing. DNA contents of cells (10,000 cells per
experimental group) were analyzed using computer programs CELLQuest and ModFit LT 2.0ep
for Power (Becton Dickinson, Franklin Lakes, NJ, USA). Apoptosis was assayed by the appearance
of a sub-G1 (<2N ploidy) population by the computer program CELLQuest (Becton Dickinson,
Franklin Lakes, NJ, USA).

4.4. DNA Relaxation

Reaction mixtures containing 0.4 mg pUC19 plasmid DNA (MBI Fermentas, Vilnius, Lithuania)
and 2.5 μg nuclear extracts (NE) from 8-Cl-Ado-exposed or -unexposed cells, or 5 mM
3-aminobenzamide (PARP inhibitor) in 20 μL relaxation buffer (50 mM Tris-HCl, pH 8.0, 0.1 M NaCl,
5 mM MgCl2) were incubated at 37 ◦C for 30 min and stopped by adding sodium dodecyl sulphate
(SDS) and ethylenediaminetetraacetic acid (EDTA) to a final concentration of 0.1% and 10 mM,
respectively. DNA was ethanol precipitated, and subjected to electrophoresis in 1% agarose gels.
DNA was stained with 1 mg/mL ethidium bromide and visualized by ultraviolet (UV) light.

4.5. Comet Assay

As described previously [46], a 80 μL mixture containing 105 cells treated with or without 8-Cl-Ado
in 40 μL PBS, and 40 μL 1% low melting point agarose (final concentration 0.5%) was pipetted onto the
first agarose layer of the full-frosted microscope slides that were precoated with 0.5% normal melting
point agarose. After lysis for 2 h at 4 ◦C in fresh lysing solution, slides were placed in a horizontal
gel electrophoresis unit filled with fresh electrophoresis solution for 20 min. Following unwinding,
electrophoresis was performed for 20 min at 0.7 V/cm (300 mA/25 V) at 4 ◦C. After electrophoresis,
slides were neutralized twice with 0.4 M Tris buffer (pH 7.5) for 15 min. Slides were stained with
ethidium bromide for 10 min in the dark. After staining, slides were examined at 600× magnification,
and pictures were taken under fluorescence microscope (Leica, Mannheim, Germany). To score the
percentage of DNA in the tail, the image analysis system was used (Q550CW; Leica, Wetzlar, Germany).
The percentage of comet tail area (the ratio of DNA tail area to total DNA area) and comet tail length
(from the center of the DNA head to the end of the DNA tail) was analyzed in 50 cells for one slide.

4.6. Constructs and Transfection

pSUPER-p53 plasmid was constructed by ligating the annealed primers 5′-GATCCCCGA
CTCCAGTGGTAATCTACTTCAAGAGAGTAGATTACCACTGGAGTCTTTTTA-3′, 5′-AGCTTAAA
AAGACTCCAGTGGTAATCTACTCTCTTGAAGTAGATTACCACTGGAGTCGGG-3′ into the Bgl II
and Hind III sites of pSUPER-basic (OligoEngine, Seattle, WA, USA), and correct plasmid was confirmed
by direct sequencing. p53 wild-type plasmid was a gift from Dr. Bert Vogelstein (Johns Hopkins
University, Baltimore, MD, USA). Transfection was performed with Lipofectamine 2000 (Invitrogen,
Carlsbad, CA, USA) following manufacturer’s protocol.

4.7. Western Blotting

Whole-cell extracts were prepared in lysis buffer and protein concentration was determined
using the BCA Protein Assay Reagent Kit (Pierce, Rockford, IL, USA). Fifty micrograms of total
proteins were loaded onto 10–13% sodium dodecyl sulphate-polyacrylamide gel electrophoresis
(SDS-PAGE), and transferred onto nitrocellulose membranes. Membranes were incubated with primary
antibodies overnight at 4 ◦C with gentle rocking followed by horseradish peroxidase-conjugated
secondary antibody for 1 h. Chemiluminescence signals were visualized using Western blotting
luminol reagent (Santa Cruz Biotech, Santa Cruz, CA, USA) and exposed to film. The blots were
screened/quantified with the software Quantity One (Bio Rad, Hercules, CA, USA) and normalized
against β-Actin level. The target protein/Actin value obtained from control (8-Cl-Ado-exposed
for 0 h) cells was designated as “1”. Anti-p21, anti-p53, anti-p53R2, anti-phospho-p53-S15,
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anti-CHK1-S345, anti-CHK2-T68, anti-CHK1, anti-CHK2, anti-ATR, anti-phospho-ATR-S428,
anti-NBS1, anti-phospho-NBS1-S343, anti-SMC1, anti-phospho-SMC1-S699, anti-β-actin, anti-BRCA1
and anti-phospho-BRCA1-S1524 antibodies were purchased from Cell Signaling Technology;
anti-phospho-histone H2AX-S139, anti-ATM and antiphospho-ATM-S1981 were acquired from R&D
Systems Inc. (Minneapolis, MN, USA).

4.8. BrdU Incorporation Assay

As previously described [18], BrdU incorporation was performed using the fluorescein
isothiocyanate (FITC) BrdU Flow Kit (BD Pharmingen, San Diego, CA, USA), according to the
manufacturer’s instructions. After exposed to 2 μM 8-Cl-Ado, cells were pulsed with final
concentration of 10 μM BrdU for 30 min at 37 ◦C prior to harvest. Cells were washed in
cold staining buffer (1 × Dulbecco’s phosphate-buffered saline +3% FBS), fixed/permeabilized
with Cytofix/Cytoperm buffer and washed with Perm/Wash buffer (on ice). Cells were treated
with 30 μg DNase for 1 h at 37 ◦C, and stained with FITC-conjugated anti-BrdU antibody and
7-AAD. DNA contents were analyzed by a FACSCanto flow cytometer with FACSDiva software
(BD Biosciences, San Jose, CA, USA).

4.9. Statistical Analysis

The Student’s t-test and ANOVA test were used for univariate analysis. Statistical significance
was defined by a two-tailed p-value of 0.05.
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Abstract: Oxidative stress and the resulting damage to DNA are inevitable consequence of
endogenous physiological processes further amplified by cellular responses to environmental
exposures. If left unrepaired, oxidative DNA lesions can block essential processes such as
transcription and replication or can induce mutations. Emerging data also indicate that oxidative
base modifications such as 8-oxoG in gene promoters may serve as epigenetic marks, and/or provide
a platform for coordination of the initial steps of DNA repair and the assembly of the transcriptional
machinery to launch adequate gene expression alterations. Here, we briefly review the current
understanding of oxidative lesions in genome stability maintenance and regulation of basal and
inducible transcription.

Keywords: oxidative stress; DNA damage; DNA repair; replication; 8-oxoG; epigenetic; gene
expression; helicase

1. Introduction

Millions of years ago the evolution of photosynthesis provided oxygen to our planet Earth.
Subsequently living organisms not only have used oxygen in their energy production and metabolism
but also developed several protective systems in which they can deal with toxicity generated from
reactive oxygen species (ROS). To maintain a healthy status, oxidants and antioxidants should be in
equilibrium. The imbalance between oxidants production and detoxification causes oxidative stress
which is the precursor to oxidative damage to proteins, lipids, and DNA compromising their structure
and functions. This in turn can impair normal physiological functions and lead to a variety of diseases
and aging [1–3].

Oxidative damage to DNA is especially problematic since DNA cannot be resynthesized or
turned over. Reactive oxygen species, which include reagents such as superoxide anions (O2

•−),
hydrogen peroxide (H2O2), and hydroxyl radicals (•OH) can be produced from oxidative metabolism
in mitochondria and other endogenous sources such as peroxisomes and inflammatory cells [3]. Many
environmental factors have been identified as exogenous sources for ROS initiation, including but
not limited to exposures to chemicals like bisphenol A or toxins like organophosphate insecticides,
ultraviolet, and ionizing radiations [1]. The ROS can attach to DNA due to higher reactivity with strong
nucleophilic sites on nucleobases. A variety of mutagenic products, such as base modifications or base
transversions can be generated through the reactions with either the DNA bases or the deoxyribose
sugars [1]. Furthermore, oxidative damage to DNA may lead to mutations that activate oncogenes or
inactivate tumor suppressor genes as well as modification of gene expression [3].

Sequence characteristics of the DNA render certain regions of the genome more susceptible to
oxidative stress [4,5]. Mitochondrial DNA (mtDNA) is more accessible to free radical injury owing to its
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proximity to the site of O2
•− generation from the electron transport chain [6]. The production of ROS by

mitochondria leads to mtDNA damage and mutations which in turn lead to progressive mitochondrial
dysfunction and to a further increase in ROS production [7,8]. The absence of histone protection and
availability of fewer repair mechanism also makes mtDNA more susceptible to ROS damage than
the nuclear genome [6,9]. As an abundant endogenous source of DNA damage, ROS-induced stress
is widely attributed to promote catastrophic consequences for aging [2] and related diseases such as
cancer [10] and neurodegeneration [11].

Here we review how oxidative stress challenges the duplication and transmission of genetic
information by causing direct DNA damage, regulating the activity of DNA repair enzymes,
and altering basal and inducible transcription (Figure 1). We also discuss the epigenetic role of
oxidative base modifications in coordinating DNA repair and adequate gene expression changes
following oxidative stress.

Figure 1. Mechanisms of oxidative-stress-induced genetic and epigenetic alterations. Damage to
DNA bases due to oxidative stress induced from the plethora of extracellular and intracellular factors
is deleterious, leading to stalled replication forks and mutations. Mammalian cells utilize the base
excision repair (BER) pathway alone and in concert with various replication restart mechanisms to
get rid of oxidative lesions and ensure faithful duplication of genome. Genetic response to oxidative
stress involves alteration in gene expression by both the classical gene regulatory mechanisms and by
epigenetic processes. Classical gene regulation implicates transcription-factor based gene regulation
to influence gene transcription. Epigenetic mechanisms are those that do not involve changes in the
genome sequence, but rather in nuclear architecture, chromosome conformation, and histone and DNA
modifications. For example, epigenetic involvement of ROS has been attributed to oxidative conversion
of 5-mC to 5-hmC. Oxidative conversion of G to 8-oxoG at the promoter regions activates expression of
redox-regulated genes suggesting that oxidative base modification may also represent an epigenetic
mark serving as sensors of oxidative stress. Involvement of DNA repair (largely BER) in coordinating
the gene regulatory response to oxidative stress is indicated by dashed arrow.

2. Specific Oxidative Base Modifications

More than a hundred different types of base damage have been identified as products of oxidative
stress [12]. All four DNA nucleobases are susceptible to damage by ROS leading to modification of
their structure and alteration of the base-pairing properties (Table 1).
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Table 1. DNA base modifications that commonly exist after oxidative stress.

DNA Base Oxidized Base Modification

Guanine (G)

8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxoG)
8-oxoG is further oxidized to:
Spiroiminodihydantoin
Guanidinohydantoin
2,6-diamino-4-hydroxy-5 formamidopyrimidine (FapyG)

Cytosine (C) 5-hydroxy-2′-deoxycytidine (OH5C)

Adenine (A)
8-oxo-7,8-dihydro-2′-deoxyadenosine (8-oxoA)
4,6-diamino-5-formamidopyrimidine (FapyA)
2-hydroxydeoxyadenosine-5′-triphosphate (2OHA)

Thymine (T)
Thymine glycol (Tg)
5,6-dihydrothymine (DHT)
5-hydroxymethyluracil (5hmU)

Guanine (G) is the most frequently oxidized base due to its low oxidation potential. As a
result, 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxoG) is the most abundant oxidative DNA lesion
which is moderately mutagenic resulting into G:C to T:A transversion and has been associated
with cellular transformation and cancer initiation [13,14]. Structural studies showed that 8-oxoG
induces only minor distortions to the DNA helical structure that are localized near the modification
site. The base pairing preference is determined by the conformation; anti-8oxoG base pairs with
cytosine (C) whereas syn-8-oxoG functionally mimics thymine (T) and base-pairs with adenine
(A) thus giving rise to A:8-oxoG mismatches which potentially results in CG→AT transversion
mutations [15]. Replicative DNA polymerases are slowed down at 8-oxoG and insert both correct
cytosine and incorrect adenine opposite 8-oxoG, but they preferentially extend A:8-oxoG mispairs.
However, during replication events, the cells have an opportunity to utilize the translesion synthesis
(TLS) polymerases, mainly the Y-family polymerases, for rapid bypass of 8-oxoG lesion to prevent
replication fork arrest [16,17]. The 8-oxoG is also highly susceptible to further oxidative damage,
yielding the additional mutagenic base lesions spiroiminodihydantoin and guanidinohydantoin.
Oxidation of guanine also results in fragmentation of the purine imidazole ring leading to another
major oxidative lesion, 2,6-diamino-4-hydroxy-5-formamidopyrimidine (FapyG) [12,13]. Oxidation
of adenine can lead to two major products: 8-oxo-7,8-dihydro-2′-deoxyadenosine (8-oxoA) and
4,6-diamino-5-formamidopyrimidine (FapyA). A less prevalent adenine modification upon oxidative
damage is 2-hydroxydeoxyadenosine-5′-triphosphate (2OHA) [12,13].

Cytosine can be the target of oxidation only at the 5,6-double bond to form a major oxidative
product 5-hydroxy-2′-deoxycytidine (OH5C) which can be found on DNA spontaneously and after
exposure to ROS generating chemicals [12,18]. In contrast, a cytosine analogue, methylcytosine (5mC),
can be attacked by free radicals at both the 5,6-double bond and the 5-methyl group and several
oxidation products of 5mC can be generated [12,18]. Thymine base can also be attacked by free
radicals on either the 5,6-double bond or the 5-methyl group, generating various oxidative products.
Thymine glycol (Tg) is one of the most examined oxidative products generated by the ring opening
on the 5,6-double bond of thymine causing inhibition to replicative polymerases and a mutagenic
signature indicative of translesion synthesis [17]. Moreover, thymine can be oxidized to produce the
5,6-dihydrothymine (DHT) which despite being targeted for repair, does not appear to cause mutations
or cytotoxicity [18]. The free radical attack on the 5-methyl group of thymine produces numerous
oxidation products including 5-hydroxymethyluracil (5hmU) which can base pair with both adenine
and guanine, thus leading to T:A→C:G transition [19].

3. Repair of Oxidative DNA Damage

As such, cells regularly encounter a spectrum of DNA damage ranging from small non-helix
distorting lesions to bulkier adducts that cause significant structural changes to the DNA double
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helix. Base excision repair (BER) is the main repair pathway of the oxidatively generated 8-oxoG and
other non-helix disturbing lesions [14,20–23]. Base excision repair essentially involves (i) excision of a
damaged or inappropriate base by DNA glycosylase, (ii) incision of the phosphodiester backbone by
apurinic/apyrimidinic (AP) endonuclease at the resulting abasic site creating a single-strand break
(SSB), (iii) termini clean-up to permit unabated repair synthesis and/or nick ligation, (iv) gap-filling to
replace the excised nucleotide, and (v) sealing of the final, remaining nick. In addition to BER, other
DNA repair pathways including mismatch repair (MMR) and nucleotide excision repair (NER) also
contribute to minimize the genotoxic impact of oxidative base lesions as summarized recently [24].

4. Oxidative DNA Damage and Replication Stress

The repair of oxidative DNA lesions is essential to avoid stress when cells enter the replicative
phase of the cell cycle [25]. To shield the genome from oxidative damage, DNA replication in yeast
is restricted to the reductive stage of the metabolic cycle when oxygen consumption is minimal [26].
However, higher eukaryotes must deal with both physiological and pathological levels of ROS while
DNA synthesis is ongoing.

Oxidative lesions and BER intermediates interfere with replication, cause single- (SSB) and
double-strand breaks (DSB) in DNA, and lead to chromosomal aberrations [27]. Unrepaired SSBs can
stall replication machinery which may activate the error-prone damage tolerance mechanism or may
lead to fork collapse into a potentially cytotoxic DSB [28]. In addition, closely spaced oxidative lesions,
also referred to as oxidative clustered DNA lesions (OCDL), can be converted to DSBs during BER [29].

The single-strand DNA template at the replication fork is more susceptible to oxidative base
damage and strand breaks than the nonreplicating DNA [30]. Replication fork progression is blocked
by BER-initiating lesions [31] as well as by the DNA structure intermediates arising from the repair of
oxidized bases [32]. The G-rich sequences at telomeres [5] and promoters that are known to accumulate
oxidative DNA damage also display high rates of replication forks stalling [33]. One of the ways
by which cells mitigate negative impact of elevated ROS on the replicating genome is by reducing
replication fork speed [34].

Mechanisms that play key roles in the reactivation of arrested replication forks may also act as a
barrier against genetic instability triggered by the endogenous oxidative/replication stress axis [34,35].
We have recently demonstrated that RecQ like 1 (RECQL1 or RECQ1) helicase which is critical for
resetting of replication fork for resumption of normal DNA synthesis [36] is also important for BER [37].
Using live in cell-repair assays and biochemical reconstitution, we identified that RECQ1 helicase
activity and ERCC1-XPF endonuclease in cooperation with poly(ADP-ribose) polymerase (PARP1)
and Replication Protein A (RPA) mediate a novel sub-pathway of conventional long-patch BER [37].
This process is facilitated by the well-established interaction among RECQ1, PARP1, and RPA [37,38].
Although RECQ1 modulates cellular response to oxidative stress [38], whether RECQ1 is required
to sustain fork progression following oxidative stress is yet unknown. Nevertheless, physical and
functional cooperation of DNA replication and BER is emerging as a major regulatory mechanism for
preventing genomic instability [39,40].

In addition to inducing DNA damage and nucleotide pool imbalance [35], oxidative stress can
alter replication by oxidation induced inactivation of key DNA repair proteins such as RPA [41] or
by modulating the levels of Ku70 and Ku80 proteins essential for DSB repair by non-homologous
end joining [42]. Oxidative stress leads to activation of the ataxia-telangiectasia mutated (ATM)
kinase, the major sensor and regulator of the cellular response to DSBs [43]. Downstream to oxidative
stress-dependent activation, ATM protects cells from ROS accumulation by stimulating NADPH
production and promoting the synthesis of nucleotides required for the repair of DSBs [44] and a
number of other processes to promote restoration of redox homeostasis [45]. Indeed, cells defective in
DNA damage response show endogenously elevated levels of ROS [35].
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Collectively, these observations emphasize intricate mechanisms that coordinate replication
dynamics, activation of DNA damage response and DNA repair as directed by the redox status of
the cell.

5. Oxidative DNA Damage and Gene Expression Changes

Cellular response to oxidative stress involves highly regulated alteration in gene expression
which is shared with gene expression patterns observed in aging [46], cancer [47], and other
diseases [48,49]. The in vivo gene expression signature of oxidative stress suggests p53 plays an
important role and upregulation of p53 targets genes as a common response to oxidative stress across
diverse organs and species [50]. The cellular concentration of ROS appears to influence the selective
activation of transcription factors involved in signaling pathways including the nuclear factor erythroid
2-related factor 2 (Nrf2), mitogen-activated protein (MAP) kinase/AP-1, and nuclear factor-kB (NF-kB)
pathways, as well as hypoxia-inducible transcription factor 1α (HIF1A) [51]. Oxidative stress and redox
signaling may also affect gene expression by altering the functions of histones and DNA modifying
enzymes [52].

The presence of 8-oxoG in the template strand would be expected to impair transcription by
stalling of RNA pol II [53,54]; however, 8-oxoG in gene promoters is also associated with gene
activation [55,56]. Oxidation of bases may serve as critical sensors through which ROS signals are
sensed and the transcription from the redox responsive genes is regulated [52,57]. Consistent with
this, the increased level of 8-oxoG in the mtDNA of mice lacking 8-oxoguanine DNA glycosylase
(OGG1), the enzyme responsible for recognition and repair of 8-oxoG, is associated with differential
expression of genes involved in ROS-mediated signaling including pro-inflammatory genes [58].
In another study, ROS generated by tumor necrosis factor alfa (TNFα) exposure of human cells led
to OGG1 enrichment primarily at the regulatory regions of a large number of genes constituting
signal transduction pathways that modulate redox-regulated metabolic and immune responses for an
immediate global cellular response [59]. Studies from various groups have collectively suggested that
the redox levels orchestrate OGG1 to play a role either in gene transcription or in lesion repair; and the
magnitude of base lesions, predominantly of 8-oxoG, defines the fate of cells [24,60–62].

APE1 is another dual function protein involved both in the BER pathways of DNA lesions, acting
as the major apurinic/apyrimidinic endonuclease (APE), and in eukaryotic transcriptional regulation
of gene expression as a redox co-activator of several transcription factors including AP-1, HIF1-α,
and p53 [63]. APE1 plays a role in the regulation of gene expression during oxidative stress condition
by interactions via its redox-effecter factor-1 (Ref-1) domain with protein factors such as HIF1-α,
STAT3, and CBP/p300 that promote transcription [63]. Another study from Tell lab demonstrated that
APE1-dependent and BER-mediated DNA repair promotes the initiation of transcription of sirtuin 1
(SIRT1) gene upon oxidative DNA damage [64].

Although the precise mechanisms are yet unclear, recognition and binding of the oxidatively
damaged base by the repair proteins during the pre-excision step of BER facilitates the recruitment
of specific transcription factors for prompt transcriptional response [61]. Conceivably, oxidative
stress-induced gene regulation may act in concert with the repair of DNA damage to protect cells from
accumulation of oxidative damage.

6. Epigenetic Functions of Oxidative DNA Lesions

Localized formation of 8-oxoG in gene regulatory regions have been suggested to represent an
epigenetic modification serving as sensors of oxidative stress. Despite the vulnerability of guanine to
oxidation, over 70% of the promoters of human genes, including a large percentage of redox-responsive
gene promoters, contain evolutionarily conserved G-rich clusters [65]. Guanine oxidation shows strong
distributional bias in the genome with gene promoter and untranslated regions harboring greater
8-oxoG [66].
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Oxidative modification of guanine to 8-oxoG in the promoter may provide a platform for the
coordination of the initial steps of DNA repair, especially BER, and the assembly of the transcriptional
machinery to launch the prompt and preferential expression of redox-regulated genes in cells that are
responding to oxidative stress [24,57,67,68]. Indeed, the formation of 8-oxoG in the G-rich promoters
of the vascular endothelial growth factor (VEGF) [66,69], TNFα [70], and SIRT1 [64] genes can increase
transcription via the BER pathway [61,67].

Transcription of the VEGF gene is known to be regulated by a specific sequence motif in its
promoter, called the G4 motif because of its ability to form G-quadruplex (G4) DNA structure [71].
Through complementary biochemical, cellular, and genetic approaches, the Burrows lab demonstrated
that the oxidation of guanine to 8-oxoG in the G-rich promoter element of the VEGF gene facilitates
activation of transcription in a BER-dependent manner since the OGG1-null cells failed to exhibit an
increase in gene expression [67,69]. One of the suggested mechanisms is that oxidation of guanine
to 8-oxoG in the G4 motif provides a structural switch for recruitment of BER proteins such as APE1
and transcription factors such as HIF1-α to promote gene transcription [67,69]. Similar mechanisms
implicating other BER proteins and cooperating factors may operate for transcriptional activation of
other redox-regulated genes (Figure 2).

Figure 2. The influence of guanine oxidation at the promoter region on gene expression. Reactive
oxygen species (ROS) induces oxidation of guanine to 8-oxoG. Gene promoters are enriched in guanine
and sequence motifs prone to form G4 DNA structures. Formation of 8-oxoG is also shown to induce
critical topological changes in DNA structure. Binding of 8-oxoG by BER proteins may facilitate the
site-specific recruitment of specific transcription factors, chromatin remodelers and other accessory
factors (shown as ??). These factors likely work in concert to repair the oxidative base lesion (shown by
green) and activate transcription of redox-regulated genes for an adequate cellular response.

Indeed, the G4 motifs (represented by G≥3NxG≥3NxG≥3NxG≥3) are enriched in the promoter
regions of many genes [72]. Gene regulation by modulating the topological superstructures of G4
containing promoters, for example VEGF as described above and endonuclease III-like protein 1
(NTHL1) genes [67], suggest epigenetic role of 8-oxoG modification.

The regulatory and possible epigenetic roles of 8-oxoG in cells that are responding to oxidative
stress can be contrasted with a more traditional 5-methylcytosine (5mC) epigenetic modification
contributing to the regulation of gene activity during development and differentiation [73–75]. Cytosine
methylation is generally associated with repressed chromatin and inhibition of gene expression [76,77].
The methyl moiety of 5mC can be eliminated passively during DNA replication, or actively through
enzymatic DNA demethylation [78]. Base excision repair is implicated in active demethylation of
5mC in oxidation independent and dependent manner [78]. During active DNA demethylation,
for activation of genes silenced by cytosine methylation, the ten-eleven translocation (TET) proteins
oxidize 5mC in a stepwise fashion to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC),
and 5-carboxylcytosine (5caC). Both 5fC and 5caC can be recognized and excised from DNA by
thymine-DNA glycosylase (TDG) followed by subsequent filling in of unmodified cytosine by
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the BER pathway [79]. Moreover, passive elimination of 5mC is also enhanced by active DNA
demethylation [80].

Oxidative conversion of 5mC to 5hmC under oxidative stress changes the DNA methylation
pattern resulting in epigenetic alterations [73]. Enrichment of 5hmC within the gene bodies, promoters,
and transcription factor-binding regions suggest it may regulate gene expression by modulating
chromatin accessibility of the transcriptional machinery, or by inhibiting repressor binding [73]. Of note,
readers of 5hmC include several DNA glycosylases (for example, NEIL1 and NEIL3), replication factors
(RFC), helicases (for example, HELLS and RECQ1), and transcriptional repressor protein MeCP2 [76].
MeCP2 recognizes methyl-CpG and recruits co-repressor molecules to silence transcription. Oxidation
of guanine to 8-oxoG significantly inhibits MeCP2 DNA binding [81]. Proposedly, OGG1 may alleviate
the transcriptional repression by cytosine methylation [61]. By binding to 8-oxoG in the opposite
strand, OGG1 may interfere with the interaction of MeCP2 (and other proteins) with their substrates
and recruit transcriptional machinery components to activate transcription [61]. Overall this suggests
an intertwined and DNA repair-involved DNA demethylation pathway for epigenetic regulation of
gene expression.

A recent study suggested that APE1 modulates DNA methyltransferase 1 (DNMT1) expression
and consequent promoter methylation in a redox-mediated manner [82]. These observations highlight
a strong possibility that oxidative modification to DNA bases, such as in the form of 8-oxoG or oxidized
5mC serve as epigenetic mark and function in a DNA-based mechanism for gene activation.

7. Conclusions and Outlook

Cellular redox status strongly impacts genome duplication and transmission. Therefore, it is
critical to understand how ROS-induced stress affects replication dynamics and activation of DNA
damage response, and how this is coordinated with the transcriptional response for the maintenance
of genomic stability and cellular homeostasis.

The impact of oxidative stress on genetic stability through direct damage to the DNA, such
as oxidized bases or abasic sites, has been documented extensively. As the primary mechanism
counteracting oxidative stress-induced DNA lesions, the BER pathway has been well characterized.
Furthermore, activity of BER enzymes such as OGG1 is regulated in a redox-dependent manner [83,84]
as well as by posttranslational modifications [85]. The interplay between chromatin status and BER
is beginning to be unveiled [86,87], but the molecular mechanisms by which various DNA repair
proteins, chromatin remodelers, and transcription factors are targeted to specific oxidative lesions are
yet to be delineated. How chromatin remodeling influences BER of oxidative lesions and subsequent
gene expression changes remains an exciting open question.

Given the demonstrated role of G4 structures in regulation of redox-sensitive gene expression
changes [88], factors that modulate the stability of these structures are expected to play significant
roles in the process. Interestingly, binding to G4 motifs in target gene promoters and resolution
of G4 DNA structures has been suggested as a mechanism of transcriptional regulation by DNA
helicases RECQ1 [89,90], XPB, XPD [91], BLM [92], and WRN [93]. However, in vitro biochemical data
suggests that the transcriptional regulation by RECQ1 likely does not involve RECQ1 helicase-mediated
unwinding of G4 structures [94]. A potential role of RECQ1 could be to mediate, either directly or
through protein–protein interactions, repair of oxidative lesions [37,38] in the G4 motif at promoters
and elsewhere and facilitate subsequent alterations in gene expression [89,90]. An important next
step in understanding the molecular role of these helicases in the mechanisms of gene regulation is to
determine the involvement of cooperating transcriptional partners.

Collective data shows that the repair of oxidative DNA damage, a mechanism that protects
genome integrity, also serves as a proactive mechanism to ensure a prompt and adequate transcriptional
program as governed by the cellular cues such as redox status [95]. Studies with APE1 and OGG1
suggest that these DNA repair proteins can impact transcription of activator-dependent genes by
facilitating DNA repair, chromatin remodeling and assembly of transcriptional machinery at gene
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promoters, but their roles in constitutive housekeeping transcription is unclear. If 8-oxoG indeed serves
as a regulatory mark, epigenetic regulation in this case likely relies on the oxidative DNA damage,
possibly induced by the low level of endogenous ROS. If this is the case, then it will be important
to determine if the source of ROS, for example endogenous versus exogenous, by which 8-oxoG is
introduced in the genome dictates the transcriptional outcome in physiological and pathological states.

How prevalent is 8-oxoG-mediated gene regulation in the mammalian genome is unclear and
the epigenetic role of 8-oxoG is yet to be interrogated with respect to biological processes such as
differentiation, development, tumorigenesis, and metastasis. If 8-oxoG is indeed a bona fide epigenetic
mark, an additional consideration is whether oxidation of guanine to 8-oxoG is an active process.
Towards this, targeted generation of 8-oxoG in the promoter regions can be coupled with enzymatically
catalyzed oxidative demethylation of histones by the lysine demethylase (LSD1) as has been shown in
the estrogen receptor- and MYC-activated gene expression models [96,97]. It would be interesting to
determine the relationship between 5mC and 8-oxoG, and the roles of BER and other proteins.

Given the unavoidable exposure to ROS, cells seem to have evolved strategies to utilize ROS as
biological stimuli suitable for the physiological need. Oxidative base modifications, therefore, appear
to have both beneficial and deleterious functions. While higher levels of oxidative damage might
invoke the DNA repair mechanisms to remove the oxidative lesion, lower levels of oxidative damage
may serve to regulate gene expression to the degree required to maintain genomic integrity and cellular
homeostasis. The mechanism that enables cells to distinguish between “regulatory” oxidative DNA
damage from those that cause “undesirable” consequences is yet elusive. Further research is needed
to gain a more complete understanding of the molecular details of cellular and genomic context that
determine whether to lose or use these stress marks.
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Abstract: Ageing is a major risk factor for developing many neurodegenerative diseases. Cellular
senescence is a homeostatic biological process that has a key role in driving ageing. There is evidence
that senescent cells accumulate in the nervous system with ageing and neurodegenerative disease
and may predispose a person to the appearance of a neurodegenerative condition or may aggravate
its course. Research into senescence has long been hindered by its variable and cell-type specific
features and the lack of a universal marker to unequivocally detect senescent cells. Recent advances
in senescence markers and genetically modified animal models have boosted our knowledge on the
role of cellular senescence in ageing and age-related disease. The aim now is to fully elucidate its role
in neurodegeneration in order to efficiently and safely exploit cellular senescence as a therapeutic
target. Here, we review evidence of cellular senescence in neurons and glial cells and we discuss
its putative role in Alzheimer’s disease, Parkinson’s disease and multiple sclerosis and we provide,
for the first time, evidence of senescence in neurons and glia in multiple sclerosis, using the novel
GL13 lipofuscin stain as a marker of cellular senescence.

Keywords: neurodegeneration; cellular senescence; ageing; Alzheimer’s disease; multiple sclerosis;
Parkinson’s disease; lipofuscin; SenTraGorTM (GL13); senolytics

1. Ageing and Neurodegeneration

Ageing is a universal process characterized by the accumulation of biological changes that lead to
the organism’s functional decline over time. Human ageing is accompanied by a gradual build-up of
cognitive and physical impairment and an increased risk of developing numerous diseases including
cancer, diabetes, cardiovascular, musculoskeletal and neurodegenerative conditions. Age-related
disability and morbidity adversely affect the quality of life; they are ultimately associated with an
increased risk of death and bear dire consequences for the individual, the family and society.

Ageing is the most important risk factor for the development of neurodegenerative disease and
typically, most neurodegenerative disorders manifest in the elderly [1]. The annual incidence of
Alzheimer’s disease (AD) has been shown to increase exponentially with advancing age [2,3]. Notably,
Down syndrome, a progeroid condition, has been associated with AD, and mouse models of premature
ageing have been reported to overproduce Aβ and show impaired learning and memory [4–7].
Incidence of Parkinson’s disease (PD), the second most common age-related neurodegenerative
condition also increases with age [8,9]. The great majority of AD and PD cases are sporadic and
typically manifest at a much older age than hereditary ones. Despite the differences in pathology
among the two conditions, they are both typical neurodegenerative diseases characterized by chronic
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progressive loss of neurons and their synaptic connections manifesting with gradual functional
decline [4]. But age is a recognized risk factor even for inflammatory demyelinating conditions such as
multiple sclerosis (MS), which also has a strong neurodegenerative component [10]. Age is the strongest
predictor for the transition from the relapsing phase of MS, which is primarily inflammatory to the
secondary progressive phase of the disease, which is thought to be mainly neurodegenerative [10,11].

Although research on the biology of mammalian ageing has recently attracted much attention,
our understanding of its underlying mechanisms remains poor. It has been hypothesized that failure
of repair mechanisms leads to accumulation of cellular and molecular damage that drives ageing [12].
Accumulating damage is thought to occur inherently in a random manner, which explains the great
diversity in ageing phenotypes, even in monozygotic twins [13]. The interplay among the genetic
background, environmental factors and the stochastic nature of age-related accumulation of irreparable
damage to the DNA of the organism may also determine the likelihood of developing a particular
age-related disease. Genomic instability, telomere attrition, loss of proteostasis, dysregulated nutrient
sensing, mitochondrial dysfunction, stem cell exhaustion, altered cellular communication and excessive
cellular senescence have all been recognized as hallmarks of ageing [14]. Cellular senescence is a
process triggered by irreparable DNA damage that underlies normal ageing. Senescent cells become
more abundant with ageing and a growing body of evidence suggests that their accumulation may
contribute to pathogenesis of age-related diseases. Here, we review the data that support a role for
cellular senescence in neurodegeneration, with special focus on AD, PD and MS.

2. Cellular Senescence

Cellular senescence is a homeostatic response aiming to prevent the propagation of damaged
cells and neoplastic transformation [15]. Apart from its beneficial role as an anti-tumour response,
physiological roles for cellular senescence have also been identified during development [15,16],
in adult megakaryocytes, syncytiotrophoblasts, wound healing and placental natural killer
lymphocytes [17–19]. However, several lines of evidence indicate that cellular senescence also
contributes to the loss of function associated with ageing and age-related disease [20]. According
to the original observations by Hayflick and Moorhead (1961), when cultures of normal human
fibroblasts were passaged serially they underwent stable cell cycle arrest that was accompanied by
stereotypical phenotypic changes [21]. This form of cellular senescence, termed replicative senescence
constitutes a particular type of cellular senescence and is associated with telomere shortening with
successive cell cycles. Nevertheless, besides telomere shortening, there are many more triggers of
cellular senescence including aberrant oncogene activation (oncogene-induced senescence-OIS) [22],
stress-induced (stress-induced premature senescence-SIPS) due to oxidative stress [23], ionizing
radiation [24], DNA-damaging chemotherapy [25], hyperoxia [26], impaired autophagy [27] or other
stressors and mitochondrial dysfunction [28]. Most of these triggers lead to telomeric or non-telomeric
DNA damage or altered chromatin structure and typically activate the DNA damage response
(DDR) [29,30], although cellular senescence in vitro may also occur without detectable DDR [31,32].
When the cell’s repair mechanisms become overwhelmed, the activated DDR elicits cellular senescence
via phosphorylation of p53 [33].

Unlike apoptosis, senescent cells remain viable and metabolically active [30]. Although senescent
cells can be recognized by T helper cells and cleared by macrophages and natural killer
lymphocytes [27,34,35], their number has been shown to increase with normal ageing in tissues of
humans, primates and rodents [36,37]. Models of accelerated cellular senescence show premature
ageing and increased incidence of age-related pathologies, suggesting that accumulating senescent
cells contributes to ageing-related functional compromise and predisposes to age-related disease [38].
The features of senescent cells that constitute the senescent phenotype may be responsible for their
putative detrimental effects in ageing and ageing- associated neurodegenerative disease.
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3. The Senescence Phenotype

Senescent cells exhibit is a multitude of cellular and molecular changes that are neither specific
nor pathognomonic of the senescent state. Evidence suggests that the cellular and molecular features
of senescence depend on both the triggering stimulus and the affected cell type [23]. Although the
senescence phenotype of nervous system cells has not been extensively studied, the key features of
senescence are described below:

Typically, senescent cells exhibit permanent cell cycle arrest, which is thought to be regulated by
p16INK4A and p53-p21-RB (retinoblastoma). Increased expression of p53 upregulates expression of
CDKi(cyclin-dependent kinase inhibitor) p21, which initially arrests the cell cycle. p16INK4A mediates
permanent cells cycle arrest by inhibiting CDK4 and CDK6, which leads to RB hypophosphorylation
and blocks entry to S phase [39,40].

Another key feature of cellular senescence is the senescence-associated secretory phenotype
(SASP), which is dependent on p38MAPK (p38 mitogen-activated protein kinases), NF-κB
(nuclear factor kappa-light-chain-enhancer of activated B cells), cGAS(cyclic GMP-AMP
synthase)/STING(stimulator of IFN genes), NOTCH and mTORmammalian target of rapamycin)
signalling [38–42]. SASP consists of chemokines, cytokines, growth factors and metaloproteinases [43].
These factors are primarily proinflammatory and act in a paracrine and autocrine manner [44,45],
although immunosuppressive mediators have also been identified as part of SASP [46,47]. Recent data
indicate that SASP may also involve small extracellular vesicles in a p53-dependent manner [48–50].

Cellular senescence is also characterized by resistance to apoptotic death, which appears to be
largely controlled by the p53 stress response pathway. Both p53 levels and p53 post-translational
modifications [51] seem to have a role in determining the senescent cell fate while conferring resistance
to apoptosis. Accumulation of intermediate levels of p53 has been reported to favor the expression
of anti-apoptotic bcl-2 family proteins [52]. Nonetheless, p21 has also been shown to be capable to
directly inhibit caspase 3 and apoptosis [53].

Cellular senescence is associated with changes in cellular metabolism. These include upregulation
of lysosomal senescence-associated β-galactosidase, a shift from oxidative phosphorylation to
glycolysis [54,55] and accumulation of lipofuscin in the cytoplasm [56,57]. Lipofuscin accumulation has
been reported as a key feature of cellular senescence that can be used to positively identify senescent
cells [57,58]. A recent metabolomic analysis of cultured doxorubicin-treated breast cancer cells revealed
that tricarboxylic acid cycle, pentose phosphate pathway, and nucleotide synthesis pathways were
significantly upregulated, whereas fatty acid synthesis was reduced [59].

Altered mitochondrial function appears essential in mediating the senescence phenotype. RNA
sequencing analysis has shown that a great number of senescence-associated changes involve
the mitochondria and Akt (protein kinsase B), ATM (ataxia-telangiectasia mutated) and mTORC1
phosphorylation have been shown to link DDR with mitochondrial biogenesis [60]. Morphological
changes in mitochondria are also seen in senescent cells [20,61]. In addition, impaired mitophagy
seems to explain accumulation of dysfunctional mitochondria (senescence-associated mitochondrial
dysfunction—SAMD) seen in cellular senescence [62,63]. Although mitochondria are not the
sole source [63], they are a major generator of ROS, important for both cellular signaling and
SASP [47,64–66].

Several epigenetic modifications are also common in cellular senescence. Defects in pericentric
heterochromatic silencing at mammalian centromeres, normally regulated by SIRT6 (sirtuin 6) have
been described [67]. SIRT6 belongs to the sirtuin protein family, whose function has been linked to
longevity [68]. Micro-RNAs, a subclass of regulatory, non-coding RNAs that participate in regulation
of cellular senescence may also be epigenetically modified [69]. Chromatic alterations such as
senescence-associated heterochromatin formation (SAHF) may accompany cellular senescence in some
settings with deactivation of proliferation-related genes [70–73]. Cellular senescence may also lead to
changes in the organization of nuclear lamina and down regulation of lamin B1 with implications for
nuclear morphology and gene expression [74].
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Finally, senescent cells also undergo morphological changes. Cells become larger and flattened out
and acquire an irregular shape. These alterations are more prominent in vitro than in vivo and appear
to be caused by cytoskeletal rearrangements [75,76] and changes in cell membrane composition [77].
Senescent cells exhibit increased unfolded protein response (UPR), indicative of endoplasmic reticulum
(ER) stress [76,77]. The ATF6α pathway of UPR appears to be responsible for both increasing ER size
associated with ER stress and regulating the shape and size of senescent cells [76,77].

4. Markers of Cellular Senescence

To better understand the role of senescent cells in physiological and pathological conditions, it is
essential to be able to detect them in vitro and in vivo [15]. So far, research on cellular senescence has
been hindered by our lack a universal, specific and widely applicable marker of cellular senescence
Here, we discuss the most commonly used markers of senescence:

• p16INK4a: This member of the INK4a family is a cyclin D-dependent kinase CDK4 and CDK6
inhibitor, which prevents the phosphorylation of the retinoblastoma protein (Rb), therefore leading
to suspension of the cell cycle before the S-phase [78,79]. Increased levels of p16INK4a have been
documented in aged and stressed tissues, compared to younger, healthy tissues, whereas the
removal of p16INK4a-expressing senescent cells in mice prevented or delayed tissue dysfunction
and age-related disorders [38,80]. This evidence has established p16INK4a as a widely-accepted
marker of ageing and cellular senescence [81,82]. Limitations include poor detection of p16INK4a

in mice by the currently available antibodies using immunohistochemistry [79], as well as
some situations, where p16INK4a levels are increased, in the absence of other signs of cellular
senescence [81,83,84].

• p21CIP1/WAF1/SDI1: p21 is a member of the second group of CDK inhibitors, namely the CIP/KIP
(CDK interacting protein/kinase inhibitory protein) family and can inhibit a variety of CDKs [85].
Apart from its role in cellular senescence, it is a key mediator in several biological functions,
including cell cycle arrest, cell death, DNA repair processes and even reprogramming of
differentiated somatic cells into pluripotent stem cells [86]. In the context of senescence,
stress-induced p53 activates p21 in order to trigger cell cycle arrest [39]. Although both p21
and p16INK4a upregulation lead to cell cycle arrest, they act through different pathways and have
distinct roles in the induction and progression of cellular senescence [36].

• SA-β-gal: The activity of β-galactosidase detectable at pH 6.0, which is measured using in situ
staining with the chromogenic substrate X-gal [senescence-associated β-galactosidase activity
(SA-β-gal)] is today the most widely used biomarker for detecting senescent cells [79,87].
The lysosomal enzyme β-galactosidase encoded by the GLB1 (galactosidase beta 1) gene, is the
source of SA-β-gal activity and it can, therefore, be elevated in any situation with increased
lysosome number or activity [54,88]. It has also been reported that certain cell culture conditions
can increase the level of SA-β-gal, giving a false positive result [88,89]. Another drawback
of the SA-β-gal assay is that it can only be used on fresh or frozen tissues and not on
formalin-fixed paraffin-embedded archival tissue samples, which significantly limits its spectrum
of application [15,57].

• Lipofuscin: Intracellular lipofuscin aggregates consist of oxidized protein and lipid degradation
residues and metal cations that cannot be degraded by lysosomal enzymes. Lipofuscin
accumulates with age and its accumulation is a documented hallmark of senescent cells [90–92].
GL-13 (SenTraGorTM) is a biotinylated chemical compound derived from Sudan Black-B that
specifically and strongly binds to lipofuscin [57,58]. Its ability to detect lipofuscin, not only on
fresh tissues, but also on formalin-fixed paraffin-embedded archival samples and biological fluids
gives a new perspective in the field of senescence markers [57,58,90,93].

The fact that senescence can be induced by different stimuli and is mediated by several diverse
mechanisms, as well as the drawbacks of each senescence marker, has led most researchers to abandon
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the single marker approach and rather utilize a combination of different biomarkers. However,
to date, there is no consensus on the optimal combination of markers to detect senescence in vivo and
in vitro [23,28,79].

5. Cellular Senescence and Its Putative Role in Neurodegeneration

A primary causative role of cellular senescence in neurodegenerative disease is highly unlikely
given the great diversity which characterizes ageing-related neurodegenerative pathologies. However,
cellular senescence may still substantially contribute to the pathogenesis of neurodegenerative disease
and thereby determine disease susceptibility, age at disease presentation and rate of progression.
Three mechanisms could explain the putative role of cellular senescence in neurodegeneration:

• Promotion of chronic inflammation: Senescence-associated secretory phenotype (SASP) converts
senescent cells into continuous sources of pro-inflammatory mediators, reactive oxygen species
and metalloproteinases [43]. Senescent cells may sustain a proinflammatory milieu, which can
be damaging for neighboring cells or “contaminating” in the sense of converting neighboring
cells to senescent ones in a paracrine manner [44,94,95]. Interleukin-6, a typical SASP mediator,
is upregulated in the aged brain and in AD [96–98] and its overexpression has been shown to drive
neurodegeneration in vivo [99]. The ageing brain has higher background levels of low-grade
inflammation primarily in the form of dystrophic microglia and increased levels pro-inflammatory
cytokines and other mediators, a state known as inflammaging [100–102]. SASP-related mediators
from increased numbers of senescent cells may be what underlies inflammaging [103,104].
There are many links between inflammaging and AD and PD pathologies [105,106], which suggest
that SASP may contribute to the pathogenesis of neurodegeneration and may determine disease
susceptibility or aggravate the course of the disease.

• Exhaustion of the regenerative capacities of the nervous system: There is evidence of
neurogenesis from adult neural stem cells deriving from the subventricular zone (SVZ) and
the subgranular zone (SGZ) of the hippocampal dentate gyrus, that can give rise to neurons,
oligodendrocytes and astrocytes [107,108]. Ageing has been shown to significantly reduce adult
hippocampal neurogenesis [109]. Cell cycle arrest of adult progenitor cells in the context of
cellular senescence may reduce the regenerative capacities of the CNS. This notion is supported
by recent in vivo evidence from the BUBR1 progeroid mouse model in which adult progenitor
proliferation was impaired in the SGZ and SVZ in an age-dependent manner [110]. Although the
role of adult neurogenesis in AD remains contentious, studies from animal models indicate that
ablation of adult neurogenesis exacerbates memory deficits and upregulates hyperphosphorylated
tau [111], whereas implantation of human neural stem cells alleviates memory deficits and AD
pathology [112]. Furthermore, oligodendrocyte progenitor cells (OPCs) are a population of adult
stem cells responsible for mediating CNS myelin repair in demyelinating conditions such as
MS [113,114]. However, despite remyelination being very efficient at the early stages of the
disease, this process gradually fails over time [115,116]. Evidence from MS and its animal models
suggests that remyelination can protect demyelinated axons and even correlates with greater age
at death, whereas chronically demyelinated axons are prone to degeneration [117,118]. Inability
to replenish adult progenitor cells due to cellular senescence could render the CNS susceptible
to neurodegeneration.

• Loss of function: The functional state of senescent cells has not been fully elucidated. However,
cell-cycle arrest, changes in gene expression and phenotypic changes that accompany cellular
senescence constitute serious restrictions in the functionality of different cell types [119].
The number of senescent cells increases with age [30]. At the same time it must be noted that
ageing is associated with loss of brain cells to an extent which may amount to up to 0.4% of
brain volume, annually [120]. The processes that lead to loss of brain cells with normal ageing
are unclear. Both apoptotic and senescent cells can be cleared by the immune system in a highly
regulated manner [35]. Thus, brain volume loss may at least partly be due to immune-mediated
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clearance of senescent cells. It is also conceivable, that when the number of dysfunctional senescent
cells exceeds a certain threshold in a brain with reduced reserves due to age-related cell loss,
nervous tissue function is likely to become compromised. Senescent cell accumulation may occur
preferentially in some brain regions e.g., substantia nigra, that are more susceptible to particular
stressors, which could explain the ensuing functional deficits.

• Cerebral hypoperfusion and blood-brain barrier (BBB) dysfunction: Cerebral function depends
on an adequate blood supply and an intact BBB, which is crucial for maintaining homeostasis of
brain microenvironment and protecting the parenchyma from pathogens, circulating immune
cells, ionic changes and toxic metabolites [121]. There is evidence of an age-related decline in
cerebral microvascular structure [122] and vascular pathology has been shown to accompany
age-related cognitive impairment and neurodegeneration [123]. BBB leakiness is seen both with
normal ageing and AD [124,125]. In a model of AD in transgenic mice BBB permeability increase
even preceded neuritic plaque formation [126] and in a neuropathological study, the ApoE4
allele, which is a major risk factor for developing AD, was associated with greater likelihood of
BBB disruption [127]. Vascular cells and specifically endothelial cells and pericytes have been
shown to undergo senescence in vitro and in vivo [128]. Accumulation of senescent endothelial
cells is associated with impaired tight junction structure and compromised blood-brain barrier
integrity [129] and it is linked to Sirt1 downregulation in senescent endothelial cells [130].
Although senescence has not been studied in the cellular components of the choroid plexus, it is
known to undergo several age and disease-related structural and functional alterations [131,132].
The choroid plexus produces CSF and forms an interface between blood and CSF. It secretes trophic
factors, such as epidermal growth factor (EGF) and fibroblast growth factor-2 (FGF-2) and may be
a route for trafficking lymphocytes to and from the CNS with roles in immune surveillance and
neuroinflammation [133,134]. In addition, a shift towards an interferon I-dependent expression
profile is seen with ageing in human and mouse choroid plexus, which may adversely affect
cognitive function and hippocampal neurogenesis [135]. It is conceivable that compromised
cerebrovascular perfusion and altered function of the BBB and/or choroid plexus may adversely
affect neuronal and glial survival.

6. Evidence of Cellular Senescence in CNS Cell Types

6.1. Astrocytes

The astrocyte is the most abundant cell type of the CNS with a prominent role in the complex
functions of the healthy CNS, as well as in various pathologies [136]. Over the last few years, evidence
concerning astrocyte senescence has started to emerge. It has been reported that cultured rat astrocytes
show characteristics of senescence, such as increased SA-β-gal staining, robust ROS production and
decreased mitochondrial activity, resulting in the loss of their ability to maintain neurons and therefore
exerting detrimental effects in the aging brain [137,138].

SASP appears to be another important component of astrocyte senescence [139]. Glutathione
depletion in human astrocyte cultures activated SASP-associated pathways (NF-κB and p38MAPK)
and triggered secretion of IL-6 [140]. Other studies also showed that cultured astrocytes of human
and rodent origin can undergo both stress-induced and replicative senescence, which is, interestingly,
telomere-independent. They are characterized by an enlarged and flattened morphology and increased
levels of p53, p21CIP1, p16INK4a and SA-β-gal, as well as the formation of SAHF [141,142].

Several substances and environmental toxins have been associated with astrocyte senescence.
The dioxin TCDD can induce premature senescence in rodent astrocytes through activation of the
WNT/β-catenin signaling pathway and ROS production and is characterized by increased levels of
senescence markers, such as SA-β-gal, p16 and p21 [143]. Ammonia has also been shown to trigger
cellular senescence in cultured rat astrocytes, mediated by ROS and p38MAPK activation leading to
growth arrest and elevated SA-β-gal and p21 levels [144]. Paraquat can induce astrocyte senescence
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and SASP in vitro, characterized by elevated levels of SA-β-gal and p16INK4a, secretion of IL-6 and
increased number of 53BP1 foci [145]. These data provide a mechanistic link between environmental
factors, cellular senescence and the risk of neurodegenerative disease [146].

A recent study by Crowe et al. (2016) reported that oxidative stress-induced senescence can cause
several transcriptomic changes on human astrocytes. More specifically, genes associated with the
development and differentiation of the nervous system, as well as cell cycle genes were downregulated,
whereas genes associated with inflammation, extracellular remodeling and apoptosis resistance were
upregulated [147]. Aβ has been shown to trigger astrocyte senescence with increased production of
IL-6 regulated by p38MAPK [148], which corroborates a potential role of astrocytic senescence in AD
pathology. In line with these results, Hou et al. also reported that SASP is expressed in senescent
astrocytes and regulated by p38MAPK in a NF-κB-dependent manner [149], while Mombach et al.
designed a logical model, where p38MAPK has a central role in the regulation of astrocyte senescence
and SASP, in response to DNA damage [150]. Finally, prematurely aged BUBR1 mutant mice display
alterations in gliosis from activated astrocytes, providing in vivo evidence of a link between accelerated
cellular senescence and astrocytic dysfunction [151].

6.2. Microglia

Microglial cells are of mesenchymal origin and are the main representative of innate immune
response in the CNS [152]. Microglial cells have been shown to undergo senescence with typical
features. Cultured rat microglial cells have been reported to undergo replicative senescence due
to telomere shortening [153] and the same finding was later reported for microglial cells from AD
patients [154]. Liposaccharide treatment of BV2 microglial cells in culture led to the development of a
senescence-like phenotype with growth arrest, SA-β-Gal upregulation and SAHF [155]. With ageing,
microglial cells exhibit dystrophic changes, which are thought to be distinct from their typical
reactive morphology. This dystrophic microglial phenotype is also associated with functional
changes, it is more abundant in neurodegenerative conditions such as AD and may even precede the
onset of neurodegeneration, indicating that there may be a causal relationship between microglial
senescence and neurodegeneration [100,156,157]. In addition, an RNA sequencing study of age-related
transcriptional changes in astrocytes revealed that in the aged mouse brain astrocytes acquire a
pro-inflammatory reactive phenotype in response to induction by microglial cells. Nonetheless,
this study did not examine any senescence markers that would allow us to attribute this age-related
pro-inflammatory state of microglia and astrocytes to cellular senescence and SASP [158].

6.3. Oligodendrocytes

Oligodendrocytes are terminally differentiated post-mitotic cells that form the myelin sheaths
of myelinated axons. They are known to be extremely vulnerable to oxidative stress [159]. Evidence
of oxidative DNA damage and upregulated SA-β-Gal suggest that oligodendrocytes may undergo
stress-associated cellular senescence in ageing individuals [160]. Neuroimaging and neuropathological
data indicate that there is myelin damage in the white matter associated with ageing and AD [161–163],
which could at least be partially explained by oligodendrocyte senescence [164].

6.4. Oligodendrocyte Progenitor Cells

Oligodendrocyte progenitor cells (OPCs) are a population of adult progenitors which constitute
approximately 3–10% of glial cells [165]. Under some circumstances they are capable of undergoing
asymmetric division and mediate remyelination by differentiating into myelinating oligodendrocytes,
a process highly relevant to myelin repair in multiple sclerosis [113]. Although OPCs do not undergo
replicative senescence [166], there is in vitro evidence that under some circumstances they enter a
senescence-like state. OPC senescence is induced by the esophageal cancer-related gene 4 (Ecrg4)
and is characterized by cell cycle arrest and increased expression of SA-β-Gal [167]. Interestingly,
Ecrg4 exhibits increased expression in OPCs and neural stem cells (NSCs) in the aged mouse brain.
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It has been noted that spontaneous remyelination in MS fails with ageing [118,168,169]. In addition,
BUBR1 insufficiency, which causes a state of accelerated senescence impairs adult OPC proliferation
in vivo [170]. Oligodendrocytes and oligodendrocyte precursor cells (OPCs) dysfunction, as well
as myelin breakdown have been suggested to also play an important role in the pathogenesis and
progression of AD, although the exact mechanisms remain unclear [164,171].

6.5. Neurons

Although neurons are post-mitotic and don’t fit the strict definition of cellular senescence,
several lines of evidence suggest that even mature post-mitotic neurons develop a senescence-like
phenotype. Neurons of aged mice accumulate increased amounts of double strand DNA breaks,
SA-β-Gal and proinflammmatory cytokines [172]. About 20–80% of mature neurons of aged mice
exhibit a senescence-like phenotype with increased levels of DNA damage, heterochromatinization,
SA-β-Gal activity, p38MAPK activation and production of SASP-related mediators including ROS and
IL-6 [173]. Interestingly, this senescence-like phenotype was aggravated by a genetic background of
dysfunctional telomeres (terc KO mice) and rescued by a CDKN1A KO background, indicating that
the senescence-like phenotype is p21-mediated in aged murine neurons [173]. The demonstration of
granular cytoplasmic lipofuscin deposits with ageing [174] supports the notion that human neurons
may also acquire an ageing-related senescence-like phenotype. There is little data regarding the
functional activity of these senescent-like neurons. Nevertheless, neurons from nuclei of the sleep-wake
cycle seem to be particularly prone to lipofuscin accumulation with ageing and those lipofuscin positive
neurons exhibited poorer dendritic arborization and decreased neurotransmitter production, indicative
of functional compromise [175]. In addition, neurons deriving from reprogrammed fibroblasts from
patients with Rett syndrome, a neurodegenerative condition due to a MECP loss of function mutation,
exhibit evidence of double strand DNA damage and p53-mediated SASP, providing in vitro evidence
of a link between cellular senescence and neurodegenerative disease in humans [176].

6.6. Neural Stem Cells (NSCs)

The therapeutic potential of NSCs in AD has been under thorough investigation in the last
few years [177]. Meanwhile, accumulating evidence suggests that these cells are also prone to
senescence. NSCs may undergo senescence in vitro in response to various stressors [178]. Specifically,
after long-term incubation with Aβ oligomers, cultured NSCs have been reported to exhibit
characteristics of senescence, such as enlarged and flattened morphology, increased levels of SA-β-gal
and p16 and decreased level of pRb, a response mediated by the p38MAPK pathway [179,180].
These senescent NSCs have also been observed in the dentate gyrus of the APP/PS1 transgenic mouse
AD model [179]. NSCs exhibit features of cellular senescence such as telomere shortening, and ROS
production with ageing [181,182]. Furthermore, there is evidence from the BUBR1 KO mouse that
accelerated cellular senescence impairs adult neurogenesis in vivo [110].

7. Cellular Senescence in Alzheimer’s Disease, Parkinson’s Disease and Multiple Sclerosis

7.1. Alzheimer’s Disease

Cognitive decline in AD is associated with the disseminated formation of extracellular amyloid
plaques, intracellular neurofibrillary tangles comprising of hyperphosphorylated tau proteins, as well
as neuronal and synaptic loss [183]. A plethora of evidence links cellular senescence with AD. Aβ42
oligomers are reported to trigger the senescent phenotype in in vitro studies with mouse neural stem
cells, leading to increased numbers of SA-β-Gal positive cells [179]. Several in vivo studies in mouse
models of AD corroborate these findings [179]. Increased level of SA-β-Gal was also found in plasma
samples from AD patients, compared to controls [184,185]. However, SA-β-Gal was significantly
decreased in monocytes and lymphocytes from AD patients compared to controls, a finding attributed
to the up-regulation of miR-128 [186].
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Cumulative evidence suggests that aberrant cell cycle re-entry of the terminally differentiated
post-mitotic neurons may play a critical role in the pathogenesis of AD, a theory that is supported
by the re-expression of several cell-cycle regulating proteins in vulnerable neurons [187–190].
More specifically, the cyclin-dependent kinase inhibitor p21CIP1, appears to be a critical mediator
of cell-cycle dysregulation in AD [191]. However, the evidence remains inconclusive, as a number of
studies have reported increased levels in the brains of AD patients compared to controls [192,193],
while others have found no significant differences [194]. Interesting are also the results from AD
and tauopathy mouse models [195,196], as well as from studies of peripheral blood lymphocytes
and monocytes of AD patients [197,198]. The levels of p16INK4a have been reported to be elevated in
neurons from AD patients [194,198–200], as well as in neurons from AD mouse models [195]. Increased
levels of p53, a key mediator of cellular senescence and apoptosis, have been reported in different
brain regions and in lymphocytes from AD patients [192,201–203], as well as in neurons of mouse
models of AD [204].

Increased p38MAPK activity has been reported in AD brains and lymphocytes [205–208], as well
as in the cortex of a mouse model of AD [209]. Since p38MAPK is a major regulator of SASP [209], it is
not surprising that a number of key components of SASP appear to be up-regulated in AD [210,211].
Most notably, IL-6, IL-1β, TGF-β and TNF-α levels have been reported to be elevated in AD brain
tissue [96,97,212–214], as well as in AD patients’ CSF and serum [215–222], while increased levels of
metaloproteinases MMP-1, MMP-3 and MMP-10 have also been reported in AD [223–226].

Epigenetic modifications appear to play an important role in the pathogenesis of the disease,
as differences in overall methylation have been observed in AD-affected brain regions and abnormal
DNA methylation patterns have been reported in several genes associated with AD [227–229].
Moreover, elevated phosphorylated histone γH2AX (H2A histone family member X) levels have
been reported in the hippocampus and lymphocytes from AD patients, indicating an active DNA
damage response [230,231].

Several lines of evidence suggest that deficits in autophagy and lysosomal dysfunction contribute
to the etiology and progression of neurodegenerative diseases and especially AD [232,233]. This is
supported by a number of studies reporting dysregulation in many autophagic/lysosomal pathways
in the context of AD [234,235], while the vast majority of AD-associated genes appears to be
related to these same pathways [232]. A recent study attempted to shed light on the interplay
between autophagic/lysosomal impairment and mitochondrial dysfunction and their relation to
stress-induced premature senescence (SIPS) [236]. All aspects of mitochondrial function have been
reported to be impaired in AD [237], including aberrant mitochondrial dynamics and structure [238]
and increased oxidative stress, which is already present in the very early stage of the disease and
precedes the major pathologic hallmarks, such as senile plaques and neurofibrillary tangles [132,193].
Therefore, mitochondria and lysosomes appear to have a critical role in the progression of SIPS [239],
although further research is needed to elucidate their exact contribution to AD and senescence.

Besides neurons, all different cell types that are involved in AD pathology have been reported to
undergo senescence. Astrocytes are key players in the initiation and progression of the disease and
can have both beneficial and detrimental effects, depending on different factors [240]. Aβ oligomers
can induce senescence in human astrocytes and through the activation of p38MAPK pathway lead
to the production of SASP components, such as IL-6 and MMP-1 [128]. Furthermore, increased
levels of γH2AX have been found in astrocytes from AD hippocampal samples [241]. Microglia
has long been implicated in the pathogenesis of AD, although the exact underlying mechanisms
remain elusive [242,243]. Cultured microglial cells from AD patients have been reported to undergo
replicative senescence due to telomere shortening [153]. Moreover, neuropathological features of AD
have been associated with dystrophic microglial cells that exhibit morphological changes indicative of
senescence [157]. A recent study reported that in vitro aged microglia from rats [244], after treatment
with Aβ oligomers acquire a senescent phenotype, characterized by increased levels of SA-β-gal,
IL-1β, TNF-α and MMP-2 [245]. Finally, an association between telomere shortening and AD has been
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suggested [246–248]. However, a large community-based longitudinal study reported no difference
in the telomere length between incident pure AD patients and cognitively healthy individuals [249].
More studies are needed to shed light on the plausible connection between telomere length and AD.

7.2. Parkinson’s Disease

PD pathology is mainly characterized by loss of neurons from the substantia nigra pars compacta
in association with the accumulation of ubiquitinated alpha synuclein and other proteins in cytoplasmic
inclusions (Lewy bodies) and thread-like proteinaceous inclusions within neurites (Lewy neuritis).
However, Lewy bodies are also seen in the cerebral cortex, brainstem nuclei, limbic system, sympathetic
ganglia, nucleus basalis of Meinert and myenteric plexus [4]. A great deal of data supports a role
of cellular senescence in the pathogenesis of PD. The expression of cell-cycle genes has been found
upregulated in PD. Specifically, p16INK4a mRNA levels were elevated in PD brain samples compared to
controls [145]. Increased pRb, another important regulator of cell-cycle progression, was reported in the
cytoplasm of neurons in the substantia nigra of PD patients compared to age-matched controls [234].
The same study showed that the serine 795 phosphorylated, inactive form of pRb (ppRb), had a
distinct distribution pattern in PD cases [250]. Another study reported increased levels of the E2F-1
transcription factor in dopaminergic neurons in the substantia nigra of PD patients and suggested that
the pRb/E2F-1 pathway is activated in these neurons which can lead to apoptosis [251]. Increased
levels of SA-β-gal have also been found in the CSF from PD patients compared to healthy controls [252].

Several SASP-related factors have been found upregulated in PD. IL-1β levels have been reported
to be elevated in the CSF [218], serum [222] and dopaminergic regions of the striatum from patients
with PD compared to controls [253]. Increased levels of IL-6 in PD patients’ serum have been reported
in a number of studies [254–256], while IL-6 levels have also been associated with disease severity [257].
IL-6 levels have also been found elevated in the striatal dopaminergic region [253], as well as the
CSF from PD patients compared to controls [218]. Elevated TNF-α levels have been reported in the
striatum and the CSF of PD patients compared to controls [258], while MMP-3 was found to co-localize
with α-synuclein in the Lewy bodies in PD patients’ brains [259]. However, it is not clear whether the
elevated levels of these cytokines can be attributed to SASP in PD or they are merely part of a separate
neuroinflammatory process, which is an established part of the pathophysiology of the disease [260].

Several lines of evidence indicate that mitochondrial dysfunction plays a central role in the
pathophysiology of PD. Different mutations in the genes involved in familial PD are associated with
pathways of mitochondrial dysfunction, while some of these compromised pathways have been
established as important factors in the pathophysiology of sporadic PD [261]. Autophagic/lysosomal
dysfunction are also thought to have a key role in the pathogenesis of the disease, with many PD
mutations being associated with defects in these pathways [262,263]. Interestingly, a number of key
mutations are involved both in mitochondrial and autophagic/lysosomal dysfunction pathways,
revealing a compelling crosstalk that lies in the center of the pathophysiology of PD [264].

A recent study by Chinta et al. found increased numbers of senescent astrocytes in substantia
nigra tissue samples from PD patients, as compared to controls [145]. The same study also reported
that paraquat, an herbicide that has been strongly associated with the development of sporadic PD,
was able to induce senescence in human astrocytes [145].

The evidence concerning telomere length in PD remain inconclusive, [246] with a number
of different studies reporting contradictory results [265–270]. A meta-analysis by Forero et al.,
incorporating all these studies, showed that there is no difference in telomere length between PD
patients and age-matched controls [270].

7.3. Multiple Sclerosis

Multiple sclerosis (MS) is a chronic, immune mediated disease characterized by inflammatory
demyelination, astrogliosis, neuronal and axonal loss involving the brain and spinal cord [271].
Its aetiology remains unclear but genetic and environmental factors are thought to influence the
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likelihood of developing the disease [272]. The majority of MS patients follow an initial course with
relapses followed by some degree of remission called relapsing-remitting MS (RR-MS). Relapses in
RR-MS are driven by inflammation which can be visualized as new focal inflammatory demyelinating
lesions with magnetic resonance imaging (MRI) techniques. Several immunomodulatory and
immunosuppressive disease-modifying treatments are currently available with moderate to high
efficacy in tackling inflammation in RR-MS [273]. Nevertheless, after variable time RR-MS gradually
transforms into secondary progressive MS (SP-MS), a phase with progressive build-up of disability.
In the secondary progressive phase of MS (SP-MS) new focal inflammatory demyelinating lesion
formation is rare, and the pathological correlate of disability progression is neuroaxonal loss driven by
neurodegenerative mechanisms [274–276]. The pathogenesis of ongoing neuroaxonal loss and the time
of shifting from the relapsing to the secondary progressive phase of the disease are poorly understood.
Epidemiological evidence suggests that age is the most important determinant for the transition to the
progressive phase of MS [11]. Several immunomodulatory and immunosuppressive therapies have
failed in the progressive forms of MS. Licensed therapeutic options for preventing disease progression
in SP-MS are lacking.

Oxidative damage and mitochondrial dysfunction are key features of MS pathology [277–280].
Cellular senescence is an age-dependent process known to be accelerated by oxidative stress and
chronic inflammation [14,20]. Random irreparable ROS-mediated damage to the DNA of cells
and mitochondrial dysfunction are strong inducers of cellular senescence [14]. We postulate that
accelerated accumulation of senescent cells above a certain threshold may determine the shift to
the secondary progressive phase of MS and that neurodegeneration in progressive MS is driven by
senescence-associated loss of function. Furthermore, the so-called “compartmentalized within the
blood-brain barrier (BBB)” inflammation [276], which is resistant to our immunomodulatory strategies,
may represent the SASP-associated low burning inflammation. In line with our hypothesis, currently
used immunomodulatory and immunosuppressive treatments are modestly or not effective in the
secondary progressive phase of the disease but may delay the onset of the secondary progressive phase
when used early in the inflammatory relapsing phase [281], probably due to their efficacy in preventing
new inflammatory demyelinating lesion formation and the oxidative DNA damage associated with it.

In the cuprizone-induced demyelination model of multiple sclerosis, increased numbers of
senescence-associated β-galactosidase positive senescent glial cells were detected in the chronically
demyelinated corpus callosum. This finding was confirmed with GL13 lipofuscin histochemistry.
Correlation analysis revealed a significant association between the number of senescent cells and the
extent of demyelination and motor performance, indicating a link between chronic demyelination
and senescent glial cell load and between the senescent glial cell load and loss of function [282].
Using GL13 histochemistry as a marker for cellular senescence we detected lipofuscin+ glial cells in
acute active (Figure 1A iv) and chronic active demyelinated white matter lesions from SP-MS cases
(Figure 1B iv). Lipofuscin positive senescent cells were sparse in chronic inactive demyelinated lesions
(Figure 1C iv). No lipofuscin+ glial cells were detected in the normal appearing white matter (NAWM)
(data not shown). Cortical demyelination is common and extensive, particularly in the progressive
stages of MS [283]. The extent of cortical demyelination has been shown to correlate with disability,
cognitive impairment and the likelihood of developing seizures [284]. The most abundant type is the
subpial cortical demyelinated lesion which extends from the pial surface into the deeper cortical layers.
A gradient of neuronal loss greater at the most superficial layers I and II and lesser at deeper layers
V and VI has been described [285]. Yet, cortical neuronal and synaptic loss have been demonstrated
in the absence of demyelination [286]. GL13 histochemistry of subpial demyelinated cortical lesions
(Figure 1D iv) and normal appearing cortex revealed granular lipofuscin deposits in numerous neurons
(Figure 1E iv), indicating that neurons in SP-MS exhibit a senescence-like phenotype. Evidence of
lipofuscin accumulation in glial cells and neurons in grey and white matter demyelinated lesions in
SP-MS corroborate the hypothesis of cellular senescence playing a pathogenetic role in progressive MS.
Nevertheless, these findings merit further quantitative investigation in order to differentiate the effects
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of ageing from those of MS and to potentially associate the extent of cellular senescence with other
pathological features and clinical parameters.

Figure 1. Lipofuscin accumulation as a marker of cellular senescence in multiple sclerosis lesions.
Demyelinated lesions were identified with myelin basic protein (MBP) immunohistochemistry
and were staged according to Trapp et al. (1998) [287] as acute active, chronic active or chronic
inactive using human leukocyte antigen-DR isotype (HLA-DR) immunohistochemistry on serial
sections from paraffin embedded postmortem tissue blocks. Lipofuscin was detected with the
GL13 hybrid histochemistry-immunohistochemistry method [58]. Acute active demyelinated white
matter lesion with MBP staining showing ongoing perivascular demyelination in subcortical white
matter from the parietal lobe of a 73-year-old secondary progressive multiple sclerosis (SP-MS)
patient (MS51) (A(i)). Infiltration with HLA-DR+ cells with macrophage morphology throughout
the demyelinated parenchyma (HLA DR immunohistochemistry) (A(ii)). Perivascular infiltration with
CD8+ lymphocytes (CD8 immunohistochemistry) (A(iii)). GL13 staining in acute active lesions showed
lipofuscin+ cells. Although many of them were perivascularly localized, some were not, suggesting
that at least some of them maybe glial cells rather than inflammatory cells (A(iv)). Chronic actively
demyelinating perivenentricular white matter lesion with a fully demyelinated lesion center (lack
of MBP immunoreactivity) from a 74-year-old female MS patient (MS265) (B(i)). Typically, HLA-DR
immunohistochemistry of serial sections exhibited a border infiltrated by numerous macrophages
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whereas the lesion centre is infiltrated by ramified microglia (B(ii)). Few CD8+ lymphocytes are present
perivascularly (CD8 immunohistochemistry) (B(iii)). Lipofuscin+ cells with granular staining were
found in the macrophage infiltrated lesion border (B(iv)). Chronic inactive subcortical white matter
demyelinated lesion (lack of MBP immunoreactivity with a well demarcated border) from the left
parietal lobe of a 71-year-old female SP-MS patient (MS33) (C(i)). Ramified microglial morphology
throughout the demyelinated lesion area and lesion border (HLA-DR immunohistochemistry) typical
of a chronic inactive lesion (C(ii)). Decreased axonal density in the demyelinated lesion seen with
200 KDa neurofilament immunohistochemistry (C(iii)). Numerous parenchymal lipofuscin+ cells
in the demyelinated white matter. Lack of HLA-DR+ macrophages from the chronic demyelinated
lesion suggests that the lipofuscin+ cells are glial (C(iv)). Subpial cortical demyelination (lack of
MBP immunoreactivity extending from the pial surface into the deeper cortical layers from the
parietal cortex of a 71-year-old female SP-MS patient (MS33) (D(i)). HLA-DR+ ramified microglia
in the demyelinated cortical lesion (D(ii)) and few CD8+ lymphocytes infiltrating the adjacent
pia matter (D(iii)). Lipofuscin+ cells mostly with neuronal morphology (inset) throughout the
demyelinated cortex (D(iv)). Normal appearing cortex with intact appearing cortical myelin (MBP
immunohistochemistry) from the left parietal lobe of a 71-year-old female SP-MS patient (MS33)
(E(i)), HLA-DR immunoreactivity revealing quiescent ramified microglia (E(ii)) and normal-appearing
axonal staining with 200 kDa neurofilament immunohistochemistry on a serial section (E(iii)). GL13
staining showed numerous lipofuscin+ cells mostly with neuronal morphology (E(iv)). Scale bars
represent 500 μm (A(i),A(ii),B(i),B(ii),C(i),C(ii),C(iii),D(i),D(ii),E(i),E(ii)), 50 μm (D(iii),E(iii)) or
25 μm (A(iii),A(iv), B(iii), B(iv), C(iv), D(iv), E(iv)).

8. Cellular Senescence as a Therapeutic Target

Currently, there are no available neuroprotective treatments that can effectively modify the disease
course and prevent disease progression for AD or PD. Several attempts at targeting Aβ amyloid in
AD have failed [288,289]. Interestingly, the Aβ plaques may be found in 35% of cognitively healthy
individuals above the age of 60 [290] and the Aβ load, which has been our main target, correlates
better with age than disease severity in AD [291–293], casting doubt on the amyloid hypothesis.
Similarly, therapies in PD aim to substitute dopamine and restore the dopaminergic system deficit,
with no effect on neuronal cell loss and consequently on disease progression. In MS only siponimod,
an S1P1/S1P5 receptor modulator, which is not currently licensed, has shown a modest effect in a phase
III trial (EXPAND) in secondary- progressive MS, preventing disability progression by 21% in two
years [294]. Therefore, there is an urgent need for neuroprotective treatments for neurodegenerative
disease. Investigation into new treatment approaches may require a paradigm shift in our view of the
pathogenetic mechanisms of neurodegeneration.

Several lines of evidence implicate cellular senescence in the pathogenesis of neurodegenerative
disease. Targeting cellular senescence as a therapeutic strategy is promising yet still at an embryonic
stage. There is evidence of a beneficial effect of both pro-senescent and anti-senescent approaches,
depending on context. A pro-senescent effect may be desirable in treating cancer [295–297], renal,
liver and cutaneous fibrosis [298–301]. An anti-senescent treatment approach may be beneficial in
neurodegenerative disease. An anti-senescent or senotherapeutic approach may involve the selective
death of senescent cells in order to reduce the burden of senescent cells on a tissue (senolysis) or
modulate senescent cells (senomorphism) in a way that neutralizes the detrimental effects of senescent
cells in a tissue i.e., by blocking the expression of SASP or particular mediators of SASP.

Senolysis and/or senomorphism in neurodegenerative disease would aim at preventing cell loss
and tissue destruction in order to ultimately prevent disease progression. Given that neurodegenerative
diseases seem to have a long presymptomatic phase with pathological changes appearing several
years before clinical presentation e.g., 50–60% of nigral neurons are already lost at PD diagnosis [302],
a great effort is being made to diagnose neurodegenerative disease presymptomatically using different
biomarkers. In the context of presymptomatic diagnosis, early senotherapeutic treatment could,
in theory, even prevent the clinical presentation of neurodegenerative disease. So far, the most
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convincing senotherapeutic manipulation comes from a sophisticated experiment in genetically
modified BubR1 progeroid mice. In this setting, P16INK4A senescent cells were eliminated by
activation of an INK-ATTAC transgene by drug treatment. Lifelong elimination of p16INK4A cells
substantially delayed age-related disease, whereas late life elimination of p16INK4A cells attenuated
these age-related pathologies [38], supporting the notion that cellular senescence can be successfully
exploited therapeutically.

A number of compounds with senolytic or senomorphic actions have been examined in vitro and
in vivo with notable results, summarized in Table 1. From our limited experience so far it is evident
that, in most cases, the senescence-modifying action is not universal, but rather cell-type dependent,
which greatly complicates the therapeutic landscape [303]. Many of the promising compounds with
senolytic or senomorphic activity such as metformin or dasatinib are in use with different indications
(diabetes mellitus type 2 and CML/ALL, respectively), which suggests that drug repurposing may
facilitate our quest for efficacious senotherapeutics. Nevertheless, senotherapeutics have not been
examined in models of neurodegeneration and supportive evidence remains weak and indirect,
and sometimes even contradictory. For example, although some epidemiological studies supported a
protective role for metformin, which crosses the BBB, in preventing cognitive decline in individuals
with type 2 diabetes [304], another 12-year cohort study in patients with type 2 diabetes showed a
two-fold increase in the risk of AD and PD in those who took metformin compared to those who
didn’t [305]. The complex physiological and pathophysiological roles of cellular senescence, exerting
both beneficial and detrimental effects according to setting, along with the cell-type specific variability
in senescence triggers and senescence phenotypes, necessitates a cautious approach to avoid pitfalls
when targeting a such a key biological process therapeutically. Furthermore, the relationship between
senescence and immune response merits further elucidation. Naturally occurring immune-mediated
clearance of senescent cells could be exploited therapeutically by developing medications that enhance
it. The high specificity of immune responses could be employed to specifically target senescent
cell types by developing senolytic vaccines. Cell surface markers of senescence [306] or even the
intracellularly localized lipofuscin could potentially be used to prime the cellular or humoral immune
response, directing it against senescent cells. Expansion of our knowledge of cellular senescence and
its extensive investigation in numerous settings is warranted.
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9. Conclusions and Future Perspectives

Senescent cells accumulate with ageing and progeroid models have provided in vivo experimental
data of accelerated ageing-related degenerative pathologies. In addition, experimental senolysis
ameliorated ageing-related pathologies [38]. Thus, cellular senescence meets the criteria for a
potentially causal role in ageing-related disease. There is evidence of cellular senescence affecting
astrocytes, microglia, oligodendrocyte progenitors and neural stem cells. A senescence-like phenotype
has also been demonstrated in post-mitotic cells, which suggests that neurons and oligodendrocytes
may also become senescent. Resident brain cells are either post-mitotic or slowly cycling. They are more
likely to exhibit stress-induced premature senescence due to various stressors or insults than develop
replicative senescence. However, evidence connecting cellular senescence with the mechanisms of
neurodegeneration remains indirect and further investigation of the putative role of senescence in
neurodegeneration is required. Unequivocal identification of senescent cells in vitro and in vivo
is an important prerequisite to facilitate our understanding of cellular senescence and its role in
different cell types. Detecting lipofuscin as a marker of cellular senescence using the GL13 compound,
which not only detects lipofuscin in situ but also in biological fluids [93], is likely to boost our
understanding of the senescence process. Casting light on CNS cell senescence and its role in
neurodegeneration is essential to inform any practices that may be senescence- inducing e.g., using
corticosteroids [368], beta-interferons [370] or DNA-damaging chemotherapeutics in MS, practices that
may prove detrimental in the long run. Secondly, there is an urgent need for disease-modifying
cures for neurodegenerative diseases. Cellular senescence may be a credible therapeutic target
opening new therapeutic avenues for neurodegenerative disease and senotherapeutics may prove to
be efficacious neuroprotectants.
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Akt protein kinase B
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ATM ataxia-telangiectasia mutated
BBB blood-brain barrier
Bcl-2 B-cell lymphoma 2
CDK cyclin-dependent kinase
CDKI cyclin-dependent kinase inhibitor protein
cGAS cyclic GMP-AMP synthase
CIP/KIP CDK interacting protein/kinase inhibitory protein
CML chronic myelogenous leukemia
CNS central nervous system
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DDR DNA damage response
Ecrg4 esophageal cancer-related gene 4
EGF epidermal growth factor
ER endoplasmic reticulum
FGF-2 fibroblast growth factor 2
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GLB1 galactosidase beta 1
HLA-DR human leukocyte antigen-DR isotype
γH2AX phosphorylated H2A histone family member X
IkB inhibitor of kappa B
IL Interleukin
MBP myelin basic protein
MECP methyl-CpG-binding protein
MMP matrix metalloproteinase
MRI magnetic resonance imaging
mTOR mammalian target of rapamycin
MS multiple sclerosis
NAWM normal appearing white matter

NF-κB
nuclear factor kappa-light-chain-enhancer of
activated B cells

NSCs neural stem cells
OIS oncogene-induced senescence
OPC oligodendrocyte progenitor cell
PD Parkinson’s disease
PS1 presenilin-1
p38MAPK p38 mitogen-activated protein kinases
RB Retinoblastoma
ROS reactive oxygen species
RR-MS relapsing-remitting multiple sclerosis
SA-β-Gal senescence-associated β-galactosidase
SAHF senescence-associated heterochromatin formation
SAMD senescence-associated mitochondrial dysfunction
SASP senescence-associated secretory phenotype
SIPS stress-induced premature senescence
SIRT Sirtuin
SP-MS secondary progressive multiple sclerosis
SGZ subgranular zone
STING stimulator of IFN genes
SVZ subventricular zone
S1P sphingosine 1-phosphate receptor
TCDD 2,3,7,8-Tetrachlorodibenzo-p-Dioxin
Terc human telomerase gene
TGF-β transforming growth factor beta
TNF-α tumour necrosis factor alpha
UPR unfolded protein response
53BP1 p53-binding protein 1
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Önal, B.; Gürvit, H.; et al. BDNF, TNFα, HSP90, CFH, and IL-10 Serum Levels in Patients with Early or Late
Onset Alzheimer’s Disease or Mild Cognitive Impairment. J. Alzheimer’s Dis. 2013, 37, 185–195. [CrossRef]
[PubMed]
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Abstract: G protein-coupled receptors (GPCRs) and their associated proteins represent one of the
most diverse cellular signaling systems involved in both physiological and pathophysiological
processes. Aging represents perhaps the most complex biological process in humans and involves a
progressive degradation of systemic integrity and physiological resilience. This is in part mediated
by age-related aberrations in energy metabolism, mitochondrial function, protein folding and sorting,
inflammatory activity and genomic stability. Indeed, an increased rate of unrepaired DNA damage is
considered to be one of the ‘hallmarks’ of aging. Over the last two decades our appreciation of the
complexity of GPCR signaling systems has expanded their functional signaling repertoire. One such
example of this is the incipient role of GPCRs and GPCR-interacting proteins in DNA damage and
repair mechanisms. Emerging data now suggest that GPCRs could function as stress sensors for
intracellular damage, e.g., oxidative stress. Given this role of GPCRs in the DNA damage response
process, coupled to the effective history of drug targeting of these receptors, this suggests that one
important future activity of GPCR therapeutics is the rational control of DNA damage repair systems.

Keywords: G protein-coupled receptor (GPCR); aging; DNA damage; β-arrestin; G protein-coupled
receptor kinase (GRK); interactome; G protein-coupled receptor kinase interacting protein 2 (GIT2);
ataxia telangiectasia mutated (ATM); clock proteins; energy metabolism

1. Introduction

With the knowledge gained about mechanisms underlying health and disease, as well as improved
living standards and sanitization, there has been a major increase in the global average lifespan [1].
The world health organization reported in 2015 that an estimated 900 million people were aged 60
or older. By 2050, this number is expected to increase to about two billion people [2]. Despite this
positive result of improved healthcare, a major complication incurred with this increase in the size of
the worldwide elderly population is the burgeoning prevalence of aging-related diseases including
neurodegenerative disorders, cardiovascular diseases and diabetes mellitus [3]. Indeed, this has been
borne out through multiple studies connecting age-related molecular pathologies and the incidence of
these disorders [4–6]. These studies suggest that the aging process is an underlying cause for multiple
diseases; however, aging itself is not considered a disorder, but a normal physiological process [3].
Pathological aging can be defined as a progressive deterioration of physiological functions, which will
eventually lead to systemic dysfunction and death [3]. These alterations include metabolic dysfunction,
genome instability, telomere attrition and oxidative stress [7,8]. A greater understanding of these
processes should improve our capacity to prevent or treat age-related diseases [9].
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Transmembrane heptahelical GPCRs represent perhaps the most studied and effective drug
targets to date. Their near ubiquitous role in physiological processes, coupled to their capacity to
recognize a wide diversity of impinging molecules, makes them ideal targets for pharmacotherapeutic
design [10,11]. As a testament to the functional efficacy of targeting GPCRs in disease, 475 drugs (~34%
of all drugs approved by the FDA, acting on over 108 unique GPCR targets) are currently clinically
employed [11]. While currently dominating the realm of therapeutics, there is still a strong impetus
for future GPCR-based drug design. There are over 300 new experimental drugs that are currently
in clinical trials, of which ~20% target 66 previously unexploited GPCR systems. The major disease
indications for GPCR modulators have shown a trend towards diabetes, obesity and Alzheimer disease
(AD), all of which are strongly age-dependent disorders. While the majority of the worldwide drug
design effort has been made using the concept of exploiting and controlling the G protein-dependent
signaling modality of GPCRs, there is now a growing field of more ‘engineered efficacy’ therapeutics
that can utilize alternative modes of non-G protein-mediated GPCR signaling [12–14]. The emergence
of these new and diverse GPCR signaling modes expands our concepts of the types of signaling
systems that can be controlled through GPCR modulation. In this review, we will investigate one
of these new target systems that may hold the key to the future treatment of multiple age-related
disorders [15–18], i.e., the DNA damage-response (DDR) system.

As life proceeds through the individual’s aging process, both endogenous (e.g., reactive oxygen
species (ROS)) and environmental (e.g., ionizing radiation) stressors are constantly attacking DNA,
causing structural damage [9]. Unrepaired DNA damage negatively affects genome replication
and transcription, causing wide-scale chromosomal aberrations that disrupt critical cell functions
such as energy metabolism and protein folding/management [19–21]. Given the importance of
DNA-protective activity as an anti-aging strategy, coupled to the feasibility of GPCR druggability,
the generation of GPCR-based DDR controlling agents holds considerable promise for improved
treatments for both disorders of genomic aging such as Werner syndrome or ataxia-telangiectasia,
as well as age-related disorders such as metabolic syndrome or Parkinson’s disease.

2. Aging, Metabolic Functionality, DNA Stability, Damage and Repair

2.1. Metabolic Dysfunction, Oxidative Damage and Aging

Systemic aging in humans is strongly associated with the accumulation of deleterious molecular
perturbations that negatively affect the functionality of almost all cells, tissues and organs.
This progressive and stochastic accumulation of molecular perturbations induces significant cellular
signaling dysfunctions that affect multiple processes related to energy metabolism, cell survival,
genomic instability (via sub-optimal damage responsivity and repair efficiency) and aberrant
cellular replication.

The molecular control of the aging process has long been associated with the highly-conserved
insulinotropic receptor signaling system. This metabolic system controls the effective uptake and
metabolism of glucose as the primary energy source in the majority of higher organisms. The crucial
role of this signaling system in aging has been evidenced by the demonstration of lifespan extension,
in species ranging from nematodes to mice, by mutations affecting insulin receptor signaling [22–26].
These mutations affect several cellular functions that are negatively regulated by the insulin receptor
and therefore typically observed under fasting conditions where little caloric intake was extant and
a likelihood of insulin resistance was low. Concomitant with this, lifespan as well as ‘healthspan’
(i.e., period of life in which no overt pathophysiology is extant) extensions have also been induced
by caloric restriction and intermittent fasting interventions [6,27,28]. Considering this evidence,
the insulinotropic system represents perhaps the most critical system in organismal development
and survival. This primacy is due to this system’s ability to generate the optimal adenosine
triphosphate (ATP) yield from catabolized dietary carbohydrate sources. As with all biological
systems, the perfect repetition of its function is subject to incremental failure and reduction of
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sensitivity over time, i.e., the age-dependent inevitability of ‘insulin resistance’ and ‘metabolic
syndrome’ receptor systems [29,30]. Therefore, with increasing age, there is a prevalent system-wide
reduction in the ability of the body to cope with stress, in part, due to a degradation of the
efficiency of energy-generating (e.g., ATP) metabolic systems [29,31,32]. Disruption of the primary
energy-synthesizing system, i.e., mitochondrial oxidative phosphorylation, leads to both ATP depletion
(thus affecting electrical cellular excitability, proteolytic activities, transmembrane transport processes
and kinase activity), as well as an increase in the deleterious effects of unregulated hyperglycemia,
e.g., systemic inflammation, enhanced ROS generation, arterial stenosis, impaired tissue healing,
neuronal damage and renal failure [33,34]. Hence, many characteristic factors of the aging process
are linked to effective energy management, i.e., the generation of insulin resistance, disruptions to
oxidative phosphorylation of glucose and changes in body fat composition [29].

2.2. Oxidative Aging and DNA Damage Responses

The inexorable generation of systemic metabolic dysfunction (linked to insulinotropic system
aberration) induces a global imbalance between ROS and endogenous antioxidant pathways.
This systemic perturbation results in an increased susceptibility of lipids, proteins and nucleic acids
to oxidative radical attack and the creation of sustained oxidative damage [35]. The Harman free
radical/oxidative stress theory stipulates that physiological iron and other metals in the body would
cause ROS accumulation in cells as a by-product of normal redox reactions. ROS are natural signaling
entities, generated as a by-product of a variety of pathways involved in aerobic metabolism [36].
ROS-mediated oxidative stress in turn causes DNA and cellular damage in aged cells and organisms,
which could trigger cellular apoptosis [35–37]. Depending on the source of damage, DNA can
be altered in different ways, including nucleotide alterations (mutation, substitution, deletion and
insertion) and the creation of bulky adducts, single-strand breaks (SSBs) and double-strand breaks
(DSBs) [38]. To guide accurate repair of these lesions, cells activate a highly nuanced signaling
network (i.e., the DDR pathway) that: (i) detects the presence of DNA damage sites; (ii) transmits
the detection of damage to coordinating signal transducers; (iii) stimulates the activation of cell-cycle
checkpoint and DNA damage repair mechanisms [39–41]. There are currently four elucidated DDR
mechanisms characterized in mammalian cells: base excision repair (BER); nucleotide excision
repair (NER); homologous recombination (HR); and non-homologous end-joining (NHEJ) [9,42].
BER mainly corrects single lesions or small alterations of bases caused by ROS [42,43]. This pathway
involves multiple steps, starting with recognition of the damaged DNA by a DNA glycosylase [44],
followed by the activation of a pathway common to SSB repair, involving an apurinic/apyrimidinic
(AP) endonuclease to generate the DNA 3′OH terminus [45]. The final repair steps involve a synthesis
stage with a DNA polymerase, followed by sealing the DNA lesion via DNA ligase activity [45].
NER is a more complex process for removing bulky DNA lesions formed by exposure to radiation,
chemicals or through protein-DNA adduct formation [42,44]. DSB repair is performed by either HR
or NHEJ [42]. DSBs caused by exogenous stressors can be repaired by either of these pathways [46].
Damage produced by a malfunction of DNA replication forks is primarily, or even exclusively,
repaired by HR [47]. HR-dependent DSB repair is initiated by forming 3′OH overhangs, which associate
with Rad52 and subsequently with polymerized Rad51 [48]. NHEJ is initiated by the recognition
and binding of the Ku heterodimer (Ku70 and Ku80) to the DSB [49,50]. This then serves as a
scaffold to recruit other NHEJ factors to the damaged site, such as the DNA-dependent protein kinase
(DNA-PKs) [50].

Stress-induced DNA damage is a routine process in cells; this damage can occur at the level of
whole chromosome structures, as well as to exposed single- or double-strand entities. Chromosomal
DNA stability is provided by nucleoprotein-DNA structures termed telomeres [51]. Mammalian
telomeres are repetitive DNA sequences, which form a lariat-like structure by associating with
the multimeric Shelterin protein complex (also known as the telosome) to shield the exposed
ends of chromosomal DNA from damage [51–53]. Telomeres shorten progressively with each cell
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replication cycle [54], thus imposing a functional limit on the number of times a cell can safely divide.
Significantly shortened telomeres trigger cellular senescence in normal cells, or genomic instability
in pre-malignant cells, which contribute to numerous degenerative and aging-related diseases [55].
Multiple lines of research, from human, murine and in cellulo studies, have shown that oxidative stress
is associated with accelerated telomere shortening and dysfunction [56–63]. Several mechanistic models
have been proposed to explain how oxidative stress accelerates telomere shortening. One possibility
is that oxidative stress triggers cell death and/or senescence, and as a compensation, the extant
cells then undergo further recuperative divisions, leading to increased telomere shortening [55].
Another widely-appreciated model hypothesizes that ROS induce SSBs at telomeres directly, or as
intermediates in lesion repair, leading to replication fork collapse and telomere loss [64].

Furthering the associations between metabolic dysfunction, aberrant DDR and advanced aging
phenotypes, several classical DDR-associated diseases (Hutchinson-Gilford progeria, Werner and
Cockayne syndromes and ataxia-telangiectasia) are linked to dysglycemic states and insulin
resistance [65–70]. Given the strong linkage between insulinotropic decline, oxidative stress,
DNA damage and advanced aging, it is clear that molecular interventions that are able to
manipulate this signaling convergence beneficially may represent important future treatments for
age-related diseases.

2.3. Metabolic-Clock Process Linked with DDR

It has recently been demonstrated that the cellular clock and circadian rhythm are disrupted in
the aging process [71]. Circadian clock rhythms, present both within the whole-organism and at the
single-cell level, underpin the everyday fluctuations in biochemical, behavioral and physiological
functions of organisms [72–74]. These circadian signaling systems allow the organism to reliably
repeat daily patterns of activity throughout its lifespan [75]. The daily rhythm of mammalian
energy metabolism is also subject to the circadian clock system. So-called ‘clock genes’ (factors
that constitute biological clock regulation) have been revealed not only to constitute the molecular
clock of cells, but also to function as facilitators that regulate and interconnect circadian and
metabolic functions. As circadian signals generated by clock genes regulate metabolic rhythms,
it is therefore unsurprising that clock gene function is tightly coupled to glucose and lipid metabolism.
Clock gene dysfunction has thus also been strongly associated with metabolic disorders including
diabetes and obesity [76–79]. Changes in energy balance, in turn, conversely affect circadian clock
functionality [80–82]. Recent research has demonstrated that the application of high-fat diets to
mice increases the circadian period of their locomotor activity under constant dark conditions,
suggesting molecular disruption to their suprachiasmatic nucleus clock that controls global somatic
time measurement [83]. In addition, high-fat diet supplementation has been shown to disrupt the
rhythmic expression of clock genes in peripheral tissues [84]. Alterations in temporal feeding patterns
have also been shown to affect circadian clock gene activity in energy-regulatory peripheral tissues [85].
As we have described previously (Section 2.1), dysfunctional metabolic activity may be one of the
prime triggers of the pathological aging process that is then associated with telomeric instability
and DNA damage. To this end, it is unsurprising that clock gene factors can control and integrate
metabolic sensation, day-to-day age assessment and DNA stability. Thus, components of circadian
clock, such as Aryl hydrocarbon receptor nuclear translocator-like protein 1 (BMAL1-CLOCK),
period circadian protein homolog 1 (PER1), period circadian protein homolog 2 (PER2), period
circadian protein homolog 3 (PER3) and inactive tyrosine-protein kinase transmembrane receptor ROR
(ROR1), are suggested to be involved in cellular response to genotoxic stress [72,86–89]. As cellular
clocks not only regulate chronological aging, but also the rate/extent of metabolic dysfunction,
telomere stability and DNA damage [90–92], it is unsurprising that clock functionality is now linked to
many age-related disorders, e.g., dementia [93,94], glycemic/adiposity disorders [95] and premature
aging diseases associated with attenuated DDR [65–70,96,97]. Therapies targeting clock regulation
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mechanisms have thus demonstrated promising effects on the treatment of aging-related diseases
including metabolic syndrome and psycho-affective disorders [98–100].

In these initial sections (1 and 2), we have outlined how the seemingly impenetrably complex
process of aging, with its strong association with DDR events, may be more effectively understood
using signaling network-based concepts. Forming the first level of synergy between the GPCR and
DDR systems, we have also detailed how the currently expanding range of GPCR signaling modalities
also seems to operate at a network level. At the second level of GPCR-DDR synergy, we have also
demonstrated that both of these systems interconnect via the observed metabolic dysfunctions in
the aging process. At a third synergistic level, both GPCR and DDR systems, via the alteration of
energy metabolism, conspire to accelerate aging pathologies via accumulated oxidative damage. In the
final fourth level of GPCR-DDR synergy, we have shown that these two systems converge via their
common roles in both circadian clock and metabolic regulation to create a coherent and pervasive role
of GPCR-DDR functionality in the aging process. In the following sections, we shall further refine
these observations and illustrate them with specific exemplary findings.

3. G Protein-Coupled Receptor Systems: Intersections with DNA Damage and Repair Processes

3.1. GPCR Signaling Diversity

The GPCR superfamily represents perhaps the most diverse group of transmembrane proteins in
the human proteome [101]. GPCRs have evolved to provide cells with an incredibly nuanced sensory
system for entities ranging from photons, small metabolites, chemical neurotransmitters, to complex
glycoprotein hormones and exogenous animal toxins [102]. This unparalleled molecular diversity of
GPCR sensitivity has allowed molecular pharmacologists to exploit these complex signaling systems
rationally to combat a plethora of diseases.

GPCRs provide a simple, but highly flexible, mechanism to facilitate the signal transfer of
the ‘message’ of the extracellular stimulator (i.e., the receptor ‘ligand’ in biomedical terms) to the
intracellular milieu. Hence, the stimulated receptor entrains characteristic cell signaling cascade
responses to generate a productive cellular response to the external input [103]. These versatile
heptahelical receptors essentially function as ligand-activated guanine nucleotide exchange factors
(GEFs) for heterotrimeric G proteins. G protein activation is initiated through ligand-driven changes
in the tertiary structure of the heptahelical core that are then transmitted to the intracellular
transmembrane loops and carboxyl terminus of the receptor. These conformational changes alter
the ability of the receptor to interact with intracellular G proteins and catalyze the exchange of GDP
for GTP on the heterotrimeric G protein α subunit. This nucleotide exchange promotes dissociation
of the G protein αβγ subunit heterotrimer, releasing the GTP-bound α subunit and the free βγ

subunit. The GTP-bound α subunit stimulates its cognate downstream effectors, e.g., adenylate cyclase
or phospholipase C, conveying information about the presence of an extracellular stimulus to the
intracellular environment. In addition to the Gα subunit, free βγ subunits also possess effector
stimulatory activity, e.g., promotion of G protein-coupled receptor kinase binding to the receptor.
This classical ‘G protein-centric’ view of GPCR function still holds true, yet data accumulated over the
last decade have suggested that G protein signaling is not the only physiologically-relevant signaling
pathway employed by these receptors [104–108]. The discovery of alternative therapeutically-tractable
GPCR signaling pathways, such as the β-arrestin signaling pathway, suggests that additional
drug design avenues may be fruitful. Luttrell et al. first demonstrated that β-arrestins interact
with Src family kinases and couple beta adrenergic receptors to extracellular signal-regulated
kinase 1/2 (ERK1/2) pathways [12]. β-arrestin molecules were primarily associated with GPCR
internalization and degradation [12,109]. However, in addition to mediating endocytosis of GPCRs,
β-arrestins have been demonstrated to scaffold a wide variety of signaling complexes associated
with GPCR signaling cascades that can occur in parallel, or subsequent to, G protein turnover [104].
β-arrestins have subsequently been demonstrated to bind a wide variety of kinases, e.g., E3 ubiquitin
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ligases, phosphodiesterases and transcription factors [110]. More recently, it has been shown that
activation of β-arrestin, through the β2-adrenergic receptor (β2AR), leads to increased DNA damage,
p53 degradation and the promotion of apoptosis [111,112]. These data suggest that if the activation of
β2AR could be biased to signal through a more ‘non-β-arrestin’ signaling mode, DNA damage repair
could be promoted. Implicit with the additional complexity of GPCR signaling repertoires, it has been
demonstrated that these additional GPCR transduction mechanisms are facilitated and specified by the
creation of stable multiprotein complexes with the receptor [103,107]. These large multi-protein
complexes likely represent highly stable, due to the need to regulate multiple protein-protein
interactions, sub-structures that are often termed ‘receptorsomes’. Given the likely presence of both G
protein and non-G protein GPCR signaling, it is likely that cellular responses to stimulatory ligands
will comprise a range of signaling outcomes dictated by both G protein activity and the expression
profile of additional proteins that help create stable receptorsome complexes.

In addition to the recent introduction of non-G protein signaling to the functional repertoire
of GPCR activity, new theories associated with the enlarged variety and cellular spatial nature of
receptor activity are redefining our future concepts of therapeutic development. From their initial
discovery, GPCRs were classically considered to be only ligand responsive when expressed on the
cell surface plasma membrane. In contrast to this plasma membrane expression, a large majority
of the total cellular amount of receptor protein was thought to be held in a cytosolic ‘reserve’ as
nascent GPCRs ready to replenish the ‘actively signaling’ plasma membrane forms. This classical
view of receptor pharmacology is still valid, especially for rapid extracellular stimulator-based G
protein activation. There is now considerable evidence however demonstrating that GPCRs can
also signal from intracellular membranes such as endosomes, mitochondria, endoplasmic reticulum,
Golgi apparatus and the nucleus [113,114]. This additional signaling capacity suggests that GPCRs
also act as intracellular signal transducers for stimulatory factors generated inside the cell. With this
concept in mind, it is thus feasible to propose that GPCRs can also act as sensors, at the molecular
level, for agents that can directly or indirectly induce oxidative stress and/or DNA damage.

3.2. GPCR Functionality in the Context of Molecular Gerontology

A considerable proportion of the global mechanistic process of aging is driven by a degradation
of metabolic function resulting in elevated oxidative stress and DNA damage. In recent years, it has
been demonstrated that there is a complex neuroendocrine control network of inter-connected GPCR
systems that regulate ‘neurometabolic’ activity. This convergence of GPCR-based systems bridges
the functional domains of endocrine and neuronal systems in health and disease [115–120]. Here,
we also posit that in addition to controlling the aging process via regulation of global metabolism,
GPCR systems can also exert a trophic effect on DDR during normal and pathological aging.

Metabolically-driven aging is characterized by the accumulation of adverse changes in cells over
time that attenuates global homeostatic energy control and augments the risk of developing nearly all
diseases [121]. In addition to cellular/tissue damage caused by accumulated protein/DNA damage,
molecular aging ‘programs’ (i.e., coherent and repeated pathological patterns of protein expression
leading to stress-related damage) can also generate age-related increases in cellular senescence.
Cell growth arrest and hyporesponsiveness to extrinsic stimuli via cell surface receptors, such as
GPCRs, are hallmarks of senescent cells [122–125]. Cell senescence describes the process in which cells
cease dividing, but do not enter an apoptotic state. These senescent cells possess distinct functional
phenotypes, compared to normal cells, with respect to chromatin remodeling and protein secretory
behavior [126–128]. The discovery of this ‘cell stasis’ process has been attributed to Hayflick and
Moorhead [129] after they observed the phenomenon of the irreversible growth arrest of human
diploid cell strains induced by extensive serial passaging in culture. This ‘replicative senescence’
is linked with telomeric degradation following each cell cycle. As we have discussed previously,
this telomere attenuation [129,130] is strongly associated with DNA frailty. Rather than representing
a functional ‘dead end’ of cell physiology, evidence gathered over recent years has demonstrated
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the importance of senescence-related signaling in processes such as embryonic development [131],
wound healing/repair [132,133] and, most importantly, aging [134,135].

In addition to telomeric degradation, additional stressors have been shown to engender cellular
senescence, e.g., certain DNA lesions and ROS attack [136,137], both of which are linked through
the DDR signaling pathway. It is thought that senescence can be regulated via ATM or ATR
(ataxia Telangiectasia Rad3 related) kinases that effectively block cell-cycle progression through the
stabilization of p53 and transcriptional activation of the cyclin-dependent kinase (Cdk) inhibitor
p21 [138]. Along with cell cycle arrest, the alteration of the functional cellular ‘secretome’ (i.e., the range
of secreted proteins from a specific cell type) of the specific cell entering a senescent state is one of the
characteristic features of this aging-associated state [139]. Profound chromatin remodeling represents
one of the first steps in age-related senescence; this event causes a coherent cellular response involving
elevation of transcript levels for pro-inflammatory cytokines, chemokines, cell-remodeling growth
factors and proteases [140,141]. This modulatory secretory phenotype has now been codified as
the senescence-associated secretory phenotype (SASP) [139,142,143]. SASP responses, like cell cycle
arrest events, can also be dependent on protracted DNA damage signaling [143], caused by the
feed-forward loops that can be generated between DDR signaling and ROS attack [144]. Interestingly,
it has been demonstrated that SASP-associated activity is also strongly linked to modifications in
GPCR functionality [145,146].

3.3. GPCR Signaling Systems and DNA Damage Repair

While the aging process and the accumulation of age-related damage seem inevitable facts
of metabolic life, the strong involvement of GPCR-associated signaling cascades at many levels of
this process provides a potentially important and effective drug-based mechanism for amelioration
and/or retardation of this process [106,147–149]. Aging, as a molecular process, is clearly a slowly
developing entity, coordinated by the interaction of multiple signaling systems across almost all
somatic tissues over decades. This complexity makes it a troublesome process to target using
conventional ‘monolithic target’ therapies, e.g., the failure of anti-amyloid therapies targeting
age-related dementia [150]. In contrast, complex mechanistic disease systems may be more effectively
targeted by therapeutics that possess multidimensional pharmacological efficacy profiles [151–155].
The discovery and development of the concept that GPCR systems can effectively target and regulate
complex transcriptomic/proteomic responses via receptorsome-based non-G protein-dependent
signaling [103] provides a feasible platform upon which multidimensional therapeutic interventions
for aging can be created [13,14,106]. In their elegant manuscript, Watts and Strogatz [156] demonstrated
that an optimal level of communication between entities, within any specific complex system,
is facilitated by a level of organization where some nodes within the network possess a greater degree
of regulatory connectivity compared to other nodes. In the case of molecular signaling networks in
the aging process, it is likely therefore that some proteins possess more profound network-regulating
functions than others [8]. These network-controlling factors have been termed ‘keystones’ or ‘hubs’ and
are thought to provide a mechanism of dimensional condensation for highly complex cellular signaling
systems. This network organization facilitates the rapid transfer of coherent biological/pathological
perturbations across a complex series of nodes by making so-called ‘short cuts’ across the network.
As such, the super-complex aging process networks can be controlled at a trophic keystone/hub level
rather than by individual sensation/regulation at the individual node (protein or gene) level [157,158].
These keystones therefore likely connect and coordinate multiple discrete signaling cascades that
synergize to regulate multifactorial somatic processes. Demonstrating the efficiency of organizing
networks in this manner, it has been shown that even networks containing thousands of nodes
require only the presence of surprisingly few (5–10) keystones to facilitate rapid transfer across
large systems [156]. Targeting these trophic-level proteins, potentially via the recently discovered
GPCR-based transcriptomic efficacy role, facilitates regulation of such complex disorders in a rational
manner as opposed to the unfeasible proposal of therapeutic aging control at every molecular point in
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the network. In the next section, we will identify key components of complex GPCR signaling systems
that possess strong functional roles in the aging-DDR process; by doing so, we hope to illuminate the
potential for effective molecular interventions for neurometabolic aging pathologies.

3.3.1. Heptahelical GPCRs and DNA Damage

Lysophosphatidic Acid Receptor

The GPCR heptahelical core still remains the primary target of therapeutic drug development,
but it is clear from considerable research that the functionality of this core transmembrane protein is
heavily modulated by accessory protein interactions in addition to the standard G protein associations.
These accessory protein interactions have been shown to control receptor dimerization, linkage to
non-receptor signaling adaptors and associations with other complex receptor systems [110,159–161].
The involvement of GPCR signaling systems in DDR pathways has received interest from multiple
research groups recently. For example, LPA2 (lysophosphatidic acid G protein coupled receptor
subtype 2) receptor stimulation has been shown to activate MAPK/ERK, PI3K/AKT and NF-κβ
signaling, which leads to enhanced cells survival and repair of radiation injuries [162–164].
The activation of an NF-κβ-dependent, ATM-based signaling cascade in turn then controls the
expression of the LPA2 receptor itself [165]. It has furthermore been shown that the activation of this
receptor leads to the resolution of radiation-induced γH2AX lesions [166] and enhanced long-term
survival of acutely-irradiated cells [167].

Dopamine D2 Receptor

Protein arginine methylation regulates diverse functions in eukaryotic cells, including gene
expression, the DDR and circadian rhythms. Protein arginine methyltransferase 5 (PRMT5) has
been shown to interact directly with and effect the methylation of the dopamine D2 receptor (D2R).
This would therefore represent a potential new signaling pathway with which novel pharmacological
agents could modulate GPCR signaling by changing the methylation status of key cell signaling
associated with DDR responses [168]. In addition to this link between D2Rs and pro-aging mechanisms,
therapeutic targeting of D2R-associated DNA damage effects may also yield the creation of novel
anti-neoplastic agents [169]. The selective DR2 blocker thioridazine has been shown to induce apoptosis
and autophagy in ovarian cancer cell lines, which may be attributed to an increased level of ROS
with associated DNA damage. Thioridazine treatment also resulted in the augmented expression
of various proteins associated with oxidative stress, including nuclear factor E2-related factor 2
(NFE2L2), a pivotal transcriptional factor involved in cellular responses to oxidative stress. Conversely,
thioridazine treatment has been shown to reduce expression of heme oxygenase 1, NAPDH quinone
dehydrogenase 1, hypoxia inducible factor-1α and phosphorylated protein kinase B (Akt-1), factors that
together represent a concerted pro-DNA damage molecular phenotype.

CXCR4 Receptor

The chemokine receptor, CXCR4, has been strongly associated with the modulation of DDR-related
activity and cell cycle control in the context of oncology. Small peptide antagonists, potentially acting
via non-G protein-dependent signaling pathways, have been shown to possess anti-neoplastic activity
via the activation of ‘mitotic catastrophe’, an event associated with a premature or inappropriate
cellular entry into mitosis [170]. The experimental peptide antagonist (CTCE-9908) has been shown
to induce multinucleation, cell cycle arrest and abnormal mitosis through the deregulation of DNA
damage and spindle assembly checkpoint proteins. The chemokine receptor CXCR4 and its ligand,
CXCL12, are critical factors supporting quiescence and bone marrow retention of hematopoietic
stem cells (HSCs) during the aging process. Engineered disruption of CXCR4 receptor expression
in mice has been demonstrated to induce an increase in the production of ROS in bone marrow.
This elevated ROS activity was subsequently shown to induce apoptosis via enhanced p38 MAPK
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activation, increase DNA DSBs and apoptosis, leading to a marked reduction in HSC repopulating
potential. Taken together, these multiple signaling activities result in an increased rate of bone
aging [171].

Hydroxycarboxylic Acid (Lactate) Receptor

The primary metabolite lactate was originally considered to be a biomedical waste product
of metabolism. Lactate has however been shown to possess important positive signaling roles,
especially in the central nervous system (CNS). In the CNS, lactate is released by astrocytes in response
to neuronal activation, after which it is taken up by neurons, oxidized to pyruvate and used for
synthesizing acetyl-CoA to feed oxidative phosphorylation [172]. The discovery of a cognate GPCR
for lactate (hydroxycarboxylic acid) receptor 1 (HCAR1) [173] further reinforced the importance of
the lactate system in linking cellular metabolism with cognitive function and neuroprotective activity.
The lactate GPCR system has subsequently been demonstrated to mediate in part the beneficial
neurocognitive aspects of anti-aging interventions such as exercise [174,175]. HCAR1 activity has
been implicated in lactate-related enhancement of DNA repair mechanisms in cells, via regulation of
LIG4 (DNA ligase 4), NBS1 (Nijmegen breakage syndrome 1), APTX (aprataxin) and BRCA1 (BRCA1,
DNA repair associated) expression, as well as an increase in DNA-PKcs activity [176,177]. In addition
to controlling DDR mechanisms, the HCAR1 also appears to control the generation of chemoresistance
to the DNA damaging agent doxorubicin, via a reflexive ABCB1 (ATP binding cassette subfamily B
member 1) transporter upregulation in HeLa cells [178].

Melanocortin 1 Receptor

While a considerable degree of DNA damage can be induced during the aging process via ROS
attack, the long-term exposure to solar ultraviolet radiation can also contribute to age-related genomic
frailty. Recent research has shown that both melanocortin 1 (MC1R), as well as endothelin B (ENDBR)
receptors play important roles in the constitutive regulation of melanocytes and their response to solar
ultraviolet radiation [179]. Ligand-mediated activation of the MC1R has been shown to (i) effectively
attenuate the extent of damage induced by oxidative stress events and (ii) augment the activity of DNA
repair pathways. Specifically, α-MSH (alpha-melanocyte stimulating hormone)-mediated stimulation
of MC1R results in the phosphorylation and activation of the DNA damage sensors ATM, ATR and
DNA-PK [179,180]. Treatment with α-MSH has also been shown to increase the levels of Chk1 and
Chk2 (checkpoint kinase 1 and 2), the immediate downstream targets of ATR and ATM, as well as the
transcription factor p53 and γ-H2AX, the phosphorylated form of histone 2AX [179].

Angiotensin II Receptor

Emerging data have demonstrated the importance of maintaining effective aortic vascular
compliance during the metabolic aging process [181]. The therapeutic attenuation of both vascular
stiffening and hypertension in the elderly represent a potentially effective pro-longevity intervention
strategy [182]. As advanced aging is commensurate with increased degrees of DNA damage, it is
therefore unsurprising that GPCR-associated factors that have strong hemodynamic functions, such as
angiotensin II (Ang II), are also important regulators of the DDR process. Activation of the Ang
II-associated renin-angiotensin-aldosterone system leads to the formation of ROS. Ang II-mediated
stimulation of renal cell lines can induce DNA damage via activation of the Ang II type 1 receptor
(AT1R) [183]. AT1R-mediared activation of NADPH oxidase (Nox4 subunit-containing isoform) causes
the production of ROS, resulting in the formation of DNA strand breaks and micronuclei induction.
In addition to DNA-damaging effects on renal cell systems, Ang II also has been shown to induce
oxidative DNA damage and to accelerate the onset of cellular senescence in vascular smooth muscle
cells (VSMCs). This pro-aging activity was ultimately shown to occur via telomere-dependent and
independent mechanisms [184].
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3.3.2. β-Arrestin Family Proteins

Human β-arrestins comprise a small family of cytosolic proteins originally studied for their
role in the desensitization and intracellular trafficking of GPCRs. Despite this humble beginning,
the β-arrestins (β-arrestin1 (ARRB1) and β-arrestin2 (ARRB2)) have emerged as key regulators of
multiple signaling pathways involved in aging. By acting as cellular scaffolding proteins that link
vital signaling pathway entities to GPCRs, β-arrestins can exert homeostatic and ligand-responsive
allostatic control of intermediary cell metabolic events and long-term cellular functionality [185].
As mentioned previously, Luttrell et al. [12] first demonstrated that β-arrestin interacts with Src
family kinases and couples the receptor to MAPK ERK1/2 pathways that are associated with the
regulation of both oxidative DNA damage [186] and DNA damage-associated cellular senescence [187].
β-arrestins have subsequently been demonstrated to bind a wide variety of kinases, E3 ubiquitin
ligases, phosphodiesterases and transcription factors [110,185]. This ability of β-arrestins to connect
GPCRs with these diverse signaling factors has greatly expanded the functional repertoire of
these receptors. With respect to a direct association with β-arrestin-mediated signaling and DNA
damage/repair pathways, early work indicated that stimulation of beta2-adrenergic receptors
(β2ARs) promoted dephosphorylation of β-arrestin2 and its suppression of NF-kappaB (NF-κB)
activation. NF-κB activation in response to UV-induced DNA damage is vital to maintain an
effective DDR response [112]. Subsequent research into this intersection between β-arrestin-mediated
signaling and DNA damage demonstrated that in both murine/human cell lines, β-arrestin1,
after association with the active β2AR, induces an Akt-1-mediated activation of the E3 ubiquitin
ligase, MDM2. This β-arrestin-dependent activation of MDM2 promotes the direct binding of this
ligase to p53, thus promoting its degradation resulting in a detrimental effect upon the integrity of
DDR systems, finally leading to increases in nuclear γ-H2AX adducts [188]. The apparent ability of
circulating catecholamine stimulants of the β2AR, e.g., epinephrine and norepinephrine, to trigger
GPCR-β-arrestin-mediated pro-DNA damage effects led to subsequent testing of these findings in
murine models of stress, in which an elevated catecholamine drive would be present. Using an
underwater trauma model of stress, Sood et al. [189] found that there was a steady-state increase
in the physical association of the β2AR, β-arrestin1 and p53 with MDM2, thus creating a pro-DNA
damage state in the CNS. Reinforcing this finding, Hara et al. [111] demonstrated that pharmacological
blockade of this β-arrestin1-dependent p53-MDM2 signaling system was effective in reducing the
extent of DNA damage induced by an applied behavioral stress to mice. As β-arrestin1 interacts with
nearly all GPCR family proteins, this DNA damage cascade is unlikely to be specific to the β2AR
system; for example, a simple pro-DNA damage β-arrestin1-p53-MDM2 signaling paradigm has been
demonstrated for the previously mentioned MC1R [190]. These data therefore potentially suggest
that if the activation of β2AR could be biased to signal exclusively through a non-β-arrestin mediated
signaling paradigm, a reparative DDR response could be promoted. While these data evidently link
the β-arrestin1 signaling pathway to the generation of DNA damage, in cases where induction of DNA
damage may be desired (i.e., in oncology chemotherapy), the specific drug manipulation of β-arrestin1
activity may be beneficial to enhance chemosensitivity to co-administered anti-neoplastic agents [191].

3.3.3. G Protein-Coupled Receptor Kinases and Associated Proteins

As we have discussed, stressful stimulation of GPCR systems, e.g., via circulating norepinephrine,
can lead to pro-DNA damaging events. Therefore, the molecular mechanisms that control the
sensitivity/activity of GPCRs may also be an important nexus for controlling age-related DNA damage.
In response to ligand stimulation, the vast majority of GPCRs are reflexively ‘cut-off’ from generating
further G protein-dependent signals via a ‘desensitization’ of the receptor. This tachyphylactic
response is typically mediated by the phosphorylation of the receptor by heterologous desensitization
(via second messenger-dependent protein kinases such as protein kinase A) and/or homologous
desensitization (via a selective phosphorylation through a G protein-coupled receptor kinase (GRK)).
Within seconds of receptor stimulation, these kinases phosphorylate serine and threonine residues
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within the intracellular domains of GPCRs, thereby uncoupling the receptors from heterotrimeric
G proteins [192–194]. In addition to mediating this reflexive phosphorylation of activated GPCRs,
GRKs also control phosphorylation independent cellular responses via their ability to interact with a
broad spectrum of proteins involved in signaling and trafficking, e.g., PI3K (phosphoinositide 3-kinase),
clathrin, caveolin, RKIP (Raf kinase inhibitor protein), MEK (mitogen-activated protein kinase kinase),
Akt (protein kinase B) and GIT (GRK-interacting transcript) proteins [195–198]. This scaffolding
function of GRKs allows them to act as potential structural regulators that may control the organization
of GPCR-based receptorsomes.

GRKs belong to a coherent family of associated proteins that all share at least a similar kinase
activity. The GRK superfamily of related proteins can be subdivided into three main groups
based on sequence homology: (i) rhodopsin kinase or visual GRK subfamily (GRK1 and GRK7);
(ii) the β-adrenergic receptor kinases subfamily (GRK2/GRK3); (iii) the GRK4 subfamily (GRK4,
GRK5 and GRK6). These kinases share certain characteristics, but are distinct enzymes with
specific regulatory properties. GRK2, 3, 5 and 6 are ubiquitously expressed in mammalian tissues,
whereas GRK1/7 (retina) and 4 (cerebellum, kidney, gonads) demonstrate more tissue-specific
expression patterns [199–201]. With respect to a potential role of GRKs in the DDR realm, it was
first noted that genomic reduction of GRK5 expression in osteosarcoma cells inhibited DNA
damage-induced apoptosis via a p53-mediated mechanism [202]. It was subsequently demonstrated
that p53 was a high-affinity substrate of GRK5 and its phosphorylation by this kinase led to its
degradation and subsequent inhibition of the p53-dependent apoptotic response to genotoxic damage.
This association of GRK5 with the DDR pathway was shown to be highly selective, as neither GRK2 nor
GRK6 could mediate this p53 phosphorylation. Demonstrating the importance of this pathway, it has
been shown that GRK5-deficient mice possess an elevated p53 expression level, leading to an elevated
irradiation-induced apoptotic sensitivity. Commensurate with this functional role in DDR processes
and cell damage, it has been demonstrated that GRK5 deficiency predisposes model organisms to
age-related neurodegeneration, cognitive dysfunction and loss of synaptic plasticity [203–205]. In the
cardiovascular setting, however, age-related pathologies have also been associated with elevated GRK5
expression [206].

As previously mentioned, many GRK-interacting proteins mediate other significant signaling
functions. One of these proteins that possesses an important role in controlling DDR is
the GRK-interacting transcript 2 (GIT2). GIT2 is a widely-expressed ADP-ribosylation factor
GTPase-activating protein (Arf-GAP) [8,207–209]. GIT2 was identified as an important protein linked
to several aspects of the complex neurometabolic aging process through latent semantic indexing
(LSI)-based interrogation of high-dimensionality hypothalamic proteomic datasets gathered from
longitudinal analysis of aging rats [8]. It was further demonstrated that an age-dependent elevation of
the expression of GIT2 in the hypothalamus (as well as other brain regions) was found in non-human
primates, as well as humans [8]. These findings were also supported by the demonstration of
elevated expression levels of GIT2 in human neuronal cells exposed to increasing oxidative stress
levels [37]. Additional investigations revealed that GIT2 interacts with many proteins involved in
multiple signaling pathways linked to aging such as ATM, p53 and BRCA1. All of these proteins
are involved in stress-responsive cascades and play important roles in cell cycle/DDR control,
circadian clock regulation [157,210,211] and generation of SASP phenotypes in immune tissues [211].
Ectopic elevation of GIT2 expression in neuronal and non-neuronal tissues is able to attenuate the
extent of DNA DSB damage induced by both ionizing radiation and chemotherapeutic DNA-damaging
agents (cisplatin) [210]. Further reinforcing this permissive role of GIT2 in the aging process, it was
shown that genomic deletion of GIT2 resulted in an accelerated rate of γ-H2AX lesion inclusion
in central nervous cortex tissue in experimental mice [210]. In addition to the damage caused to
brain tissues in GIT2 knockout (GIT2KO) mice, it was recently demonstrated that genomic deletion
of GIT2 led to a significant co-reduction of multiple circadian clock-related mRNA transcripts in
a broad range of immunological tissues including spleen, thymus and multiple lymph nodes [211].
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This downregulation of GIT2 with associated clock-related proteins has been associated with premature
aging (evidenced by accelerated thymic involution), the creation of a SASP-like phenotype and DDR
functions [211]. These data together suggest that GIT2 may act as a functional connector between
cellular senescence, clock regulation and DNA damage repair and as such could possess the capacity
to alter the accumulation of age-related cellular damage. Therefore, GIT2 might represent a crucial
therapeutic target to attenuate age-related metabolic decline. Classical therapeutic targets however
are usually receptors, ion channels, kinases and phosphatases; hence, as GIT2 is a scaffolding protein,
it does not represent a typical therapeutic target [212]. The demonstration that, in addition to regulating
intermediary cell metabolism events, GPCRs can also effectively regulate the expression profiles of
multiple signaling proteins via non-G protein-dependent functions [13,14,213] facilitates an important
expanded capacity for drug development. Hence, it is likely that in the future, GPCRs can be employed
to control the expression profile of specific non-canonical signaling proteins, e.g., GIT2 [13,107].
In this scenario, the GPCR target would be chosen for its capacity to control the expression of
network-controlling regulators (e.g., GIT2) and their associated factors rather than just modulating a
single protein target. Therefore, in order to target and control GIT2, it is imperative to find a GPCR
that can modulate the function and expression of this scaffolding protein. To identify a GPCR strongly
associated with GIT2, GIT2KO mice were used recently to investigate expression relationships across
multiple tissues [212]. In GIT2KO mice, a consistently downregulated GPCR, the Relaxin 3 family
peptide receptor (RXFP3), was found in the murine CNS, pancreas and liver [212]. The therapeutic
control of this GPCR therefore may represent a facile system with which to control the expression
profile of GIT2 in tissues and therefore regulate aging-related cellular damage in a trophic manner.

3.3.4. Regulator of G Protein Signaling Proteins

The regulation of GPCR activity is highly complex and well controlled, with multiple layers of
interconnected signaling pathways activated upon receptor stimulation that feedback to modulate
receptor signaling. The most studied GPCR signal ‘conditioning’ mechanisms are mediated by GRKs
and β-arrestins; however, an extra level of control is common to many GPCRs, as well, i.e., that exerted
by the regulator of G protein-signaling (RGS) proteins [214]. RGS proteins control the activity of
GPCRs via their ability to control heterotrimeric G protein signaling negatively by accelerating the Gα

subunit GTP hydrolytic activity, thus helping to determine the magnitude and duration of the cellular
response to GPCR stimulation [215]. It is interesting to note, however, given our current knowledge
of non-G protein-dependent GPCR signaling, that indeed RGS proteins may conversely represent
themselves as positive stimulators of these recently identified pathways.

Presently, there are thought to be at least twenty canonical RGS protein versions found in
mammals [214]. These members of the RGS superfamily are divided into four subfamilies based
on sequence homology and the presence and nature of additional non-RGS domains. With respect
to the involvement of RGS proteins in the dynamics of DDR responses, early research indicated that
disruptions to RGS protein (RGS16, RGSL1/RGSL2 (RGS-like proteins 1/2)) expression/functions
were mediated in human breast carcinomas through DNA fragility within the HPC1 region in
chromosome 1 [216]. As with many GPCR-system interactions with the DDR process, the cell
cycle regulator p53 clearly exerts a trophic functional role, e.g., within immune cells, the cellular
expression profile of RGS13 was demonstrated to be suppressed by prevailing p53 activity [217].
Reinforcing the importance of p53-mediated signaling associated with RGS protein functionality,
Huang et al. [218] demonstrated that the anti-neoplastic agent doxorubicin activates ATM and p53
through an RGS6- and ROS-dependent signaling process. Interestingly, this ROS/RGS6-dependent
ATM-activating mechanism was found to be functionally independent of actual physical DNA
damage [218]. This RGS6-dependent ATM/p53 mechanism has also been shown to be relevant in
myocardial apoptosis; this finding therefore introduces the potential to reduce the harmful cardiotoxic
effects of human doxorubicin oncological treatment regimens in the future [219]. Further research
investigating the role of RGS6 in ATM activation found that mammary epithelial cells (MECs),
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isolated from RGS6-null mice, demonstrated a deficit in ATM/p53 activation, ROS generation
and apoptosis in response to the DNA damaging agent DMBA (7,12-dimethylbenza[α]anthracene),
confirming that RGS6 was required for effective activation of the DDR in these cells [220]. These data
suggested that RGS6 might be a potent natural inhibitor of breast cancer initiation and progress,
thereby presenting a new capacity for future breast cancer treatment. An unexpected intersection
between the RGS system and DDR responses was recently found by Sjögren et al. [221] during
an unbiased genomic siRNA screening approach to uncover mechanisms that control proteasomal
degradation pathways for RGS2. This research team was able to identify a novel E3 ligase complex
containing cullin 4B (CUL4B), DNA damage binding protein 1 (DDB1) and F-box protein 44 (FBXO44)
that mediates RGS2 protein degradation. DDB1 is a multifunctional DDR-associated factor initially
isolated as a subunit of a heterodimeric complex that recognizes ultraviolet radiation-induced DNA
lesions in the NER pathway [222]. Therefore, within this screen, it was clear that a functional link with
the DDR system was evidenced by the presence of DDB1 in the RGS2-controlling interactome.

3.3.5. Non-Canonical GPCR-Interacting Proteins

It is evident from the growing body of literature concerning the functional and effective
intersections between the GPCR and DDR systems that future research into this paradigm will
hopefully yield actionable therapeutic strategies to mitigate age-associated DNA damage and the
age-related disorders this damage triggers. So far, we have shown that GPCRs themselves, β-arrestins,
GRKs and their interacting proteins, as well as RGS proteins can play important regulatory roles in
DNA-management processes. As we have stated before, however, the true functional spectrum
of GPCR-system associated proteins, including ones likely to affect the stoichiometry of GPCR
receptorsome structures, has yet to be conclusively mapped. Therefore, in this final section, we shall
discuss the role(s) of other non-canonical GPCR-interacting factors that also control the functional
intersection of GPCR and DDR signaling systems.

Regulated in Development and DNA Damage Responses

The availability of cellular nutrients and prevalent metabolic energy levels are functionally
detected by signaling mechanisms that involve the mTORC1 (mammalian target of rapamycin
complex 1) kinase. In response to the presence or absence of these stimuli, mTORC1 can control
cell growth and viability. The cellular ability to maintain energy homeostasis is tightly linked
to a cells’ capacity to maintain DNA integrity and stability. To this end, the catalytic activity of
mTORC1 can be inhibited by the absence of sufficient nutrients or via the sensation of cellular stressors
through the responsive overexpression of REDD1 (regulated in development and DNA damage
responses) [223]. REDD1 was initially identified as a crucial developmentally-regulated factor that
connects p53 signaling to the cellular regulation of ROS-sensitivity, thus suggesting its role in DDR
activities [224]. Researchers have recently shown that this mTORC1-regulatory protein demonstrates
a strong functional link to GPCR-systems. Michel and co-workers [225] employed a quantitative
BRET (bioluminescent resonance energy transfer)-based plasma membrane localization assay to
screen for the ability of a panel of endogenously-expressed calcium-mobilizing GPCRs to induce
plasma membrane translocation of REDD1. This research team demonstrated that REDD1 and its
mTORC1-inhibitory motif participate in the GPCR-evoked dynamic interaction of REDD1 with the
plasma membrane, thus identifying this novel DDR-associated protein as a new effector in GPCR
signaling. Translocation to the plasma membrane appears to be an inactivation mechanism of REDD1
by GPCRs. This GPCR-mediated inactivation process is most likely via the resultant sequestration of
REDD1’s functional mTORC1-inhibitory motif.

Fanconi Anemia A Protein

Fanconi anemia (FA) is a rare genetic disease resulting in impaired responses to DNA damage.
Among FA patients, the majority develop cancer, most often acute myelogenous leukemia, and 90%
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develop bone marrow failure (the inability to produce blood cells) by the age of 40. Over two-thirds of
FA patients present with congenital defects including: short stature; abnormalities of the skin, arms,
head, eyes, kidneys, ears, developmental disabilities and infertility [226]. FA is the result of a genetic
defect in a cluster of proteins responsible for DNA damage repair via homologous recombination and is
considered to be a classical ‘genome instability’ disorder. FA is therefore formally defined as an acquired
state that allows for an increased rate of spontaneous genetic mutations throughout each replicative
cell cycle [227,228]. To date, 17 different Fanconi anemia proteins (FANC A, B, C, D1, D2, E, F, G, I, J, L,
M, N, P, S and RAD51C, XPF) are currently known to exist; disruption of these can lead to the genomic
instability characteristic of FA [228]. The FANCA protein is found to be responsible for approximately
64% of FA cases [229,230], suggesting that this specific FA protein holds a singular position in the
maintenance of genome integrity. In addition to its role in genomic stability, FANCA has been shown to
also be a key regulator of GPCR activity. Larder and co-workers [231] demonstrated that the expression
levels of FANCA, in pituitary gonadotrope cell lines, were controlled by gonadotropin-releasing
hormone (GnRH)-mediated stimulation of its cognate GPCR. Upon GnRH-induced expression of
FANCA, it was shown to adopt an intracellular nucleocytoplasmic distribution pattern constitutively.
Protracted GnRH receptor stimulation was shown to induce a nuclear accumulation of FANCA before
eventually trafficking back to the cytoplasm via the nuclear export receptor CRM1 (chromosome
region maintenance 1 protein homolog). FANCA was subsequently demonstrated to be vital
in allowing GnRH to control the expression of the gonadotropin hormones, i.e., luteinizing and
follicle-stimulating hormones. Regulating the transcriptional control of these two hormones offers a
convincing explanation of the infertility issues found in FA patients. It was concluded from this study
that FANCA could be considered as a novel signal transducer of the GnRH receptor.

Poly(ADP-ribose) Polymerase 1 Protein

The poly(ADP-ribose) polymerase (PARP1) protein is directly involved in the BER DDR pathway.
PARP1 catalyzes the poly(ADP-ribosyl)ation of a number of acceptor proteins involved in the
regulation of chromatin architecture, as well as DNA metabolism. This poly(ADP-ribosyl)ation
tracks DNA damages and represents a crucial step in the sensory signaling pathway leading to the
repair of DNA strand breaks [232–235]. Demonstrating the tight functional links between DDR and
the aging process, it has been shown that the prevailing PARP1 activity, measured in the permeabilized
mononuclear leukocytes of thirteen mammalian species (rat, guinea pig, rabbit, marmoset, sheep, pig,
cattle, pygmy chimpanzee, horse, donkey, gorilla elephant and man), predictably correlates with the
maximum lifespan of these species [236]. In recent years, the scope of functionality of DDR proteins,
e.g., BRCA1, has expanded to include effective roles in age-related disorders of cognition such as
AD [237]. Recent studies have also indicated that PARP1 may be a new nuclear target in AD-related
signal transduction pathways [238]. Further studies into the PARP1 connection with AD have found
that muscarinic acetylcholine (mAChR) GPCR stimulation can fully activate hippocampal PARP1
through a calcium mobilization-dependent and ROS independent process [239]. This cholinergic
GPCR-dependent PARP1 activation was abolished by the administration of a pro-AD amyloidogenic
peptide (Amyloid beta 25–35) to experimental mice. This toxic pathological peptide itself significantly
stimulated PARP1 activity by inducing ROS-mediated DNA damage. These data suggest that toxic
amyloid beta peptides can affect mAChR-dependent signal transduction to PARP1, probably via
ROS interdiction and inhibition of ligand-induced calcium mobilization. PARP1 therefore effectively
serves as a downstream effector of the mAChRs that form the prime functional target of current AD
therapeutics such as the cholinesterase inhibitor Aricept®.

Further to the role of PARP1 in receptor-mediated protection of CNS DNA, it has been shown
in human neuronal cells that the aging keystone GIT2 forms active complexes with both PARP1
and PARP2 in response to DNA-damaging stress caused by cisplatin treatment or ionizing radiation.
The interaction of GIT2 served to enhance the signaling activity of PARP1 in these cells and likely
contributed to the DNA-protecting activity of the GIT2 protein [210].
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Angiotensin II Type 2 Receptor-Interacting Protein

We have previously indicated that with respect to age-related cardiovascular pathophysiologies,
the Ang II ligand-receptor system is an important player in this paradigm (Section 3.3.1). However,
in addition to the role of angiotensin receptors in DDR processes, recent research has demonstrated
that additional GPCR interacting proteins can also condition the output of this receptor system.
Ang II can functionally interact in a selective manner with two major cell surface GPCRs, angiotensin
type 1 receptor (AT1R) and angiotensin type 2 receptor (AT2R). As discussed previously, Ang II
is closely associated with vascular diseases and vascular remodeling. Since vascular senescence
plays a critical role in vascular aging and age-related vascular diseases, this pro-aging process can be
functionally enhanced by AT1R stimulation [240,241]. Conversely, AT2R stimulation generates the
opposite signaling output and can functionally antagonize AT1R-mediated vascular senescence [242].
It has been demonstrated that multiple non-G protein interacting partners synergize with the Ang II
GPCRs to regulate this complex interplay with respect to cellular senescence control. For example,
the AT1R–interacting protein (ATRAP) attenuates the ability of the AT1R to induce vascular
senescence [243,244]. A direct binding partner of the AT2R, i.e., the AT2R-interacting protein
(ATIP) [245], has been shown to control vascular senescence behavior, as well [246]. ATIP interaction
with the AT2R appears to play an important role in AT2R control of the senescent process. Hence,
Min and co-workers [246] investigated the functional mechanisms of this system in a transgenic
murine system. Transgenic mice were created overexpressing the ATIP protein and were employed to
derive primary VSMC cultures. Chronic Ang II stimulation of VSMCs from wild-type mice resulted in
the increase of the DNA damage marker, 8-OHdG. This damaging effect of Ang II was significantly
attenuated in the VSMCs of ATIP transgenic mice after similar treatment with Ang II. VSMCs of ATIP
transgenic mice, in response to chronic Ang II stimulation, showed a greater elevation of the DNA
repair factor methyl methanesulfonate-sensitive 2 (MMS2) levels compared to wild-type controls.
Significantly less aortic 8-OHdG expression was found, along with a more potent elevation in MMS2
levels in the ATIP transgenic mice compared to controls following whole-body irradiation of wild-type
and ATIP transgenic mice. Thus, the ATIP GPCR interacting protein was shown to possess the capacity
to attenuate the extent of DNA damage while augmenting the degree of damage repair.

4. The GPCR-DDR Signaling Intersection and Its Potential Therapeutic Exploitation

In recent years, ever stronger connections have been observed between the functional realms
of GPCR and DDR systems. Both signaling systems comprise a highly important and organized
set of interacting proteins that together connect and coordinate physiological responses to multiple
stressors experienced during an organism’s lifespan. To illustrate this important functional intersection
in an unbiased manner, we employed latent semantic analysis [247,248] of biomedical text corpora
(extracted from all available public texts at PubMed Central) using interrogator text terms associated
with GPCR or DDR signaling systems (Table S1). This biomedical text interrogation yields protein lists
with a measurable extent of scientific text association (cosine similarity score: ranging from 0.1 for the
lowest to 1.0 for the strongest associations: [249]) between the interrogator terms and the identified
proteins. To refine these GPCR- or DDR-associated proteins, we extracted the 95% percentile most
strongly associated proteins (Table S2, GPCR; Table S3, DDR). To investigate the functional crossovers
between these unbiased protein lists, we cross-interrogated the GPCR-associated protein list (Table
S2) with the DDR interrogator terms (Table S1); this generated the protein list detailed in Table S4.
In addition, we also cross-interrogated the DDR-associated protein list (Table S3) with the GPCR
interrogator terms (Table S1), generating the protein list detailed in Table S5. This protocol therefore
generated a list of proteins, identified using unbiased informatic text analysis, linking both GPCR
and DDR systems (Figure 1A). For illustrative purposes, we created a wordcloud using 20 proteins
from the DDR term interrogation of the GPCR list (Table S4, blue text) and 20 proteins from the
GPCR term interrogation of the DDR list (Table S5, red text). In the resulting wordcloud (Figure 1B),
the protein term size is proportional to the cumulative cosine similarity score (indicative of strength
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of GPCR/DDR association) for this protein. Within this cloud, many of the factors discussed in this
review are evident (e.g., RXFP3, HCAR1, PARP, FANCA, etc.); details of the protein descriptions of
these GPCR-DDR intersection factors are outlined in Table S6 (GPCR list, blue) and S7 (DDR list,
red). In addition to this unbiased interaction between GPCR and DDR systems, we also employed
canonical signaling pathway analysis (ingenuity pathway analysis (IPA)) of the combined protein
lists from Tables S4 and S5. From this pathway-based annotation, a list of significantly regulated
signaling cascades was generated (Table S8). Plotting the intersection (Figure 1C) between pathways
that share the same proteins (>2 common factors) revealed that multiple connections were present
between DDR-associated signaling (red) and GPCR-associated signaling (blue) systems. Therefore,
using entirely unbiased semantic analysis of publicly-available biomedical texts, the viability of our
posit that these two crucial signaling systems are functionally interconnected has been shown.

Figure 1. Unbiased informatics appraisal of functional intersection between GPCR and DNA
damage-response (DDR) systems. (A) Protein identities, semantically associated with GPCR-related
(blue) or DDR-related (red), were generated from whole proteome-wide datasets created from PubMed
abstracts. The most strongly GPCR or DDR system-associated protein lists were then cross-interrogated
using the opposing interrogator term list. (B) Wordcloud representation (using cosine similarity
score values) of both GPCR- (blue text) and DDR-intersectional protein factors. The font size of the
protein term is proportional to the cumulative cosine similarity score values across the multiple (17)
interrogator terms. (C) Canonical signaling pathway analysis was applied to the combined GPCR or
DDR-associated protein lists (Panel A) created using cross-interrogation. Displaying the pathways
linked by common signaling proteins reveals the connections between DDR-associated (red) and
GPCR-associated (blue) cellular signaling cascades.

With a more advanced understanding of the therapeutically-tractable points of intersection
between these two systems, it might be possible to create a novel series of drug-based strategies
rationally to regulate genomic stability and the aging process. These multifunctional GPCR-DDR
controllers may likely demonstrate the capacity to retard the onset of major debilitating age-associated
diseases. It has been demonstrated over several decades that perhaps the most effective mechanism
of drug development lies in the exploitation of GPCR signaling systems. Research into the nuances
of GPCR signaling have revealed the potential for new avenues of therapeutic discovery based
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on the selective regulation of GPCR signaling. Historically, some of the earliest theories of GPCR
signaling considered that the receptor exists in a simple two-state equilibrium between “on” or “off”
states distinguished by their ability to trigger downstream responses [250]. Further advancement
of this concept, via the creation of constitutively active mutant receptors, led to the widely
accepted ternary and extended ternary complex models of GPCR activation [251,252]. Within these
models, the mechanisms by which complex ligand signaling behaves could be better appreciated,
i.e., stimulating GPCR ligands could alter this equilibrium in different ways and hence were classified
as agonists, partial agonists, inverse agonists and antagonists [103,253]. Agonists provoke a maximal
response of the GPCR, whereas partial agonists generate a submaximal response at saturating ligand
concentrations. Classical antagonists were considered to simply lack all receptor efficacy, yet among
these agents, many were found to possess inverse agonist activity, i.e., the ability to attenuate basal
G protein activation status. Such simple ligand/drug classification has largely been relegated to
historical interest since the advent of the demonstration of multiple signaling system coupling,
ligand bias/agonist trafficking and non-G protein-dependent GPCR signaling [12,103,107,253].
Therefore, it is clear that with respect to GPCR signaling classification, there is likely to be a broad
spectrum of multiple ‘on’ states at all times. It is our proposal that after protein translation and
membrane insertion, that a single GPCR is never ‘off’ or inactive. In this paradigm, depending on the
nature and type of GPCR receptorsomes present in the cell, ligands/drugs will possess an ability to
stabilize/de-stabilize a percentage of these multiple ‘on’ states to mediate their cellular activity [106].
In addition to possessing this ‘spectrum’ functionality of signaling, the subcellular localization aspect
of GPCR signaling has a profound impact upon future drug design, especially with respect to the
molecular intersection between GPCR and DDR realms. Much of our knowledge of GPCR signaling is
concerned with the analysis of ligand-dependent signals that emanate from stimulated cell surface
receptors [254]; here, the activated receptors (stimulated via ligand stimulation or constitutive basal
activation) can elicit a broad range of cellular responses depending on receptorsome formation and
eventual subcellular trafficking or desensitization. This plasma membrane-focused signaling paradigm
we can describe as ‘Model 1′ signaling. However, considerable emerging data suggest that actively
signaling GPCRs are not solely associated with the plasma membrane. Instead, GPCR signaling
can also emanate from various intracellular membrane structures and can display distinct signaling
features such as diverse receptorsome structures, altered lipid environments or differential ‘stimulator’
sensitivities [113,121,255–257]. While the classical perspective that GPCRs can be activated at the
plasma membrane and subsequently be transported to the intracellular membranes (Model 1) still
holds true, it is now evident that GPCRs can be activated at intracellular membranes through
intracellularly-synthesized stimulators, as well as membrane-permeable or even endocytosed receptor
ligands [256]. To allow this intracellular signaling, it might be necessary that GPCRs are atypically
inserted in the intracellular membranes [255] to allow cytoplasmic ligand/stimulator interactions [255].
In this case, GPCRs may be able to function as intracellular stress sensors, e.g., for ROS or lactate,
and signal from inside the cell to the outside or to other cellular compartments; this differential
signaling behavior we have codified as ‘Model 2′ signaling. It is interesting to note that the majority of
our receptor activation theories (as well as drug design strategies) have been entirely based upon the
Model 1 concept. In addition, our molecular and structural appreciation of GPCR activation has also
been driven from a Model 1-biased standpoint. One widely investigated aspect of Model 1 signaling is
the well-characterized rhodopsin-like receptor transmembrane helix 3 Asp-Arg-Tyr (DRY) motif [258]
that is thought to control agonist-induced conformational changes in the receptor. Naturally occurring
receptor mutations in the DRY-motif are considered to disrupt normal G protein-dependent signaling
in rhodopsin-like GPCRs and increase the amount of intracellularly-retained receptor [259]. Does this
specific combination of events then pre-dispose such mutated receptor forms to adopt a propensity for
Model 2 signaling? If so, then perhaps a re-adjustment of our concepts of receptor activation and ligand
sensitivity will be important to potentially exploit the presence of these intracellular Model 2 receptors.
A more thorough study of such Model 2 receptors may represent an important resource to identify
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potential GPCR sensors of damage that can then synergize productively with the DDR machinery to
reduce age/metabolism-dependent DNA damage.

5. Conclusions

Taken together, our aggregated findings suggest that multiple components of the GPCR signaling
system can modulate the activity of signaling proteins directly or indirectly involved in DNA damage
and/or repair. As such, GPCR signaling systems may represent multifunctional sensors for DNA
damaging insults, and their rational exploitation via novel drug design may facilitate our ability
to augment DNA repair processes therapeutically. Thus, GPCR systems may have long evolved
side-by-side with emerging DDR systems to act as sensors, and ameliorative effectors, for intracellular
DNA damage and age-related stresses.
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