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André Zimmermann 
University of Stuttgart and Hahn-Schickard, 
Germany

Editorial Office

MDPI
St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Applied Sciences (ISSN 2076-3417) from 2018 to 2019 (available at: https://www.mdpi.com/journal/

applsci/special issues/Micro-Nano Manufacturing)

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number,

Page Range.

ISBN 978-3-03921-169-2 (Pbk)

ISBN 978-3-03921-170-8 (PDF)

Cover image courtesy of André Zimmermann.
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1. Introduction

Micro manufacturing is dealing with the fabrication of structures in the order of 0.1 to 1000 μm.
The scope of nano manufacturing extends the size range of manufactured features to even smaller
length scales: below 100 nm. A strict borderline between micro and nano manufacturing can hardly
be drawn, such that both domains are treated as complementary and mutually beneficial within a
closely interconnected scientific community. Both micro and nano manufacturing can be considered
as important enablers for high-end products. Especially, such products are enabled by micro and
nano features and structures to incorporate special optical, electronic, mechanical, fluidic or biological
functions into existing and new emerging products, and thus lead to unique selling points. Application
fields include, but are not restricted to, precision instrumentation, sensors, metrology, energy harvesting,
mechatronic systems, transport, medical technologies and life sciences. This Special Issue is dedicated
to recent advances in research and development within the field of micro and nano manufacturing.
The included papers report recent findings and advances in manufacturing technologies for producing
products with micro and nano scale features and structures as well as applications underpinned by the
advances in these technologies. In particular, the Special Issue covers the following topics:

•Micro fabrication technologies, process chains and process characterization;
•Novel product designs, micro-assembly technologies and micro-handling;
•Surface engineering and interface nanotechnology;
•Process modeling and simulation;
•Processing and characterization of nanomaterials;
•Micro and nano additive manufacturing technologies;
•Micro and desktop factory concepts, systems, components and modules;
•On-line monitoring and inspection systems/methods;
•Applications of micro and nano technologies.

2. History of the World Congress on Micro and Nano Manufacturing

This Special Issue is predominantly based on selected papers presented at the World Congress on
Micro and Nano Manufacturing (WCMNM 2018) held in September 2018 in Portoroz, Slovenia [1],
which was organized jointly by 4M [2], I2M2 [3] and the International Forum on Micro Manufacturing
(IFMM) [4]. Further contributions were collected via a call for papers used by the Applied Sciences
journal. Although the gathering of the global scientific community in micro and nano manufacturing in

Appl. Sci. 2019, 9, 2378; doi:10.3390/app9112378 www.mdpi.com/journal/applsci1
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Portoroz was merely the second edition within the WCMNM series after WCMNM 2017 in Kaohsiung,
Taiwan, the tradition of international conferences on micro manufacturing dates back to the year 2005.
In this year, 4M organized the First International Conference on Multi-Material Micro Manufacture held
in Karlsruhe, Germany [5]. Only one year later, I2M2 initiated its series of International Conferences on
Micro Manufacturing (ICOMM) with a first meeting at Urbana-Champaign, USA, in 2006. Additionally,
the first IFMM took place in Gifu, Japan, in 2010. These coinciding activities and joint efforts in America,
Asia and Europe laid the foundation for WCMNM as a world-wide platform dedicated to micro and
nano manufacturing.

3. Content of the Special Issue

The Special Issue contains 13 papers covering the topics listed above [6–18]. The treated micro
fabrication technologies range from established processes like elliptical vibration cutting to novel
process chains such as the formation of nanoparticle arrays by hot embossing and sputtering. Even for
well-known processes, modeling can contribute to their better understanding, and thus, lead to
improved process control and quality of produced products. Therefore, it is not surprising that a
number of contributions in this Special Issue report modeling results, which can enhance the knowledge
and in depth understanding of processes underpinning micro and nano manufacturing solutions
and their respective applications. Since additive manufacturing is currently attracting a significant
interest from industry and research in general, it is again not surprising that additive manufacturing
contributions also feature prominently in in this issue. For example, advances in selective laser melting
are reported together with investigations into achievable surface quality of additively manufactured
microstructures, which represents a major challenge for the broader use of this technology for micro
manufacturing. Last but not the least, this Special Issue reports numerous applications of micro and
nano manufacturing technologies with a special focus on micro-optics and micro-fluidics.

The Special Issue is the culmination of the efforts and dedication of many people to make it reality.
We would like to thank the WCMNM 2018 sessions’ chairs for selecting conference contributions
that defined the skeleton of this Special Issue. Furthermore, the work of the reviewers involved in
preparing this Special Issue needs to be acknowledged.

Acknowledgments: We would like to thank the associate editor for the efforts in making this Special Issue reality.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: With the current paper three nano-Montmorillonites (nMt) are applied in cement
nanohybrids: an organomodified nMt dispersion, nC2; an inorganic nMt dispersion, nC3; and
an organomodified powder, nC4. nC4 is fully characterized in this paper (X-ray diffraction,
scanning electron microscopy/X-ray energy dispersive spectroscopy and thermal gravimetric
analysis/differential thermogravimetry. Consecutively a ternary non pozzolanic combination of
fiber–cement nanohybrids (60% Portland cement (PC) and 40% limestone (LS)) was investigated in
terms of flexural strength, thermal properties, density, porosity, and water impermeability. Flexural
strength was improved after day 28, particularly with the addition of the inorganic nMt dispersion.
There was no change in density or enhancement in pozzolanic reactions for the powder nMt. Mercury
intrusion porosimetry showed that the pore related parameters were increased. This can be attributed
to mixing effects and the presence of fibers. Water impermeability tests yielded ambiguous results.
Clearly, novel manufacturing processes of cement nanohybrids must be developed to eliminate
mixing issues recorded in this research.

Keywords: low PC clinker; Portland limestone ternary fiber–cement nanohybrids; flexural strength;
TGA/dTG; XRD; MIP; water impermeability tests

1. Introduction

Soil constitutes of clay minerals, which are classified according to their internal structure as
1:1 (one tetrahedral silicate sheet bonded to one octahedral hydroxide sheet) or 2:1 (one octahedral
hydroxide sheet sandwiched between two tetrahedral silicate sheets). The latter group consists of
illites, Kaolins, smectites, and others. Montmorillonite (MMT) is a dioctahedral smectite (one SiO2

platelet/layer sandwiched between two Al2O3 platelets/layers). It can be found in pure form or in the
form of bentonite, in which 50%–80% MMT is intermixed with chlorite, muscovite, illite, and kaolinite.
If bentonite undergoes a purification process with the use of sodium ions, “sodium bentonite” is
produced, which practically is pure MMT. Montmorillonite is; therefore, a two-dimensional naturally
hydrophilic stack of platelets of nanosized thickness [1]. The lateral dimensions vary from a few
nanometers to a few hundreds of micrometers [2].

Given that the European Commission in 2011 has specified that “nanomaterial” means a natural,
incidental, or manufactured material containing particles, in an unbound state or as an aggregate or as
an agglomerate and where, for 50% or more of the particles in the number size distribution, one or
more external dimensions is in the size range 1–100 nm [3]. It is only natural that an extensive number
of scientists are involved into the separation of the platelets in order to produce individually reactive
platelets of nanosized thickness, generally termed as “nanoclay.” If an organic surface modifier is

Appl. Sci. 2019, 9, 1938; doi:10.3390/app9091938 www.mdpi.com/journal/applsci4
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inserted in the MMT layers to separate them, then an organomodified MMT (OMMT) is produced
and is considered to be nano-Montmorillonite (nMt). Then, nanoclays or nMt’s can be dispersed in
ceramic, metallic, biopolymeric, or polymeric matrixes or in water. The preferred manufacturing and
fabrication method depends on the purpose of use of the nanoclays or nMt’s. Ultrasonic sonication,
planetary centrifugal mixing, magnetic dispersion, roll milling, and combinations of them have been
investigated. For example, a significant number of papers is published on the effect of the nanoclay
dispersion methods on the mechanical behavior of E-glass/epoxy nanocomposites [4,5] or clay-polymer
nanocomposites [6–8].

The use of nanoclays is widespread in environmental science; for example, for removal of
contaminants in water [9], remediation of contaminated soils [10] or biodegradation of polyolefins [11],
in medicine for drug delivery [12], and in other fields. The use of nanoclays in cement science is limited,
notwithstanding the size compatibility between the main hydration product of cement, C–S–H, which
is nanosized [13] and nMt, which is in the same order of the nanocrystalline structure of C–S–H [14].
In fact, most studies investigate the effect of the addition of thermally- and mechanically-treated
(calcined at temperatures above 700 ◦C) nanoclays, predominantly kaolinites [15], MMT’s or micro-sized
OMMT [16], despite the environmental cost due to the calcination process [17]. Others, report results
on the use of industrial nMt’s (in liquid form purchased from J Nano Technology Co., Ltd.) used as an
admixture without providing any characterization of the nanoparticles [14].

In recent years a number of studies are suggesting the replacement of Portland cement by an
amount of nanoclays or nMt’s in composite cements in an effort to produce “green” cementitious
nanohybrids (i.e., nanohybrids that contain minimum amount of Portland cement clinker), which is
accountable for almost 8% of the global manmade CO2 emissions. As summarized in Figure 1, binary
cements comprising PC and LS should not contain less than 65% PC. The same is valid for composite
cements containing PC and/or LS/Fly ash/blast furnace slag/pozzolanas/silica fume, according to the
Eurocodes [18]. Any other combination beyond these restrictions can potentially incur a series of issues,
such as prolonged setting times, reduced compressive strengths, non-homogeneous microstructure.

Figure 1. Permissible and non-permissible limits of clinker substitution/SCM (Supplementary
Cementitious Materials) addition according to EN197-1 and challenge of current research. (PC
stands for Portland cement and LS for limestone)

One of the key challenges in this paper was to produce fiber–cement nanohybrids with lower PC
content than the one allowed by the current design codes (Figure 1) in an effort to design a “greener”

5



Appl. Sci. 2019, 9, 1938

formulation. It has been suggested that the direction of the platelets in intercalated or exfoliated nMt’s
may affect the load path and crack propagation within nanomodified pastes [19]. Moreover, it has
been argued that nMt particles may further exfoliate within the hydrating cement matrix, tending
to disperse in one direction under stirring [20], rendering them possibly more suitable for flexural
than compressive strength enhancement. Adding to this, a recent study on 1% nanoclay addition to
CEMI mortars showed an enhancement in the rate of strength gain for flexure [21] with respect to rate
of strength gain for compression. However, although comparison for compression was made at day
seven, 28, and 91, the comparison for flexure was made between seven and 28 days only and the matrix
was binary, containing solely PC and nanoclay. What is important, though, is that nanoclay performed
better in flexure, attributing to better adhesion of the specific nanoparticles in the matrix.

As shown in Table 1, the way the nanoparticles are produced affects the properties of the
cementitious nanocomposites they will form. In fact, although a significant diversity of manufacturing
and fabrication methods of nanoclays and nMt’s exist for various applications as discussed earlier, as
reviewed in Table 1, for cementitious nanocomposites the most common methods include ultrasonic
sonication, ball milling, and electrical mixing. Still, in the reported papers, all formulations are binary
(PC + nMt) except for one [22], hence there is a broad field for the investigation of higher order
formulations, containing more than two constituents.

Table 1. Manufacturing and fabrication method of nano-montmorillonites/nanoclays suitable for
cement nanocomposites according to literature.

Manufacturing and
Fabrication Method

Cement Mix Characterization Technique Selected Results Reference

Ultrasonic sonication

Ordinary Portland cement (OPC) type
42.5R and commercially available
nano-kaolinite clay (NKC) powder was
added as Portland cement (PC)
replacement at 0%, 1%, 3%, and 5% by
weight.
The NKC was first dispersed in water
using an ultrasonic dispersion method.

X-ray diffraction (XRD) analysis
and transmission electron

microscopy (TEM) techniques
were carried out on the clay

powder.

The samples with 5% NKC
exhibited the highest
compressive strength, chloride
diffusion resistivity, relative
dynamic modulus of elasticity,
and the most electrical resistivity
after 125 freeze–thaw cycles.

[23]

Hobart electric mixer

OPC is partially substituted by 1%, 2%, or
3% nanoclay by weight of OPC. The OPC
and nanoclay were first dry mixed for 5
min in Hobart mixer at a low speed and
then mixed for another 10 min at high
speed until homogeneity was achieved.
Cloisite30B is a natural montmorillonite
modified with a quaternary ammonium
salt, which was supplied by Southern
Clay Products, USA.

X-ray diffraction (XRD) analysis.

The nanoclay behaves not only
as a filler to improve
microstructure, but also as an
activator to promote pozzolanic
reaction.

[24]

Electric mixer

OPC mortars where produced by partial
substitution with NMK at 2%, 4%, 6%,
and 8% by weight of cement. The
nanoclay used in this investigation is
kaolin clay supplied by Middle East
Mining Investments Company (MEMCO),
Cairo, Egypt. The nano-kaolin was
heated for 2 h at 750 ◦C to give active
amorphous NMK.
The ingredients were homogenized on an
electric mixer to assure complete
homogeneity.

TEM imaging of NMK.

The compressive strength and
the tensile strength of the
cement mortars with NMK were
higher than the reference mortar
at the same water to binder
(w/b) ratio. The enhancement in
tensile strength reached 49%,
whereas the enhancement in
compressive was 7% at 8%
NMK.

[25]

Electric mixer

A total of 1% or 2%
Nano-montmorillonite modified foamed
paste was produced with a high volume
(70%) fly ash binder. The nMt used was
produced by Zhejiang FengHong New
Materials Co., Ltd., which has a purity of
99.5% (Technical Grade)
The foaming agents and stabilizing agent
had been dissolved in the water and used
to soak the nMt for 24 h to facilitate its
dispersion. Solids were mixed first and
then mixed with water. Lastly, with the
water containing nMt and foaming
agents.

Not applicable.

Mix constituting of 70% FA, 1%
alpha-olen sulfonate (AOS), 2%
alcohol ethoxylate
(AEO), 0.75% Na3PO4 and 1%
nMt) exhibited the lowest
thermal conductivity (0.071 W
(m1 K1)) and reasonably high
strength (3.23 MPa) at 28 days.

[22]
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Table 1. Cont.

Manufacturing and
Fabrication Method

Cement Mix Characterization Technique Selected Results Reference

Electric mixer and ball
mill

The blended cement paste samples were
prepared by partial replacement of
cement with 2%, 4%, 6%, 8%, 10%, 12%,
and 14% nano-metakaolin (NMK) by
weight of cement. All pastes were
prepared with the same water to cement
(W/C) ratio 0.3.
The ingredients of the blended cement
pastes were homogenized on an electric
mixer to assure complete homogeneity.
The NMK was thermally treated at 750 ◦C
for 2 h to assure complete decomposition
and to get active amorphous
nano-metakaolin (NMK). The ingredients
were homogenized on a roller in a
porcelain ball mill with four balls for 1 h
to assure complete homogeneity.

Differential thermal analysis
(DTA) was performed for the

nano-kaolin to specify the
decomposition/calcinations

temperature.
XRD to confirm that the

kaolinite phase transformed into
amorphous phase

TEM imaging confirmed the
thermal activation, capturing
reduction in grain size with

ill-defined edges, which
suggests some amorphous

character and results in
increasing the pozzolanic

reactivity of NMK.

The optimum replacement was
found to be 10% with which an
enhancement of compressive
strength by about 50% and
flexure strength by 36% was
achieved.
Microstructure was also
enhanced.

[26]

Distilled water and
stirring for the OMMT,
then electric mixing of

the cementitious
nanocomposites

Ordinary Portland cement type CEM
II/A-LL 42.5 N (OPC) and OMMT at 1%
cement replacement and at water to solid
ratio (w/s) equal to 0.27.
Sodium MMT (cation exchange capacity
(CEC) 105 meq/100 g), was used for
OMMT synthesis in the laboratory by
applying the ion exchange method.
Quaternary ammonium salt (QAS)
methylbenzyl di-hydrogenated tallow
ammonium chloride (Noramium MB2HT
= 640 g/mol) was selected as a modifier to
produce three OMT denoted as 06, 08,
and 1 M, respectively (corresponding to
0.6, 0.8 and 1.0 cation exchange degree).
Each OMMT was mixed with distilled
water and stirred rigorously for one day
at 20 ◦C, to ensure the formation of
well-dispersed suspension. After stirring
time terminated, the OMMT–water
suspension was mixed with the required
amount of cement.

The pozzolanic activity of the
modified clays was determined

by the Frattini test.

The properties of OMMT
modified cement paste vary
according to the cation exchange
degree of the OMMT.
OMMT of lower cation
exchange degree (0.6 M) shows
pozzolanic behaviour after 14
days, while OMMT of higher
cation exchange degree (0.8 and
1 M) displays the activity later
only after 28 days.

[27]

The work presented in this paper was part of a much broader research project, namely FIBCEM,
(Nanotechnology-enhanced Extruded Fibre Reinforced For Cement-based Environmentally Friendly
Sandwich Material for Building Applications) supported by the EU, involving industrial and academic
partners throughout Europe, to investigate nanotechnologically enhanced cements. A number of
studies have been conducted and published by the authors on ternary, quaternary, or quinary pastes,
which did not include fibers or superplasticizers [28–32]. Of all nanoparticles employed in these
studies, the nMt’s, which are promising materials for a number of reasons, including the fact that they
are naturally occurring, abundant, and cost effective, provided ambiguous results. It was found that
their addition at significant concentrations can, indeed, cause a reduction in compressive strength of
samples and this was attributed to a number of issues; primarily the modifier and dispersion agent
used and the nanostructure of each dispersion itself [19,33], the quantity of nMt addition, and the
absence of superplasticizer [1,28]. In summary, results suggest that in ternary (Portland limestone
nanocomposites) [32] and quaternary combinations [1] 1% of nMt addition by total weight of the
binder is optimal and can offer strength improvements in pastes.

Although a number of papers have been reported on the flexural performance of binary
nanosilica [34], nanotube [35], or nanoclay [36] enhanced cements, no research has been presented in
ternary blends reinforced with fibers. It is acknowledged that nMt nanoparticles can improve flexural
strength and assign damping properties [37] to pastes they will be added to [19]. Moreover, as stated
above, nMt particles may further exfoliate within the hydrating cement matrix, dispersing in one
direction under stirring [20], rendering them possibly more suitable for flexural than compressive
strength enhancement. For this, a new research program was implemented in order to assess the
potentials of nMt in ternary fiber–cementitious nanohybrids, when tested in flexure. For the first
time, the effect of differently manufactured nMt’s, namely; one organically modified dispersion (nC2),
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one inorganic dispersion (nC3), and one organically modified nano-montmorillonite in powder form,
industrial product, (nC4) was evaluated. In the present study, the optimal nMt content, (1% addition
of nC2 or nC3 or nC4 by total mass of binder) as defined by previous studies, was investigated.
Furthermore, Polyvinylalcohol (PVA) fibers were used as a low-cost type of fiber to provide resistance
to cracking and to crack propagation [38]. To the best knowledge of the authors, such an extensive
investigation of the nMt properties and the properties of the low-PC fiber reinforced nanohybrids has
never been presented before.

2. Materials and Methods

2.1. Materials and Nanomaterials

The materials used were:

• Portland limestone cement CEMII/A-L42.5, with a limestone content of 14%, conforming to EN
197-1. The supplier gave the following clinker composition: 70% C3S, 4% C2S, 9% C3A, 12%
C4AF. CEM II/A-L42.5. In mix proportioning the Portland cement (PC) content (86% by mass)
was considered separately from the limestone (LS) content (14% by mass)

• Limestone (additional LS), conforming to EN 197-1. The total LS content of each paste was the
sum of that contained in the Portland limestone cement and this additional LS.

• Fly ash (FA), conforming to EN 450. The oxide composition provided by the material data sheet
was: 53.5% SiO2, 34.3% Al2O3, 3,6% Fe2O3, 4.4% CaO.

• Organomodified nano-montmorillonite (nMt), nC2 dispersed in water with the help of an alkyl
aryl sulfonate surfactant, containing about 15% by mass of nMt particles.

• Inorganic nano-montmorillonite (nMt), nC3 dispersed in water with the help of sodium
tripolyphosphate, containing about 15% by mass of nMt particles.

• Organomodified nano-montmorillonite (nMt), nC4, an industrial product by Sigma-Aldrich,
non-dispersed—in powder form. It consists of Montmorillonite K-10 (70–75 wt%) surface
modified with 25–30 wt% methyl dihydroxyethyl hydrogenated tallow ammonium * Nanomer®

I.34 MN. The supplier’s data sheet gives the following additional information: 6.5 < pH < 7.0 and
density = 1.7 g/cm3.

• PVA fibers, kuralon H-1, 4 mm, added at 2% by weight.
• Superplasticizer viscocrete 20 HE, denoted as SP.

2.2. Methods

2.2.1. Formulation of Fiber–Cement Nanohybrids

To assess this hypothesis of the better flexural performance and to investigate the possibility of
creating lower Portland cement (i.e., carbon footprint) formulations, in the present paper a ternary
formulation comprising a non-pozzolanic reference paste containing 60% PC, 40% LS, 3% PVA fibers
and 2% superplasticizer, denoted as F.PC60LS40PVA3SP2 (F is for flexure),

The general formula of the matrix of the ternary cementitious nanohybrids was:

PC(60) + LS (40 − x) + PVA(3) + SP(2) (1)

where x =% of nMt solids and water to solids (W/S) ratio at 0.3.
The PC content and the water to solids (W/S) ratio was kept constant and the content of nMt

solids was deducted from the LS content. This was done in order to keep the Ca(OH)2 production
during PC hydration comparable in all pastes, so as to detect possible pozzolanic reactivity of the
nanoparticles in composite cement formulations, as shown in Table 2.
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Table 2. Composition of ternary fiber cement nanohybrids—proportions % by total mass of solids.

Sample PC (%) LS (%) nMt (%solids) SP (%) PVA fibres (%) W/S

F.PC60LS40PVA3SP2+0%nC 60 40 0 2 3 0.3
F.PC60LS39PVA3SP2+1%nC2 60 39 1 2 3 0.3
F.PC60LS39PVA3SP2+1%nC3 60 39 1 2 3 0.3
F.PC60LS39PVA3SP2+1%nC4 60 39 1 2 3 0.3

Where, PC stands for Portland cement, LS for limestone, nMt for nanomontmorillonite, SP for superplasticizer, PVA
for Polyvinyl alcohol and W/S for water to solids ratio.

The mixing procedure was standardized as in the case of research on nanosilica particles presented
by the authors [31]. In specific:

• Dry mixing of all powder components was firstly carried out with a spatula by hand. For the
powder nMt, mixing was carried out together with PC and LS.

• For formulations containing nMt in dispersion, the nC2 or nC3 dispersion was poured in a separate
container together with water, stirred with the use of a magnetic stir bar for 1 min, and then added
to the mixed powders.

• The PVA fibers were added last after they had been manually further separated.
• With the addition of water (and nC2/nC3 where applicable), the paste was mixed employing a

dual shaft mixer at 1150 rpm for a duration of up to four min.

2.2.2. Analytical Testing

Characterization of nMt
The characterization of the powder nC4 followed the methodology presented in literature [19];

nc4 was, therefore, characterized in terms of basal spacing via X-ray diffraction (XRD), in terms of
shape, size, and basal spacing via transmission electron microscopy (TEM) and elemental composition
via scanning electron microscopy/ X-ray energy dispersive spectroscopy (SEM/EDX). The thermal
properties of nC4 were examined via thermal gravimetric analyses (TGA). In greater detail:

X-ray Diffraction: XRD measurements were performed using a D8 ADVANCE X-ray diffractometer
with CuKα radiation. Spectra were obtained in the range 4◦ < 2θ < 20◦ at an angular step-size of
0.016◦ 2θ. The state and extent of dispersion–exfoliation of the NMt can be examined by XRD and
TEM analysis with monitoring changes in basal spacing [19].

Transmission Electron Microscopy (TEM): Suspension of 10 ng/mL was prepared using nC4 and
distilled water. Small drops of the diluted solutions were then deposited on copper mesh grids coated
with a thin carbon film. Grids were dried at 25 ◦C prior to the insertion in the instrument. Samples
were examined at a voltage of 120 kV with a GATAN Jeol JEM 1200 mkII. Images were recorded on a
Gatan Dual View camera.

As explained in [19], when a polycrystalline structure, with randomly oriented grains, forming
rings is detected, having the camera constant known, the calculation of the lattice spacing is allowed
according to the following adapted formula [39]:

r
2L

=
λ

d
→ d =

2λL
r

(2)

where L: the camera length and λ: the electron wavelength, which are independent of the specimen
and constant for the TEM instrument and d = d-value and r = distance from the diffraction center.
Since d is inversely proportional to r, the largest d value is obtained by the innermost ring. For the
specific TEM diffraction analysis, λL = 1. These results can be compared with d value measured by
XRD. The only variable measured with the help of the TEM software was r, manually taken to be equal
to the distance between the center of the diffraction and the center of each individual ring. As an effect,
greater error is expected when comparing TEM and XRD d-value measurements.
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Scanning electron microscopy/ X-ray energy dispersive spectroscopy (SEM/EDX): For SEM/EDX
elemental composition analyses nC4 was placed uncoated on a sheet of molybdenum, an element
absent from the LnS dispersions for unbiased elemental analyses. A matrix of 5× 5 spectra was acquired
and the median of the elemental composition was presented. The Si/Al ratio was also calculated.

Thermal gravimetric analyses (TGA) and derivative thermogravimetry (dTG) were carried out
using a Setaram TGA92 instrument. Approximately 20 mg of nC4 were placed in an alumina crucible
and heated at a rate of 10 ◦C/min from 20 to 1000 ◦C under 100 mL/min flow of inert nitrogen gas. The
differential thermogravimetric curve (DTG) was derived by the TG curve. The first derivative curve
was produced for the various samples tested and was used for comparisons instead of the mass loss
curve, as it yields sharp distinctive peaks.

Characterization of fiber–cement nanohybrids
Flexural (three-point bending) strength tests were carried out in accordance with BS EN 12467.

Mean strength values of three specimens were calculated, as well as standard deviation at day 7, 28, 56,
and 90.

For the paste characterization, arrest of hydration was performed following two different
methodologies: oven drying and solvent exchange, as described by Calabria-Holley et al. [40]. For
TGA/dTG, the oven drying technique was adopted. For the MIP investigation, solvent exchange was
the technique employed for the arrest of hydration. Isopropanol was selected as the most appropriate
solvent according to literature [41,42].

Thermogravimetric analysis (TGA) and derivative thermogravimetry (dTG) were carried out
using Setaram TGA92. Each powder sample was placed in an alumina crucible and heated at a rate of
10 ◦C/min from 20 to 1000 ◦C in nitrogen atmosphere, as explained above for the characterization of
nC4 at day 28, 56, and 90.

X-ray diffraction (XRD) measurements were performed using a D8 ADVANCE x-ray diffractometer
with CuKα radiation controlled by a Dell PC. Spectra were obtained in the range 4◦ < 2θ < 60◦. Analysis
of peaks and d-spacing [according to Bragg’s law (nλ = 2dsinθ) was carried out using EVA software, at
day 28].

For the late age relative density measurements, BS EN 12390-7:2009 [18] was selected as a basis
and the exact procedure followed is covered in literature [31]. Mean density values of three specimens
were calculated, as well as standard deviation.

Water impermeability test was modified to account for the much smaller specimen used in this
research (slabs 120 × 40 mm and 10 mm thickness) and were carried out in accordance with BS EN
492:2012 at day 7, 28, and 56. A transparent tube of 250 mm length was used as water column with
an internal bore of 29 mm diameter. A control water column was also adopted to ensure zero water
evaporation in the laboratory testing environment.

Mercury intrusion porosimetry (MIP) was executed with an Autopore III—Model unit 9420
supplied by Micromeritics, Hexton, Herts, UK. Stems of 3 mL capacity were filled with solids of the
arrested hydration paste and tested at day 28.

3. Results and Discussion

3.1. Characterization of nMt Powder (nC4)

A thorough methodology on the characterization of organomodified and inorganic
nano-montmorillonite dispersions that are suitable as supplementary cementitious materials in
cement nanohybrids was presented by the authors [19]. It was postulated that the anionic surfactant
used in nC2 mostly kept the platelets apart, notwithstanding scarce areas of re-agglomeration. On the
contrary, dispersion nC3 was fully exfoliated. The elemental composition of nC2 and nC3 was also
given in the related graph, as well as the Si/Al ratio as a measure of comparison between dispersions nC2
and nC3 and the powder nC4. Lastly, the thermal properties of nC4 were investigated in comparison
with nC2 and nC3.
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The XRD analysis of nC4 yielded a basal spacing (d-value) of 1.8 nm (Figure 2), which is more
expected in unmodified nMt [43]. The reflection at 4.892◦ 2θ corresponded to the 001 plane for this nMt
and, as explained in literature [19], the intercalated platelets, being periodically stacked, were traceable
by the XRD, whereas the exfoliated platelets, being fully disordered, remained XRD silent [44].

Figure 2. Comparison of the X-Ray diffraction pattern of the organomodified montmorillonite (MMT)
dispersion (nC2), inorganic MMT dispersion (nC3) [19], and organomodified MMT powder (nC4).

Although nC4 was expected to bear resemblance to nC2, both being organomodified, as shown in
Figure 2, the powder OMMT, nC4, in fact, bears greater resemblance to the inorganic dispersion nC3.
With respect to the XRD analysis of nC2, the reflection at 2.23◦ 2θ corresponds to the 001 plane. The
reflection at 4.36◦ 2θ corresponds to the 002 plane, while the reflection at 6.4◦ 2θ corresponds to the
003 plane. Higher order reflections such as 002 and 003, are typical of regular stacking of the modifier
chains in the interlayer space [19]. However, the width at medium height of the peak corresponding to
the 001 lane provides an estimate of the level of crystallinity of the nMT; therefore, the production
process for nC4 produced less crystalline structures [45].

Lastly the typical montmorillonite reflection at 19.7◦ 2θ, which can act as a measure for the level
of exfoliation, was non-existent for nC2, marginally traceable for nC3 (which is expected since nC3 is
inorganic), and slightly more traceable for nC4 (which was not expected since it was organomodified).
Therefore, nC2 seemed to have both intercalated (presence of higher order reflection, which are typical
of regular stackings) and exfoliated (disappearance of peak at 19.7◦ 2θ) platelets, whereas nC3 seemed
to be the better exfoliated of all three samples by XRD [19]. The condition of the nanostructure of the
nMt’s is expected to affect the mechanical, chemical, and thermal performance of the samples the nMt’s
will be added to significantly according to previous studies [19,32,46]

TEM micrographs showed good intercalation and possible exfoliation of nC4. Soft edges can be
observed in Figure 3A,B. Moreover, nC4 agglomerated less than nC2 or nC3 [19] in water dispersion
and showed significant differences in terms of particle shape and size, with platelets reaching the size
of 300 nm.
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Figure 3. Transmission Electron Microscopy (TEM) micrograph of nC4 at (A) 150,000 times magnification,
(B) 50,000 times magnification and, (C) TEM-diffraction pattern of nC4.

The diffraction analysis was carried out according to Equation (2) for the various d-values.
The d-values obtained for the diffraction pattern of nC4 (Figure 3B) were: d1 = 2 × 1/0.96 = 2.08 nm, d2

= 2 × 1/1.83 = 1.09 nm, d3 = 2 × 1/2.63 = 0.76 nm, and d4 = 2 × 1/3.17 = 0.63 nm.
It is known that the study of diffraction patterns via TEM can clarify the extent of dispersion or

exfoliation of the nMt [19]. These values clearly indicate that some platelets were intercalated and
some exfoliated. The different d-spacing (1.8 nm) given by analysis XRD can be attributed to the fact
that diffraction analysis is carried out on a single crystal, whereas XRD in the bulk of the powdered
sample. Moreover, a greater error is expected on the TEM results, inherent to the technique adopted to
extract the r parameter in Equation (2).

TEM micrographs and diffraction patterns and analyses for nC2 and nC3 can be found in
literature [19].

TEM imaging and diffraction analysis of nC4 was followed by SEM/EDS analysis. A matrix of
5 × 5 randomly-selected spectra was collected (Table 3). The elemental composition of nC4 (Figure 4)
showed that nC4 contained lower quantities of C, Si, and Al compared to the dispersed OMMT, nC2
and higher quantities of Fe and O. Furthermore, it was comprised of fewer elements and no Na was
traced; therefore, nC4 is not a sodium-MMT originally. The Si/Al ratio of nC4 was found to be between
3.31 and 3.67, with a median of 3.48 and a standard deviation of 0.10.
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Table 3. Scanning electron microscopy/ X-ray energy dispersive spectroscopy (SEM/EDX) counts
summary (% atomic) of nC4.

Initially Undispersed nC—All Results in Atomic % Normalized by 100%

Spectrum C O Mg Al Si Fe

(1, 1) 38.63 49.13 0.55 3.29 8.01 0.40
(2, 1) 39.31 45.63 0.62 3.94 9.95 0.54
(3, 1) 37.94 48.55 0.60 3.70 8.74 0.47
(4, 1) 39.87 48.95 0.47 2.86 7.40 0.44
(5, 1) 38.78 47.83 0.55 3.54 8.83 0.47

Total mean 41.01 45.56 0.51 3.37 8.30 1.25
Standard Deviation 2.95 2.95 0.08 0.52 1.47 0.99

Figure 4. Comparison of the elemental composition of the organomodified nanomontmorillonite (MMT)
dispersion (nC2), inorganic MMT dispersion (nC3) [19], and organomodified MMT powder (nC4).

The comparative graphs of the elemental composition and the Si/Al ratios of the organomodified
MMT dispersion (nC2), the inorganic MMT dispersion (nC3), and the organomodified MMT powder
(nC4) are presented in Figure 5. Values for nC2 and nC3 were found in literature [19]. In summary, the
two figures allow for the following conclusions to be drawn:

• nC2 compared to nC4 has higher potential to form additional C–S–H, due to the higher quantities
of silica and limited exfoliation. At the same time, the greater amount of carbon present is expected
to cause reduction in compressive strengths [19].

• The inorganic nMt, nC3, exhibited the highest net amounts of Si and Al, essential for C–S–H
and C–Al–H.

• Traces of Na were found in the nC2 dispersion, because an anionic surfactant containing Na
was used.

• The pronounced presence of Na in nC3 proves that nC3 was formed by a natural sodium-MMT,
whereas the absence of Na in sample nC4 implies that nC4 was not a sodium-MMT originally.

• The Ca content in nC3 could potentially take part in the C–S–H forming hydration reactions or
acting as a seeding agent [13].

• Compared to nC2, the commercially available nC4 was better exfoliated, but showed marginally
greater variation in Si/Al and more polycrystalline phases.
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Figure 5. Comparison of the Si/Al ratios of the organomodified nanomontmorillonite (MMT) dispersion
(nC2), the inorganic MMT dispersion (nC3) [19], and organomodified MMT powder (nC4).

TG analyses of the organomodified MMT dispersion (nC2), inorganic MMT dispersion (nC3), and
organomodified MMT powder (nC4).

Thermal analysis of organomodified nMt’s is more complex because the modifiers used change
the physical, chemical, and, consequently, the thermal characteristics of the nMt’s.

Apart from loss of free water, four regions of mass loss of organomodified nMt powders are
identified in literature [19]:

• Up to 200 ◦C, the mass loss is associated with adsorbed interlayer water. Therefore, in the case of
the inorganic MMT, a significant mass loss is observed.

• Between 200 and 500 ◦C the mass loss is associated with the decomposition of organic elements
(modifiers and surfactants) attached to the MMT platelets usually exhibiting two peaks due to
different structural arrangements. This is the area in which the main differences between the
OMMT’s are identified and, hence, the powder OMMT and the dispersed OMMT of this study
are distinctively different, even though similar organic salts were used for the separation of
the platelets.

• Between 550 and 800 ◦C, the mass loss is associated with the loss of structural water from the
MMT, known as dihydroxylation. Again, this is the area in which mass changes are expected and
observed for the inorganic MMT.

The first observation derived from Figure 6 is that the organomodification has taken place for
both nC2 and nC4, which became hydrophobic. Because of this, the amount of adsorbed interlayer
water is limited and; therefore, the related mass loss is limited too, as can be seen for the temperatures
below 200 ◦C [47].
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Figure 6. Comparison of Differential mass loss (dTG) of the organomodified montmorillonite (MMT)
dispersion (nC2), inorganic MMT dispersion (nC3) [19], and organomodified MMT powder (nC4).

In greater detail, as far as nC4 was concerned, the TG analysis showed four endothermic peaks
(Figure 6 and Table 4):

• In the temperature range of 30–130 ◦C, with a distinct peak at 67 ◦C, attributed to the loss of
surface and interlayer water.

• In the temperature range of 200–330 ◦C, with a distinct peak at 295 ◦C, the decomposition of
modifier bound to neighboring molecules took place.

• In the temperature range of 330–530 ◦C, with a distinct peak at 396 ◦C, the deconstruction of the
modifier bound to the bentonite was completed.

• In the temperature range of 570–700 ◦C, with a distinct peak at 600 ◦C, the remaining OMMT
was decomposed.

Table 4. Mass loss (%) of nC4.

0–100 ◦C 100–250 ◦C 250–400 ◦C 400–500 ◦C 500–700 ◦C
nC4 1.33 0.31 13.63 8.00 2.86

Respectively, analyses for nC2 and nC3 can be found in literature [19].

3.2. Characterization of Fiber–Cement Nanohybrids

3.2.1. Flexural Strength

The standard deviation was computed for all specimens and is presented in Figure 7. For the
reference paste, F.PC6LS40PVA3SP2, and for the nC2 modified pastes, it ranged from 1 to 1.4. The
addition of nC3 reduced the variation between 1.0 to 1.2 MPa, whereas the standard deviation of nC4
was approximately equal to 1.1 MPa. Hence, as in the case of nMt modified pastes without PVA [32],
the standard deviation was improved with nC3.
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Figure 7. Flexural strength of 1% nC2, nC3 [28], and nC4 fiber–cement nanohybrids based on
F.PC60LS40PVA3SP2.

As shown in Figure 7, given more curing time, the nMt modified pastes outperformed the reference
paste, in contrast to [21] who suggested that the nMt particles (just like nanosilica particles) are more
effective in the first seven days and their effectiveness reduces at middle ages (28 and 90 days). nC3
showed the highest flexural strength of all three. In fact, at day 28 the nC3 reinforced nanohybrids
showed a 7.2% increase compared to the reference paste, at day 56 a 28% increase, and at day 90 a 9%
increase in flexural strength compared to the reference formulation. nC2 showed a lower strength
at day 56, which could be attributed to bad compaction. If this was the case, then all three types of
nMt would not manage to maintain the strength gain after day 56, showing a relative reduction in
flexural strength at day 90. It is of particular interest to note that the powder nMt did not offer any
major strength improvements, neither did nC2. It should also be noted that PVA fibers are highly
hydrophobic; therefore, the hydrophobic nature of nC2 and nC4 was possibly responsible for an
inferior combination compared to nC3. For this it is postulated that nMt performs best when dispersed
in water before being added to any cementitious formulation.

It is possible that with longer mixing time and less amount of fibers, the nMt modified specimens
can be better compacted and, consequently, deliver even higher strengths.

Potential re-agglomeration of nanoparticles when added to cementitious matrices is expected
to influence rheological properties of pastes, pore structure, and density, and induce weak zones
in compression. It has been postulated in previous studies that the use of a sonicator or any other
advanced technique, such as generation of nanofluidic droplets, could help (i) eliminate discrepancies
(mixing limitations), and (ii) minimize possible agglomeration of the nMt particles in the pastes
produced [31]. In the present study the first step for better mixing, compaction, and avoidance of
re-agglomeration of nanoparticles or clustering of fibers was the addition of 2% superplasticizers,
magnetic stirring of the nMt dispersion, and mechanical mixing of the fiber–cement nanohybrids.
Results, show; however, that there is room for improvement in the techniques employed, particularly
for applications that necessitate the use of fibers. In addition to this, recently a number of papers have
been presented on digital or droplet based microfluidics systems, which are particularly important
for biological applications [48], or for the generation and manipulation of discrete droplets inside
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micro-devices [49]. Therefore, although this technology is necessary for drug delivery, synthesis of
biomolecules and other biological, medical, and pharmaceutical applications, it would be interesting to
test it in cementitious nanohybrids in order to compare it with more traditional methods of nanoparticle
addition in cementitious matrices, in future research. The effect on the fresh properties of pastes with
the different nanoparticle addition methods would also be interesting to investigate and report upon.

3.2.2. Thermal Gravimetric Analyses

For these series of fiber cement pastes, the 1% nC2, nC3 and nC4 content were analyzed. It should
be noted that, again, the amount of decomposing modifier and/or clay were deducted from the mass
loss occurring at 400–500 ◦C temperature range and at 600–800 ◦C temperature range, respectively, as
discussed in literature [19,46]. No consumption of Ca(OH)2 seemed to have taken place (Figure 8A).
In addition, it can be claimed that no carbonation occurred, since the lines representing the nanomodified
pastes are below that of the reference paste (Figure 8B).

Figure 8. Effect of nMT type on (A) Ca(OH)2 and (B) CaCO3 content of fiber–cement nanohybrids
based on F.PC60LS40PVA3SP2.

Further analysis was carried out with respect to the temperature range within which ettringite
and C–S–H decompose. As shown in Figure 9, nC2 seemed to have generated greater quantities of
ettringite (100–125 ◦C) and C–S–H, with nC3 following, given the time. In full agreement with the
flexural strength results, nC3 showed the greatest production of ettringite and C–S–H at day 90. Lastly,
nC4 did not show much difference compared to the reference paste, either in terms of TGA or in terms
of flexural performance.
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Figure 9. Differential mass loss of fiber–cement nanohybrids based on F.PC60LS40PVA3SP2 between
100–200 ◦C at (A) day 28, (B) day 56, and (C) day 90.

3.2.3. Crystallographic Analyses (XRD)

The fact that no significant Ca(OH)2 consumption or carbonation took place was also confirmed
by the XRD analyses executed indicatively on F.PC60LS40PVA3SP2 and the 1% nC3 and nC4 addition
at day 28, as shown in Figure 10.
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Figure 10. XRD pattern of fiber–cement nanohybrids based on F.PC60LS40PVA3SP2 at day 28—effect
of nMt type.

Having completed the flexural strength tests, the thermal gravimetric and the crystallographic
analyses, it can be observed that the nC2 and nC3 modified fiber pastes showed improved flexural
performance; however, the difficulty of compaction of such pastes incorporating fibers and nMt can lead
to increased clustering of the various particles, leading to greater strength variations. Improvements
could firstly involve the nMt production method. Maybe less organic modifier should have been used
for nC2 [19]. Carbon seemed to be applying a critical barrier by covering the platelets, possibly not
allowing them to react as intended as stated in literature [19]. It is also possible that the excess of the
organomodifier had a physical effect, as well, making the platelets re-agglomerate rather than keeping
them apart. In future research, advanced ball milling techniques for the production of OMMT with
anionic or non-ionic surfactants without any added water can be employed for better intercalation and
thermal properties [50].

Moreover, PVA fiber content could be reduced to 1%. This would also make the nMt’s in the
samples be more homogeneously dispersed. Future research could include studies of fresh properties,
including consistency tests in order to optimize the formulation design with respect to the fiber and
superplasticizer content.

Possibly, both OMMT’s (nC2 and nC4) were primarily intercalated rather than exfoliated. If they
were fully exfoliated they may have performed better, as the charge would have made the platelets
repulse each other and they; therefore, would have been individually available for reactions. In
other words, their significant surface area would have been better utilized. Particularly in the case
of the powder nMt, nC4, the platelets may have re-agglomerated within the hydrating paste. All
results; therefore, suggest that nMt’s should be better employed in aqueous dispersions if to be used in
cementitious formulations. Adding to this, according to literature, montmorillonite K-10, on which
nC4 is based, is produced via calcination [51], which is a CO2 intensive process. The above results
indicate that there should be a shift towards non-thermally treated montmorillonites, as the calcined
ones do not offer such enhancement that can counteract the damage to the environment.

The inorganic nC3 dispersion was proven to contribute to flexural strength enhancement through
the pozzolanic reaction. However, further research is required with respect to impermeability
characteristics of pastes modified with nC3, as a tendency to adsorb water was observed in pastes
containing only PC and LS. Pastes containing PC, LS, and FA, showed enhanced performance by
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adsorbing less water than the reference paste, but further research is required with respect to later
age performance.

3.2.4. Relative Density, Water Impermeability Analyses, and Mercury Intrusion Porosimetry (MIP)

Late age, (after month three) relative density measurements were taken of the three fiber–cement
nanohybrids. All measurements showed a very low standard deviation and similar values of relative
density (Figure 11).

Figure 11. Effect of nMt type (at 1% dosage) on long term relative density of fiber–cement nanohybrids
based on F.PC60LS40PVA3SP2.

3.2.5. Water Impermeability Tests

Water impermeability tests were carried out in accordance with BS EN 492:2012, with modifications
accounting for the much smaller specimens used in this research. Nanohybrids modified by hydrophilic
(nC3) or hydrophobic (nC2 and nC4) types of nMt may present water permeability issues at later
ages, as shown in Figure 12. In greater detail, of the organomodified nMt’s, nC2 showed the best
performance at later ages, whereas the industrially-produced nC4 seemed to perform better than the
reference paste only at early ages. Comparing the OMMT dispersion (nC2) and the inorganic nMt
dispersion (nC3), nC3 seems to be promising, but if water impermeability is a prerequisite for certain
applications, then all nMt reinforced matrices should always be checked at later ages.
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Figure 12. Effect of nMt type (at 1% dosage) on the impermeability of fiber–cement nanohybrids based
on F.PC60LS40PVA3SP2.

3.2.6. Mercury Intrusion Porosimetry (MIP)

For the fiber–cement pastes based on F.PC60LS40PVA3SP2, only two formulations were tested
indicatively via MIP. These were the reference paste itself (F.PC60LS40PVA3SP2) and the 1% nC3
modified paste (F.PC60LS39PVA3SP2+1%nC3), which seemed to be a successful formulation according
to the analyses presented above. Both samples were tested at day 28 (Table 5).

Table 5. Mercury intrusion data summary comparison of F.PC60LS40PVA3SP2 and
F.PC60LS39PVA3SP2+1%nC3.

Mercury Intrusion Data Summary at 28 Days

Paste
Apore-Total

(m2/g)

Fpore Volume-Med

(nm)
Fpore Area-Med

(nm)
Rbulk

(g/mL)
Fpore-Average (nm)

Rapparent

(g/mL)
Porosity

(%)
Vstem-Used

(%)

F.PC60LS40PVA3SP2 45.8 76.8 5.1 1.6 18.9 2.4 34.1 50.0
F.PC60LS39PVA3SP2+1%nC3 51.2 29.1 5.5 1.7 14.1 2.5 30.6 37.0

Where: Apore-Total = Total pore area, Fpore Volume-Med =Median volume pore diameter, Fpore Area-Med =Median pore area diameter,

Rbulk = Bulk density, Fpore-Average = Average Pore diameter, Rappar = Apparnt density, Vstem-Used = Stem Volume Used.

It can be seen that the total pore area, median volume pore diameter, and porosity were increased.
This can be attributed to the presence of the fibers and mixing effects. The apparent and bulk density;
however, showed small fluctuations.

Although it is acknowledged that the MIP results are not conclusive, the two formulations were
tested indicatively to assist the discussion on the impermeability tests, reinforce the mechanical strength
results, and provide suggestions for future research. The increase in pore diameter and porosity can
be attributed to the presence of fibers, because separate studies on the PC60LS40 matrix, without
the presence of fibers and superplasticizers but with varying amounts of nC3, showed that nC3,
possibly because of the better exfoliation and dispersion of the nMt platelets in the bulk of the aqueous
dispersion, showed decreased porosity compared with the reference paste [29], in support of the
argument that inorganic nMt can act as nucleation point and nanofiller improving the particle packing.

Further research on the pore structure of nMt and fiber-reinforced nanohybrids could involve
the use of other techniques, such as X-ray tomography (CT) scan, to determine the absolute values
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of porosity, pore area, and other parameters. However, it should be noted that, since nC3 showed
acceptable density, water permeability, and pore structure performance (along with better flexural
strength and thermal properties), further research into applications that necessitate these characteristics,
such as pervious concrete pavements [52], could yield interesting results.

4. Conclusions

In this paper, a successful application of the nMt’s was achieved by incorporating them in
fiber–cement nanohybrids. Until present, this is the first study that:

1. Extends from the characterization of nanoparticles to the characterization of
fiber–cement nanohybrids.

2. Is applied to ternary fiber–cement nanohybrids directly.
3. Compares the effect of hydrophilic or hydrophobic nMt.
4. Compares the effect of dispersed hydrophobic nMt or powder hydrophobic nMt.
5. Correlates the flexural performance beyond day 28, an indeed more critical period, with the TGA

results relating to the consumption of Ca(OH)2 towards the production of C–S–H.

In brief, major conclusions include the following:

1. The organomodified aqueous dispersion of nMt, nC2, can be better developed as a material by
studying various combinations of production methods, such as ball milling, in order for the
product to necessitate lower amounts of modifier (i.e., less carbon addition).

2. The inorganic aqueous dispersion of nMt, nC3, offered strength, thermal, and
microstructural improvements.

3. The industrial powder nMt, nC4, did not offer any strength, chemical, or
microstructural enhancements.

4. Different methods for nMt dispersion in cementitious matrices can be assessed in future research
to achieve homogeneous mixing and easy compaction, which should reflect in the pore structure
and fresh properties of pastes.
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Abstract: Faster product lifecycles make long-term investments in machines for micro assembly
riskier. Therefore, reconfigurable manufacturing systems gain more and more attention. But most
companies are uncertain if a reconfigurable manufacturing system can fulfill their needs and justify
the initial investment. New and improved techniques for product development have the potential to
foster the utilization and decrease the investment risk for such systems. In this paper, four different
methods for product development are reviewed. A set of criteria regarding micro assembly on
reconfigurable manufacturing systems RMS is established. Based on those criteria and the assessment,
a novel approach for a product development method is provided, which tries to combine the strengths
of the beforehand presented approaches. It focuses on the conceptual design phase to overcome
the customers’ uncertainty in the development process. For this, an abstract representation of a
micro-assembly product idea as well as a decision tree for joining processes are established and
validated by real product ideas using expert interviews. The validation shows that the conceptual
design phase can be used as a useful tool in the product development process in the field of
micro assembly.

Keywords: product development; conceptual design; micro assembly; data structure; design
for manufacturability

1. Introduction

Production of electronic devices has seen a decrease in product life time as well as an increase in
customization over the last decades [1]. The costs for new machines in micro assembly and packaging
are harder to make up and increase the investment risks, especially for smaller enterprises [2]. This
trend leads to a strong need for novel production methods and systems that are able to react fast and
are flexible to changing customer needs without having to build complex new systems every time
a new product is introduced [3]. To achieve this, a lot of work has been done in the field of flexible
and reconfigurable manufacturing systems (RMS) [4–6]. There are different reconfigurable machines
available in the market for highly customized micro manufacturing needs, e.g., the OurPlant-Series of
Häcker Automation. Such RMS normally consist of a core machine that provides the basic functionality
like an axis system for precise positioning in X and Y-direction as well as additional hardware modules
with which the user can customize the system. Examples for such hardware modules would be
grippers for the pick-and-place process or camera-systems for visual detection.

Still, a lot of ideas for new products in this field get lost due to the uncertainty of whether a
profitable production on a RMS is possible. RMS’ tend to have higher acquisition costs. Therefore,
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to pay off their initial investment, one has to use them over more than one product. But with a volatile
future, it is hard to predict which kind of products an enterprise will build in the next decades [7].
Decreasing investment risk can only be achieved by helping product designers and engineers to utilize
their micro assembly RMS as effective as possible. For this, specialized tools are needed. With such
tools, the conversion rate of product ideas to functioning products that can be built on a specific RMS
is fostered, which is crucial for investment calculations.

The goal of this paper is a new product development approach that aids product designers in
developing products in the field of micro assembly in a way that suits their eventual production on
RMS as best as possible. Such a method can overcome the need of higher utilization by integrating
production knowledge into the development process. Therefore, this product development approach
must be focused on the special needs of the micro assembly. As a crucial phase in development, its
emphasis is the conceptual design phase, because decisions in conceptual design have the greatest
impact on the finalized product. To achieve better results in this phase, customer integration is key.

A lot of research has been done regarding product development. Section 2 of this paper investigates
the most common and well-known approaches in this field. Different publications have discussed
conceptual design as a part of the product development. Arnold et al. have established a morphological
matrix tool for automated concept generation called MEMIC [8]. While they were able to generate
new concepts for given tasks relatively quick, a case study with engineering students showed that the
method was rather hard and uncomfortable to use. Different research groups targeted the improved
sustainability of products during their conceptual design by using Life Cycle Assessment [9]. For this,
they propose methods like a functional impact matrix that works as a visual tool [10] or a design
repository [11]. Buchert and Stark propose an engineering decision support system (EDSS) for a more
sustainable component choice [12]. Krus and Grantham did research on reducing the failure risk of a
product by improving the conceptual design phase and introduced a risk in early design (RED) method
for this [13]. Both the proposed improvements in sustainability as well as in failure risk depend on
an enhanced choice of components in the conceptual design phase without integrating the customer
or the production factors. Tao et al. describe that a digital twin can greatly enhance the potential of
product development and manufacturing by providing consistent data, but does not introduce a data
format or clear methodology for the conceptual design phase [14].

In Sections 2–5 of this paper, a new and specific product development approach in the field of
micro assembly is developed. Therefore, Section 2 gives an overview of different existing product
development approaches, while Section 3 defines requirements of micro assembly production and
checks if the presented approaches fulfill those requirements. Section 4 combines different approaches
to a new product development process that better fits micro assembly on RMS. The center of this new
approach is a specialized conceptual design phase, which is introduced in Section 5. Both the new
product development approach, as well as its conceptual design phase, are thoroughly discussed in
Section 6. Finally, Section 7 outlines all results and findings and gives a first brief outlook over possible
new studies as well as the future planned work of the authors.

2. Traditional Product Development Approaches

In this chapter, four different well-known product development approaches are presented.
Systematic research on methods of formalized conceptual product development has begun in the
1940s with Value Engineering. Its base is to define the sub-functions of a new product that follows a
clear scheme. Sub-functions are described with a verb-object pair, e.g., a bus’s sub-function would be
to transport passengers [15]. Later two methods were built upon this research: In the Soviet Union,
Genrich Altshuller published his Theory of Inventive Problem Solving, while in Europe different
methods can be subsumed with the Systematic Approach of Pahl and Beitz. In the last decades,
Concurrent Engineering, as well as Lean Development methods, are getting a lot of attention as the
basis for the development of new products.
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2.1. Theory of Inventive Problem Solving (TRIZ)

The Soviet scientist Altshuller has published his Theory of Inventive Problem Solving (Russian
abbreviation TRIZ) in 1984 [16]. He and his group were able to analyze over 2 million patents. They
found a set of about 40 principles and a few hundred physical, chemical, and geometrical effects with
which they were able to describe most patents. Furthermore, they noticed that most patents try to
find pareto efficient improvements to already existing solutions, ergo, solutions where one is able to
improve something without having to deteriorate something else.

TRIZ is a complex system with different elements. Of main interest for product development is
the Algorithm for Inventive Problem-Solving (Russian abbreviation ARIZ). Altshuller tried to find
systematic ways to formalize the innovation process. His technique is suitable for incremental, less
for disruptive innovations. In ARIZ, a developer first has to use a divide and conquer approach to
break down a problem in an existing product in small pieces. These pieces are called mini-problems.
Mini-problems should describe a system conflict in the product due to physical contradictions. The goal
of this process is to reduce the physical properties that affect a mini-problem to a minimum amount
without losing necessary dependencies. To solve the physical contradictions Altshuller defined own
methods. Based on his patent analysis he developed a matrix of physical properties. Each cell of
this matrix describes a physical contradiction of two properties. A set of inventive principles is
assigned to each cell to provide a developer with possibilities to resolve the physical contradiction
of mini-problems.

2.2. Systematic Approach of Pahl and Beitz (SAPB)

In the 1970s, the German researchers Pahl and Beitz established their systematic approach for the
development of new products [17]. Prior to the start of the approach, an idea for a new product has to
be found. Based on this idea a task needs to be formulated, e.g., the development of a new product.
This task is transformed into a set of requirements and constraints regarding development. The SAPB
is then structured on four main phases that are presented in Figure 1.

Figure 1. Phases of the Systematic Approach of Pahl and Beitz.

1. Clarification of the task

The general technological feasibility, as well as a possible market, should be proven. The task
needs to be precisely clarified via specifications in a proposal.

2. Conceptual Design

With the beforehand identified specifications, a first conceptual design is worked out. This
conceptual design incorporates functional structures to solve identified problems. It should show
possible solution principles, but no concrete implementation. The solution principles must be evaluated
against technical and economic criteria.

3. Embodiment Design

Based on the solution, principles first concrete layouts are developed. Those layouts must be
carefully evaluated against technical and economic criteria. With multiple iterations, the layout can be
refined and optimized to a complete design.
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4. Detail Design

In the last step, the new product design is finalized by working out its specific details and creating
the according to complete data, e.g., CAD files. All records must be checked, all steps documented.

Before and after each step there is a strict deliverable. This deliverable can lead to a leap back
into a prior phase to redo some of the already performed steps, due to former unseen problems or
new possibilities.

2.3. Concurrent Engineering (CE)

Concurrent Engineering (sometimes also called Simultaneous Engineering) is a product
development approach that aims to shorten the development time of a new product by intertwining
different development sequences, as shown in Figure 2. Since the 1980s and 1990s, it has been widely
established in different industries [18,19].

Figure 2. Time savings due to Concurrent Engineering (based on Reference [20]).

Its focus is broader than the SAPB and does not only look at the different steps needed to
find a product design. It also takes the production planning and manufacturing of a product
into account. It does that by watering down the border between different development steps.
For example, the production planning of a new product gets started before the final product design
has been established. Even if the production planning gets more complicated, the time, as well as
the communication benefit of overlapping development phases, overcompensates the complexity
management effort. Also, mistakes that lead to costly redesigns can be noticed earlier, if the later
development phases start sooner. This helps in reducing development costs. Concurrent Engineering
often depends on interdisciplinary teams with a product related core-team and different subject-related
members, which change in profession and number based on the actual project status.

2.4. Lean Development

Lean Development tries to transfer the general principles of lean production, mainly to minimize
waste, to the process of developing new products. Therefore, a definition of waste has to be found.
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In the development process, waste can be described as any effort which has been put into a new
product without generating any appropriate value for the customer [21]. Several methods exist to help
in minimizing this kind of waste. One is the Minimum Viable Product (MVP) [22]. Its fundamental
idea is that no one can predict the customer value of a new product precisely. So, the best method to
prevent needless development effort is to get customer feedback as fast as possible. When developing
a new product, one should try to focus on the very core value the product has to offer to the customer.
In a next step, one must find the fastest and most inexpensive way to build up a prototype that satisfies
the expected customer need. This prototype is the MVP. It does not need to incorporate any production
specific characteristics. If it is suitable to get feedback with, it can even be a complete fake. If the
customer feedback is positive, the MVP can gradually be advanced to more sophisticated prototypes
that better fit production needs. Unlike the SAPB, CE, and TRIZ, LD is able to completely change the
original idea behind a new product. It does not define a concrete task a product has to fulfill, but only
focuses on satisfying the customer need. On the other hand, it is harder to predict how much time a
project will take using this approach.

3. Applicability of the Presented Approaches for Micro Assembly on RMS

All of the beforehand given product development methods and approaches are designed without
a specific field of application in mind. While this is handy for a broader usage, it comes with
the disadvantage of not being optimized for a particular use case. This work focuses on product
development for micro assembly on RMS. To design a novel approach in this field, characteristics that
influence the product development of micro-assembled products, especially micro-assembled products
on RMS, have to be found. Based on those characteristics, an evaluation matrix must be arranged.
With this matrix, the presented approaches can be assessed to find out their strengths and weaknesses
regarding micro assembly on RMS.

3.1. Challenges for Product Development on Micro Assembly RMS

Many operations in producing micro assembly products have very small tolerances and cannot
be done by hand so micro assembly is a highly automated manufacturing process with already
existing RMS. Examples for such micro assembly products are optical modules for an endoscopic
application that need to be actively aligned during production to ensure proper functionality or
special rotary sensors with a very high accuracy. The most micro-assembled products are built for
business-to-business rather than consumer sales. The primary goal of the product development process
is to foster the utilization of RMS to decrease the investment risk. Operations should be done by using
as much existing standard devices and as few newly built special devices as possible. These constraints
lead to a set of four different characteristics that are important for the product development in the field
of micro assembly.

• Clear Structure

Many product ideas in the field of micro assembly are developed during a commission work and
are not directly based on marketing or consumer studies by the developer. This fact demands a clear,
billable structure for working together with a contracting partner as well as focusing the work on
technical problems. For example, when developing and producing a new kind of sensor, a contractor
has a set of requirements regarding function, connection and constraints. Any solution fulfilling those
is acceptable for the contractor, but it must be delivered in a beforehand set time and budget following
a reasonable development cycle containing clear status updates.

• High Integration of Production especially for Micro Assembly RMS

Due to the need of high automation, micro assembly lacks the possibility to use manual production
steps for operations where no machine or machine module exists. So, if the design of a new product
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does not suit the already existing standard modules of a micro assembly RMS, specialized modules
must be developed and built, which is costly and time-consuming. So, to optimize the use of a micro
assembly RMS, production must be integrated in the whole development process. For instance, an RMS
owner could possess a manipulation module with which it is possible to move a part in every direction
and tilt it by some degree but impossible to rotate the part. In this case the product design must not
need the rotation during the production process to be able to use this existing manipulation module.

• Design for Manufacturability

In micro assembly, fulfilling customer needs often means documenting their technical requirements
and identifying clever solutions to solve them. While this sounds simple at first, it inherits some
problems regarding product development. If the technical requirements are very strictly given, there
may be only a few possibilities to find a solution for them and those might not easily be implemented on
an RMS. This can lead to the situation where the more work the client has already put into pre-designing
a potential product, the more expensive its production can get. A possible client should be engaged by
the product development approach to get in touch with the development team as soon as possible and
with a very rough idea for the product itself to optimize the RMS utilizing possibilities.

• Time Consumption

Shorter product lifecycles are an important trend in micro assembly and neighboring industry
fields. If a customer needs a new sensor for a technical device that has an annual release cycle,
e.g., a new smartphone, the development and production of this sensor must be fast enough to catch
up with this annual cycle. The product development process must be fast enough to satisfy the general
innovation speed. So, the more time consuming an approach is, the less suitable it is in the field of
micro assembly.

3.2. Pairwise Comparison

To find out their strengths and weaknesses, all described product development approaches need
to be assessed. The focus of this work is the readiness for the use in the field of the micro assembly
with RMS. In 3.1 four criteria for this specific task are derived which can be used for comparing the
different approaches. Each product development approach has been paired with each other approach.
This leads to a total number of six pairs. For every pair of approaches in each of the four criteria, it has
been qualitatively decided, if one or another approach is better or if both fulfill the criterion equally
good. The winner of a comparison obtains two points, the other zero. If it is a draw, both approaches
get one point. The maximum amounts of points an approach could get by this method is ten. The final
score of an approach in a criterion is, therefore, determined by its collected amount of points within
the pairwise comparison divided by ten.

3.3. Evaluation of Different Product Development Approaches Regarding Micro Assembly on RMS

The four product development approaches described in Section 2 are assessed by using the
established pairwise comparison. The results of the pairwise comparison of all product development
approaches are shown in Table 1. Of all approaches, SAPB has the clearest structure when it comes to
developing a new product. CE does this job in a rather broad way, which helps to integrate production
and cutting time costs, but is not as detailed as SAPB in designing and developing the product itself.
TRIZ has good techniques to help solve very specialized problems within the development of a product.
But these techniques are only loosely connected, and one can get lost in the details. LD mainly works
with the MVP. While this is good for fitting a product to a customer need, it is not perfectly suited for
contracting work that dominates the field of micro assembly on RMS. LD is clearly and deliberately
less structured than the other methods.

When it comes to integration of production into the product development process, CE is doing
best with the intertwining of product and process design, as well as the interdisciplinary teams. This is

31



Appl. Sci. 2019, 9, 1920

very handy when developing products for a micro assembly RMS. SAPB only designs the product,
but has no clear and defined links to production, even if those links could be possible during the later
design phases. TRIZ is a similar case. Only if the mini-problems are formulated in a way that takes
production in account it may be considered, otherwise not. LD production is an inferior problem
that needs to be solved after the customer need is satisfied. Nevertheless, the strong iterative and
heavily-prototyped procedure can be very helpful in designing production processes, too.

Table 1. Result of the pairwise comparison of the different product development approaches regarding
the derived criteria for micro assembly on reconfigurable manufacturing systems (RMS).

TRIZ SAPB CE LD

Clear Structure 50% 100% 50% 0%
High Integration of Production 33% 33% 100% 33%
Design for Manufacturability 17% 17% 67% 100%

Time Consumption 33% 67% 100% 0%

Designing a product so that it fits the RMS is of uppermost importance in the field of micro assembly.
This can only be done by encouraging the potential customer to be involved in the development
process. SAPB defines the clarification of the task before the conceptual design. Often this happens
by creating specification documents. In a lot of cases, these documents are written before an exact
process can be defined and solely focus on the product itself. If they are part of a binding contract such
documents are hard to change in the later development phases, even if it is clear that they do not fit
production needs and harm the development without any benefit for the underlying product. TRIZ
has a similar problem. CE is able to reduce it by integrating production experts in the interdisciplinary
core team without completely solving the problem. LD integrates the customer in the development of
the product and does not depend on clear specifications. The strong iterative process has no strict goal
besides satisfying the customer need. This can greatly help to adapt the product design to production
requirements in the later design phases.

The main premise of CE is to shorten the needed development time by overlapping the different
phases of the development process. LD and TRIZ both need a lot of time to execute the different given
development methods. SAPB is more streamlined but still lacks the optimization CE has. So, the best
technique for a fast, less time-consummating product development approach is CE.

Overall, there is no approach that fits all the needs that are found in Section 2 for a micro
assembly-based product development for RMS. Each approach has different strengths and weaknesses.
But a lot of the presented methods are combinable. In the next step, a novel product development
approach is proposed based on a recombination of the existing presented and assessed techniques.

4. New Combined Product Development Approach in the Field of Micro Assembly

To establish a new product development approach in the field of micro assembly, the different
presented methods are recombined using their strengths and avoiding their weaknesses regarding
micro assembly on RMS derived in Section 3.1. Figure 3 gives an overview of the found novel
combined product development approach. It is structured in three sections indicated by the vertical
bars on the left:

• In the first section some highlighted resources are shown that are used by the development approach;
• In the process section, the four different development phases are arranged chronologically from

left to right;
• The data format section defines data types that can or should be used in the corresponding

development phases;
• In the team section the two horizontal streams show the composition of the employees working

on the new product in the corresponding development phases.
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Figure 3. A novel Combined Product Development approach.

Following the challenges for product development in micro assembly on RMS described in
Section 3, four goals must be targeted when designing a new product development approach in this
field: Clear structure, integration of production, design for manufacturability, and optimized time
consumption. As an initial beginning, the clear structure criterion was selected to establish a first basis
on which further improvements can be done to satisfy the other goals. Therefore, SAPB has been used
as a starting frame for the development process, as it has shown the best results in the clear structure
criterion in the pairwise comparison. Based on this choice, the SAPB has been altered to match the
results of the remaining three criteria.

For the second goal, the integration of production, CE has ranked first in the evaluation, so the
combined approach is using the identified strengths of it. SAPB does not strictly include methods
for processing or production. The combined approach extends the thematic range of the SAPB and,
following the CE, also introduces an interdisciplinary core team to guarantee a smoother transition
between the different phases. Two phases are added after the original ones of the SAPB to bridge the
gap towards manufacturing, a process development and a production planning phase. The process
development phase uses CAM (computer aided manufacturing) data files, while the production
planning can be done via MES (manufacturing execution systems) and ERP (enterprise resource
planning). The embodiment and the detail phases of the SAPB are unified into a new construction
phase. The main reason for this is that both phases use the same kind of data format and are done by
the same kind of experts. Still, all the activities of Pahl and Beitz have determined the embodiment and
detailing remain the same and are done in the aggregated new construction phase. In this construction
phase, TRIZ techniques can be used to obtain faster and better results. As a data format computer-aided
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design (CAD) files are used. Following the CE, the combined approach requires an interdisciplinary
core team that consists of employees out of every field of the four phases, so design, construction,
process, and production. The core team is supported by additional experts based on the actual phase
the product development is in.

Design for manufacturability is the third and eventually most important goal. The combined
approach must establish a system that improves the assembly of the new products before they have
been constructed. For this, the combined approach integrates the task clarification phase into the
conceptual design phase to prevent harmful decisions regarding assembly and production while doing
the design for a new product. To achieve this, three things need to be done. Firstly, the customer is
integrated into the conceptual design phase. Potential customers clarify their exact tasks while they
are doing the conceptual design together with micro assembly engineers. The LD idea of iteratively
adding features and checking if the so newly created MVP is an improvement can be very helpful
to achieve this. The conceptual design phase must establish a formalized method for this customer
integration. Secondly, a specialized data format has to be found to enable customers to model their
product ideas. Contrary to the other three phases such a data format does not exist for the specialized
use case of micro assembly on RMS. The last point is transferring construction, process and production
knowledge to a development knowledge base, which is able to generate fast feedback if a production
of a planned product idea on a micro assembly RMS is feasible. All three points must work together to
provide a conceptual design phase for micro assembly on RMS.

The final goal is optimized time consumption. Reaching this goal is done by using CE techniques.
Each phase is overlapping with the subsequent one, so work for the following phase is done before
the actual phase has been finished. Due to this phase overlap the time consumption, the strength of
the CE can be realized in the combined approach. But it is necessary to work with interdisciplinary
teams when doing so to fully reach this time potential and to avoid inefficiencies based on the higher
complexity and stronger need of coordination compared to a pure SAPB approach.

5. Conceptual Design for Micro Assembly Product Development

The beforehand presented novel combined product development approach for products in the
field of micro assembly depends on strong methods during the conceptual design phase. The main
goal is to achieve the best possible design for manufacturability on an RMS. Therefore, the owners of a
new product idea in the field of micro assembly, in many cases the contractor in a business-to-business
relationship, must be convinced that they can benefit from using tools and methods to conceptually
model their idea in a way that suits production on RMS.

Similar to using an MVP in LD, a user can iteratively alter his product model and is getting
feedback whether production on a micro assembly RMS is feasible or not. Rather than optimizing the
MVP based on a customer need, the abstracted model is optimized towards manufacturability on RMS.
But it is using the same idea of getting feedback as fast as possible and during a development phase in
which it is still possible to change the whole product idea without generating a lot of costs. This cost
reduction should enhance the method approval of potential users. Still, they may not be experts in this
field, so the methods must not be too complicated to apply. Based on these thoughts three main goals
are set for the conceptual design system:

1. Establish a system that allows the user as much freedom as possible for the design of
a micro-assembled product without losing the ability to systematically analyze the given
data to automatically provide information regarding the feasibility of a production on a
micro-assembly RMS.

2. Allow the system to work reasonably well with a given set of micro assembly RMS.
3. Enable users to work with the system without extensive training.
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A lot of physical problems behave differently in the micro world compared to the macro world.
Also, some degrees of freedom that one typically finds in assembly might not apply to micro assembly.
Hence, RMS for micro assembly are highly specialized machines. The conceptual design system has
to consider this. To implement such tools, a formalized system, as well as a specific data structure
to model product ideas, are needed. There already exist commonly known data structures for the
later phases of the combined approach. In the construction phase, CAD data files like STEP are used.
Process development can be done by using CAM data structures, production planning benefits from
data management in Manufacturing Execution Systems (MES) and Enterprise Resource Planning (ERP).
There is no comparable data format for the conceptual work on micro-assembled products.

To establish a system for the conceptual design phase, first an abstract product representation for
micro assembly products must be found. Based on this representation, data types and their properties
can be defined. Those properties must be able to successfully translate a modeled product idea to a
micro-assembly RMS. For this particular step decision trees are needed. Lastly, the method must be
validated by real examples.

5.1. Abstract Product Representation for the Conceptual Design

The abstract product representation aims to be as simple as possible without losing the
ability to describe micro-assembled products sufficiently. Three different data types were used
for the representation of the conceptual design: Components, relations, and connection points.
A micro-assembled product normally consists of different elements like a substrate, chips, capacitors,
wires, and so forth. These elements are the components. In an assembled product, the components are
linked. This can be a geometrical but also an electrical or optical link. This is the second data type,
the relation. Often a relation is not valid for a whole component but a special place anywhere on, in, or
near the component. This special place, called connection point, can be something like a joint, a thread,
or a face and is the last data type. Figure 4 shows a typical setup for the abstract product representation
including different components, relations, and connection points.

 

Figure 4. Typical setup of the Abstract Product Representation including components (rounded box),
relations (diamond box), and connection points (squared box).
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5.2. Data Type Properties

As a first orientation, the DIN 32,563 (Production equipment for microsystems–System for
classification of components for microsystems) can be used [23]. Based upon the DIN and own
micro-assembly knowledge, eight property fields for the components are selected: Identifier,
geometrical base form, weight, temperature consistency, material properties, feeding possibilities,
picking possibilities, and connection points. A detailed view on all properties in the data fields is given
in Table 2.

Table 2. Properties of the component data type.

Data Field Possible Properties

Identifier Name of Component
Geometrical Base Form Box, Cylinder, Tube, Cone, Sphere

Weight Weight in Gramm
Temperature Consistency Minimum Temperature, Maximum Temperature

Material Properties Magnetism, Shock Resistance, Clean Room Class, Optical Property
Feeding Possibilities Tray, Bulk, Tube, Belt
Picking Possibilities Vacuum Gripper, Parallel Gripper, Radial Gripper, Three-Point Gripper, Magnetic Gripper
Connection Points List of Identifiers

Similarly, the property fields for the relation and the connection point were chosen. For the
relation, three property fields are established: Connecting point partners, spatial properties, and
physical requirements. The connection points have four fields: Identifier, type, location, and material
properties. All fields for both data types can be found in Tables 3 and 4.

Table 3. Properties of the relation data type.

Data Field Possible Properties

Connection Point Partners Identifier Point 1, Identifier Point 2

Spatial Properties Position (Above, Beneath, Ahead, Behind, Left, Right, In, Through),
Loose, Offset, Tolerance

Physical Requirements Electric Conductivity, Optics, Stiffness, Stability

Table 4. Properties of the Connection Point Data Type.

Data Field Possible Properties

Identifier Name of Connection Point
Type Free Surface, Free Volume, Clamping, Jack, Plug, SMD

Location Above, Beneath, Ahead, Behind, Left, Right, In, Through
Material Properties Metallization, Roughness, Optics

5.3. Decision Trees

The crucial step for the proposed conceptual design approach for micro-assembly is the early
link between the product design and the assembly process that is needed for the fabrication of the
product. This means that in a very early stage of the product development process feedback on the
manufacturability of the product is provided. For this the link between the properties of the product
and the subsequent assembly process is needed.

In order to standardize this link, decision trees for different phases of the micro-assembly process
were developed in Reference [24] that allow a comparatively detailed choice of a specific process
step based on the given properties of the product, represented by the above-mentioned data types.
When applying the decision tree methodology, the decisions that have to be taken are reduced to a
sequence of simple questions that can be easily answered, leading to a suggestion of the appropriate
assembly process.
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Exemplarily the decision tree for the joining processes is shown in Figure 5. The decision tree
leads to a specific choice between 4 possible joining processes: UV-cured adhesive bonding, adhesive
bonding, soldering, and a mere positioning, whereas the choice of the adhesive (whether conductive or
non-conductive) can be seen as an additional feature that does not affect the decision on the process and,
therefore, needs not to be considered in the decision tree. For each decision tree, different properties
of the abstract product representation are used. As shown in the figure, this decision for the joining
process is taken based on the following properties:

• Component properties: Weight, temperature consistency;
• connection point properties: Metallization;
• relation properties: Stability, electric conductivity, tolerance.

Figure 5. Decision tree for the Joining Processes. Blue are component properties, orange connection
point properties, and red relation properties (based on Reference [24]).

An analog approach is shown in Reference [24] for the decision on the sequence of the assembly
processes. The methodology was established based on the analysis of a cross-section of several different
micro-assembly products and validated with four specific products:
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• Printed circuit board (PCB) based optical module for a rotary encoder;
• surface-mounted device (SMD) assembly of a Flex-PCB;
• molded Interconnected Devices (MID) based light module;
• MID based sensor holder for a hall sensor element.

All the aforementioned examples turned out to confirm the proposed methodology using the
decision trees. Further validation with more examples during the ongoing development of the whole
conceptual approach is planned.

5.4. Qualitative Validation of the Conceptual Design

For each data type of the abstract product representation (component, relation, and connection
point) a paper survey was arranged. The paper surveys obtain all properties of the different data
types as given in Tables 2–4. With the collected information out of the surveys, the decision trees as
presented in Section 5.3 can be used to find concrete processing ways. These processing ways can then
be linked to machine configurations of micro-assembly RMS. Thereby, the conceptual design phase can
be simulated and as a result also qualitatively validated by using the surveys and the decision trees.

This simulation has been used to assess the conceptual design phase approach. Three teams were
built, each consisting of product developers, machine experts for a specific micro-assembly RMS, and
software developers. For the validation they used different, real existing micro-assembly product ideas
and filled in the corresponding paper surveys. During this process the following findings were made
by the experts:

1. Most of the characteristics of the product ideas could successfully be modeled by using the
paper surveys.

2. If all properties are given, specific processing ways can be found for the selected micro-assembly
product ideas by using the decision trees.

3. There is currently no possibility to satisfactorily describe a component that is formed or reshaped
during the assembly process, e.g., the molding of a cavity with glue.

4. Analyzing the found processing ways, RMS experts were able to derive machine configurations
that suit the product ideas. Still, not all processes could be implemented with standard
modules. Some processes require specialized modules for the RMS that need to be designed and
constructed separately.

5. Because of the sheer amount of demanded properties, the system is not easy to use, especially if a
product idea needs a lot of components and relations. Often the precise value for a property is
unknown or deliberately not defined at this moment. Sometimes properties need to be filled in
without being necessary for the later steps because previously made decisions have already made
them unnecessary.

6. It would be possible to implement the method as an automated software solution.
7. The method does not generate a clear processing order, only a collection of required processing steps.

6. Discussion

Based on the review of four distinct well-known product development approaches and four criteria
for challenges on production in the field of micro-assembly, a new combined product development
approach was introduced. This approach has a focus on the conceptual design phase. Therefore,
it introduces an abstract product representation as well as specialized decision trees. Both the new
combined product development approach, as well as the conceptual design phase, are discussed in
this chapter.
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6.1. Discussion of the Product Development Approach

The pairwise comparison of the presented product development approaches shows that no single
approach fulfills all requirements for a micro-assembly production on RMS. Still, only four approaches
were examined. When selecting the described approaches, the goal was to choose distinct methods.
A lot of product development approaches are very similar. They are highly optimized in the way they
work, but their foundation tends to be alike. For example, Roth [25], Koller [26], and Rodenacker [27]
have published their own approaches for product development. However, all of these approaches
use a base structure that is similar to the one the SAPB has. Therefore, they were not considered
during the comparison. Their estimated additional value towards the SAPB was too small for further
consideration. An equal decision was made with LD. There are a lot of different techniques that are
very similar to the described approach. The presented method is just a selection that had to be made.
Nevertheless, the recent work in the field of product development methods should continuously be
checked, and more and new approaches will be considered and involved.

To assess the product development approaches, four criteria for micro-assembly production
on RMS were defined. Those criteria may not be applicable to all potential companies in the field
of micro-assembly. Also, the pairwise comparison is a valuation that may not correctly portray
all potential users of the product development approach. For example, an enterprise needs not to
be focused on products for business-to-business sales or fast development cycles. In such cases,
the established combined product development approach has to be adapted and altered to the special
demands of the company.

The new combined product development approach has a strong focus on conceptual design
because design decisions have the greatest impact in this phase. Also, the needed customer integration
can be obtained best in this development phase. The conceptual design phase is an inherent part of
the original SAPB and widely used in a lot of different publications [8–12]. Still, as shown in Figure 3,
several research gaps could be identified. There is no general data format for the conceptual design
phase that fits the needs of the micro-assembly. Often function-based modeling methods [10] or
component databases with decision systems [11,12] are used. Both systems are either too complex or
too restrictive. Therefore, customer integration must be done by using the three identified goals in
Section 5. To enhance this customer integration by better feedback as well as guidance a development
knowledge base is proposed, which would greatly benefit from digital twin techniques [14].

6.2. Discussion of the Conceptual Design for Micro-Assembly on RMS

Three goals for the new conceptual design phase were set. The first goal is to allow the users as
much freedom in designing their product ideas as possible, but still be able to automatically prove
the feasibility of the modeled ideas. Overall, this goal has been fairly reached. Most but not all
characteristics could be modeled by the validators. Especially, forming or reshaping of components
is not possible. The used paper surveys are only a proof of concept. So, an automated output of the
method is not generated at the moment. However, the validation showed that this is feasible as long as
all properties of the data types are given.

The second goal is that the system should work reasonably well with micro-assembly RMS.
The validation came to the conclusion that not all steps of a micro-assembly can be done by only using
standard modules of the RMS. The participating machine experts for micro-assembly on RMS estimate
that roughly 80% of all operations required for a micro-assembly can be carried out by using standard
modules, the remaining 20% need to be done by special modules.

The last goal was to provide a system that is relatively easy to use. Validation shows that this has
not been reached yet. Paper surveys are a very static tool for data acquisition. They are not able to
react to a given input and they are also not able to visualize possible inputs to help the user. Software
implementations can help reducing these problems by aiding the user with graphical interfaces as
well as automatically hiding and showing input forms based on the already given data. Yet, for the
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automated output, the system still relies on a full set of properties that may not be certain at the
moment the conceptual design phase is done.

All in all, the conceptual design phase could be validated as a working tool to model product
ideas in the field of micro-assembly and proof their feasibility regarding production on RMS. But the
described approach still has limitations and does not fulfill all the goals that were set. The method
needs to be further refined and enhanced. One main starting point is the clear orientation towards
describing the final product model during the conceptual design phase. While this seems to be the
right way when creating a method for product development it comes with some downsides. In the
conceptual design phase, there exists no construction or detailed design of a product, but instead,
mostly an idea what a finished product should do, which operational and physical principles can be
used to achieve this and some first thoughts on how this may be implemented. Often neither materials
nor geometrical proportions of the used components are certain. This leads to the situation that some
of the properties cannot be defined and also should not be defined. But without those properties,
the system is not able to propose a processing way. Also, to get a processing order, complex algorithms
have to be implemented that need a lot of additional data to function correctly.

7. Conclusions and Outlook

The four distinct product development approaches SAPB, TRIZ, CE, and LD are presented and
evaluated by a set of four criteria that have been specifically designed for the needs of micro-assembly
production on RMS: Clear structure, high integration of production, design for manufacturability,
and time consumption. Based on the evaluation a new combined approach is introduced, which
successfully combines strengths from the four existing methods. The core of this combined approach
is a novel conceptual design phase. It consists of an abstract product representation with three data
types. Each data type has a set of properties that is particularly built for micro-assembly products.
Using those properties together with a set of decision trees, one can derive processes the RMS has to
fulfill. Validation shows that this conceptual design phase can be used to model product ideas and to
generate matching machine configurations for RMS, but still has room for improvements.

7.1. Outlook

Something that should be done in future works is the better quantitative evaluation of requirements
companies in the field of micro-assembly have regarding production on RMS. The four identified
criteria might not be applicable to all micro-assembly manufactories. This could be done by more
expert interviews to qualitatively gather additional criteria followed by an empirical survey of
selected enterprises.

For the conceptual design phase, several improvements are possible. Mainly the easiness of use
must be enhanced. Therefore, a shortcut in modeling the product idea could be established. Instead
of basing the modeling on the idea of a complete product, one could describe the different processes
needed to build the product. For each process step, the user only needs to define a basic process type
like joining or shaping and the involved input and output components. Later the user can but does
not have to provide additional information regarding the process or the material and geometry of the
components. This additional information can be inquired based on the corresponding decision tree of
the selected process type. Not forcing the user to enter all the information the system needs to find a
singular solution makes it easier for the user to obtain fast results, even if they are not one but a set of
possible machine configurations. To improve user experience, a separate evaluation function should
rank all the possible machine configurations and suggest the best one to the user.

While this system comes with the disadvantage of requesting the user to have some knowledge of
processing a lot of advantages could be realized by it. The problem of not being able to correctly model
shaping or reforming of components can be solved by this approach. Also, nonexistent processes
can be simply replaced by a wildcard-like black box process that is later turned into a black box
hardware module on the RMS. All in all, this process-based enhancement of the conceptual design
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phase could give the user more freedom in modeling an idea, reducing the amount of data that has to
be given, shortening the time a first result can be presented and improving the overall easiness of use.
However, the conceptual design phase still needs to be implemented as a software solution to reach its
full potential.

7.2. Future Work

The presented method to enhance the product development in the field of micro-assembly with
emphasis on conceptual design is only a first start. Further research and development are needed,
so a conceptual design phase with a process-based model is planned for future work. For this a
set of different fundamental process types must be found. A matching feature-based database for
micro-assembly RMS as well as a configurator software must be implemented and thoroughly tested.
The configurator software must be able to integrate customers in the design process following the
established rules in Section 5 of this paper. Therefore, the introduced decision trees can be used to
guide the customers. Tests of such a new method using real hardware should be done as well.
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Featured Application: Surface modification of mini- and micro-nozzles for dispensing systems.

Abstract: Miniature products and components must be surface treated to improve their wear
resistance and corrosion toughness. Among various processes, low-temperature plasma nitriding was
employed to harden the outer and inner surfaces of micro-nozzles and to strengthen the micro-springs.
A table-top nitriding system was developed even for simultaneous treatment of nozzles and springs.
A single AISI316 micro-nozzle was nitrided at 673 K for 7.2 ks to have a surface hardness of 2000
HV0.02 and nitrogen solute content up to 10 mass%. In particular, the inner and outer surfaces of a
micro-nozzle outlet were uniformly nitrided. In addition, the surface contact angle increased from 40◦
for bare stainless steels to 104◦ only by low-temperature plasma nitriding. A stack of micro-nozzles
was simultaneously nitrided for mass production. Micro-springs were also nitrided to improve their
stiffness for medical application.

Keywords: plasma nitriding; micro-nozzle; micro-spring; nitrogen supersaturation; hardening;
hydrophobicity; stiffness control

1. Introduction

MEMS (Mechanical Electric Micro-System), miniature mechanical systems, and mini-and
micro-tools have a significant risk of wear and corrosion without suitable surface treatment to
each application for each component [1]. In particular, mechanical tools and parts in the order
of mm and sub-mm ranges, must have sufficient wear resistance and corrosion-toughness for
operations even in severe conditions [2]. Dry coatings by PVD (Physical Vapor Deposition) and
CVD (Chemical Vapor Deposition) are the first policy to protect them from wearing and corrosion [3].
Their deposition layer is often limited by several to 10 μm, and inner surfaces as well as holes are
difficult to coat [4]. Among some candidate alternatives, low-temperature plasma nitriding has been
highlighted to provide the thick nitrided layer up to 0.1 mm with higher hardness than 1200 HV
and less nitride precipitates [5–8]. This plasma nitriding at a lower temperature than 700 K was
characterized by the nitrogen supersaturation; after [5], this processing was expected to be applied
to various surface treatments such as carburizing and nitrocarburizing as the S-phase engineering.
In addition, this nitrogen supersaturation process accompanied by two-phase nano-structuring to
harden and strengthen the stainless steel parts and members as pointed in [8,9]. As demonstrated
in [9–11], the corrosion toughness was also improved in these nitrogen supersaturated stainless steels.
Furthermore, inner surfaces and small holes in the dies and punches are efficiently nitrided and
hardened with more ease than coatings [12,13]. These intrinsic features of low-temperature plasma
nitriding were accommodated to miniature tools, and even parts, by scaling down the chamber
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size [14,15]; e.g., the hollow cathode device assisted the high-density plasma nitriding process in the
smaller chamber systems.

In the present paper, a table-top plasma nitriding system is developed for low-temperature plasma
processing of mini- and micro-tools. Micro-nozzles as well as micro-springs are plasma nitrided at
673 K for 7.2 ks to describe their nitriding and hardening behavior. In particular, a AISI316 micro-nozzle
specimen is utilized to analyze the nitrogen super-saturation on the outer and inner surfaces as well as
its outlet. In addition, its surface contact angle is measured to prove that the nitrided surfaces become
hydrophobic. Furthermore, a stack of micro-nozzles is also homogeneously nitrided to demonstrate
the capacity of the present system in application to industries. Two micro-springs are also nitrided
to demonstrate that they have higher stiffness by 10 % than before nitriding. The present table-top
system works to locally increase the stiffness and hardness of various tools and parts by selective
plasma nitriding.

2. Experimental Procedure

2.1. Down-Sized Plasma Nitriding System

The high-density RF (Radio-Frequency)/DC (Direct Current) plasma nitriding system is downsized
by 1/20 as suitable equipment for surface treatment of miniature mechanical elements in the dimensional
size range from mm to sub-mm. Figure 1a depicts a table-top plasma nitriding system with a chamber
size of φ350 mm × 150 mm. This chamber is automatically operated to open and move upward
for the experiment setup. Every experimental operation is performed on the touch-panel in the
controller. All commands as well as data acquisition are driven by a process computer through
wireless communication.

There are two setting-up modes in this system, for nitriding a single component and for
simultaneously nitriding a stack of elements up to 24 pieces. In the following, the former setup
is used to describe the nitriding behavior of a single micro-nozzle. The latter is also employed to
demonstrate the feasibility of simultaneous nitriding in mass production.

Figure 1. Down-sized plasma nitriding for surface treatment of the miniature mechanical elements.
(a) Experimental apparatus, (b) hollow cathode to intensify the ion density in N2 + H2 plasmas, and (c)
illustration on the hollow cathode device.

The hollow cathode device was utilized to increase the N2
+ ion and NH-radical densities in the

experimental setup to work in both modes. Figure 1b depicts an experimental setup for nitriding of
a single micro-nozzle. As also illustrated in Figure 1c, N2 + H2 mixture gas was introduced to this
DC-biased hollow. Since the DC-bias was also applied to this micro-nozzle, the ignited RF (Radio
Frequency)-plasma was also confined inside the micro-nozzle by the hollow cathode effect.
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2.2. Nitriding Conditions

The plasma nitriding conditions are summarized in Table 1. The DC-bias is parametrically varied
to investigate the sputtering effect on the nitriding process. After [9], the nitrogen and hydrogen flow
rate ratio was controlled to be constant by 160 mL/min for nitrogen and 30 mL/min for hydrogen,
respectively. In situ plasma diagnosis in [9] revealed that the highest NH radical density against N2

+

ion density was yielded around this flow rate ratio.

Table 1. High-density plasma nitriding conditions.

Item Parameters

RF-Voltage 250 V
DC-bias −300 V, −400 V, −500 V
Pressure 70 Pa

Temperature 673 K
Duration 7.2 ks

2.3. Specimens

Austenitic stainless steel type AISI316 plates and micro-nozzles were prepared for this
low-temperature plasma nitriding. Figure 2a depicts a typical micro nozzle for a dispensing system
with the outlet diameter of 1 mm at the top. AISI316 plate with a diameter of 25 mm and thickness of
5 mm, was employed to describe the nitriding and hardening behavior by using this table-top plasma
nitriding system. Two types of micro-springs were also prepared for nitriding to improve their stiffness,
as shown in Figure 2b.

Figure 2. Miniature, mechanical parts for plasma nitriding. (a) Micro-nozzle with the outlet diameter
of 1 mm, and (b) micro-springs for medical applications.

2.4. Observation and Measurement

SEM (Scanning Electron Microscopy; JSDM-IT300LV, JEOL Ltd., Akishima, Tokyo, Japan) with
EDX (Electron Dispersive X-Ray Spectroscopy; Pegasus, EDAX, Inc., Minato-ku, Tokyo, Japan) were
utilized to describe the nitrided specimen and to analyze the nitrogen solute content distribution on
the surfaces. Micro-Vickers hardness testing (HM-210C; Mitsutoyo Co., Ltd., Kawasaki, Japan) was
also employed to measure the surface hardness for various applied weights.

3. Results

3.1. Nitriding Behavior of AISI316 Substrates

AISI316 plate was nitrided at 673 K for 7.2 ks by parametrically varying the DC-bias as listed
in Table 1. The nitrogen ion density as well as the NH radical density increases with increasing the
DC-bias. More nitrogen atoms penetrate from the substrate surface and diffuse into its depth [6,9].
Figure 3a depicts the variation of measured nitrogen solute content by EDX with increasing the DC-bias.
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The nitrogen solute content at the surface increases monotonically with DC-bias. In the following
nitriding experiments, this DC-bias is fixed to be constant by −500 V. The surface roughing took place
when this DC bias became lower than −500 V.

Figure 3. Effect of DC-bias on the nitrogen content and hardness. (a) Variation of the nitrogen solute
content, and, (b) variation of hardness profile.

In the micro-Vickers hardness testing, the matrix hardness affects the measured hardness when
the indentation depth exceeds (the nitrided layer thickness)/6 [12,16]. In fact, the measured hardness
of thin nitrided layer became lower than the surface hardness by increasing the applied weight in
testing [12,13]. Figure 3b depicts the variation of hardness with the increasing applied weight in
hardness testing. In case of the nitriding by DC-bias of −400 V, the hardness significantly reduces
toward the matrix hardness of 250 HV with an increase in the loading weights. Higher DC-bias is also
needed to attain a nitrided layer sufficiently thick enough to keep high hardness in depth.

3.2. Nitriding of a Single Micro-Nozzle

AISI316 micro-nozzle specimen in Figure 2a was also plasma nitrided at 673 K for 7.2 ks. Figure 4a
shows the nitrided micro-nozzle. The spot for EDX was controlled to move from the edge of the outlet
toward the step of the nozzle body along the line-A in Figure 4a. Figure 4b depicts the nitrogen solute
distribution along this line-A, from the top of the outlet down to the nozzle body. Both the nozzle
outlet and the nozzle body surfaces are uniformly nitrided to have high nitrogen contents, except for
the vicinity of a step between two regions. On the surface of this step, the electron beam in EDX
significantly scattered to lower the measured intensity. This average intensity in Figure 4b corresponds
to the nitrogen content by 8.6 mass%. This nitrogen content is equivalent to the measured content of 9
mass% for the nitrided AISI316 plate in Figure 3a.

Figure 4. Plasma nitrided AISI316 micro-nozzle at 673 K for 7.2 ks. (a) Outlook of nitrided micro-nozzle,
and, (b) nitrogen mapping measured from the top of the outlet down to the nozzle body.
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As had been discussed in [12,13], the inner surface of the outlet channel in the micro-nozzle could
be hardened when using the nozzle channel as a hollow cathode. A single micro-channel with the
outlet diameter of 0.2 mm was also used as the hollow cathode in the present plasma nitriding to
evaluate the hardness across the nozzle thickness.

Figure 5b depicts the hardness distribution across the thickness of nitrided micro-nozzle.
The average hardness becomes more than 1000 HV0.1 at the vicinity of the channel toward the
outlet. The surface hardness of the nitrided AISI316 plate by 100 g or 1 N, becomes 1000 to 1100 HV in
Figure 3b. This suggests that a single micro-nozzle is nitrided and hardened to be 1000 HV not only on
its outer surface but also on its inner surface even at 673 K for 7.2 ks.

Figure 5. Inner nitriding of the nozzle hole. (a) A cross-section of plasma nitrided micro-nozzle with
the outlet diameter of 0.2 mm, and, (b) micro-hardness distribution near the inner surface of nitrided
micro-nozzle at 673 K for 7.2 ks.

3.3. Wettability Control by Plasma Nitriding

Bare stainless steel is hydrophilic as its contact angle against the pure water is only 40◦. This is
because the metallic surface including the stainless steels has higher surface energy. The contact
angle measurement was performed to modify this surface property by nitriding the micro-nozzle
for dispensing the droplet from the outlet hole with low adhesion. Figure 6 depicts the pure water,
swelling on the nitrided AISI316 plate at 673 K for 7.2 ks. The original hydrophilic surface changes
itself to a hydrophobic surface with the contact angle (θ) of 104◦. This suggests that this micro-nozzle
outlet could be hydrophobic enough to dispense the droplet with low adhesion to the outlet [12,15].

Figure 6. Measurement of the contact angle for a pure water droplet on the nitrided AISI316 surface.at
673 K for 7.2 ks.
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3.4. Simultaneous Nitriding of Micro-Nozzles

This table-top plasma nitriding system can simultaneously nitride multiple micro-nozzles in a
stack. Using the rotating mechanism in Figure 7a, twenty-four micro-nozzles were nitrided at 673 K
for 7.2 ks at the same plasma sheath conditions. EDX was utilized to measure the nitrogen content for
each micro-nozzle in a single stack.

Figure 7. Simultaneous nitriding behaver of 24 micro-nozzles. (a) Experimental setup of 24
micro-nozzles into the DC-biased plate with heaters, (b) An experimental set-up for simultaneous
plasma-nitriding of 24 micro-nozzles, and, (c) Statistical distribution of the surface nitrogen content
among 24 nitrided micro-nozzles at 673 K for 7.2 ks.

Three positions were selected for this EDX analysis on each micro-nozzle surface; e.g., the top of
the outlet, the step between the outlet and body, and, the center of the body in Figure 2a. Figure 7a
shows the initial setup of 24 micro-nozzles into the DC-biased plate with electric hears. As depicted in
Figure 7b, the stack of micro-nozzles is rotated in the plasma sheath. Figure 7c shows the measured
nitrogen content for each micro-nozzle by EDX. A deviation of average nitrogen contents is low among
twenty-four micro-nozzles in the same stack. After statistical analysis, the mean nitrogen content is
estimated to be 7.4 mass% and the standard deviation, 0.3 mass%. Nitriding took place homogeneously
and is the equivalent to the nitriding of a single micro-nozzle in Figure 3.

In addition to this nitrogen mapping, the chromium content was also measured; the average
content is 16.4 mass% and its standard deviation, 0.4 mass%. This proves that chromium content in
these nitrided micro-nozzles remains the same as before nitriding and that no CrN is precipitated by
this plasma nitriding.
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3.5. Simultaneous Nitriding of Micro-Springs

The micro-spring constant (k) is determined by its geometry and number of turns in its length.
Since its diameter, thickness, and length are strictly specified in each medical application, k is difficult to
control once it is fabricated as a spring. Two micro-springs were prepared to demonstrate the possibility
to increase their spring constants by nitriding their inner surfaces; e.g., a shorter microspring-1 and a
longer micro-spring-2 as listed in Table 2.

Table 2. Geometry and dimensions of two micro-springs.

Item Microspring-1 Microspring-2

Wire diameter (d) 0.2 0.15
Coil diameter (D) 1.7 1.5

Length (L) 5.7 9.5
Number of turns (N) 10 16

One end of micro-spring was fixed to the metallic jig, to which DC-bias was applied. Its inner
cylindrical space was utilized as a hollow cathode to nitride its inner surfaces at 673 K. The duration
time was also constant by 7.2 ks. It is difficult to measure the hardness and microstructure of thin wire
in these micro-springs. Their spring constant is employed to evaluate the strengthening by plasma
nitriding of the spring wires. The uniaxial tensile testing with small-scaled load cell was employed
to measure the applied load with the minimum resolution of 10−3 N or 0.1 gram-weight. Figure 8
depicts the load-displacement relations between an original spring and two nitrided micro-springs
in type-1. The spring constant is 9.3 mN/mm for the original microspring-1, while k = 10 mN/mm
for the nitrided one. The spring constant is enhanced by 8% through the plasma nitriding. In case
of the microspring-2, k = 7.3 mN/mm is increased up to 8.0 mN/mm by nitriding. This increase of
spring constant by 8 to 10 % reveals that the inner surface nitriding has a significant influence on the
strengthening of micro-springs.

Figure 8. The load–displacement relationship for the original spring and two nitrided springs.

4. Discussion

In the deposition process by PVD (Physical Vapor Deposition) and CVD (Chemical Vapor
Deposition) coating onto the inner surfaces, the adhesion probability of coating particles is high enough
to coat at the vicinity of micro-nozzle inlet but significantly decreases with the distance toward the
outlet [17]. Hence, it is very difficult to deposit the inner surfaces of a micro-nozzle hole smaller than 1
mm in diameter and to coat the curved surfaces in the micro-spring with uniform thickness. In the
present plasma nitriding, the inner surfaces of the micro-nozzle as well as micro-springs are subjected
to the plasma sheath by the hollow cathode effect. Small RF-plasma is confined to the inside of the
micro-nozzle by the application of DC-bias. As shown in Figure 5, its inner surface is nitrided and
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hardened up to 1000 HV. This reveals that the tool life of micro-nozzles could be prolonged by mini-
and micro-sized plasma control for nitriding of their inner surfaces [12,13,18].

The stiffness of the coil-springs (k) is defined by the following equation,

k = G × d4/(8 × N × D3), (1)

where G is the effective shear modulus of the stainless steel wire including the residual stresses in
the fabrication of springs from wires and so forth. Since the micro-springs were self-standing on
the DC-biased metallic fixture during nitriding, the geometry of coil spring and number of turns are
insensitive to the perturbed modification by nitriding; e.g., ΔD = ΔN = 0 in nitriding. The ratio of
perturbed stiffness (Δk) to k is then given by a variation of Equation (1),

Δk/k = ΔG/G + 4 (Δd/d), (2)

where ΔG is a perturbed effective shear modulus and Δd, a perturbed wire diameter.
Since Δd is negligibly small in measurement, the main contribution to the increase of (Δk/k)

in Equation (2) is (ΔG/G) during nitriding. Consider that the torsional shear strain is induced on
the cross-section of the stainless steel wire in the coil spring during its elongation or compression.
The inner surface of the micro-coil is hardened by nitriding to reduce this torsional strain even when
applying the same load to the micro-springs. This reveals that the equivalent shear modulus of wires
is significantly increased up to 8 to 10 % by the inner nitriding to enhance the stiffness of micro-springs.
In medical applications, a top-edge of tweezers and forceps as well as these micro-springs might well
have higher stiffness to catch and hold the targeted objects precisely in operation. Selective nitriding of
these tools by the present system provides a means to control their stiffness in part.

5. Conclusions

A table-top high-density plasma nitriding system is developed to super-saturate a single AISI316
micro-nozzle, as well as a stack of AISI316 micro-nozzles, with nitrogen. DC-bias is optimized to be
−500 V to fabricate the nitrided micro-nozzles with a higher surface nitrogen content than 8 mass%
and higher hardness than 1200 HV0.1 by nitriding at 673 K for 7.2 ks. In particular, the hardness at the
depth of 40 μm reaches to 1000 HV0.1. Due to this nitrogen super-saturation into the depth, the original
hydrophilic nozzle surface can be modified to be hydrophobic with θ > 100◦. This high content nitrogen
super-saturation also takes place homogeneously even for a stack of 24 micro-nozzles. The present
table-top system is also useful to increase the stiffness of micro-springs by 10%. Selective hardening
of inner surfaces results in the significant increase of equivalent shear modulus in wires of springs.
This proves that the present system works to control the local stiffness in various medical tools and
parts by selective nitriding.
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Featured Application: The SERS active substrates developed in this study have great potential in

areas such as analytical chemistry, biochemistry, and environmental science.

Abstract: Surface-enhanced Raman scattering (SERS) spectroscopy has attracted a lot of attention over
the past 30 years. Due to its extreme sensitivity and label-free detection capability, it has shown great
potential in areas such as analytical chemistry, biochemistry, and environmental science. However, the
major challenge is to manufacture large-scale highly SERS active substrates with high controllability,
good reproducibility, and low cost. In this study, we report a novel method to fabricate uniform
silver nanoparticle arrays with tunable particle sizes and interparticle gaps. Using hot embossing
and sputtering techniques, we were able to batch produce the silver nanoparticle arrays SERS active
substrate with consistent quality and low cost. We showed that the proposed SERS active substrate
has good uniformity and high reproducibility. Experimental results show that the SERS enhancement
factor is affected by silver nanoparticles size and interparticle gaps. Furthermore, the enhancement
factor of the SERS signal obtained from Rhodamine 6G (R6G) probe molecules was as high as
1.12 × 107. Therefore, the developed method is very promising for use in many SERS applications.

Keywords: SERS; Surface-enhanced Raman scattering; nanosphere array; nanocone array; hot
embossing; nanoimprinting

1. Introduction

Surface-enhanced Raman spectroscopy (SERS) technology has attracted widespread attention
since its discovery in 1974 [1]. Comparing to the normal Raman scattering process, SERS is capable of
enhancing Raman scattering of analytes by up to a million times or more [2]. It has the potential to
provide a very fast and sensitive method of detecting chemicals and biomolecules, which is useful
for applications that require fast and highly sensitive detection [3,4]. For example, Caro [5] et al.
used a SERS probe for intracellular imaging, SERS signals were strong enough and could be detected
even from inside cells. SERS can also be employed to study weak interaction between protein and
alizarin [6].

Many SERS substrates use colloidal clusters of noble metal nanoparticles or noble metals with
a rough surface to enhance SERS signals. For example, An [7] et al. used silver nanoparticles,
tri-iron tetroxide, and carbon cores to form multilayered microsphere particles SERS substrate to
detect pentachlorophenol (PCP), diethylhexyl phthalate (DEHP), and trinitrotoluene (TNT). In 2014,
Au-Ag-S substrate developed by Cao et al. [8] was used for surface-enhanced Raman detection and
photocatalytic degradation of DEHP and DEHA. Liu et al. [9] developed an alloy of gold and silver
nanoparticles urchin shape (hollow Au-Ag alloy nanourchins, HAAA-NUs) as a SERS active substrate
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to detect 10−15 mol/L of DEHP. Most of these studies focus on achieving large enhancement factors, but
fail to address the uniformity and reproducibility of these substrates. Due to the random distribution
of nanoparticles on the substrate, the interparticle gap size is difficult to control. Therefore, it is
difficult to uniformly control the generation of hot spots, resulting in large signal intensity variations,
which is detrimental to quantitative analysis. Some researchers have tried to use linker molecules to
control the distance between colloidal nanoparticles. For example, Anderson [10] et al. made silver
nanoparticle array tethered to a silver film using an appropriate tethering linker such as a dithiol or
diamine. However, these linker molecules usually require a dedicated environment (some pH levels
or temperatures) to serve the desired purpose, which limits their applications. In addition, linker
molecules can block the analyte and prevent it from attaching to the plasmonic surface, which results
in a low SERS signal of the analyte. Furthermore, it is possible for the linker molecules to introduce
background noise, making the desired SERS signal difficult to measure.

The lack of uniform, reproducible and low-cost SERS active substrates suitable for quantitative
analysis remains a major obstacle to the widespread use of SERS for routine analysis [11]. Many research
efforts have focused on the development of bottom-up and top-down approaches for the manufacture
of controllable and reproducible metal nanostructures for SERS applications [12]. These approaches
include: anodic aluminum oxide (AAO) templates assist techniques, lithographic techniques, and
oblique angle deposition (OAD) technique. For the metal nanoparticle arrays created using AAO
templates, Mu et al. [13] used electroless deposition and adjusted the pH and temperature of the gold
plating bath to control the plating rate to achieve the desired particle size and interparticle gap. Lee [14]
used densely packed nanowires fabricated from AAO templates. Nevertheless, these approaches
require sacrificing the AAO template each time to produce an ordered gold nanoparticle array, which
results in increased time and cost expense.

For the lithographic techniques, Sánchez-Iglesias et al. [15] uses block copolymer micellar
nanolithography to create seeds for chemical growth of uniform Ag nanoparticle arrays. However,
controlling seeds growth at the same rate is not easy, which makes it difficult to obtain a large-sized
uniform Ag nanoparticle array. Another disadvantage of lithography is that if standard lithography
is used, in order to create a few nanometer gap features, extreme ultraviolet (EUV) will be required,
which is very expensive and disadvantageous for low-cost applications.

OAD technology is another method of making SERS active substrates. A number of studies
have been conducted to fabricate nanostructured SERS substrates by OAD technology [16,17]. It is a
simple method of fabricating SERS substrates, and these fabricated substrates exhibit good sensitivity
and uniformity. However, to fabricate SERS substrates by the OAD method, one will need a custom
designed electron-beam/sputtering evaporation system. In addition, the vapor incident angle to the
substrate normal is around 86◦, which means that only a small portion of the material is deposited on
the substrate, which results in increased manufacturing costs. Lastly, the anisotropic character of the
optical properties, as well as the SERS responses of the substrates [4], lead to the need of special angle
coupling of the excitation laser which makes it not convenient to use.

In this study, we used a hot embossing technique to create a uniform and closely packed nanocone
arrays on a substrate. Furthermore, by utilizing the self-aggregating nature of nanoscale metal
materials, we were able to sputter uniformly distributed silver nanoparticles at the tip of the nanocone
array structure. Using this method, we can create a uniform silver nanosphere array with very
small gaps between the nanoparticles to create hot spots evenly. We used this structure as our SERS
active substrate for rapid detection of low concentrations of analytes. The analytes tested in this
study included Rhodamine 6G (R6G) and DEHP. R6G is a highly fluorescent rhodamine family dye,
and it is commonly used in SERS experiments as a probe molecule. DEHP is a PVC plasticizer
commonly used in food-related containers, such as plastic packaging (PVC cling film), plastic bags,
plastic bowls, and plastic cups. According to the Taiwan Ministry of Health, DEHP is defined as an
environmental hormone and is defined as a Class 2B carcinogen. The ability to quickly detect low
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concentrations of DEHP helps prevent people from eating food contaminated with DEHP, which will
benefit people’s health.

The developed method can be used to fabricate disposable, low cost and highly sensitive SERS
substrates. The results show a strong and uniform SERS enhancement effect. It not only opens up
possibilities for using SERS in routine food safety analytics but also helps SERS to be widespread in
many other applications as well.

2. Methodology

The method used for the fabrication of silver nanosphere arrays decorated on a polycarbonate
substrate with self-organized, hexagonal close-packed nanocone is illustrated schematically in Figure 1.
First, a nanocone-shaped groove array structure of aluminum substrate was fabricated by using anodic
aluminum self-assembly technique [18–20]. To form a cone-shaped cavity, the anodization and pore
widening processes were alternately repeated several times, which creates a top widened and bottom
narrow holes, the diameter of these holes are reduced gradually from the top to the bottom of these
holes. The fabrication process of the nanocone cavity array of the aluminum substrate including
electrolytic polishing, anodic treatment, removal of anodic aluminum oxide. Briefly, a 99.999% purity
aluminum substrate was polished in a solution mixed with perchloric acid and anhydrous alcohol in a
volume ratio of 1:3.5 and applied with a voltage of 25 V for 2 min. The polished aluminum substrate
was anodic oxidation treated in 0.3 M oxalic acid solution with 50 volts for two hours. The anodic
aluminum oxide layer was removed by placing the substrate in a 5 wt% phosphoric acid solution
at temperature 35 ◦C for 1 h. The anodization and anodic aluminum oxide removal processes were
alternately repeated 5 times to obtain the desired nanocone cavity array structure.

Figure 1. Schematic illustration of the fabrication processes. The nanostructured mold was pressed on
a Polycarbonate (pc) plastic substrate using a hot-press molding machine. The nanostructured-nickel
mold was heated and pressed on the pc surface for several minutes. After cool down to room
temperature, the pc substrate with replicated nanostructure was released from the master mold.

Then a Nickel replica of the nanocone-shaped groove array was obtained by electroforming the
nanostructured AAO layer. The nanocone-shaped groove array structured Nickel mold was used as a
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master mold. Figure 1. illustrated the hot pressing process. The nanocone-shape groove structured
Nickel mold was imprinted on a Polycarbonate(pc) plastic substrate using a hot-press molding machine
for heating and pressing the nanostructured nickel mold on pc surface for several minutes. After cool
down to room temperature, the pc substrate was released from the master mold. Using this method,
we were able to produce many nanocone arrays (moth eye like structure as illustrated in Figure 1)
structured pc substrates with low-cost and same quality.

The silver nanoparticles were formed on top of nanocones using sputtering. A dc magnetron
sputtering system (Cressington 108 Sputter Coater) was used. Due to the self-aggregating nature of
nanoscale metallic materials, the sputtered silver nanoparticles tend to self-aggregate at the tip of the
nanocones, and finally form silver nanospheres at the tip of each nanocone (as illustrated in Figure 1).
The diameter and interspacing of the nanospheres can be varied by adjusting the sputtering parameters.
In order to obtain a uniform and a closely packed array of nanospheres, the appropriate sputtering
parameter is needed. In this study, we varied the sputtering duration while the sputtering current
and gas pressure were kept at constant (20 mA and 0.02 mbar respectively). The nanostructured
polycarbonate substrates were sputtered for different durations to obtain nanospheres with various
diameters, and at the same time, the interparticle gaps of the nanospheres were changed accordingly.

3. Experiments

A scanning electron microscope (SEM, JEOL JSM-7800F) was used to examine the surface
morphology of the nanocone array and the silver nanosphere array fabricated on the nanocone
array. EDS analysis was also performed using the same SEM system. UV–vis absorption spectrum
measurements were performed using a HITACHI U3900 spectrophotometer at room temperature in
the range of 400–800 nm. The SERS active substrates were placed perpendicular to the light beam to
obtain the absorption spectra.

For the SERS studies, the developed surface enhanced Raman scattering sensors were tested
using analytes including R6G and DEHP. The developed nanostructured SERS substrates were first
immersed in different concentrations of R6G solution and DEHP methanol solution for 12 h, then
rinsed with deionized water and dried in air. The SERS spectrometer used was a microscope Raman
spectrometer (Tokyo Instruments. Nanofinder 30) with 632.8 nm HeNe laser excitation, and the power
of the laser source was set to 0.1 mW. The focused laser spot on the surface of the sample has a diameter
of approximately 2 μm and a penetration depth of about 4 μm. The integration time per measurement
is 10 s.

4. Results and Discussion

4.1. Characterization of the Developed Substrates

SEM image showed in Figure 2 are the hot imprinted nanocone array on the PC substrate.
The spacing between the nanocones is about 130 nm, the width of the nanocone at the base is about
90 nm, and the height of the nanocone is about 140 nm. Silver nanospheres were then deposited
by sputtering and the size of these nanospheres was controlled by sputtering duration. Figure 3a–f
show SEM images of these silver nanospheres with different sputtering durations of 50, 100, 150, 200,
250 and 300 s, respectively. As can be seen from these figures, the silver nanospheres are uniformly
decorated on top of the nanocone array substrate. It can be seen that the longer the duration, the larger
the diameter of these nanospheres. However, If the sputtering duration is too long, the nanospheres
will start to merge. Figure 3d shows that the diameter of the nanospheres is about 120 nm when the
sputtering duration is set to 200 s. This results in a gap between the nanospheres in the range of a few
nanometers and is therefore suitable for generating many intense hot spots, which is very helpful for
enhancing the SERS effect. Figure 3e,f shows that when the sputtering duration is set to 250 and 300 s,
the silver nanospheres start to merge together.
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Figure 2. (a,b) shows the 45 degree view of the hot imprinted nanocone array. (b) shows the nanocone
image at 100,000×magnification for easier to observe the morphology of nanocone.

We show in Figure 4 the relationship between the sputtering time and the size of the obtained
nanospheres and the gap between the nanospheres. It can be observed that before the nanospheres
merge, there is a linear relationship between the size of the nanospheres and the gap them. Therefore,
we can adjust the sputtering time accordingly to change the gap size of the nanospheres to optimize
the SERS enhancement. After carefully adjusting the sputtering parameters, we were able to make a
uniform array of silver nanospheres with a few nanometers interspacing. These uniform and closely
packed silver nanospheres can produce a large number of uniformly distributed plasmonic hotspots,
which results in high surface enhancement factors and good uniformity. The advantages of this method
are that we can prepare a uniform array of nanocones very quickly and at low cost, and the size of the
silver nanoparticles can be easily adjusted to change the gap size between them.

EDS was used to analyze the silver nanospheres decorated nanocone array substrate. The EDS
spectrum (Figure 5b) shows that the SERS active substrate consisted of 77.5% Ag and 11.48% C. The
EDS mapping of Ag of SERS substrate is shown in Figure 5c. From the figure, we can see that the
elemental mapping of Ag demonstrates a uniform distribution of the Ag nanosphere on the SERS
active substrate.

The UV–vis absorption spectrum was used to analyze the surface plasmon resonance (SPR)
characteristics of the proposed SERS active substrates. A series of absorption spectra for the SERS
substrate with different sputtering durations (different nanospheres diameters) are shown in Figure 6.
As the sputtering duration increase from 100 to 200 s, the diameters of the nanosphere increase from 70
to 125 nm, the absorption peak shifts to the red from 450 to 680 nm. We can observe that the SERS
substrate with 200 s sputtering duration shows a broad peak at a wavelength of ~680 nm, and it is
closer to the laser excitation wavelength of 632.8 nm. We believe that this absorption peak is caused
by the excitation of surface plasmons. Ideally, it would be optimal to use a laser with a wavelength
close to 680 nm. The reason we used the 632.8 nm laser is that our Raman system only has a 632.8 nm
wavelength laser. If a 680 nm laser is used as the excitation source, it can be expected that the SERS
substrate can have a better performance. Comparing these SERS substrates with different sputtering
durations, the SERS substrate with a 200 s sputtering duration also showed the highest SERS signal
intensity in subsequent experiments (see Figure 7).
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Figure 3. The SEM images show silver nanospheres uniformly distributed on the nanocone array
substrate. (a–f) show different sputtering duration of 50, 100, 150, 200, 250 and 300 s, respectively.
Top right corner of each image shows the silver nanospheres at higher magnification for easier to
observe their morphology. It can be seen that the longer the duration, the larger the diameter of these
nanospheres. If the sputtering duration is too long, the nanospheres will start to merge. By carefully
adjusting the sputtering duration, we can fine-tune the diameter of the nanosphere so that we can
control the gaps between the nanospheres in the range of a few nanometers.

Figure 4. The relationship between the sputtering duration and the size of the obtained nanospheres
and the gaps between the nanospheres.
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Element Weight% Atomic%

C K 11.48 53.04
O K 1.24 4.31
Ag L 77.50 39.87
Pt M 9.77 2.78

Totals 100.00

Ag C

Figure 5. (a) Shows the SEM image of the SERS active substrate used for EDS analysis (b) Shows the
EDS spectrum, it shows that the SERS active substrate consisted of 77.5% Ag and 11.48% C. (c) shows
the EDS mapping of Ag of the SERS active substrate. (d) Shows the EDS mapping of C of the SERS
active substrate.

Figure 6. UV-vis absorption spectra of SERS active substrate with different sputtering durations of 50,
100, 150, 200, 250 and 300 s, respectively.
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Figure 7. The SERS spectra of the R6G molecules on the developed SERS active substrate with sputtering
durations of 50, 100, 150, 200, 250 and 300 s, respectively.

4.2. Performance of the SERS Substrates

In order to see how the different substrate morphologies affect the SERS signal, we measured
SERS spectra of R6G solution using substrates with different sputtering times. Figure 7 shows the
results of measured SERS spectra of a 10−6 M concentration of R6G solution using substrates with
different sputtering times. We can see that before the nanospheres merge, as the sputtering duration
becomes longer, the gap between the nanospheres becomes smaller and the SERS signal intensity
increases rapidly. After the nanospheres merge, the SERS intensity begins to decline. By plotting the
peak intensities of 1503 cm−1 in the R6G SERS spectra against the corresponding inter-nanosphere
gaps, we found that before the nanospheres merge, the intensity of the SERS signal is a logarithmic
function of the inter-nanosphere gap, as shown in Figure 8. This result is consistent with the findings
of Mu et al. [13]. It also indicates that when the inter-nanosphere gaps are as small as 10 nm or less, we
can obtain strong hot spots, so that a good SERS enhancement effect can be obtained.

Figure 8. Intensities of the 1503 cm−1 SERS signal of R6G recorded as a logarithmic function of the
nanosphere gap size.

Figure 9 shows the SERS spectra of blank SERS substrate, bulk R6G, and R6G solutions with
concentrations of 1 × 10−6 M, 1 × 10−7 M, 1 × 10−8 M, and 1 × 10−9 M, respectively, using our SERS
substrate with sputtering duration of 200 s. The Raman band assignment of the main peaks for R6G
were given in Figure 9. Characteristic peaks of R6G at 607, 765, 1176, 1304, 1355, 1503 and 1640 cm−1

were clearly observed from these spectra. These spectra demonstrate the good enhancement factor
of the SERS substrate we have developed. As can be seen from the figure, the signal from the SERS
system itself is very small compared to the SERS signal of the analyte and does not mask the measured
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analyte signal. One might question that polycarbonate is a Raman-active compound that can interfere
with molecular signals for SERS detection. Here we show that proper decoration of the polycarbonate
surface with silver metal can suppress the background Raman signal of the polycarbonate substrate
and also prevent melting and degradation of the polycarbonate substrate when exposed to the focused
laser beam. This result is consistent with the findings of Geissler et al. [21].

Figure 9. The SERS spectra of blank SERS substrate, bulk R6G, and various concentrations of R6G
solution (1 × 10−6 M, 1 × 10−7 M, 1 × 10−8 M, and 1 × 10−9 M, respectively) with our SERS substrates.
The Raman band assignment of the main peaks of R6G is given in the figure.

To estimate the enhancement factor (EF) values of R6G, the following commonly used formula [2]
was used:

EF = (ISERS/Ibulk)/(Nbulk/NSERS) (1)

where ISERS and Ibulk are the vibration intensity of the SERS and the normal Raman spectra of R6G
molecules (the vibration band at 1503 cm−1 was selected in this study), respectively. NSERS and Nbulk
are the number of molecules irradiated by laser spots under SERS and normal Raman of bulk sample
condition, respectively. The average surface density of rhodamine 6G (R6G) molecules in densely
packed monolayers is reported to be approximately one R6G molecule per 4 nm2 [22]. Then, the
surface coverage of the R6G monolayer on the SERS substrate is 4.15 × 10−11 mol/cm2 (molecular
density = 1/(4 × 10−14)/(6 × 1023) mol/cm). For the laser spot of 2 μm in diameter, the NSERS has a value
of 1.3 × 10−18 mol (NSERS = 4.15 × 10−11 mol/cm2 × π × 1 μm2). For bulk samples, the sample volume
is the product of the laser spot area (about 2 μm diameter) and the penetration depth of the focused
laser beam (~2 μm). Assuming that the density of the bulk R6G is 0.79 g·cm−3, Nbulk can be calculated
as 1.04 × 10−14 mol (Nbulk = 0.79 g·cm−3 × π × 1 μm2 × 4 μm/479.01 g·mol−1 = 2.08 × 10−14 mol). For
the vibration band at 1503 cm−1, the ISERS and Ibulk are 554082 and 791, respectively. Therefore, the EF
was calculated to be 1.12 × 107, which is quite high compared to other studies [23,24]. This result is
assuming the SERS substrate is densely packed with R6G molecules after immersed in 10−6 M R6G
solution for 12 h. However, the R6G is likely to cover the substrate at a lower density. Therefore, the
SERS enhancement factor calculated here is the lower limits.

In order to calculate the reproducibility of the SERS active substrate, SERS spectra of R6G were
obtained at 10 random locations of the SERS substrates with sputtering duration of 200 s. Figure 10a
shows the measured spectra from 10 random positions. The SERS intensities of the Raman characteristic
peak of the 1503 cm−1 band from these locations are further displayed in Figure 10b. The relative
standard deviation (RSD) of intensities of the 1503 cm−1 Raman characteristic peak was calculated to
be 7.28%, which is relatively low compared to other studies [25–27], indicating good uniformity and
reproducibility of the fabricated SERS substrates.
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Figure 10. (a) The SERS spectra of R6G measured from 10 random positions of the SERS substrate.
(b) The SERS intensities of the Raman characteristic peak of the 1503 cm−1 band from these locations.

The developed SERS substrates were also tested with low concentration DEHP solution. Figure 11
shows measured SERS spectra for DEHP concentrations ranging from 1000 ppm to 2 ppm on SERS
substrates. The Raman band assignment of the main peaks for DEHP are given in Figure 11. Raman
peaks of DEHP at 1055 and 1433 cm−1 are aromatic ring breathing and C=C stretch, respectively.
The characteristic peaks of DEHP at 1055, 1433 cm−1 are clearly observed from the spectrum. The SERS
substrates were found to be able to detect a low concentration (2 ppm) DEHP methanol solution.

Figure 11. SERS spectra of different concentrations of DEHP (from 1000 ppm to 2 ppm) on the
nanostructured SERS substrate. The Raman band assignment of the main peaks of DEHP is given in
the figure.

5. Conclusions

In conclusion, we have presented a simple and inexpensive method for synthesizing a uniform
nanostructured SERS active substrate with tunable nanosphere diameter and interparticle gaps.
The SERS active substrate was fabricated through hot embossing and sputtering deposition. The
nanosphere diameter and interparticle gaps were controlled by adjusting the sputtering duration to
obtain a uniform and a densely packed silver nanosphere array substrate. According to the SERS
experiments, the nanostructured polycarbonate substrate combined with uniformly distributed and
closely packed silver nanospheres showed a strong SERS enhancement factor up to 1.12 × 107. The
developed SERS substrate has been further applied to the sensitive detection of DEHP molecules
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and demonstrated its practical application potential in food contamination detection. Therefore, the
developed SERS active substrate is highly promising for use in rapid chemical and biomolecular
detection applications.
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Featured Application: This paper presents the first investigations towards closed loop feedback

control of the selective laser melting (SLM) process. Insight gained from this work can be

applied to facilitate in-process optimization of the SLM process for maximizing part quality and

minimizing surface roughness.

Abstract: Additive manufacturing provides a number of benefits in terms of infinite freedom to
design complex parts and reduced lead-times while globally reducing the size of supply chains as
it brings all production processes under one roof. However, additive manufacturing (AM) lags far
behind conventional manufacturing in terms of surface quality. This proves a hindrance for many
companies considering investment in AM. The aim of this work is to investigate the effect of varying
process parameters on the resultant roughness of the down-facing surfaces in selective laser melting
(SLM). A systematic experimental study was carried out and the effects of the interaction of the
different parameters and their effect on the surface roughness (Sa) were analyzed. It was found
that the interaction and interdependency between parameters were of greatest significance to the
obtainable surface roughness, though their effects vary greatly depending on the applied levels.
This behavior was mainly attributed to the difference in energy absorbed by the powder. Predictive
process models for optimization of process parameters for minimizing the obtained Sa in 45◦ and 35◦

down-facing surface, individually, were achieved with average error percentages of 5% and 6.3%,
respectively, however further investigation is still warranted.

Keywords: additive manufacturing; selective laser melting; surface roughness; design of
experiments; Ti6Al4V

1. Introduction

Since the advent of the first additive manufacturing (AM) technique, the Stereolithography process
by 3D Systems in 1987, additive manufacturing has been under continuous and rapid development
to meet growing industrial demands. Formerly, it was mainly used as a prototyping technique for
pre-production, testing and analysis. However, different additive manufacturing techniques, which
have recently emerged, play a significant role in modern industries [1,2].

This is principally because additive manufacturing has shown high potential to produce intricate
3D geometries with short lead-times at a relatively low cost. This helps strengthen supply chains and
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boosts their profitability and flexibly [3]. Presently, AM has been successfully exploited in electronic,
aerospace and biomedical industries where highly specialized and customizable components are
required [4–7]. The selective laser melting (SLM) technique makes especially great strides in the field
of metal AM. This is especially achievable with the commercial emergence of titanium and nickel
based super alloys that have exceptional material properties [7,8].

The SLM process is a powder bed additive manufacturing technique which uses a laser as a power
source. The interaction between the laser and the metal powder causes the powder to selectively melt
according to the desired slices. Once one layer is scanned, the platform is moved down by the height
of this layer and another layer of powder is applied on top of the formerly built layer. This process of
melting and bonding layers together continues successively until the desired part is built.

The non-melted powder remains in the build chamber and provides support to the part being
built. This non-melted powder can be subsequently removed after building is completed and sieved; it
can therefore be reused in successive builds [9].

Though noticeable progress has been made, there have been some challenging issues that still
need addressing to allow AM and SLM to be used among mainstream manufacturing processes.
Limited precision of the fabricated products and the repeatability of the processes are considered
especially high technological barriers to the maturation of additive manufacturing techniques [4].
In particular, AM parts are often built with high surface roughness, which necessitates some post
processing steps to refine the resultant roughness and makes it suitable for a wide range of engineering
applications. These post-processing steps are rather expensive and time consuming.

The SLM process exhibits the so-called staircase effect in both up-facing and down-facing surfaces
as depicted in Figure 1.

Figure 1. The staircase effect in up-facing and dross formation in down-facing surfaces in additive
manufacturing (AM) parts.

This staircase effect contributes to the increased roughness of these surfaces. Down-facing surfaces,
especially ones that are at an angle less than 45◦, with respect to the build platform, show very high
roughness. This is mainly attributed to the formation of dross and spatter due to the high laser
absorptivity of powders compared to the solid metal in the bulk of the part as can be seen on Figure 2.
The surface topology of parts produced by SLM are highly dependent on their orientation. This is why,
in order to produce parts with good surface quality, down-facing surfaces with angles less than 45◦

are usually avoided by reorienting the part. Otherwise, there is a need for the building of support
structures. However, this in turn results in the increase of process steps, in particular, removal of the
support could exhibit defects, such as burr formation, leading to even higher roughness [10].
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Figure 2. (a) A depiction of overheated zone above loose powder and (b) the resulting dross formation
in the final part.

There have been some research attempts which try to correlate process parameters with quality
marks of the parts, Sufiiarov et al. concluded that parts built with a 30 μm layer thickness demonstrated
higher strength and lower elongations than parts built with a 50 μm layer thickness [11]. Wang et al.
concluded that the mechanical properties of Inconel 718 parts did not vary along the build height of
the parts [12].

Shipley et al. conducted a process optimization with the primary goal of maximizing part
density, they identified the cooling rate to be important for the microstructural evolution and proposed
methods to maintain a high energy input, which results in high cooling rates, thereby tailoring the
microstructure and reducing residual stresses [13]. Evaluation of dimensional accuracy is a popular
topic in AM research [14] as these technologies hold a lot of potential for application in research as well
as industry. In this context, residual stresses are an important problem faced by the SLM process. These
stresses can cause warping and deformation in parts thereby affecting the final dimensional accuracy
and surface quality of printed parts. Therefore, many researchers have focused on the reduction of
residual stresses and resulting substantial progress has been made in this field [15–17]. However, little
research has been devoted to characterize the surface roughness of down-facing surfaces [18,19] and
the optimization of parameters specifically for down-facing surfaces is, so far, an unexplored topic.
In this context, the motivation for this work is to investigate and correlate the effects of different build
parameters on the surface roughness of down-facing surfaces when the build parameters are only
varied within the plane of the down-facing surface and its immediately adjacent volume as seen in
Figure 3.

Figure 3. Illustration of areas printed with down-facing parameters.
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2. Materials and Methods

2.1. Parameters

The parameters selected for this research work were laser power, scan speed and scan spacing.
These were the parameters chosen as they are the ones considered most significant by a large body
of research conducted in the metal AM field and have hence been the focus of many parameter
optimization research works with regards to the SLM technique and powder bed AM techniques [20,21].
These parameters can easily be varied within the software of most printers and hence these are the
parameters being considered in this work as well. It is to be noted that the parameters were varied
only for the down-facing surfaces of the build as seen in Figure 3. The remainder of the part was
built using the standard build parameters, as recommended by 3D Systems, for 60 μm layer thickness.
The different levels of the parameter settings after rounding off can be seen in Table 1.

Table 1. Selected parameters and their levels.

Value Laser Power Scan Speed Scan Spacing

−1 50 200 50
−0.59 90 465 60

0 150 850 75
0.59 210 1235 90

1 250 1500 100

2.2. Design of Experiments

Central composite method was used to design the experimental trials. This model was used as
the limits for the factor settings. The design of experiments used to fabricate the test pieces can be seen
in Table 2.

Table 2. Design of experiments.

Trial Laser Power (W) Scan Speed (mm/s) Scan Spacing (μm)

1 90 465 60
2 90 465 90
3 90 1235 60
4 90 1235 90
5 210 465 60
6 210 465 90
7 210 1235 60
8 210 1235 90
9 50 850 75

10 250 850 75
11 150 200 75
12 150 1500 75
13 150 850 50
14 150 850 100
15 150 850 75
16 150 850 75
17 150 850 75
18 150 850 75
19 150 850 75
20 150 850 75
21 150 850 75
22 150 850 75
23 150 850 75
24 150 850 75
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2.3. Test Piece

The test piece was designed to enable measure of the roughness of the down-facing surfaces.
Consequently, the test pieces were designed to have a down-facing surface area of 10 mm × 20 mm
and overhang inclinations of 45◦ and 35◦ as seen in Figure 4.

 

Figure 4. Depiction of CAD models with 45◦ and 35◦ overhangs.

2.4. Additive Manufacturing

The test pieces were designed using CAD Software Solid Edge (ST9, Siemens PLM software)
and were directly imported into 3DXpert™ software (v13.0, 3D Systems) for the slicing, positioning
and pre-processing of the build files. A 3D Systems ProX® DMP 320 machine (3D Systems, Leuven,
Belgium) was used to perform the printing. The parts were heat treated before removal from the build
platform in order to prevent warpage. The parts depicted in this paper were given a hexagonal cell
scanning strategy and built with a 60 μm layer thickness. All parts were built using LaserForm Ti gr23
(A) powder.

2.5. Characterisation of Manufactured Parts

A Sensofar S neox 3D surface profiler (Sensofar, Barcelona, Spain) was used for the measurement
of the surface roughness. The samples were subject to ultrasonic cleaning with water in order to detach
any loose powder on the surface prior to measurement. A focus variation technique was used to scan
the topography of a square of 4 mm × 4 mm dimension at the center of the down-facing surface for all
samples. This scanned topography was then used to generate the areal roughness parameters.

3. Results and Statistical Analysis

A careful visual examination was conducted for all samples to characterize the visual appearance
of the down-facing surfaces. Test pieces were visually examined to detect the presence of bright spots
that could indicate spots of large spatter or dross presence, as shown in Figure 5.

Increased surface irregularities were observed in the 35◦ down-facing surface seen in Figure 5
(right) in the form of bright spots. This inferred the presence of spots of large spatter and dross
formations. As can also be seen in the above image, this phenomenon was far less prominent in the
45◦ down-facing surface (left). This indicated a higher surface roughness in the 35◦ samples than the
45◦ samples. This indication was further confirmed by the experimental measurement results.
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Figure 5. Visual observation of the down-facing surfaces shows significant irregularities of the surface
in the 35◦ test piece (right) when compared to the 45◦ test piece (left).

3.1. Surface Roughness

The arithmetic mean height (Sa) parameter, which is an areal surface roughness parameter,
expresses, as an absolute value, the difference in height of each point measured compared to the
arithmetical mean of the surface. The Sa parameter has become one of the more popular methods for
characterizing surface roughness of AM manufacturing parts because of the tendency of AM parts to
have highly irregular and rough surfaces. Therefore, this parameter was chosen as the first quality
mark for further process analysis.

The results presented herein in Figures 6 and 7 are for test pieces with an overhang angle of 45◦

and 35◦, respectively.

 
Figure 6. Replicate plot for 45◦ down-facing surfaces: Surface roughness (Sa) for each trial number.
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Figure 7. Replicate plot for 35◦ down-facing surfaces: Surface roughness (Sa) for each trial number.

The replicate plot shown in Figures 6 and 7 depicts the process as a stable process, thereby
maximizing the possibility for developing a process model using these experimental results. By plotting
the interaction effects of the various parameters on the obtained Sa as seen in Figures 8 and 9, clear
trends can be seen thereby allowing us to draw conclusions.

3.2. Effect of Interaction of Parameters on Sa

3.2.1. Laser Power and Scan Speed

• 45◦ down-facing surface

Looking at the two graphs of laser power and scan speed in Figure 8, it is clear that for any given
laser power, the Sa value increases with an increasing scan speed. The rate of increase in Sa varies
at different laser powers. At lower laser powers, there is a rapid increase in Sa with increasing scan
speed, while at higher laser powers the increase is only gradual.

The second graph depicts the decrease in Sa at different scan speeds when increasing the laser
power up to a certain point, after which the Sa begins to gradually increase again. The laser power
point at which the Sa begins to rise again varies amongst the different scan speeds.

• 35◦ down-facing surface

The 35◦ down-facing surfaces depict a different effect from the 45◦ surfaces. In this case, as seen
in Figure 9 at the different laser powers, the Sa increases up to a scan speed of 1000 mm/s after which
it begins to reduce once again.
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3.2.2. Laser Power and Scan Spacing

• 45◦ down-facing surface

The interaction between laser power and scan spacing also shows clear trends. The Sa at the
different laser powers gradually decreases when increasing scan spacing, however it tends to increase
once it has passed the scan spacing of 80 μm.

The second graph shows that at all scan spacing levels, the Sa decreases up to a certain laser
power (between 150 and 200 W) after which it begins to increase once again. While the laser power of
150 W showed the lowest Sa values.

• 35◦ down-facing surface

The effect of these parameters on the 35◦ down-facing surface also shows some difference when
compared with the 45◦ down-facing surface, as seen in Figure 9. When increasing the scan spacing at
different laser powers, the Sa values increase up to a scan spacing between 60 and 70 μm, after which
they decrease. The laser power of 150 W showed the lowest Sa values.

3.2.3. Scan Speed and Scan Spacing

• 45◦ down-facing surface

It is quite clear from the first graph that at all scan spacings, the Sa value increases with an increase
in scan speed. The second graph shows that at all the different scan speeds the Sa value will decrease
up to a certain scan spacing value (80 μm) after which the Sa value increases once again. This is
consistent with the observations made between laser power and scan spacing as well.

• 35◦ down-facing surface

In Figure 9, it can be seen that the effect of each scan spacing on the Sa shows an increase up
to a certain scan speed, after which it begins to decrease once again. This point differs for each scan
spacing, as can be seen in the graphs.

 
Figure 8. Interaction effects of parameters with the measured Sa for 45◦ down-facing surfaces.
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Figure 9. Interaction effects of parameters with the measured Sa for 35◦ down-facing surface.

The data processing and statistical modelling were completed using MATLAB (R2018b,
MathWorks). A linear regression model with interaction effects was used to describe the relationship
between parameters (laser power, scan speed and scan spacing) and Sa. The linear model was fit to
the measured raw data, and this model was then used to generate the interaction plots as seen in
Figures 8 and 9. These plots show the estimated effect on the response from changing each variable
value, averaging out the effect of other parameters. This plot also shows the estimated effect when the
other variable values are fixed at certain values as seen in Figures 8 and 9.

This same model also makes it possible to generate the prediction slice plots as seen in
Figures 10 and 11. The prediction slice plots in Figures 10 and 11 show the main effects for all
parameter values. The green line in each panel shows the change in the response variable as a
function of the parameter values when all other predictor values are kept constant. The dashed red
curves in each panel depict the 95% confidence bounds for the predicted response variable.

The plots shown in Figures 8 and 9 illustrate the effect of each predictor on the Sa model, with
the objective being to minimize the obtainable surface roughness for the down-facing surface by
understanding the effect of the down-facing parameters. It is now possible to use this predictive
model in order to obtain parameters when minimizing the Sa. Obtaining a smoother surface by
simply controlling the process parameters extends the current capabilities of printing inclined and
down-facing surfaces without requiring the printing of support structures, thereby contributing
to a reduction in post-processing times. To obtain an as-printed Sa of 12 μm would illustrate an
improvement over current capabilities when printing with default parameters. Figure 9 suggests
a set of parameters in order to achieve a Sa of 12.73 μm, the corresponding normalized values for
each process parameter were: Laser power = −0.35 (115 W), scan speed = −1 (465 mm/s) and
scan spacing = −0.02 (approx. 75 μm). For the 35◦ down-facing surface, a prediction of 20 μm would
illustrate an improvement over current capabilities and with use of the developed model it was
possible to predict process parameters to achieve this, as seen in Figure 11. The normalized value
of parameters suggested were: Laser power = 0 (150 W), scan speed = 0.18164 (968 mm/s) and
scan spacing = 0.56836 (89 μm). The predicted Sa and measured Sa values were determined to have
an average error of 5% for 45◦ down-facing surfaces and 6.3% for 35◦ down-facing surfaces, which are

72



Appl. Sci. 2019, 9, 1256

considered to be acceptable at this stage. However, further experiments and measurements are being
conducted in order to further feed and develop the model.

Laser Power = 0.35742 Scan Speed = 1 Scan Spacing = 0.021484 

Predicted 

Sa (μm). 

 

12.7297 

Figure 10. Effect of each parameter (normalized values) on the surface roughness model for
down-facing surfaces.

Predicted 

Sa (μm). 

 

20.0066 

Laser Power = 0 Scan Speed = 0.18164 Scan Spacing = 0.56836 

Figure 11. Effect of each parameter (normalized values) on the surface roughness model for a 35◦

down-facing surface.

4. Discussion

A close observation of Figure 12 confirms that one of the main reasons for the measured high
Sa values for down-facing surfaces was unmelted or partially melted powder. The presence of
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partially melted powder on the down-facing surface was almost unavoidable. This was caused
during the printing process when the meltpool/dross that was formed came into contact with
loose unsupported powder, thereby causing the partial melting of this lose powder and thereby
the attachment/embedding of the loose powder within the surface of the desired printed part.

This aspect, coupled with the dross formation, which is formed by the full melting of loose powder
in the overheated zones adjacent to the meltpool, were the major causes of high surface roughnesses in
down-facing surfaces; this can be clearly seen in Figure 12.

Another observation made is that the 35◦ down-facing surfaces exhibited higher surface
roughnesses than the 45◦ down-facing surfaces. It can be concluded that this occurred because,
even though both surfaces were printed on top of loose powder, the 45◦ down-facing surface had a
less steep slope when compared to the build platform, which resulted in a smaller overheating zone
as some of the heat was conducted away through the solid bulk of the part. However, for the 35◦

down-facing surface a larger amount of energy was transferred into the powder, causing a larger
meltpool and larger dross formation.

  

(a) (b) 

Figure 12. Microscopic images of the down-facing surfaces depicting the large presence of partially
melted powder on the surface which thereby created surfaces with high roughness. (a) Unfiltered
image, (b) image after filtering for waviness and roughness.

Additionally, while visually examining the samples it was found that some of the samples that
showed relatively low surface roughness values in fact exhibited a significantly large dimensional
deviation from the CAD of the samples. The down-facing surface was thicker than intended for many
of the samples. This clearly indicated a large dross formation on the surface. This could be attributed
to the larger energy input on some samples, resulting in the formation of larger meltpools. As a
result, this could cause large dross with less measured roughness, as the larger meltpools had better
wettability and would cause more interconnected melt pools which cause a uniform dross, and cannot
be detected just by measuring roughness. Therefore, factors such as line energy, which could relate to
the size of the meltpool formed, could lead to a better understanding of optimum overlap parameters
in order to optimize the process for minimizing dross formation and surface roughness.

Dimensional accuracy tests are also required in order to investigate this phenomenon of formation
of low roughness and large dross. It clearly becomes evident that, in the SLM process, the process
parameters display significant degrees of interdependency that affects the final quality of printed parts.

5. Conclusions

This paper has presented a method to aid in the understanding of the effects of various SLM
printing parameters on the surface roughness of down-facing surfaces. Clear trends were presented
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on the interaction effects of the laser power, scan speed and scan spacing. Additionally, a predictive
process model has also been presented for the suggestion of process parameters in order to attain a
certain Sa value for 45◦ and 35◦ down-facing surfaces. Current works-in-progress are aimed at further
improving this model by including more process data and also including other quality marks such as
dimensional accuracy.

The experimental trials with the various parameter sets and replications showed that the process
is stable and therefore made it possible to obtain a process model based on the three selected predictors
and which uses Sa as the quality mark. This model was also used to optimize the process by suggesting
process parameters with the objective of minimizing the Sa. The model was also tested by comparing
the measured and predicted values; average errors of 5% (for 45◦ samples) and 6.3% (for 35◦ samples)
were obtained. The continuous development of this model is currently taking place to include even
more experimental data and quality marks. Process modelling by using artificial neural networks
(ANN) is also an option and is being considered in order to further improve the process understanding
and to minimize further the errors in prediction.

Such a model shows promise and is a step towards achieving a level of closed loop feedback
control for the SLM process. By integrating it with existing pre-processing software, as well as other
in-process monitoring tools, it will theoretically be able to assess the print quality during printing and
make necessary changes as per the user’s quality requirements. This system integration is planned for
future work.
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Featured Application: The proposed modeling framework helps to generate a mathematical

spatial roughness model including the staircase side profile as well as spatial uncertainty of

additively manufactured parts, which might significantly affect the mechanical behavior of

printed parts. This general approach can be applied to any complex AM parts which have spatial

roughness that can be obtained via optical images.

Abstract: Despite recent advances in additive manufacturing (AM) that shifts the paradigm of
modern manufacturing by its fast, flexible, and affordable manufacturing method, the achievement
of high-dimensional accuracy in AM to ensure product consistency and reliability is still an unmet
challenge. This study suggests a general method to establish a mathematical spatial uncertainty
model based on the measured geometry of AM microstructures. Spatial uncertainty is specified as the
deviation between the planned and the actual AM geometries of a model structure, high-aspect-ratio
struts. The detailed steps of quantifying spatial uncertainties in the AM geometry are as follows:
(1) image segmentation to extract the sidewall profiles of AM geometry; (2) variability-based
sampling; (3) Gaussian process modeling for spatial uncertainty. The modeled spatial uncertainty is
superimposed in the CAD geometry and finite element analysis is performed to quantify its effect
on the mechanical behavior of AM struts with different printing angles under compressive loading
conditions. The results indicate that the stiffness of AM struts with spatial uncertainty is reduced to
70% of the stiffness of CAD geometry and the maximum von Mises stress under compressive loading
is significantly increased by the spatial uncertainties. The proposed modeling framework enables the
high fidelity of computer-based predictive tools by seamlessly incorporating spatial uncertainties
from digital images of AM parts into a traditional finite element model. It can also be applied to parts
produced by other manufacturing processes as well as other AM techniques.

Keywords: spatial uncertainty modeling; additive manufacturing; uncertainty quantification; Image
segmentation; gaussian process modeling

1. Introduction

Additive manufacturing (AM) or 3D printing refers to a set of manufacturing processes that
can fabricate a three-dimensional (3D) physical object from a digital computer-aided design (CAD)
model by directly joining materials in a layer-by-layer fashion. In contrast, traditional manufacturing
processes are subtractive since a part is mainly produced by removing unnecessary parts from a bulk
material, which typically increases material waste, and thereby production cost. Additionally, the
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manufacturing time of a subtractive process is highly dependent on the geometrical complexity
of products. However, AM builds a product in a layer-by-layer fashion, making it possible to
construct products in a complex geometry without increasing manufacturing time or cost. Given
these advantages, AM is increasingly used to produce a wide range of parts and products and
replace traditional manufacturing processes [1,2]. Furthermore, AM even allows for the creation
of sophisticated geometries that would not be possible to realize otherwise. For example, AM is
used to fabricate lightweight cellular structures with an unprecedented capability to sustain high
external loads while maintaining an extremely low density [3,4]. Highly ordered cellular structures
that comprise spatially arranged thin struts result in high stiffness and toughness per unit weight
and high surface-to-volume ratios. Several applications of cellular structures are suggested, including
energy absorbing systems [5–7], thermal applications [8,9], and biomimetic materials [10].

Despite significant advances in AM techniques, distinctive geometrical deviations continue to exist
between a CAD model and a final printed product due to various sources, such as digitization of 3D
models, non-uniform material forming, and defects from the printing processes [11,12]. The staircase
sidewall profile is one of the most prominent problems observed in most AM parts. Given that the
use of AM gradually shifts from creating prototyping to manufacturing of functional end products,
the accurate prediction of mechanical properties of AM parts is increasingly important. Recent
studies indicate that dimensional accuracy, geometrical alignment, and surface roughness of micro
and nanostructures fabricated by AM techniques can lead to high deviations in the mechanical
properties [13,14]. In particular, the impact of geometrical uncertainties on mechanical performance
is increasingly pronounced when the length scale of the AM parts approaches the spatial deviations
caused by the manufacturing process. There has been a previous study in which the stiffness
variations of additively manufactured microlattice structures resulting from geometrical uncertainties
were quantified [13]. However, the geometrical difference investigated is limited to in-plane radial
deviations, and the effects from the staircase sidewall profile and roughness are not considered.
In addition, previous studies do not consider the actual deviation between planned and manufactured
geometries to investigate the effect of topological uncertainties on the mechanical performance of
AM parts.

Figure 1a shows a schematic illustration of additive manufacturing process of a 3D microlattice
using a mask projection stereolithography technique. The manufactured microlattice has a hierarchical
structure of repeating unit cells which consist of thin struts arranged in multiple directions. In the
study, we present a probabilistic modeling framework that can predict the spatial variations of printed
geometry via digital images of AM parts. We limit our interest to the spatial variations of a single strut
given that it is a unit building block of various types of 3D microlattices and that the load-bearing
characteristics of a single strut determine the mechanical behavior of the overall lattice structure.
Figure 1b shows the schematic of the proposed framework to quantify the spatial uncertainty in
AM parts and incorporate spatial uncertainty in a computer simulation model to better predict
the mechanical performance of the AM parts. A strut is initially additively manufactured using a
mask projection stereolithography technique [15]. The sidewall profile caused by the layer-by-layer
manufacturing process is extracted from a microscope image, based on which a probabilistic surface
model is generated. The details of the three steps involved in generating the probabilistic model are
given in the following sections.

78



Appl. Sci. 2019, 9, 1093
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(b) 

Figure 1. Schematic description of probabilistic modeling framework for an additively manufactured
part: (a) Manufacturing process of a microlattice structure: a hierarchical structure of a unit cell
consisting of multiple struts; (b) A probabilistic modeling framework for surface roughness estimation
and mechanical behavior of an additively manufactured geometry.

2. Materials and Methods

2.1. Sample Fabrication

All materials including the liquid polymer, photo initiator (PI), and photo absorber (PA)
are purchased from Sigma-Aldrich (St. Louis, MO, USA) and used in the as-received condition.
Poly (ethylene glycol) diacrylate (PEGDA) (Mn 250) is used as a base polymer. Phenylbis
(2,4,6-trimethylbenzoyl) phosphine oxide as PI and Sudan I as PA are added into the polymer at
concentrations of 2 wt.% and 0.02 wt.%, respectively.

To examine the sidewall profile of AM part, CAD models of struts with angles of 60◦, 75◦, and
90◦ with respect to a horizontal plane were designed in SolidWorks. All struts are 6 mm in height and
exhibit a diameter of 800 μm. Each 3D model is digitally sliced into a series of two-dimensional (2D)
bitmap images with a layer thickness of 100 μm.

We used a custom-built mask projection stereolithography AM system in the study [15,16]. An
ultraviolet (UV) digital projector (CEL5500, Digital Light innovations) generates spatially patterned
light for each cross-sectional image, and this is projected through a 2× microscope objective lens and
focused on the top surface of the liquid polymer mixture. When a layer is photopolymerized with
an exposure time of 20 s, the sample holder on which the object rests is lowered by a linear stage
(MTS50-Z8, Thorlabs) by a layer thickness of 100 μm. The subsequent cross-sectional image is projected
to photopolymerize the next layer on top of the preceding layer. The process is repeated until all layers
are completed. Each sample is individually fabricated at the center of the build area for consistency.
Process parameters of the AM process, including light intensity, layer thickness, and curing time, are
listed in Table 1.

Table 1. Mask projection stereolithography process parameters.

Total Number of Layer 60

Layer thickness (μm) 100
Curing time per layer (sec) 20
Light intensity (mW/cm2) 1
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Fabricated samples are rinsed in ethanol to remove the uncured polymer from the object.
The prepared samples were optically inspected via a microscope. Images of the side profile of the
samples were captured using a digital camera attached to the microscope.

2.2. Image Segmentation by Using a Level Set Method

The accuracy of data-driven stochastic model for spatial uncertainties depends on the
experimental characterization data. Although profilometry is a fast and simple method to measure
the spatial profiles, the usage of profilometry is strictly limited by its dimensional accessibility [17].
Therefore, we employ an image-based technique to extract the spatial variation of AM products.
The method involves collecting sidewall profile data of additively manufactured struts from multiple
sample images and extracting the data set that can be used to quantify the spatial variations by using
image segmentation. The image-based technique can be applied to any spatially varying field obtained
from any imaging technique.

Image segmentation is a partitioning process that groups clusters of pixels of a digital image
based on parameters including their colors, intensities, and textures to extract useful information
from the image [18]. Various techniques are proposed for segmenting images [18–20]. Among
these, thresholding is one of the simplest and most widely used techniques for image segmentation.
Thresholding separates pixels in which the grayscale level exceeds a critical value from the background,
and the critical value is defined by the image gray-level histogram. However, a few disadvantages of
thresholding are also reported, including susceptibility to pixel noise and the possibility that the extract
profile is potentially not a closed contour due to lack of consideration of spatial characteristics [21]. In
this study, we use the level set method to extract the profiles of objects in the image [22]. In the level
set method, a higher dimensional function termed as level set function (φ) is defined to describe the
contour. The contour evolves toward the object’s boundaries in the image based on the predefined
constraints such as difference or gradient of pixel intensities. With respect to the evolving level set
function, the contours are given by the zero-level set, C = {(x, y)|φ(x, y) = 0}, which evolves toward
the object’s boundaries.

We assume that Ω ⊂ R2 is the domain inside an image, and I(x, y) denotes the intensity of
pixel at the pixel’s location (x, y). The general energy function E in the level set method is shown as
follows [23]:

E = λo
∫

Ω |I(x, y)− uo|2H(φ(x, y))dxdy
+λb

∫
Ω |I(x, y)− ub|2(1 − H(φ(x, y)))dxdy + γ

∫
Ω g(φ(x, y))|∇φ(x, y)|dxdy,

(1)

where uo and ub denote the pixel intensity averages inside the contour and in the background region,
respectively, and λo, λb, and γ are non-negative weighting factors. A smoothing function g(x) =

(1 + exp ((x − ξ)/L))−1 is selected for the robustness of the algorithm. L defines the smoothing length,
and ξ locates the center of the smoothing function. The Heaviside function (H) is used to differentiate
the object Ωo and the background Ωb. The physical meaning of each term in Equation (1) is as follows:
The first term matches the average pixel intensity inside the contour with the pixel intensity of objects
by minimizing its mean-squared error. Similarly, the second term matches the pixel intensity of
background in the image. The third term regulates the smoothness of the contour, and thus a higher
weight of the term implies the smoothing of the contour. The initial condition of the level set function
is given by the threshold pixel intensities. With the fixed level set function, uo and ub are obtained
as follows:

uo =

∫
Ω I(x, y)H(φ(x, y))dxdy∫

Ω H(φ(x, y))dxdy
, (2)

ub =

∫
Ω I(x, y)(1 − H(φ(x, y)))dxdy∫

Ω (1 − H(φ(x, y)))dxdy
, (3)
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Given uo and ub, the energy function E is minimized by a standard gradient descent algorithm [23].
This two-step energy minimization is repeated until the converged level set function is obtained. As a
result, the zero level set of the converged level set function is matched with the object’s boundaries in
the image. Further details regarding the level set method is described in [23].

2.3. Variability-Based Sampling and Bisection Method

The extracted boundaries from image segmentation correspond to a uniformly distributed data
set that shows the edge profile. The data can be used for the Gaussian process model. However, the
number of data points in the set is proportional to the number of hyperparameters to be fitted, and
thus an efficient sampling of the data set is required to reduce the computational cost and improve the
convergence rate. To determine the sampling locations along the profile y(x), the local variability, σ2

y ,
is defined to calculate the probability of sampling at each location, Pr(x), as follows [24,25]:

Pr(x) ∝ σ2
y(x) =

1
nx − 1 ∑

x′∈R(x)

(
y(x′)− y(x)
(x′ − x)

)2

, (4)

in which x′ denotes a location within the region around x, y denotes the local mean of the profile
values in the region R(x), and nx denotes the number of measurement locations in the region. The
numerator, (y(x′)− y(x)), measures the geometrical distance between x and x′ and the denominator,
(x′ − x), makes x′ near the x more influential to the variability. 1/(nx − 1) averages the calculated
variability. The intent behind the variability-based sampling is that the regions in which the profile
varies more frequently should include more sampling locations, and thus the details within the region
can be captured properly. The probability distribution for sampling as defined in Equation (4) is used,
and there is a higher probability of selecting the sampling locations with higher local variability as the
initial measurements.

In addition to the variability-based sampling, we also employ an iterative bisection algorithm
as follows: if a certain region between two selected measurement locations exhibits a high deviation
between the estimated mean and the mean from realizations, then we add an additional measurement
point in the middle of the region to improve the match. The process is repeated until the deviations in
the entire region are lower than the threshold value. The bisection method ensures that every detail
that might be missed in the variability-based sampling is included in the sampling domain.

2.4. Gaussian Process Modeling

In the study, we employ mask projection stereolithography technique as a model AM process [15,16].
The layer-by-layer nature of the process inevitably yields a staircase sidewall profile of the part,
leading to geometric difference between the manufactured part and the planned geometry (or the 3D
computer model). Furthermore, when high-aspect-ratio structures, such as thin struts or beams, are
manufactured, the geometric difference can also be affected by the angle between the substrate and
the strut [26]. This problem is universal and found in most AM processes. In order to quantify the
deviation, we consider the sidewall profiles of the AM part captured using a digital camera attached
to a microscope. We assume that the extracted edge roughness profiles of AM parts result from the
following two parts: (1) staircase profile: consistent curing behavior from the printing apparatus
(consistent deviation between the planned geometry and actual printed geometry) and (2) spatial

uncertainty (small variations): stochastic roughness variations from the AM process arising from
inherent uncertainties, such as light scattering, mask projection not perfectly focused on the curing
plane, perturbation on the liquid resin surface, and uncontrolled external environmental factors
including fluctuations of temperature or oxygen level. After separating the effects from both the
aforementioned factors, we focus on the second part, namely the spatially varying stochastic roughness
uncertainty that is not a function of the printed angle.
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Spatial uncertainty is often represented by a random process that is defined as a collection of
random variables in space or time. In the study, we assume that the random process behind the
spatial roughness uncertainty is represented by a Gaussian process [27]. The advantage of using a
Gaussian process is that the random process is fully described by the mean and covariance functions,
and thus it is possible to obtain the full probabilistic prediction as well as the estimation of uncertainty
in the prediction.

We define the spatial uncertainty in the sidewall profile as the roughness d and assume that this
uncertainty is the realization of a Gaussian process (f ). The Gaussian process is a statistical model
that produces a set of random variables; and the finite selection of the random values within the set
follows a multivariate Gaussian distribution [27]. The Gaussian process is fully described in terms of
its mean M and covariance C, and its realization is also fully specified by M(X) and C(X, X) in which
X denotes the domain of the realization [28]. The stationary Gaussian process model for roughness
spatial uncertainty is defined as follows:

f |M, C ∼ GP(M, C),
d|M, C ∼ N(M(X), C(X, X)),

M : X, α, tM → ∑i αiBi,k(X; tM),
C : X, X′, ν, φ, θ → Matern(X, X′, ν, φ, θ),

(5)

where GP and N stand for the Gaussian process and normal distribution, respectively. Bi,k denotes the
B-spline basis function of order k, αi denotes the corresponding weight factor at ith location, and tM
denotes the knot vector for the mean function [29]. The B-spline representation is used as the mean
function to model the local variability in roughness. This is especially useful when the shape of the
mean function is not known a priori. The Matérn covariance is used because it represents a diverse
class of covariance functions that belong to the exponential family, which is commonly used to model
physical stochastic processes [27]. The Matérn covariance includes three hyperparameters, namely
ν, φ, and θ that control its differentiability, correlation length, and amplitude, respectively.

In order to determine the stationary Gaussian process properly, we applied the Bayesian inference
approach to estimate the probability density functions (PDFs) of unknown parameters. It follows the
Bayes’ theorem as follows [30]:

Pr(Φ|d) = Pr(d|Φ)× Pr(Φ)

Pr(d)
∝ Pr(d|Φ)× Pr(Φ), (6)

where Φ = {αi, ν, φ, θ} is a set of unknown parameters in the Gaussian process and Pr(Φ) and Pr(Φ|d)
are the prior and posterior distributions of Φ, respectively. If prior information about the distribution
of the unknown parameters exists, it can be incorporated into the prior probability density functions
(PDFs) of the corresponding unknown parameters [31]. Conversely, if prior information on the
parameters is absent, the uniform PDFs in the certain range can be included. If each parameter is
statistically independent to the others, Pr(Φ) can be expressed as a multiplication of prior distributions
of each parameter. The Pr(Φ|d) is the inferred distribution of unknown parameters as a result of
having the observed data. Pr(d|Φ) is the probability density of the observed data given a model
parameterized with parameters Φ. This is called likelihood. Pr(d) is a normalizing term and it is often
ignored because it does not affect the posterior PDFs and the computational cost for calculating this
term is quite demanding. In practice, the posterior PDFs of unknown parameters are proportional to
the multiplication of the prior PDFs and the likelihood. In this work, we used the multivariate normal
distribution as the likelihood and the uniform distribution for prior PDFs of unknown parameters.
The sampled data from the variability-based sampling and bisection algorithm is used as the observed
data, d.

Since it is not always possible to estimate the closed form for the posterior PDFs of unknown
parameters and calculation of the posterior PDFs involves high dimensional integration. Therefore,
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the sampling-based approach, called the Markov Chain Monte Carlo (MCMC) algorithm, is used to
estimate the posterior PDFs of unknown parameters in this study [30,32]. The convergence of posterior
PDFs of unknown parameters is determined by inspecting the trace of each estimating parameter from
the sampling. A high value is chosen as the number of iteration of MCMC sampling, so that it ensures
the trace of each estimating parameter shows an asymptotic behavior. The asymptotic behavior stands
for the state that the mean and the variance of sample stay unchanged. The open-source Bayesian
analysis package PyMC [32] is used to perform Monte Carlo sampling to estimate the posterior PDFs
of unknown parameters.

3. Results

3.1. Gaussian Process Modeling and Sampling Algorithm Verification

We present a test problem to illustrate and verify our Gaussian process modeling with the
variability-based sampling and bisection algorithm. Equation (7) is the mathematical form of the given
mean function q and is expressed as follows:

q(x) = sin (2(x − 0.9)4) cos (x − 0.2) +
1
2
(x − 0.5)3, (7)

The linear slope between the starting and ending points of the function is removed since locally
varying spatial variation is the main focus. We decide to use Equation (7) that has a higher spatial
variation frequency in the region x ∈ [−1, 0] when compared to that in region [0, 1] to test whether
our algorithm captures the correct behavior of spatial roughness variation when its characteristics
are not uniform over the entire domain. A Matérn covariance function with the parameters: ν = 2, φ

= 2, θ = 0.4 is used to generate the spatial variation. We generate realizations of the random process
and sample these realizations at a total of 61 measurement locations. The sampled data is used as the
input for estimation, wherein we try to reconstruct the parameters of the actual stochastic process from
which the data originated. We assign the following prior PDFs for the unknown parameters:

αi ∼ Uni f orm [−10, 10],
ν ∼ Uni f orm [1, 3],

φ ∼ Exponential (1),
θ ∼ Exponential (1),

(8)

The prior PDFs can be specifically selected to incorporate any knowledge regarding the values
of the unknown parameters. Otherwise, they can be set as uniform distribution in the absence of the
aforementioned information. We use 500 realizations of the given random process that are sampled
at the given locations to generate the joint posterior distribution of the parameters and select 1000
samples from it using the Markov chain Monte Carlo method with a burn-in of 30,000 and a thinning
factor of 10 [17].

Figure 2a shows 10 realizations from the given stochastic process. The sampled points in the
1st (circles), 2nd (triangles), and 3rd (rectangles) runs of non-uniform sampling are also shown in
Figure 2b. Fourteen points from the 1st sampling based on the local variability effectively capture the
high frequency spatial variation near the left sidewall. However, they miss a few details near the left
sidewall as well as near the right sidewall. The lack of sampling points is compensated in the 2nd
and 3rd bisection steps by placing additional sampling points and reducing the deviation between the
mean function calculated from all realizations and the estimated mean function. Total sampled points
in the 2nd and 3rd sampling from the bisection method are 20 and 31, respectively.
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Figure 2. Given and estimated stochastic processes: (a) 10 realizations from the given model; (b) Given
mean function (solid line) and sampled points in 1st (circle), 2nd (triangle), and 3rd (rectangle) runs
after variability-based sampling algorithm; (c) root-mean-square error (RMSE) of the mean function
from uniform and variability-based sampling algorithm; (d) 10 sampled realizations from the estimated
Gaussian process model.

To visualize the effectiveness of variability-based sampling and the bisection algorithm, the
root-mean-square error (RMSE) between the estimated mean and the mean from realizations is
calculated and compared in two different sampling cases: proposed variability-based sampling and
uniform sampling. The result is shown in Figure 2c. The x-axis denotes the number of sampling
points and the y-axis denotes the RMSE value. Given the efficient placement of measurement locations,
the RMSE in non-uniform sampling is considerably lower than that in the uniform sampling result
with an equal number of sampling points. Additionally, while the RMSE is reduced with increases
in the sampling locations, the RMSE decreases significantly faster in the variability-based method.
The RMSEs in both methods are identical when the sampling locations correspond to almost half of the
total measurement locations. Therefore, we conclude that variability-based sampling and the bisection
algorithm is a more attractive option for the effective allocation of computing power and resources.
Figure 2d shows 10 sampled realizations from the estimated Gaussian process model.

In addition to the comparison of the mean function, the estimated parameters in the Matérn
covariance function with respect to the number of sampling points are shown in Table 2. There are three
parameters in the Matérn covariance function, and the given values are denoted in the parentheses. In
contrast to the deviations in the mean function, the estimated parameters do not significantly depend
(within a 5% error) on the number of sampling points. It can be speculated that the sampled points from
the variability-based sampling gives enough information to accurately estimate the hyperparameters
in the covariance function even though it missed a few local variabilities in the mean function. Figure 3
shows the prior and the posterior PDFs of three unknown parameters in the Matérn covariance
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function. The prior PDF from Equation (8) is displayed with a blue line at the displayed region and
the blue histogram is from the posterior PDF obtained by histogram of the trace values from MCMC
sampling. The red line is a fitted normal distribution to the histogram. Figure 3 clearly visualizes
the updating process of Bayesian inference by incorporating the observed data. It is important to
emphasize that since the estimated parameters are obtained as PDFs instead of single values, the
Gaussian process described by the estimated parameters is a set of multiple Gaussian processes
defined by hyperparameters realized from the posterior PDFs. This helps us to model a wide range of
uncertainties in the observed data while keeping the practical advantages of Gaussian process.

Table 2. Estimated hyperparameters in the covariance function for the test problem. The given values
are denoted in the parentheses.

ν (2) φ (2) θ (0.4)

1st sampled locations (14 points) 2.011 ± 0.027 2.052 ± 0.028 0.416 ± 0.012
2nd sampled locations (20 points) 1.978 ± 0.025 2.063 ± 0.030 0.418 ± 0.009
3rd sampled locations (31 points) 1.971 ± 0.016 2.055 ± 0.029 0.415 ± 0.007

   
(a) (b) (c) 

Figure 3. Probability density functions (PDFs) of the estimated parameters in Matérn covariance
function: (a) ν, (b) φ, and (c) θ. The blue line is a part of the given prior PDF at the displayed region
and blue histogram is the frequency of sampled parameters from the posterior PDF. The red curve
is a fitted normal distribution to the histogram. The histograms and the prior PDFs are not in the
same scale.

3.2. Extracting Profiles from the Images of Additively Manufactured Struts.

Gaussian process modeling with the non-uniform sampling algorithm is applied to the sidewall
profiles of AM fabricated struts. Figure 4a–c shows the CAD geometries of struts in 3 different printing
angles (90◦, 75◦, and 60◦) and printing directions. The layer thickness corresponds to 80 pixel units.
The sidewall profiles of multiple AM fabricated struts with different angles (90◦, 75◦, and 60◦) are
shown in Figure 4d–f. The sidewall profile consists of multiple layers printed repeatedly layer-by-layer,
and we assume that the spatial uncertainty in each printed layer is generated from an independent
event, so that is not related to the neighboring layers. There are three parameters in Equation (1) that
are reduced by considering the two ratios, λb/λo and γ/λo. We manually segmented one printed layer
in the image and varied the two ratios to determine the optimized parameter values to obtain the
optimal match with respect to the manually segmented edge. After calibrating two ratios in the level
set method, the same algorithm is applied to the remaining layers to extract the edge information from
the image.
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Figure 4. Microscope images and corresponding binary images of additively manufactured struts:
(a–c) CAD geometries of struts in different printing angles (90◦, 75◦, and 60◦); (d–f) Microscope images
of additively manufactured struts (90◦, 75◦, and 60◦); (g–i) Binary masks after image segmentation
(90◦, 75◦, and 60◦). The sidewall profiles in the red box (dotted line) are used for characterizing the
spatial uncertainty.

Figure 4g–i shows the binary masks of the images after segmentation in which the white pixels
represent the segmented region of the strut and the black pixels denote the background region. Given
the smooth intensity gradient from the center to the edge of the image, the segmentation at the edges
of the images is inaccurate in the 75◦ and 60◦ cases in Figure 4h,i. The artifact from the background
inhomogeneity can be easily removed by measuring and compensating the intensity gradient in the
background. The compensation is not applied in the study to minimize the manual intervention.
A more systematic approach to reduce the effect from the local inhomogeneity is given in [33].

The edge profile is extracted by collecting the outermost pixels in the left and right sidewalls
of binary masks. Figure 5a,b shows the extracted edge profiles in the left and right sidewalls of
each printed layer, respectively. It is clear that the side profile of all layers show consistent trend
depending on the printing angle. This characteristic staircase profile is caused by the light absorption
and scattering in the resin vat and light penetration during the curing of upper layer. In a manner
similar to the test case, the mean of all observations, which represents the staircase profile, is subtracted
from the sidewall profile; thus, the roughness spatial uncertainty is independent of the printed
angle. The mean profile is obtained by simple summation of all side profiles in each printing angles.
The summation averages out the local roughness from the mean profile. The mean trends extracted
from all observations and the roughness extracted spatial uncertainties are shown in Figure 5c–f,
respectively. In total, 37 roughness profiles are collected and the roughness is independent of printing
angle as well as direction of side profile as shown in the Figure. This will be used for estimating
hyperparameters in the Gaussian process model.
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(a)  

(b) 

 
(c) (d) 

 
(e) 

 
(f) 

Figure 5. Extracted sidewall profiles of additively manufactured struts: (a) The extracted left-sidewall
profiles in different angles (90◦, 75◦, and 60◦); (b) The extracted right-sidewall profiles in different
angles (90◦, 75◦, and 60◦); (c) Extracted left-sidewall mean profiles in different angles (90◦, 75◦, and
60◦); (d) Extracted right-sidewall mean profiles in different angles (90◦, 75◦, and 60◦); (e) Extracted
left-sidewall roughness profiles after clean-up; (f) Extracted right-sidewall roughness profiles
after clean-up.

In contrast to the test case, we possess prior information on the distribution of the amplitude
and scaling parameters of covariance function from the geometrical constraints of the printed struts.
Based on the roughness spatial variation amplitude from observations, the upper limit on the prior
distribution of the amplitude parameter in the covariance function is 5. Additionally, the maximum
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correlation length is limited up to the height of a printed layer. Equation (9) describes the prior
information of the hyperparameters.

αi ∼ Uni f orm [−10, 10],
ν ∼ Uni f orm [1, 3],
φ ∼ Uni f orm [0, 5],
θ ∼ Uni f orm [0, 80],

(9)

Twenty realizations from the estimated stochastic model are shown in Figure 6. In a manner
similar to the observations from the extracted profiles of actual struts, the fluctuations are distributed
uniformly over the domain, and this indicates the characteristics of the stationary Gaussian process.
This reproduced roughness will be superimposed in the CAD geometry with the mean profile to
quantify the effect of side profile on the mechanical behavior of AM parts.
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Figure 6. Twenty sampled realizations from the estimated Gaussian process model.

3.3. Effect of Spatial Uncertainty on the Mechanical Behavior of Additively Manufactured Struts

In the study, we consider simple struts with three different printing angles (90◦, 75◦, and 60◦).
In order to clearly visualize the effect from the spatial uncertainty, the struts in FE analysis are simplified
as 2D struts. To investigate the effect of spatial uncertainty on the mechanical properties of additively
manufactured struts, three computational models with different strut geometries are first prepared
as follows: (1) nominal strut: desired CAD geometry with a smooth side surface (planned geometry
without any staircase profile as well as spatial uncertainty), (2) predicted AM strut: geometry with
predicted roughness in which the staircase profile and the spatial uncertainty are reproduced from
our estimated Gaussian process model, and (3) volume-matched strut: strut also with a smooth side
surface, having a thickness adjusted by smoothing the ridges and valleys of the rough side profile
such that the volume is matched with the predicted AM strut. The analysis of (3) is necessary for
fair comparison because the thickness of the manufactured struts is slightly lower than that of the
planned geometry. By including (3), the difference in the mechanical properties that are caused by
the volume change can be investigated. The thickness of the strut in the CAD model is 800 μm, and
the thicknesses of struts in the volume-matched geometries extracted from the sample images are
approximately 754 μm, 754 μm, and 760 μm for 90◦, 75◦, and 60◦, respectively. For the computational
efficiency, one third of the height of printed strut (2000 μm) is modeled in the simulation. The three
different aforementioned geometries are created for each printing angle, namely 90◦, 75◦, and 60◦.

A linear static structural analysis was performed to calculate the mechanical property of
struts in three different printing angles (90◦, 75◦, and 60◦) under compressional loading conditions.
A commercial FE software package, COMSOL MultiphysicsTM, running on the personal computer
(Windows 10 64 bit, Intel i7-4790 CPU, 16 GB RAM), was used for all numerical simulations.
The governing equation for the struts is as follows [34]:
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0 = ∇·(FS)T + Fv

σ = J−1FSFT

ε = 1
2 (FT F − I)

S = ∂WS
∂ε

WS = μ
2 (I1 − 3)

(10)

where F is the deformation gradient, S is the second Piola–Kirchhoff stress, v is the left stretch tensor.
The Cauchy stress tensor, σ, is the multiplication of F, S, the transpose of F, and the volume ratio, J,
which is the determinant of F. The Lagragian–Green strain, ε, is a function of F and the identity tensor,
I. The second Piola–Kirchhoff stress, S, is the gradient of the strain energy-density function, Ws with
respect to ε. I1 is the scalar invariant of the left Cauchy–Green deformation tensor. The struts are
made of a photo-polymerizable poly(ethylene glycol) diacrylate (PEGDA) (molecular weight 250).
PEGDA is assumed to be a hyperelastic, incompressible, and isotropic material and modeled by using
neo-Hookean model [34]. The uniaxial compression test is performed to obtain the material property
of PEGDA. The stress–strain curve obtained from the experiment is fitted to the neo-Hookean model
to determine the shear modulus, μ. The fitted value of μ is approximately 36.1 MPa for the PEGDA.

The interfacial boundaries of each layer were merged together with its neighboring layers using
“union assembly” feature in COMSOL software, assuming the perfect binding condition between
layers. Zero-displacement was imposed on the bottom of the strut, and the controlled displacement
was applied on the top surface of the strut in the vertical direction as described in Equation (11).

ubottom = 0
utop,vertical = u0

(11)

where u is the displacement vector in the computational domain and ubottom is the displacement vector
of elements at the bottom of strut. utop,vertical is the vertical displacement of elements at the top of the
strut and u0 is the controlled displacement that was applied as a boundary condition.

Figure 7a shows the loading direction and the boundary condition in the three struts: nominal,
predicted AM, and volume matched struts. The applied strain was limited up to 0.03 to avoid the
nonlinear deformation of the strut. Since the strut is considered as the building block of unit cell
structure, the strain is defined as the actual deformation of the strut divided by the height of the
strut. With respect to the deformation of the strut, the resulting stress was calculated as the average
of total pressure over the bottom surface of the strut. Triangular elements as well as the adaptive
mesh size control were adopted to make sure that it captures all details of spatial uncertainties at the
edge of struts. The mesh size convergence test was performed to ensure that the simulation result
is not sensible to the mesh size. The number of elements in three different geometries, giving the
consistent simulation results, are 10,040, 831,944, and 9474 for the nominal strut, predicted AM strut,
and volume-matched strut, respectively. The number of elements for predicted AM strut is significantly
higher than the others because of the geometrical details of spatial uncertainty at the edge of strut.

Figure 7b shows the stress–strain curves of 9 different examples obtained from the FE simulation.
The slope of the stress–strain curve denotes the stiffness of the strut. The slopes of all stress–strain
curves are grouped into three categories based on its printing angle, and a slope deviation exists
given the existence of the spatial deviation. The decrease in slope is qualitatively observed in the
predicted AM strut and volume-matched strut. To quantitatively understand the effect of spatial
deviation on the stiffness of the struts, the stiffness of the volume-matched and predicted AM struts are
normalized with the stiffness of the nominal struts as shown in Figure 7c. The change in the effective
stiffness of the volume-matched geometry is not significant (less than 7% of the stiffness of the nominal)
when the printing angle changes from 90◦ to 60◦. However, when the geometry exhibits roughness
including the staircase profile as well as the spatial uncertainty, the stiffness is reduced to 70% of
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the nominal geometry when the printing angle is 60◦. The reduction in stiffness is expected since
the roughness decreases the cross-sectional area of each strut and decreases the stiffness of the strut.
However, it is observed that the roughness effect is more pronounced when compared the reduction in
volume-matched case to the predicted AM case. This result indicates that the necessity of details of
surface roughness becomes more important as the printing angle reduces. Specifically, the angled strut
is frequently used in the lattice structures, which is the assembly of multiple unit cells, consisting of
angled struts. Therefore, modeling the surface roughness including spatial uncertainty is important
for the accurate estimation of mechanical properties of the lattice structure.

Additionally, we compare the maximum value of von Mises stress in the three cases. Table 3
shows the maximum von Mises stresses of the volume-matched geometry strut and the predicted
AM strut normalized with respect to the maximum von Mises stress of the nominal strut. The von
Mises stress distribution and the location of the maximum value is displayed in Figure 7d. The stress
distribution in Figure 7d shows distinctive difference from the stress distribution in the vertical strut
because of two major factors: (1) bending and shear stresses and (2) surface roughness. When a strut
is loaded axially, it only develops compressive normal stress. When a strut is loaded with an angle,
bending and shear stresses begin to arise, and it becomes more likely that the strut undergoes a large
deformation and becomes more susceptible to developing a large stress as shown in Figure 7d. In
addition to the effect from bending and shear stresses, local stress concentrations are observed near the
side profiles in the predicted AM, which is not observed in the volume-matched strut or the nominal
strut in which the sidewall profiles are smooth. The geometric discontinuities caused by the spatial
uncertainties change the stress distribution in the strut, and the amount of stress concentration is thrice
that in the smooth cases. Thus, it is anticipated that the total stiffness of the additively manufactured
strut is affected by the change in stress distribution. Therefore, considering spatial uncertainties in the
geometry to accurately predict the mechanical behavior of struts using FE analysis is essential.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Compression test results of additively manufactured struts: (a) Loading and boundary
conditions of three struts: nominal, predicted AM, and volume matched struts; (b) Stress–strain curve
of nominal, predicted AM, and volume-matched struts in different printing angles (90◦, 75◦, and 60◦);
(c) Normalized effective stiffness of volume-matched geometry and predicted AM struts in different
printing angles (90◦, 75◦, and 60◦); (d) Normalized von Mises stress distributions in a predicted AM
strut and a volume-matched strut.
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Table 3. Maximum von Mises stress of the volume-matched struts and the predicted AM struts
normalized with respect to those of the nominal struts in different printed angles.

Struts

Angles
90◦ 75◦ 60◦

Volume-matched struts 0.975 0.955 0.947
Predicted AM struts 3.410 3.752 3.273

The proposed modeling framework is also applicable to complex AM parts with inner structures.
The spatial uncertainties can be estimated by the proposed modeling framework if the inner structure
of the complex AM parts is expected to exhibit spatial uncertainties that are statistically similar to
the outer structure. Even if the inner structures of the complex AM parts are expected to exhibit
statistically different spatial uncertainties, the proposed modeling framework can be still applied to
the complex AM parts with the exception of the image segmentation sub-step. As opposed to the use
of optical images, there are multiple techniques to measure the inner structure profile of the complex
parts, such as X-ray computed tomography and profilometry. Following the extraction of the inner
structure profile, it is possible to apply the remaining sub-steps of the proposed modeling framework,
namely variability-based sampling and Gaussian process modeling, to the problem.

4. Conclusions

The study presents a general method to model spatial variations of additively manufactured
products from their sidewall profile images. Specifically, this can be achieved using three approaches:
(1) Gaussian process modeling using Bayesian framework, (2) level set method for image segmentation,
and (3) variability-based sampling algorithm. The method is verified via a test problem and applied to
the real AM products fabricated by mask projection stereolithography. In order to verify the necessity
of the proposed framework, the mechanical properties of printed high-aspect-ratio struts with and
without roughness is simulated under compression loading via FE simulation. The FE simulation
results show that the staircase profile with the spatial uncertainty reduces the stiffness of printed strut
to 70% when the printing angle is 60◦. It is also shown that the effect from the spatial roughness
increases as the printing angle decreases. This indicates that the accurate estimation of mechanical
behavior of AM products as well as lattice structures consisting of multiple angled struts requires
to consider the spatial roughness. In addition, the influence from the spatial roughness significantly
affects the stress distribution under compressive loading conditions that could result in the location
of failure in the structure. It is also expected that the effect from roughness is more significant when
the dimension of AM structures approaches the magnitude of roughness. The proposed modeling
framework can be applied to complex AM parts which have spatial roughness that can be measured
through optical images. The proposed method is not limited to AM products, and it can be applied to
other problems in which spatial variations exist and its mechanical behavior is expected to be affected
by its spatial roughness.
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Abstract: The design and manufacture of cost-effective miniaturized optics at wafer level, using
advanced semiconductor-like techniques, enables the production of reduced form-factor camera
modules for optical devices. However, suppressing the Fresnel reflection of wafer-level microlenses
is a major challenge. Moth-eye nanostructures not only satisfy the antireflection requirement
of microlens arrays, but also overcome the problem of coating fracture. This novel fabrication
process, based on a precision wafer-level microlens array mold, is designed to meet the demand
for small form factors, high resolution, and cost effectiveness. In this study, three different kinds of
aluminum material, namely 6061-T6 aluminum alloy, high-purity polycrystalline aluminum, and pure
nanocrystalline aluminum were used to fabricate microlens array molds with uniform nanostructures.
Of these three materials, the pure nanocrystalline aluminum microlens array mold exhibited a
uniform nanostructure and met the optical requirements. This study lays a solid foundation for the
industrial acceptation of novel and functional multiscale-structure wafer-level microlens arrays and
provides a practical method for the low-cost manufacture of large, high-quality wafer-level molds.

Keywords: wafer-level optics; antireflection nanostructure; microlens array mold; ultraprecision
machining; anodic aluminum oxide

1. Introduction

Microlens arrays (MLA) are fundamental micro-optical elements composed of a series of lenslets,
with diameters ranging from several micrometers to several millimeters, that are arranged in a
certain configuration. They are used in diverse applications, such as micro-optical collimation,
diffusion lighting, three-dimensional (3D) imaging, light homogenization, and wavefront sensing [1–6].
Wafer-level MLA fabrication is of special interest in the manufacture of mobile phone or augmented
reality eye-tracking cameras, in which the wafer-stacking process is used to achieve the parallel
fabrication of thousands of compact camera modules [7,8]. However, Fresnel surface reflection loss is
still an issue in wafer-level MLA applications. Various antireflection (AR) technologies have been used
to suppress surface reflection, including single or multilayer dielectric coatings and subwavelength
textured surfaces [9]. Dielectric coatings are currently used in wafer-level MLAs; however, 4−8”
diameter wafer-level MLAs are only several hundred microns thick, giving a high probability of
wafer warpage during the coating deposition process [10]. Wafer warpage may have a considerable
negative impact on wafer registration. Moreover, microcamera modules are required to withstand
high-temperature reflow processes for subsequent soldering onto circuit boards. Dielectric AR coatings
are unsuitable for this process, since the coefficient of thermal expansion (CTE) mismatch between the
AR coating and the base microlens material can lead to coating fracture [6,9,10]. There are previous
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studies that report the fabrication of AR moth-eye nanostructures on a single lens or on flexible
material-based samples [11–13]. In this paper, we have proposed the fabrication of AR moth-eye
nanostructures onto wafer-level MLAs; these nanostructures not only satisfy the AR requirement of
the wafer MLA, but also overcome the problem of coating fracture during thermal reflow processes.

For economic reasons, MLAs are usually manufactured by melting photoresist, ultraviolet
(UV) imprinting, injection molding, two-photon polymerization, or other batch processes [14–19].
Melting of the photoresist layer provides a simple and practical method for MLA fabrication, but
this conventional process is limited by the high relief depth of the MLA. In addition, it is difficult
to control the surface-shape error of microlenses [20]. In contrast, a high-precision MLA mold is
used in the UV-imprinting process, which is followed by UV-curing the photoresist layer [16], and in
the injection-molding process, in which soft optical resin material is injected into the mold to obtain
MLAs with the desired optical properties. Since the width to thickness ratio of the wafer MLA is very
large, the mold-based UV-imprint process is currently used in industrial wafer MLA manufacturing.
Using high-precision MLA molds provides simple-processing, low-cost, and easier mass production of
complex aspherical MLAs. Ultraprecision machining is capable of directly producing metal optical
surface molds [21–25] in the different shapes that are required for various wafer-level MLA applications,
such as spherical, aspherical, or freeform microlens surfaces.

In order to combine moth-eye nanostructures with the wafer-level MLA-mold fabrication
method, a multiscale-structure wafer-level MLA mold is proposed, which encompasses hundreds of
nanometer-level structured arrays for AR construction, hundreds of micrometer-level MLAs for camera
imaging, and finally hundreds of millimeter-level wafer substrates for wafer-level camera manufacture.

In this study, three different materials, namely 6061-T6 aluminum alloy, high-purity
polycrystalline aluminum, and pure nanocrystalline aluminum were used as substrates to fabricate
MLA molds with an aspherical design, using ultraprecision machining. Then, each mold was treated
with a self-assembly process based on anodic aluminum oxidation (AAO) to generate nanostructures
over the mold surface. Optical and scanning electron microscopy (SEM) measurements were performed
on the three types of multiscale molds. The multiscale mold fabricated using pure nanocrystalline
aluminum material exhibited uniform nanostructures, and the optical measurements demonstrated
that both the profile peak-to-valley (PV) error of the lenslet and the surface roughness met the
optical requirements.

2. Materials and Methods

2.1. Fabrication Process

The wafer-level MLA is a thin, 4–8” diameter wafer, distributed with thousands of microlenses.
As shown in Figure 1, the UV-curable resin-based imprint process transfers the microlens shape on
the metal mold to a glass wafer substrate, which is free of high pressure, and then the wafer-level
microlens array is released from the mold after curing. Several MLA wafers can be stack-assembled
and cut into thousands of multisurface lens modules, resulting in very compact microcameras or
camera arrays [26]. Currently, the wafer-level MLA process is mainly used to fabricate compact lens
modules for low-resolution near-infrared (NIR) eye-ball tracking cameras or disposable endoscope
modules. The general requirements of MLA surface characteristics are a PV error <0.5 μm with a
sharp edge, a surface roughness (Sa) <20 nm, and a Fresnel reflectivity <1% to increase sensitivity and
avoid ghost images. The wafer-level MLA mold is one of the core components in the whole process.
Here, the fabrication of wafer-level MLA molds is followed by an AAO-based self-assembly process to
provide periodically arranged nanostructuring.
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Figure 1. Wafer-level camera fabrication and assembly process, which creates extremely thin
camera modules: (a) replication of microlens array using a mold, (b) wafer-level microlens array,
(c) wafer-to-wafer bonding, and (d) dicing of wafer stack and bonding of the lens module to the sensor.
UV: ultraviolet.

The common ultraprecision machining methods used to generate precision MLA metal molds
include fast tool servo (FTS), micromilling, and slow slide servo (SSS) processes [21,22,27]. In this
study, micromilling and SSS diamond-machining processes were adopted to fabricate the MLA metal
molds, using an ultraprecision machine (350FG, Moore Nanotechnology, Swanzey, NH, USA). For
low-density arrays, the SSS-machining process was selected, as its implementation requires only 3 axes
of freedom. For high-density MLA molds, the micromilling process was selected, as it allows more
flexibility in large-slope microlens design.

The key factors that decide the quality of the MLA mold include the lenslet profile accuracy, mold
surface roughness, and the lenslet positioning accuracy, which are closely related to the metal mold
material, the diamond-machining performance, the machine-tool lifetime, and the machining process
parameters. The mold material is the most crucial influencing factor. Metal materials that are used
conventionally in diamond machining are usually high-ductility metals, such as aluminum and its
alloys, copper alloys, and electroless nickel. Here, considering the further fabrication of nanostructures,
various aluminum materials were selected as candidates for mold materials, namely 6061-T6 aluminum
alloy, high-purity polycrystalline aluminum, and pure nanocrystalline aluminum.

Wafer-level MLA trial molds based on these aluminum materials were diamond-machined and
evaluated according to the mold requirements. For the following machining tests, we designed the
MLA aspherical shape with the cavity aperture at 1.0 mm and the sag at 85 μm. 6061-T6 aluminum
alloy is the most widely diamond-machined material owing to its relatively high ductility and strength.
A 6061-T6 4” MLA mold with a 20 × 20 array was machined via the SSS process. The nose radius of the
single-point diamond tool was 0.3 mm, the spindle rotational speed was ~100 rpm, and the diamond
tool traveled from the periphery to the center of the mold at a speed of 1 mm/min. The depth of the
cut for a rough cut was 70 μm, the semifinished depth of the cut was 8 μm, and the finished depth
of the cut was 2 μm. Next a high-purity polycrystalline aluminum pin mold was machined via the
traditional diamond-turning method. Finally, we adopted the micromilling process for the 2” pure
nanocrystalline aluminum MLA mold to create a dense lenslet array.

To generate a uniform layer of nanostructures on the MLA mold, we adopted the two-step AAO
process, which is widely used for nanoporous template applications [28,29]. In the AAO experiments,
we investigated characteristics, such as pore size, interpore distance, and nanolayer thickness, by
varying the applied voltage, electrolyte concentration, and reaction time. In the first anodization step,
the clean MLA mold was anodized in oxalic acid solution at 25 ◦C, the voltage was set at 40−50 V,
and then a mixed solution of H3PO4 and H2CrO4 was used to remove the oxidized layer. Then, a
pore-widening process was carried out using H3PO4 for 30 min. After optimizing the parameters of the
anodization process, the nanostructured mold was finally fabricated with an average pore diameter of
~100 nm and a spatial period of ~120 nm. However, it needs to be clarified whether the AAO process
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is effective on curved array surfaces and whether the process will destroy the surface accuracy and
roughness of mirror-quality precision molds.

2.2. Characterization

The proposed multiscale wafer-level MLA mold needed to satisfy the requirements for the lens
mold profile, the surface roughness, and the nanostructure quality of the curved lens mold. The surface
profiles of the MLA mold trial samples were obtained using a phase grating interferometer (PGI)
Dimension stylus profiler (Taylor Hobson, Leicester, UK). The surface roughness was measured using
a white light interference microscope (GTK-contour, Bruker, Billica, MA, USA), based on regional
topography (Sa). Finally, the surface nanostructure morphology of the molds was characterized using
a Zeiss SEM (Carl Zeiss Microscopy GmbH, Jena, Germany), after the AAO process.

3. Results and Discussion

3.1. 6061-T6 Aluminum Alloy MLA Mold

Figure 2a shows a photograph of the MLA mold fabricated with 6061-T6 aluminum alloy. Visual
inspection did not indicate any surface artifacts, such as tool marks or haze, indicating that a true
optical surface finish was achieved. Figure 2b demonstrates that the boundary of the lenslet has a
sharp appearance with neither tool marks nor a tool tracking error. Figure 2c shows the surface 3D
microtopology of the lenslet apex region. Curvature and tilt were removed from the measurement
results to better represent the high spatial frequency of the surface texture. The surface roughness of
the mold was 4.932 nm—this value meets the requirements for optical surface applications.

 
(a) 

 
(b) 

 
(c) 

Figure 2. Finished 6061-T6 aluminum alloy mold: (a) photograph of the processed sample of the dense
microlens array (MLA) mold (20 × 20 array), (b) edge profile of the processed sample, and (c) surface
roughness of the aluminum alloy MLA mold (Sa = 4.932 nm).
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We then applied the AAO process to generate a uniform layer of nanostructures on the aluminum
alloy MLA mold, as mentioned above. 6061-T6 aluminum alloy contains a variety of alloying elements,
including magnesium and silicon. During the anodizing process, these alloying elements react to
form nonuniform random nanopores and partial defects, as shown in Figure 3. At the same time, the
nanopores are not uniform in either shape or depth. The nanostructured surface thus turns into a
nonspecular surface. Therefore, the 6061-T6 MLA mold can meet the requirements of an optical mold,
but it is not suitable for fabricating nanostructured MLAs.

 

Figure 3. Scanning electron microscopy (SEM) image of the nanostructured 6061-T6 MLA mold.

3.2. High-Purity Polycrystalline Aluminum Pin Mold

To avoid the formation of nonuniform nanostructures due to alloy impurities, high-purity
polycrystalline aluminum (with a purity of over 99.99%) was used as the mold material in the
subsequent experiment. However, during the single-point diamond SSS-turning process, the cutting
edge of the diamond tool was severely damaged, because the pure polycrystalline aluminum was too
soft for single-point SSS turning. Hence, a wafer-level MLA mold meeting the optical requirements
could not be obtained. Therefore, a pure polycrystalline aluminum optical mold was fabricated via
the pin-mold mode, as shown in Figure 4a. Pin molds can be used to fabricate wafer MLAs via a
slower step and flash process. Since each pin mold contains only a single lens cavity, the traditional
high-speed single-point diamond-turning method can be used. Figure 4b shows the edge profile of
the pin mold—it has a sharp appearance. The surface roughness of the lenslet region was 3.632 nm
(Figure 4c), which meets the requirements for optical applications.

 
(a) 

 
(b) 

Figure 4. Cont.
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(c) 

Figure 4. Finished high-purity polycrystalline aluminum pin mold: (a) photograph of the processed
sample of the pin mold, (b) edge profile of the processed sample, and (c) surface roughness of the
polycrystalline aluminum pin mold (Sa = 3.632 nm).

The high-purity polycrystalline aluminum pin mold was treated with the AAO process. Figure 5a
shows a SEM image of the lenslet apex region. A hexagonal lattice with well-defined nanopores was
formed as desired, exhibiting a fundamental pitch of 120 nm and a pore diameter of ~90 nm. The results
of the surface roughness measurements are shown in Figure 5b, which demonstrate that the pin mold
meets the requirements for optical applications (Sa = 9.161 nm). However, it also indicates that the
polycrystalline aluminum surface is composed of multiple microsized grains. Figure 5c shows the 3D
microtopology of the lens mold after one replication, which clearly indicates a surface profile deformation
due to grain interfacial sliding under the demolding force. Consequently, the poor strength and shape
stability of the pure crystalline pin mold restrict its application in wafer MLA manufacturing.

 
(a)  

(b) 

 
(c) 

Figure 5. (a) SEM image of the lenslet mold apex region. (b) Surface roughness of the nanostructured
pin mold (Sa = 9.161 nm). (c) The lens mold 3D microtopology after one replication (Sa = 48.939 nm).
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3.3. Pure Nanocrystalline Aluminum MLA Mold with Dense Array

After numerous trials to identify the right material, such as single crystal/polycrystalline pure
aluminum and different aluminum alloys, an aluminum alloy (6061-T6) substrate electroplated with
~0.3 mm-thick pure aluminum consisting of nanosized grains (AlumiPlate, Coon Rapids, MN, US)
was finally selected as the mold material, by considering the requirements of both the ultraprecision
machining process and the subsequent AAO process. The strength of the 6061-T6 alloy substrate
assures the shape stability of the mold, while the pure nanocrystalline-plated layer simultaneously
supports the generation of a uniform nanopore layer without impurity defects. A 2” wafer mold was
fabricated to validate the process. First, a flat optical surface was created on the aluminum substrate
by a diamond-turning process, as shown in Figure 6a. Next, a concave MLA with a dense array was
machined by micromilling using a high-speed air-bearing spindle. The measured results demonstrated
that the boundary of the lenslets had a sharp appearance, as shown in Figure 6b. The surface roughness
of the lenslet was 3.362 nm, as shown in Figure 6c. We then adopted the AAO process to obtain the
pure nanocrystalline aluminum-dense MLA mold with nanostructures, as shown in Figure 6d.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Different stages in the fabrication of the hybrid-structure microlens array (MLA) metal wafer
mold: photographs of (a) the flat mirror surface obtained by diamond-turning and (b) the micromilled
MLA mold cavities on the substrate and edge profile of the processed sample, (c) the MLA mold 3D
surface finish of the lenslet apex region without nanostructures (Sa = 3.362 nm), and (d) the final MLA
mold with antireflection nanostructures, which was fabricated using the anodic aluminum oxidation
(AAO) process.

The SEM images of the mold nanostructure, in Figure 7, show the uniformity of the nanoporous
layer on the MLA mold cavity, both at the apex flat region and the lens boundary region. Cross-sectional
SEM images of the thick metal mold were difficult to record, so Figure 7d shows a SEM image of a
nanostructured sheet plate sample that was fabricated using the same process parameters as those
of the metal mold. The nanostructures exhibited a V-shaped cross section with an average pore
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diameter of ~100 nm and a spatial period of ~120 nm, as shown in Figure 7d. Figure 8a shows the lens
profile error of the lenslet mold with AR nanostructures—the PV error is ~0.098 μm, which indicates
that the AAO process has little negative impact on the mold profile. The surface roughness of the
nanostructured mold was measured to be 15.683 nm, as shown in Figure 8b, and the mold surface
displays almost the same visual mirror quality as before the AAO treatment. The results of the surface
profile and the surface roughness measurements showed that the MLA mold of pure nanocrystalline
aluminum meets the optical requirements even after the nanostructuring treatment, and it paves the
way for a further study to replicate a multiscale wafer-level MLA with an inherent AR capability.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. (a) SEM images of the nanostructured MLA mold. (b) High-magnification SEM image of
the lenslet apex region. (c) High-magnification SEM image of the lenslet boundary region, with the
boundary being indicated by the dashed line. (d) Cross-sectional SEM image of the nanopores.

 
(a) 

 
(b) 

Figure 8. (a) Stylus profile measurement results of the lenslet mold with nanostructures (peak-to-valley
(PV) error = 0.0985 μm). (b) Surface roughness of the MLA mold with nanostructures (Sa = 15.683 nm).
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4. Conclusions

In this study, three different aluminum materials were selected to fabricate multiscale wafer-level
MLA molds with uniform nanostructures. After the trials with different materials, a 6061-T6
substrate, electroplated with pure aluminum consisting of nanosized grains (US proprietary), was
identified to satisfy the requirements of both lens mold quality and uniform nanostructure. We
demonstrated the fabrication of a high-quality, multiscale-structure wafer-level MLA mold using
ultraprecision machining and self-assembling AAO processes, which produced hundreds of accurate
aspherical microlens cavities and a uniform layer of AR nanostructures on the mold surface.
The surface measurements indicated that the fabricated mold met the requirements for precision
optical applications.

Compared with the former reports of AR nanostructured planar or flexible material molds, for
the first time, this study generated AR nanostructures on a hard mold with densely arrayed lens
surfaces and quantitatively evaluated its quality based on lens requirements. This study is expected to
benefit the industrial production of novel and functional multiscale-structure wafer-level MLAs, as
it provides a practical method for the manufacture of large wafer-level molds with high-quality and
uniform nanostructures.
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Abstract: A novel optical incremental and absolute encoder based on an optical application-specific
integrated circuit (opto-ASIC) and an encoder disc carrying micro manufactured structures is
presented. The physical basis of the encoder is the diffraction of light using a reflective phase
grating. The opto-ASIC contains a ring of photodiodes that represents the encryption of the encoder.
It also includes the analog signal conditioning, the signal acquisition, and the control of a light source,
as well as the digital position processing. The development and fabrication of the opto-ASIC is also
described in this work. A laser diode was assembled in the center on top of the opto-ASIC, together
with a micro manufactured polymer lens. The latter was fabricated using ultra-precision machining.
The encoder disc was fabricated using micro injection molding and contains micro structures forming
a blazed grating. This way, a 10-bit optical encoder with a form factor of only 1 cm3 was realized and
tested successfully.

Keywords: optical encoder; grating; blaze; injection molding; micro assembly; active alignment;
opto-ASIC

1. Introduction

Rotary encoders are widely used to detect the rotation angle of motors and gear shafts.
State-of-the-art encoders mostly operate on potentiometric, capacitive, magnetic, or optical
principles [1]. Magnetic and optical encoders are most common in use with an annual growth rate of
11%, whereby the optical technology dominates the global industrial encoder market. The market of
encoders is segmented into automotive (35%), electronics (28%), machines (21%), and others (16%) [2].
It is expected that, by 2021, the global market size of the encoders will reach $760 million [3].

The common approach of magnetic encoders is to use a magnetic rotor and to detect the position
of the rotor with a hall sensor. In contrast, the common structure of optical encoders is to use a chrome
structured encoder disc made of glass. The position of the rotor is then detected with a light barrier.
Both operating principles are shown in Figure 1. The advantages of magnetic encoders are their high
robustness and low fabrication costs, whereas optical encoders show high accuracy and high dynamics.
A distinction is made between incremental and absolute encoders. While absolute encoders deliver
the angular position immediately after switching on the encoder, incremental encoders firstly need a
reference run. Otherwise only relative position measurement is possible. This article deals solely with
absolute optical encoders. As a result of the extensive topic which comprises optical design, injection
molding, ultra-precision machining, application-specific integrated circuit (ASIC) design and micro
assembly, not all details can be presented in this article.
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Figure 1. (a) Operating principle of a magnetic encoder with a magnetic rotor and hall sensor; (b)
operating principle of an optical encoder with a light source, encoder disc, aperture, and detector.

Absolute encoder discs contain the angle information typically as a Gray code pattern, which is
read out in accordance with a transmission principle. Every position of an absolute encoder is unique.
Figure 2a shows the Gray code pattern for an encoder disc with n = 6 tracks (6-bit resolution) and its
optical path. This results in 2n = 64 positions per revolution of the encoder disc. This means that, for
a higher resolution, there are more tracks necessary. The tracks consist of opaque and transparent
parts. Each track is read out optically with a light barrier as shown in Figure 2b. This means that, for a
resolution of n bits, there are n tracks with n light barriers necessary. As a result, the dimensions of
optical encoders increase with their resolution, and the effort for assembling increases due to elaborate
alignment processes between the optical device and the encoder disc [4].

Figure 2. (a) Encoder disc of an absolute optical encoder with Gray code patterns of opaque and
transparent parts; (b) cross-section of the optical path.

However, the smaller the encoder is, the lower its resolution and the higher its costs will be,
because, on small discs, there is less space for the Gray code patterns and the associated light barriers;
additionally, the expense for the assembly increases due to the complicated fine mechanical–optical
system [5,6]. For example, an optical high-end encoder with a diameter of 13 mm delivers a resolution
of only 256 increments, while the costs are on the order of several hundreds of euros [7,8]. Also, the
accuracy decreases with smaller diameters because the influence of the angular error due to eccentricity
between encoder disc and encoder shaft increases for smaller diameters of the encoder disc [9]. Table 1
shows two examples of high-end state-of-the-art-encoders with comparatively very small dimensions.
Especially for small devices such as finger prostheses, miniaturized drives, or miniaturized robots,
the need for small encoders with high resolution is obvious. Therefore, the motivation of this work
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was to develop a small absolute optical low-cost encoder with a significant higher resolution, such as
state-of-the-art encoders with comparable small dimensions.

Table 1. Examples of high-end state-of-the-art encoders.

Feature/Series CUI MAS10 CUI MES6

Method Absolute Incremental
Resolution 256 positions 500 positions

Speed 6000 rpm 6000 rpm
Interface Digital Digital

Temperature 0 . . . +60 ◦C 0 . . . +60 ◦C
Size Ø 13 mm × 16 mm Ø 8 mm × 11 mm

To overcome the physical limitations for optical state-of-the-art encoders, a new approach was
developed using a reflective blazed grating as an encoder disc and a specific photo detector with a
circular array of photodiodes. In this way, the diameter of the encoder disc was no longer the limitation
for the resolution because, on the encoder disc, there are no longer any Gray code patterns. In this
way, a centric optical scanning of the encoder disc was possible. This achieved a higher integration
density because the optical device could also be arranged centrically. Of course, the circular array of
photodiodes was now the limitation factor. By comparison, state-of-the-art encoders need an eccentric
arrangement of the optical device and, therefore, more construction space. With this novel approach, an
optical encoder with a resolution of 1024 increments within only 1 cm3 was developed. A demonstrator
was built and tested successfully.

The main advances of the proposed encoder are the small dimensions with a comparatively
high resolution and an adjustment-free assembling of the encoder disc. Another advance is the
manufacturing method of the encoder disc itself. While traditional optical encoders with high
resolution need expensive encoder discs made of glass with chromium patterns and an additional
adjustment process of the encoder disc, the proposed encoder needs only an injection-molded encoder
disc with a simple blazed grating. The optical set-up is also relatively simple because the optical path
is in a reflection order and there is no additional adjustment process necessary. A further advantage is
the modular design concept. The same optical module and grating can be used for different encoder
diameters. In summary, this results in a low-cost encoder with high resolution and small dimensions.

2. A New Approach for Optical Encoders

2.1. Main Principle of the Encoder

The physical basis of the optical encoder was the diffraction of light using a reflective phase
grating. The approach was to use a reflective phase grating as an encoder disc for an optical encoder.
Figure 3 shows the mechanism of diffraction schematically. After reflection of the light at the phase
grating, destructive and constructive interference occurs because of the path difference Δ of the light,
which is caused by the grating. If Δ is equal to λ, constructive interference occurs and, if Δ is equal to
0.5λ, destructive interference occurs.

The relationship between the grating constant and the angle of diffraction is described by the
so-called grating equation as follows:

− sin αe − sin αm =
mλ

g
,

where αe is the angle of the incident light and αm is the angle of the diffracted light. With a given
wavelength λ and grating constant g, the angle of the diffracted light can be calculated for each
diffraction order m (m = 0, ±1, ±2, . . . ) using this equation.
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Figure 3. Diffraction of light by a reflective phase grating.

The concept for the optical encoder was to use a light source on top of a photo detector that
transmits light through a lens to the encoder disc. The disc contains micro structures forming the
grating. The light is then diffracted at the encoder disc and reaches the photo detector. While laminar
gratings result in two beams of equal intensity with the zero order of the beam being reflected into the
light source [10–15], a blazed grating diffracts two beams of different intensities. This is due to the fact,
that the zero order is diffracted into the +1st order beam.

When the disc rotates, the two diffracted light spots also rotate on the photo detector. In this way,
it is possible to detect the rotational movement of the encoder disc. This circulation was detected by a
ring of photodiodes on an opto-ASIC. While the beams were of different intensity, an unambiguous
assignment of the disc angle over 360◦ was accomplished. Figure 4 shows the functional principle of the
optical encoder and the underlying concept for the arrangement of the individual components [16,17].

Figure 4. Functional principle of the optical encoder.

To detect the rotational angle of the diffracted beams on the photodiode ring, different concepts
for the photodiodes were investigated and designed. The first concept consists of a segmented
arrangement of photodiodes as shown in Figure 5a. This approach leads to a simple focusing lens
to form circular spots, but requires 1024 photodiodes on the opto-ASIC for an encoder resolution of
10 bits. Thus, the signal processing unit had to be designed to read out 1024 photodiodes.

The second concept consists of a Gray code arrangement of the photodiodes as shown in Figure 5b.
This approach requires a number of tracks of photodiodes of significantly bigger size, but a more
complex lens, as the diffracted beam has to be additionally expanded in the radial direction to
illuminate all photodiode tracks. For 10-bit resolution, 10 tracks of photodiodes with the most
significant bit (MSB) on the inner track and the least significant bit (LSB) on the outer track are required.
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Figure 5. Two different layouts for the photodetector of the optical encoder. (a) Segmented arrangement
of the photodiodes; (b) Gray code arrangement of the photodiodes.

By using photodiodes for the dark and bright parts of the Gray code, differential signals can be
obtained leading to a higher signal-to-noise ratio (SNR) and offset compensation. An additional outer
track with an offset by half a diode was provided. Hence, the interpolation of the expected sin/cos
signals from the last two outer LSB tracks was possible, allowing increased relative resolution of the
rotational angle between the two photodiodes.

The two lenses (one for the segmented and another one for the Gray code detector) were designed
by ray-tracing, using the optical design software OSLO® (Optics Software for Layout and Optimization).
Because of the two different layouts of the photo detector, two different designs for the optical path
were necessary. Figure 6 shows the optical path for both versions. For the first photo detector with
the segmented photodiodes, a centric lens to focus the light onto the photo detector was needed. For
the second photo detector with Gray code arrangement of the photodiodes, an additional lens was
necessary to expand the diffracted spot in the radial direction and to illuminate all photodiode tracks.
This led of course to a more complex optical path.

Figure 6. Design of the optical path for the encoder. (a) Optical path for the segmented photo detector;
(b) optical path for the photo detector with Gray code arrangement of the photodiodes.

The main advantage of the novel approach for optical encoders is that a lateral displacement or
eccentricity of the disc does not influence the optical path. The encoder disc can be illuminated in its
center, as well as on its outer diameter. Thus, hollow shaft encoders can be realized as well.

A further advantage is that the functional principle of the encoder can be used to develop a
modular design concept for optical encoders. When the design for the optical module is defined,
the same optical module can also be used for different encoder diameters. Even the grating remains
unchanged. Only the diameter of the disc needs to be adapted. A further aspect of this concept is the
small dimensions with a comparatively high resolution. Thus, a low-cost encoder is possible with this
novel approach.
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2.2. Proof of Principle

To prove the optical principle, a first set-up was realized using a High Dynamic Range
complementary metal-oxide semiconductor (CMOS) (HDRC®) image sensor and a glass lid on top of
it. Figure 7 shows the demonstrator for the proof of principle. To mount the laser diode with a lens
holder on it, the lid was processed with traces made of Cr/Au using a laser-cut mask and physical
vapor deposition (PVD). The laser diode and the lens were assembled directly on the glass lid. The
glass lid itself was assembled on top of the image sensor. The grating with a grating constant of 1.7 μm
was attached at the rotatable shaft with a specific mounting. After joining the housing with the shaft
and the image sensor, the characteristics of the spots could be observed using the image sensor.

For fabrication of the lenses, ultra-precision machining (UPM) was used. This allowed fabricating
custom lenses in polymethyl methacrylate (PMMA) using a diamond tool. In this way, a dimensional
accuracy of 1–2 μm and a surface roughness of 10 nm were achieved for the lens. A commercially
available blazed grating [18] was used and integrated into a ball-bearing encoder chassis that was
mounted on top of the image sensor.

Figure 7. Demonstrator for proof of principle. (a) Glass lid with laser diode; (b) High Dynamic Range
complementary metal-oxide semiconductor (CMOS) (HDRC®) image sensor with the glass lid and
lens on top of it; (c) blazed grating on a rotatable shaft; (d) fully assembled demonstrator.

With this equipment, it was possible to visualize and to investigate the spot shape of the two
concepts with two different lenses. Measurements of this arrangement with the two lenses were
performed—the first one for the segmented photo detector with two elliptical spots with different
intensity, and the second one for the Gray code pattern. With the additional toroid lens, it was possible
to expand the diffracted beam in the radial direction to realize two linear spots. The measured spot
shapes are shown in Figure 8a,b for both lenses. Figure 8c shows the relative intensity of the spots
from the second lens.

Figure 8. Spot shape measured with log-scale HDRC® image sensor.
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Analysis of the images obtained using the log-scale HDRC® image sensor showed good agreement
within the theoretically calculated optical laser spots. Figure 9a shows the simulated spot for the
segmented photo detector, while Figure 9b shows the spot for the Gray code detector. For the
simulation, the optical ray-tracing software OSLO® was used. For the light source, a Gaussian beam
profile was assumed. By turning the encoder shaft, the laser spots of the diffracted beams circulated
around the laser diode. That means that both lenses were suitable for the optical path with each
characteristic spot shape.

Figure 9. Spot shape measured with log-scale HDRC® image sensor.

2.3. Photodiode Readout Circuits of the Opto-ASIC

In order to convert the photodiode current into voltage, transimpedance amplifiers were
integrated inside the opto-ASIC. The photodiodes of the Gray code structure were read out in a
differential mode, as can be seen in Figure 10. Therefore, all dark photodiodes (PDdark) of one
ring were shorted, together as well as the bright photodiodes (PDbright). The output voltage of the
transimpedance amplifiers of those two pairs was compared using a comparator and translated into
a logical signal at once. The 10 bit positions of the spot were achieved by implementing ten similar
circuit structures and were read out in parallel. A following digital block calculated the spot location
and output the result via a serial interface.

Figure 10. Read-out circuit of the Gray code structure (photodiode ring bit 1).

The simplified readout circuit of the segmented photodiode structure can be seen in Figure 11.
In comparison to the Gray code structure, each of the 1024 photodiodes had to be read out separately
to get the spot position. To overcome the limited chip array, speed, and the power consumption,
128 segmented photodiodes were connected to one read-out circuit consequently via a multiplexer
structure, followed by a transimpedance amplifier and a comparator for a sequential selection. This
yielded eight independent read-out blocks, which could be controlled and read out in parallel by the
digital block. The threshold reference voltages of the comparator could be separately adjusted for each
block, also allowing a compensation of the photodiode process variation. The comparator decisions of
all eight blocks were connected to a digital logic block, which calculated the spot position.
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Figure 11. Read-out circuit of the segmented photodiode an optical application-specific integrated
circuit (opto-ASIC).

2.4. Design Concept of the Demonstrator for the Miniaturized Optical Encoder

Parallel to the development of the opto-ASIC, the demonstrator for a miniaturized optical encoder
was designed. Figure 12 shows a cross-section of the demonstrator.

Figure 12. Cross-section of the demonstrator for the miniaturized optical encoder.

The main emphasis was the miniaturized assembly and the development of the assembling
concept based on chip-on-board technology. The dimensions of the demonstrator were about 10 mm in
length and width, and 10 mm in height, measured without the connector and without the encoder shaft.

The assembly concept for the optical module was a combination of chip-on-board and chip-on-chip
technology. Figure 13 shows the assembling concept of the demonstrator. Firstly, the opto-ASIC was
assembled onto a board. After this, the laser diode was assembled directly onto the opto-ASIC.
It was important to assemble the laser diode concentric to the ring of photodiodes, as an eccentric
arrangement would lead to an incorrectly measured angle during operation. After wire bonding of the
opto-ASIC and laser diode, the lens was assembled on top of the opto-ASIC. Finally, the assembly of
the housing, the encoder disc, the bearing, and the encoder shaft followed to complete the encoder.

Figure 13. Assembly concept of the demonstrator. (a) Assembly of the opto-ASIC onto the printed
circuit board (PCB) and the laser diode onto the opto-ASIC; (b) assembly of the lens onto the opto-ASIC;
(c) assembly of the housing; (d) assembly of the encoder disc, the bearing, and the shaft.
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3. Results

3.1. Opto-ASIC

Both encoding concepts of the photodiodes have their pros and cons. While the segmented
concept has a simple optical path but complex signal processing, the concept with the Gray code
structure has simple signal processing but a more complex optical path. Both opto-ASICs with the two
different photodiode structures are shown in Figure 14.

Figure 14. Microscope images of the opto-ASICs. (a) Opto-ASIC with segmented photodiodes; (b)
opto-ASIC with Gray code photodiode structure.

Opto-ASICs for both variants were designed and fabricated using a mask programmable process.
This approach allowed for a pre-fabricated, so-called master wafer containing analog and digital
structures. The final wiring of its function was realized by the last two metal layers. Thus, a batch of
master wafers was processed, and the different circuit variants were personalized by the metallization
layers. In addition to the photodiode rings, the opto-ASIC includes transimpedance amplifiers,
programmable comparators for digitizing the signals [19], and the logic to analyze the position of
the spots on the opto-ASIC. It has a total size of 4.7 × 4.7 × 0.3 mm3 and detects and tracks the spot
position. It is directly mounted on a printed circuit board (PCB) with necessary passives for the system.

3.2. Light Source

For the light source, a vertical-cavity surface-emitting laser (VCSEL) with a feed size of 200 μm
and a wavelength of 850 nm was chosen, because this wavelength fit best to the grating. The laser
diode was mounted on top of the opto-ASIC by gluing and bonding it to the surface of the chip.
The laser diode cavity was placed in the center of the photodiode rings (see Figure 15), whereby the
opto-ASIC itself was mounted onto a PCB.

 
Figure 15. Opto-ASIC mounted onto PCB with assembled laser diode on the additional metal top layer,
in comparison to Figure 12.
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Due to the temperature dependence of the laser, the light intensity was controlled by the opto-ASIC
using the signal from the photodiodes in a closed-loop fashion. In this manner, a constant intensity of
the laser light and, therefore, stable photodiode signals over temperature and time were guaranteed.

3.3. Micro Lens

For the miniaturized optical encoder, an additional micro lens was designed to fit on top of the
opto-ASIC, focusing the light to the disc with a spot size of ~40 μm. It had a total diameter of 4.2 mm,
while the diameter of the lens itself was only 1 mm. For the Gray code encoder, an additional toroid
lens was included to expand the diffracted beam in the radial direction. The lenses were fabricated in
PMMA using UPM and glued on top of the opto-ASIC. Figure 16 shows the assembled lens on top of
the opto-ASIC.

 
Figure 16. Lens mounted on top of the opto-ASIC.

3.4. Manufacturing of the Micro Structured Encoder Discs

Because of the miniaturized dimensions of the optical encoder, small encoder discs were necessary.
The encoder discs were fabricated using precision injection molding of polycarbonate (Makrolon®

OD2015). Therefore, an injection mold was constructed. Figure 17 shows the design concept of the
injection mold. The cavity of the encoder disc was located at the inner position of the mold and the
marked stamper carrying the grating was necessary to form the micro structures of the blazed grating
into the surface of the disc. The commercially available blazed grating used for the first demonstrator
for proof of principle of the encoder was used to fabricate nickel stampers with a thickness of 0.3 mm
using the galvanic reproduction technique. The nickel stamper was clamped inside the cavity of
the injection mold. This way, encoder discs were fabricated, while this process allows for a scalable
production at low manufacturing costs.

Figure 17. Design of the injection mold for encoder discs.

113



Appl. Sci. 2019, 9, 452

As the blazed grating was a continuous shape, an alignment of the stamper inside the cavity was
not required. Figure 18 shows the molded encoder disc directly after its fabrication. The picture shows
the encoder disc with the sprue still present to the left and the right of the encoder disc. To create
a reflective surface, the discs were coated with gold using a PVD process. The quality of the gold
depended on the sputtering target. The used target had a purity level of 99.999%. That means that
the gold layer had a purity level slightly lower, because, during the sputtering process, there is the
possibility that foreign atoms are incorporated into the gold crystal lattice. The gold layer had a
thickness of 50 nm.

 
Figure 18. Injection-molded encoder disc with blazed grating.

With a total diameter of 4.2 mm, a height of 1.2 mm, and a grating constant of 1.7 μm, the encoder
discs can be duplicated economically. The discs were assembled to the shaft of the encoder using a
suitable adhesive. The size of the disc toward smaller diameters is only limited for practical reasons
such as handling. The challenge is probably to find a feasible handling concept for very small discs.
However, bigger discs are also possible with this concept, such as hollow shaft encoders.

4. Characterization of the Miniaturized Encoder

With the fabricated components, the demonstrator samples for the novel optical encoders were
assembled and characterized. Figure 19 shows the completely assembled demonstrator for the
miniaturized optical encoder. Thereby, the PCB acts also as the connector of the encoder. The part of
the PCB which is taller than the encoder chassis is suitable for a conventional board connector [20].

 
Figure 19. Completely assembled demonstrator for the miniaturized optical encoder.

For characterization, a customized test bench for encoders was used. Figure 20 presents the signal
of bit 6 of the Gray code encoder as an example over one revolution (360◦). Because of the layout of
the photodiodes, it was possible to generate differential signals. This automatically led to more stable
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signals with twice the amplitude. As shown, each angular position delivered a signal for the bright
spot (bit 6) and the dark spot (bit 6n) on the opto-ASIC. By measuring the difference between them, a
defined distinction of cases was possible using comparators instead of analog-to-digital converters.

Figure 20. Example of the Gray code encoder signals (bit 6) for one revolution (360◦).

To analyze the performance of the Gray code encoder, the diagram in Figure 21 shows the
differential signals over a small angular range. Displayed are all 10 tracks from bit 0 to bit 9, whereby
bit 0 is the bit with the finest scale and, therefore, has the most oscillations. It can be seen that all bits
delivered the correct signals and that they could be digitized at a constant threshold, for example, at
0 V. Furthermore, it can be seen that the signals were still not perfect because a drift could be observed
during rotation of the encoder disc. This effect could probably be improved after a design review of
the system with a better assembly process of the lens, whereby the optical system could maybe be
improved in respect of a more tolerant optical path.

 
Figure 21. Signals of the Gray code encoder for all bits over a small angular range.

The encoder with the segmented photodiodes provided only digital signals; thus, no analog
signals can be shown here. To demonstrate the functional principle, Figure 22a shows the laser spot
on the segmented photo detector. The position of the laser spot could be calculated with a software
tool by evaluating all 1024 photodiodes of the opto-ASIC. Figure 22b shows the user interface for the
evaluation of the position of the laser spot with a Serial Peripheral Interface (SPI). Because the Gray
code and the segmented encoder have two different evaluation principles, the results were not directly
comparable. For further investigations of the segmented encoder, it should be enabled to also have
access to the analog signals.
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Figure 22. Encoder with the segmented photodiodes. (a) Laser spot on the photo detector; (b) user
interface for evaluation of the position of the laser spot.

The most important features of the two optical encoders are summarized in Table 2.

Table 2. The most important features of the encoder; SPI—Serial Peripheral Interface.

Feature

Method Incremental and absolute
Resolution 1024 positions

Speed 12,000 rpm
Interface Digital and SPI

Temperature −40 . . . +85 ◦C
Size 10 × 10 × 10 mm3

Further investigations were performed to study the influence of the required assembly accuracy
of the lens and the optical components to determine the allowed tolerances. As expected, it became
apparent that the assembly accuracy of the lens has an important role in determining the accuracy of
the whole encoder. Therefore, special attention is needed during assembly of the lens. The successful
method was to build an active alignment tool and use an active alignment process. This means that,
during the assembling process of the lens, the laser diode was switched on and the required beam
profile was controlled with an integrated image sensor inside this tool. The misalignment of the lens
from the ideal position was calculated automatically. If necessary, the position of the lens was aligned
automatically with an additional integrated piezo actuator with an accuracy of 80 nm [21,22].

5. Discussion

A demonstrator for a miniaturized optical encoder with a resolution of 10 bits was presented in
this article. In comparison to available absolute optical encoders on the market with comparable small
dimensions, this represents a significant fourfold improvement. The MAS 10 series from CUI with a
housing diameter of 13 mm only achieves 8-bit resolution [2].

Attention was paid to a relatively simple assembly concept. Once the optical module was built,
the final assembly of the encoder was possible without any further alignment process. In the case
of conventional optical encoders, an alignment process between the encoder disc and the optical
module is essential. Therefore, it is expected that, in conjunction with the injection-molded encoder
disc, the proposed approach for the new optical encoder is even suitable for low-cost applications.
Currently, the opto-ASIC is the most expensive part of the encoder. That means further research
projects should focus on smaller opto-ASICs with a smaller silicon surface area to reduce costs. For
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mass production of the presented encoder, an automatic assembly of lenses using active alignment has
yet to be implemented into assembly lines.

Another topic is the encoder signals. As shown in Figure 20, the signals were very stable; however,
they can obviously be further improved. Slight fluctuations over one revolution could be observed.
Firstly, the reasons for these fluctuations should be analyzed. A small misalignment of the lens can
possibly cause such effects. Once the signals are improved, the resolution of the encoder can be
increased using interpolation. The interpolation can be integrated into the opto-ASIC. Therefore,
specific interpolation algorithms need to be developed, such as a correction of the analog sine and
cosine signals. In this way, the usual conversion function arc tangent can be used, such that the
phase angle can directly be determined from the sine and cosine voltage, thereby resulting in a linear
correlation between angular position and the encoder signal. Thus, a discretization of the angular
position is possible [23]. Initial assessments prove the expectation that a resolution of up to 15 bits
is achievable.

6. Conclusions and Outlook

A new approach for miniaturized encoders was presented, overcoming the current physical
limitations in the resolution of common optical encoders, because the solid measure was transformed
from the encoder disc onto an opto-ASIC. The encoder achieved a resolution of 10 bits both for absolute
and incremental values with a size of only 10 × 10 × 10 mm3.

The encoder has the potential to be manufactured as a low-cost encoder due to the simple but
robust design and the reduced number of components. The optical components such as the lens and
encoder disc can be manufactured by injection molding, and costs in the single-digit euro range are
expected for these components for higher-volume manufacturing. The most expensive component of
the encoder is the circular photo detector array, because the silicon area of the opto-ASIC is relatively
large with 5 × 5 mm2. Costs in the lower two-digit range are expected here. The other components
including the laser diode, bearing, shaft, housing, and connector contain no special parts and, therefore,
no cost drivers, because state-of-the-art encoders need such parts too. Cost benefits are expected as
a result of the simple structure of the encoder during assembly and the removal of the adjustment
process. Thus, production costs <80 € in total should be achieved easily for the encoder in the case of
higher-volume manufacturing.

Furthermore, the encoder can be integrated into specific miniaturized products; moreover, there
is no encoder enclosure necessary, and smaller form factors are possible. The encoder has also the
potential as a modular encoder concept for different diameters or hollow-shaft encoders, when the
opto-ASIC is located eccentric to the encoder shaft, whereby the same optical module and the same
grating can be used. Further investigations will be directed toward increasing the resolution of the
presented encoder.
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Featured Application: The developed adapter makes it possible to spatially control flow in

a commercially available culture dish in a manner previously only possible in microchannel

devices. It will also be possible to create an arbitrary concentration gradient in a culture dish.

Potential applications in a very wide range of fields include simultaneously reacting multiple

single cells with various reagents in a culture dish and conducting drug discovery screening

using very delicate concentration gradients.

Abstract: Cell culture medium replacement is necessary to replenish nutrients and remove waste
products, and perfusion and batch media exchange methods are available. The former can establish
an environment similar to that in vivo, and microfluidic devices are frequently used. However,
these methods are hampered by incompatibility with commercially available circular culture dishes
and the difficulty in controlling liquid flow. Here, we fabricated a culture dish adapter using
polydimethylsiloxane that has a small recess structure for flow control compatible with commercially
available culture dishes. We designed U-shaped and I-shaped recess structure adapters and we
examined the effects of groove structure on medium flow using simulation. We found that the
U-shaped and I-shaped structures allowed a uniform and uneven flow of medium, respectively.
We then applied these adaptors to 293T cell culture and examined the effects of recess structures on
cell proliferation. As expected, cell proliferation was similar in each area of a dish in the U-shaped
structure adapter, whereas in the early flow area in the I-shaped structure adapter, it was significantly
higher. In summary, we succeeded in controlling liquid flow in culture dishes with the fabricated
adapter, as well as in applying the modulation of culture medium flow to control cell culture.

Keywords: flow control; culture dish adapter; small recess structure; closed environment;
perfusion culture

1. Introduction

The basic unit of an organism is the cell and an individual is formed by cells taking a more
complicated structure to become tissues, organs, and organ systems. Cell culture is a technique for
growing these cells in an artificial environment outside the body. One of the major advantages of
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cell culture is that, in the environment that the cells grow in, physicochemical characteristics such
as temperature, pH, and shear stress, as well as physiological components such as hormone and
waste concentration, can be adjusted [1–3]. Moreover, it also makes it possible to analyze biological
phenomena using a simpler experimental system compared to cellular analysis in vivo. Cell culture is
a technology still in development: from culture dishes, a conventional technique, to perfusion culture
in micro-channels for gene therapy and regenerative medicine and application in single-cell analysis
and drug discovery screening [4–6].

Various conditions are required for culturing cells, but in terms of culture vessels, commercially
available culture dishes are the most commonly used. In fact, when culturing cells, it is necessary to
adjust the external environmental conditions, such as pH, CO2 concentration, and temperature of the
culture medium, for cells to grow in an environment most suitable for them, and these conditions
will vary depending on cell type and experimental system. It is necessary to select the cell culture
vessel, such as culture dishes or flasks, according to the desired purpose [7,8]. However, what is widely
used in laboratories are the commercially available culture dishes sold by manufacturers [9]. Each
laboratory has a detailed know-how of each product, such as adhesion of cells to culture dishes, and
even among commercially available culture dishes, each researcher has his or her own preference.

Advances in microfluidic device technology have led to progress in research on perfusion
culture [10], and it is becoming clear that liquid flow has a large influence on cells. Presently, owing to
the progress in microfabrication technology, it is possible to create microscale fluidic devices that are
very complex and have a high difficulty of fabrication [11], and that allow reproducible cell culture
experiments within microchannels [12–14]. In fact, studies using microfluidic devices showed that stem
cells and iPS cells/ES cells are influenced by shear stress, and this promotes differentiation [15–17].
Therefore, the influence of culture medium flow during cell culture is very large. If this flow can be
controlled, researchers can modulate the influence of flow on cells, particularly shear stress. However,
in culture experiments using microfluidic devices, a skilled technician is required to deliver liquid to
the microchannel, and contamination from connection points in the complex structure of the device
is often a problem [18]. Thus, unsolved problems remain in culture experiments using microfluidic
devices for practical applications owing to the complexity of the equipment.

An efficient perfusion culture equipment using culture dishes remains to be developed [19], and
it is difficult to control the flow in currently used culture dishes. In perfusion culture experiments
using commercially available culture dishes, problems such as flow rate accuracy of the tube pump
and meniscus in the culture dish remain to be solved, and a method for controlling the flow in the
culture dish has not been established. In typical tube pumps, errors in the inner diameter of the tube
affect the amount of liquid delivered [20], and when injection and discharge are controlled using a tube
pump, it is difficult to keep the injection and discharge amounts constant, leading to stagnant liquid
or leakage in the culture dish. In addition, because the culture dish itself is an open type chamber,
a meniscus occurs between the dish and the medium, which results in a faster flow of culture medium
along the edge of the dish owing to the property that liquid flows more easily toward the higher liquid
bulk volume, and thus it is very difficult to control flow in a culture dish [21].

If these problems are resolved, it becomes possible to use, in combination with a commercially
available culture dish, a device manufactured using laboratory equipment that arbitrarily controls
the flow in a culture dish, which is difficult to realize with a commercialized device [19]. In addition,
it will be possible to assemble and manufacture a simple handling device and evaluate the influence of
fine flow in a macro culture environment that is difficult with microfluidic devices [9–11,22]. In other
words, it becomes possible to spatially control flow in a commercially available culture dish in a
manner previously only possible in microchannel devices. It will also be possible to create an arbitrary
concentration gradient in a culture dish (Figure 1). Potential applications in a very wide range of
fields include simultaneously reacting multiple single cells with various reagents in a culture dish and
conducting drug discovery screening using very delicate concentration gradients.
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In this study, we fabricated a polydimethylsiloxane (PDMS) culture dish adapter (CD-adapter)
that enables fluid control with a small recess structure, and also investigated whether flow control
affects cultured cells.

2. Fabrication of the PDMS CD-Adapter

We fabricated an adapter with a small recess structure to control the flow of liquid in a culture dish
in a closed environment. To fabricate a PDMS adapter that can be attached to a commercially available
culture dish without gaps, a method using a culture dish equipped with a negative structure of a
small recess structure as a mold was adopted. A U-shaped small recess structure (U-shaped structure)
and an I-shaped small recess structure (I-shaped structure) as shown in Figure 1 were provided in a
CD-adapter corresponding to a 35-mm culture dish. A semicircular arc with outer and inner diameters
of 32 mm and 30 mm, respectively, and a rectangle with a width and length of 2 mm and 34 mm,
respectively, were cut out from a 500-μm thick polyethylene sheet (HRHG711303, KYOWA). The
circular arc was pasted on the bottom of a 35-mm culture dish with a 2-mm gap from the edge, and the
rectangle was stuck on a line bisecting the culture dish (Figure 2A). The outer periphery of the 35-mm
culture dish with a mold structure was filled with epoxy resin (STYCAST 126J PTA, Henkel) for the
bearing surface of the adapter. Therefore, as shown in Figure 2A, a 60-mm culture dish was used as
a tray, being attached centered under the 35-mm culture dish. Epoxy resin was poured into the gap
between both culture dishes, which were left for 9 h to stand at 25 ◦C to cure the epoxy resin (Figure 2B).
After checking that the epoxy resin had cured, 2 mL of PDMS (CAT-106F, Shin-Etsu Chemical) was
injected into the 35-mm culture dish and left to stand at 25 ◦C for 6 h to cure the PDMS (Figure 2C).
The reason for setting the volume of PDMS to 2 mL is to make the thickness of the bottom membrane
of the CD-adapter 2 mm. Because the bottom area of the 35-mm culture dish is 9 cm2, the volume of
PDMS required to make the bottom membrane thickness 2 mm is 1.8 mL. In this study, we set it to 2 mL
for easy preparation of the experiments. After confirming that the PDMS had cured, the 35-mm culture
dish and the center of a cylinder (aluminum cylinder, Showa Denko, Tokyo, Japan) with a diameter of
25 mm was placed on the PDMS membrane (Figure 2D), and PDMS was poured in a 60-mm culture
dish so as not to overflow the edge (Figure 2E). After leaving it at 25 ºC for 9 h to cure the PDMS, the
aluminum cylinder and culture dish were peeled off, and the molded PDMS taken out. Using a biopsy
punch (BP-L20K, Kai, Tokyo, Japan), a 2-mm diameter hole was drilled at the intersection between the
circular arc of the small recess structure and the Y-Y’ part of the fabricated PDMS adapter, and at a
linear small recess structure 2 mm away from the edge of the adapter, to serve as an inlet. Similar holes
were made on each opposite side to form an outlet (Figure 2F,G). The completed sealed adapter was a
cylindrical-shaped PDMS with a 2 mm wide, 500 μm deep recess structure on a 2 mm thick bottom
membrane, and an inlet and outlet with an inner diameter of 2 mm (Figure 2G).

The fabricated CD-adapter had a very high transparency and was composed of PDMS only, and
thus it has good oxygen permeability and a very suitable structure for cell culture. Furthermore,
because the central membrane portion was a thin transparent membrane with a thickness of 2 mm,
it was also possible to observe the culture dish with the adapter attached on it with a microscope
(Figure 3A). The fabricated U-shaped and I-shaped structures are shown in Figure 3B,C, respectively.

As shown in Figure 3D, a transparent framework made of acrylic resin was used as a holding
jig to prevent liquid leakage. It has a circular shape so that a constant pressure can be applied to the
side of the culture dish for tight sealing. In addition, the center of the culture jig contains a hole with
a diameter of 10 mm through which cells can be observed using a microscope. The holding jig has
a height of 5 mm and an outer diameter of 27.0 mm. Furthermore, to adjust the amount of medium
in the culture dish, a ring spacer was placed between the CD-adapter and the culture dish to raise
the adapter. Because the CD-adapter was molded from the culture dish, when the CD-adapter is
attached to it, the bottom surface of the CD-adapter touches the bottom of the culture dish. In this
study, to set the amount of medium in the culture dish to 2 mL, the ring spacer was made of silicone
with a thickness of 2 mm and the CD-adapter was lifted 2 mm from the bottom of the culture dish.
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Figure 1. Flow control in the closed environment of a culture dish. By providing a structure that can
control flow in a culture dish by adapter selection, it is possible to arbitrarily modulate the liquid
flow in the closed environment without changing the culture medium, culture dish, or injection rate.
(A) Delivered liquid flows uniformly from the inlet towards the outlet at an almost constant speed
irrespective of the position in the culture dish. Cells in culture dishes can be stably cultured under
the same conditions. (B) Delivered liquid flows linearly from the inlet to the outlet. A concentration
gradient occurs in the culture dish along the flow of the delivered liquid, and, as a result, it is possible
to modulate its influence on cells by adapter selection.

Figure 2. Manufacturing method of the culture dish adapter (CD-adapter). (A) Cut out a circular
arc of 2.0 mm of width and 32 mm of outer diameter from a polyethylene sheet with a thickness of
500 μm and paste it on the bottom of a 35-mm culture dish from Nunc and 2.0 mm from the edge.
Place the 35-mm culture dish to which the circular arc was attached in the center of a 60-mm culture
dish using double-sided tape. (B) Pour epoxy resin into the 60-mm culture dish and leave at 25 ◦C for
approximately 9 h to cure. (C) Pour 2 mL of polydimethylsiloxane (PDMS) into the 35-mm culture dish
and let it stand at 25 ◦C for approximately 6 h to cure. (D) Place an aluminum cylinder with a diameter
of 25 mm at the center of the 35-mm culture dish. (E) Pour more PDMS around the aluminum cylinder
and leave at 25 ◦C for approximately 9 h to cure. (F) Remove the aluminum cylinder and culture dish
from the PDMS and use a long-type biopsy punch with a diameter of 2 mm to make holes for injection
and discharge. (G) CD-adapter made of PDMS compatible with a 35-mm culture dish. The adapter has
an inlet and an outlet and a concave groove at the bottom for equalizing the flow in the culture dish.
The depth of the groove is 500 μm, the diameter of the inlet and outlet is 2.0 mm, and the membrane
thickness of the bottom surface of the adapter is 2.0 mm.
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Figure 3. The fabricated CD-adapter with its small recess structure. (A) A CD-adapter compatible
with 35-mm culture dishes. Because it is fabricated with polydimethylsiloxane (PDMS), it is highly
transparent and enables cell observation by microscope. In addition, owing to good air permeability,
it can supply enough oxygen to cells even in a sealed state. A plug was inserted into both inlet and
outlet to connect to the tube, and the amount of medium in the culture dish can be adjusted by raising
the adapter with a spacer. Furthermore, a holding jig to prevent liquid leakage was fitted in the center
of the adapter, and pressure is applied from the inside toward the culture dish to increase adhesion
between the adapter and the culture dish. (B) Small recess structure created on the bottom of the
CD-adapter used in this work. A horseshoe-like small recess structure spreads from the inlet side to
the equatorial line in the bottom. The width of the groove was 2.0 mm and its depth was 500 μm.
(C) Small recess structure created on the bottom of the CD-adapter used in this work. A linear small
recess structure extends from the inlet side to the outlet side. The width of the groove was 2.0 mm and
its depth was 500 μm. (D) Procedure for setting the CD-adapter to the culture dish. A ring spacer of
2 mm thickness made of silicon was placed between the culture dish and the CD-adapter to raise the
adapter and make cell culture space. A holding jig was fitted in the center of the adapter to prevent
liquid leakage.

3. Experiment

3.1. Fluid Simulation of Flow Control with the CD-Adapter

Perfusion culture was performed using a CD-adapter with two types of small recess structure,
and flow control was measured in each cell adhesion area. Before performing culture experiments,
fluid simulation of the flow control of the small recess structure using commercial software of finite
element method (COMSOL, KESCO) was performed. Figure 4A shows the flow velocity distribution in
an adapter with no small recess structure when the flow rate was 1.4 μL/min, and Figure 4D shows the
flow velocity distribution in the Z-Z’ cross section. Since there was a strong gradient in the flow rate in
the culture dish unless a small recess structure was provided in the adapter (Figure 4D), we designed
a U-shaped structure that can maintain an almost uniform flow in the culture dish. And to more
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clearly demonstrate that flow control is possible, we also designed an I-shaped structure with a more
pronounced flow bias compared to the U-shaped structure. Similarly, Figure 4B,C show flow velocity
distributions in the U-shaped and I-shaped structures. Figure 4E,F show flow velocity distributions in
the Z-Z’ sections in Figure 4B,C. In Figure 4F, the flow of liquid increased markedly in the I-shaped
structure compared to that shown in Figure 4E. From these results, we conclude that the flow velocity
distribution in the culture dish can be controlled by the shape and position of the small recess structure.

 
Figure 4. Simulation analysis of liquid flow in a perfusion culture dish with a CD-adapter. Liquid
flow in the culture dish at 1.4 μL/min through the inlet was simulated and analyzed using COMSOL.
(A), adapter without the small recess structure; (B), U-shaped structure adapter; (C), I-shaped structure
adapter. Flow velocity on the Z-Z’ line in (A–C) are plotted in (D–F), respectively. In (F), the liquid
flow remarkably increased under the I-shaped groove compared to (E).

3.2. Cell Culture Test for Flow Controllability of the Small Recess Structure

Based on the results of the simulation, three adapters were prepared for each U-shaped and
I-shaped structure. Cells from the 293 T cell line, which are kidney cells derived from a human fetus,
were seeded in 35-mm culture dishes (IWAKI) at a seeding density of 1 × 105 cells/mL and cultured
for 1 day in a 37 ◦C—5% CO2 incubator. The culture medium was prepared by adding 10% fetal
bovine serum (FBS) to Dulbecco’s modified Eagle’s medium (DMEM), and 2 mL was added to the
culture dish.

The culture medium of cells cultured for 1 day was completely removed and replaced with
serum-free DMEM supplemented with no FBS, the lid of the culture dish was removed, and a
CD-adapter, which was autoclaved and dried, was attached to the dish. Next, the microtube pump
system (Icomes Lab, Iwate, Japan), the reservoir, and the waste reservoir were connected to the clean
bench as shown in Figure 5. DMEM supplemented with 10% FBS was perfused at a flow rate of
17 μL/min, which did not influence the shear stress, for 40 min by operating the pump system [14],
and then the pump was stopped and the cells were cultured for 1 day at 37 ◦C—5% CO2. The cells
were then imaged at a magnification of 40× with a microscope (inverted microscope IX71, OLYMPUS,
Tokyo, Japan) at points i, ii, and iii in Figure 6A. Images were processed using ImageJ, and the area of
adhered cells was plotted (Figure 5).
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Figure 5. Schematic of the culturing system and photo of the experimental setup. A CD-adapter was
attached to a 35-mm culture dish on which cells had been seeded, and connected to a micro tube pump
system, reservoir, and waste reservoir. The size of the experimental setup is 200 × 150 × 150 mm,
which can be installed on a stage of the microscope and also can be installed in the incubator.

4. Results and Discussion

Culture experiments were carried out three times (N = 3), and the adhesion area of cells after
3 days was averaged for each observation point and plotted. Results in i and iii are normalized by
value of cell adhesion area in ii in Figure 6A, and the error bars correspond to standard deviation.
Adhesion areas of cells in i, ii, and iii was 0.92, 1.0, and 0.92, respectively, in the U-shaped structure
adapter, and 0.65, 1.0, and 0.73, respectively, in the I-shaped structure adapter.

It is usually necessary to add serum to the culture medium of 293T cells, which otherwise do
not grow normally and die. Therefore, cells over which serum-containing medium flowed should
have proliferated more than those at sites with no flow. As can be seen from the simulation results
in Figure 4B, culture medium flowed evenly through the culture dish from the inlet to the outlet
in the U-shaped structure. Therefore, it can be assumed that, by delivering culture medium with
serum, the cells will grow uniformly throughout the culture dish. Indeed, as a result of delivering the
serum-containing culture medium, the cells showed the same level of proliferation in all areas of the
culture dish (Figure 6B). In contrast, the simulation results in Figure 4C show that the flow velocity
of the culture fluid became faster on the straight line under the small recess structure of the I-shaped
structure. Accordingly, the cell culture results show that the cell proliferation rate was higher in ii,
immediately below the small recess structure, compared to other areas (Figure 6B). The culture and
simulation results are consistent, and we conclude that flow control can be exerted with cell culture
evaluation using the small recess structure provided in the CD-adapter.
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Figure 6. Culture of 293T cells using the CD-adapter. (A) Cells were observed at points i, ii, and iii on
the vertical line intersecting the center of the straight line that connects the inlet and the outlet. DMEM
culture medium supplemented with 10% fetal bovine serum was perfused at a flow rate of 17 μL/min
through the inlet for 40 min, and the cells were then cultured for 1 day. (B) Cultured cells were imaged
at all points, and the area occupied by cells was quantified using ImageJ software. The area occupied at
ii was set as 1, and then the relative areas at i and iii were obtained. With the adapter with the I-shaped
structure (b), the rate of cell proliferation under the small recess structure was significantly higher than
that in other places, and no difference in proliferation rates was observed with the adapter with the
U-shaped structure (a) at points i–iii, and it was possible to culture cells uniformly.

5. Conclusions

In this study, we developed a CD-adapter with recess structure to exert flow control in a closed
environment using commercially available culture dishes. We successfully fabricated the CD-adapter
using inexpensive PDMS by an easy process without any special equipment for microfabrication.
The flow controllability of the recess structure was estimated using the finite element method and
demonstrated by cell culturing in the closed chamber to confirm that flow control has an influence on
cultured cells. Although precise control of microscale spatial resolution was not obtained, liquid flow
was modulated using the developed CD-adapter with a small recess structure, and cell culture was
controlled by modulating the flow of culture medium.

A more delicate control of the flow may be obtained by further elaborating the shape of the small
recess structure of the adapter, and adapters for various culture dishes can be fabricated cheaply and
freely. In the future, we will evaluate the flow in different shapes of the small recess structure in various
adapters and their influence on cells. As this research progresses, researchers and research institutes
conducting cell culture experiments will be able to perform more sophisticated experiments without
greatly changing their current experimental setup, and it may become possible to conduct complex
research that, until now, could only be performed using microfluidic devices in a macro environment.
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Featured Application: The optimization framework using a computational process modeling

and a multi-objective optimization technique presented here will help to determine process

parameters to produce high-quality additively manufactured parts while minimizing printing

time. This framework can also be applied to other additive manufacturing techniques.

Abstract: Although additive manufacturing (AM) offers great potential to revolutionize modern
manufacturing, its layer-by-layer process results in a staircase-like rough surface profile of the
printed part, which degrades dimensional accuracy and often leads to a significant reduction in
mechanical performance. In this paper, we present a systematic approach to improve the surface
profile of AM parts using a computational model and a multi-objective optimization technique.
A photopolymerization model for a micro 3D printing process, projection micro-stereolithography
(PμSL), is implemented by using a commercial finite element solver (COMSOL Multiphysics
software). First, the effect of various process parameters on the surface roughness of the printed
part is analyzed using Taguchi’s method. Second, a metaheuristic optimization algorithm, called
multi-objective particle swarm optimization, is employed to suggest the optimal PμSL process
parameters (photo-initiator and photo-absorber concentrations, layer thickness, and curing time) that
minimize two objectives; printing time and surface roughness. The result shows that the proposed
optimization framework increases 18% of surface quality of the angled strut even at the fastest
printing speed, and also reduces 50% of printing time while keeping the surface quality equal for the
vertical strut, compared to the samples produced with non-optimized parameters. The systematic
approach developed in this study significantly increase the efficiency of optimizing the printing
parameters compared to the heuristic approach. It also helps to achieve 3D printed parts with high
surface quality in various printing angles while minimizing printing time.

Keywords: micro 3D printing; micro stereolithography; process parameter optimization; Taguchi’s
method; multi-objective particle swarm optimization

1. Introduction

Additive manufacturing (AM) is a set of manufacturing processes that produce three-dimensional
(3D) physical objects by adding materials in a layer-by-layer fashion. The use of AM has been gradually
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changing from prototyping to manufacturing of end products, replacing traditional manufacturing
processes [1–3]. Furthermore, AM enables manufacturing of complex geometries that are impossible
to produce with traditional subtractive manufacturing techniques [4–7]. In addition, there exists
a distinctive advantage in manufacturing time as well. The manufacturing time of a subtractive
process is highly dependent on the geometrical complexity of parts, while process time and cost in
AM are relatively less dependent of part geometry. Given these advantages, AM has been creating
new opportunities in various areas; personalized healthcare products [8], reducing environmental
impact for sustainability by saving raw materials, simplification of supply chain and responsiveness in
demand fulfillment [9]. However, achieving dimensional accuracy in AM parts is still challenging due
to surface roughness caused by the inherent layer-wise process of AM.

Surface roughness is one of the universal defects that AM products have due to a staircase effect
caused by the inherent nature of layer-by-layer AM processes. Not only does rough surface profile
induce dimensional inaccuracy, it also results in a significant reduction in mechanical performance
of AM parts [10]. Various approaches have been proposed to address the surface roughness issue in
AM parts. A predictive model for surface roughness of AM parts using an interpolation equation was
introduced by Ahn et al. [11]. An interesting study done by Sager et al. [12] used a parameter estimation
(PE) method to improve surface quality in stereolithography. Recently, it is also found that the stiffness
variations of AM parts is induced by the geometrical differences between computer-aided design (CAD)
models and the printed parts [13]. The effect of build direction that controls the directional surface
roughness on tensile strength and stiffness of additively manufactured parts was also researched by
Quintana et al. [14]. The numerical method was also used to optimize printing orientation in order to
minimize the effect of surface roughness on mechanical properties [15]. Chockalingam et al. reported
the close correlation between the mechanical properties of stereolithography components and the layer
thickness and surface roughness [16]. However, a systematic approach to understand and control
surface profiles of a 3D printed part while accounting for process throughput has not been reported.

This study presents a systematic approach to identify optimal printing process parameters using
a computational model for projection micro-stereolithography (PμSL), a digital light processing (DLP)
based AM technique shown in Figure 1 [17]. Figure 1a shows a schematic diagram of PμSL and a
3D printed part with surface roughness. CAD file is sliced in the printing software and the UV light
corresponding to each cross-sectional image is projected on top of the resin vat using DMD. The liner
stage moves vertically to successively build polymerized layers. Figure 1b shows microscope images
of 3D printed struts with surface roughness. The polymer used is HDDA and the strut diameter is
200 μm. The three printing angles studied are 90◦ (vertical) and 60◦. The thickness of each layer
is 80 μm and a curing time per layer of 3 s was used. The surface profile of printed struts clearly
demonstrates the geometrical deviations between CAD and the actual printed shape. In addition,
the strut with an inclined printing angle have different level of surface roughness on each side,
which will be further discussed in detail later. In our systematic approach, a mathematical model
is developed based on the photopolymerization process [18,19]. Then, a computational model is
implemented by commercial finite element software and validated using experimental data obtained
from a custom-built PμSL apparatus. Taguchi method is used to understand the effect of printing
parameters on surface roughness. A meta-heuristic optimization algorithm, called multi-objective
particle swarm optimization (MOPSO), is performed to find optimal printing parameters that minimize
surface roughness as well as printing time. The optimized printing parameters for micro-struts in
different printing angles are also suggested. Definitions of all the acronyms used in this study are
listed in Appendix E.
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Figure 1. (a) Schematic diagram of PμSL and resulting surface roughness on a printed part.
(b) Microscope images of 3D printed struts in different printing angles (90◦ and 60◦). The polymer
used is HDDA and curing time per 80 μm thick layer is 3 s. These side profiles clearly display the
surface roughness caused by the layer-wise process.

2. Materials and Methods

2.1. Projection Micro-Stereolithograph (PμSL)

2.1.1. Materials for 3D Printing

In this work, the monomer was 1,6-Hexanediol diacrylate (HDDA), technical grade 80%
(Sigma-Aldrich, St. Louis, MO, USA). Phenylbis (2,4,6-trimethylbenzoyl) phosphine oxide
(Sigma-Aldrich, St. Louis, MO, USA), also known as its commercial name Irgacure 819, was used as
a photoinitiator (PI), and 1-Phenylazo-2-napththol, also called SUDAN-1 (Sigma-Aldrich, St. Louis,
MO, USA) was used as a photo-absorber (PA). Ethanol was used to wash away the excess resin after
3D printing.

2.1.2. Projection Micro-Stereolithography (PμSL) Experimental Set-Up

The AM system used in this work is a custom-built PμSL system capable of manufacturing
micro-scale features. It consists of a linear stage (Thorlabs), on which the sample holder is attached.
A projection lens (Thorlabs) is used to achieve a lateral resolution of 12 μm. A digital micromirror
device (DMD) (Texas Instruments, Dallas, TX, USA) is used for generating projection patterns according
to cross-sectional digital images of a 3D model. UV LED (365 nm, Hamamatsu, Hamamatsu City,
Japan) is used as a UV illumination source. The UV light reflected from the DMD is projected on the
surface of the resin inside the vat. Once a layer is formed, the sample holder is lowered by the layer
thickness, and the next image is projected to cure a new layer on top of the previous one. This process
repeats until all layers are completed. The actual system used in this study is shown in Figure 2.
The setup is kept in a printing chamber where environmental factors such as external light and oxygen
concentration are controlled.
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Figure 2. PμSL experimental setup.

2.2. Computational Model for Photopolymerization Process

2.2.1. Photopolymerization Model

Photopolymerization plays a central role in stereolithography AM processes including PμSL.
Photopolymerization occurs in three steps; initiation, propagation, and termination [20]. When UV
light is projected on a photocurable resin, free radicals are generated from photoinitiator (initiation).
Free radicals readily react with monomer molecules, connecting monomers to form long polymer
chains (propagation). Propagation continues until two large chains of polymer cross-link with each
other (termination). The liquid resin is converted into a solid when cross-linked polymer network is
formed. Environmental conditions are also an important factor that influences the reaction kinetics.
Oxygen acts as an inhibitive agent because free radicals react not only with monomer molecules,
but also with oxygen molecules when present, forming peroxides. These peroxides do not take
part in the polymerization process, thereby inhibiting the overall conversion of liquid resin to solid.
This photopolymerization process can be modeled as follows.

Light irradiation intensity (I) which decays as light travels through the resin can be modeled as

dI
dz

= −(α[PI] + αa[PA])I, (1)

where [PI] and [PA] represent photoinitiator and photo absorber concentrations, α is molar absorptivity
of photoinitiator, and αa is the molar absorptivity of photo-absorber [21]. The term (α[PI] + αa[PA])

represents overall absorption coefficient of the resin which follows the Beer–Lambert law [22].
The light intensity of the projected beam is modeled as a convolution of unit light intensity profile

which is modeled as a Gaussian function [17]. In Equation (2), w is the beam width of the Gaussian
function, I0 is the peak light intensity, and r is the radial position. For n number of activated pixels on
DMD, the light intensity distribution on the surface of resin is therefore given by Equation (3).

I = I0×e
−2(r)2

w2 , (2)
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I = I0 × ∑n
0 e

−2(r−w×n)2

w2 , (3)

As descripted in the photopolymerization principle, initiation process consumes photoinitiator
molecules which split into free radicals upon irradiation. Accounting for diffusion flux, photoinitiator
concentration can be written as [21]

∂[PI]
∂t

= ∇(DPI∇[PI]) − 1
2

ϕαβ[PI]I, (4)

where DPI is diffusivity of photoinitiator, ϕ is quantum yield of free radicals, and β = 1/3.27 × 105 mol/J
is the amount of energy contained in one photon [23].

Upon UV exposure, photoinitiator molecules split to generate free radicals which react with
monomers and activate their functional groups. These active monomers react with other monomers
and begin a propagation reaction [24], given by

∂[M]

∂t
= − kp[M][R], (5)

where [M] is monomer concentration, kp is propagation rate constant and [R] is radical concentration.
A negative sign indicates that monomer concentration decreases as they are converted into polymer.
The radical concentration is given by [25]

∂R
∂t

= ∇(Dr∇[R]) + Rg − Rc, (6)

where the first term represents radical diffusion with diffusion coefficient Dr, and Rg and Rc account
for generation and consumption of free radicals, respectively.

Rg = ϕαβ[PI]I0 exp(−α[PI]z), (7)

Rc = kt[R]
2+ ko[O][R], (8)

[O] is oxygen concentration, kt is termination rate constant, and ko is oxygen rate constant.
The consumption term Rc has two parts: (1) reaction between radicals and (2) reaction with oxygen
(oxygen inhibition).

The oxygen concentration is given by [26]

∂O
∂t

= ∇(Do∇[O]) − ko[O][R], (9)

where Do is oxygen diffusion constant.
The conversion ratio C can be determined from monomer concentration [21].

c = 1 −
√

[M]

[M]0
. (10)

2.2.2. Modeling of Photopolymerization in COMSOL Multiphysics

The photopolymerization model is solved by commercial finite element analysis (FEA) software,
COMSOL Multiphysics. We created a 2D axisymmetric domain representing a cross-section of
cylindrical volume of resin in the vat of the PμSL system, as shown in Figure 3a.
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Figure 3. (a) 2D axisymmetric computational domain representation of UV exposed resin region in
the vat. 2D axisymmetric domain consists of two domains that have different mesh sizes due to
computational efficiency. (b) Computational domain with boundary conditions.

Here z represents the depth direction along which UV light travels and r is the radial coordinate.
The domain is selected in such a way that the light incident on the surface will allow enough area for
resin components to diffuse, i.e., the equations for parameter concentrations will be able to converge
within the refined mesh area of the domain. The computational domain is divided into two sub regions
(higher and lower mesh densities) for computational efficiency. Adaptive time step is used for stability
and consistency of the algorithm.

Figure 3b represents the 2D axisymmetric domain and boundary conditions. As the partial
differential equations (PDEs) of the photopolymerization process are strongly coupled, COMSOL
Multiphysics solves the PDEs iteratively to obtain converged solutions in each time-step. Table 1 lists
the initial and boundary conditions.

Table 1. Initial and boundary conditions.

Equation Initial Condition Boundary Condition

Light intensity I - I(r, z = 0) = I0 ×
n
∑
0

e
−2(r−w×n)2

w2

Photoinitiator [PI] [PI] (t = 0, r, z) = [PI]0 -
Free radical [R] [R] (t = 0, r, z) = 0 [R] (r, z = 0) = 0

Oxygen [O] [O] (t = 0, r, z) = [O]1 [O] (r, z = 0) = [O]0
Monomer [M] [M] (t = 0, r, z) = [M]0 -

r = radial direction, z = depth direction, and t = time.

Following assumptions are made while setting up the simulation.

• Thermal properties are considered to be constant during polymerization reactions.
This assumption is made based on the fact that when polymerization on micro scale is limited on
a small area, surrounding resin acts a heat sink.

• The rate constants kt and kp are kept constant for simplification of system. Tryson et al. [24]
explained more detailed information regarding the change of kt and kp with respect to monomer
conversion C.

• Optical effects such as refraction or reflection are not considered.

Table 2 lists constants and their values. When computation is complete, it gives a continuous field
of conversion ratio, defined as Equation (10). Interface between cured solid and remaining uncured

134



Appl. Sci. 2019, 9, 151

liquid resin is determined by a cut-off conversion ratio contour, from which curing depth, curing
width, and surface profile can be extracted. Detailed method is given in Appendices C and D.

Table 2. List of PμSL process parameters. * is from experiments.

Symbol Value Description

w 12 μm Gaussian radius *
[M]0 4.46 × 103 mol/m3 Monomer initial concentration *
(PI)0 48.27 mol/m3 Photoinitiator initial concentration *
(PA)0 4.06 mol/m3 Stabilizer concentration *
α 11.9 m2/mol Molar absorptivity of photoinitiator [21]
αa 4600 m2/mol Molar absorptivity of stabilizer [21]
Φ 0.59 Quantum yield for initiator [27]
T0 303 K Environmental temperature *
Dr 3.0 × 10−10 m2/s Radical diffusion coefficient [28]
DPI 3.0 × 10−10 m2/s Initiator diffusion coefficient [28]
I0 24.5 mW/cm2 Incident light intensity *

kp0 25 m3/mol/s Propagation rate constant [29]
kt0 2520 m3/mol/s Termination rate constant [29]
β 1/(3.27 × 105) mol/J Amount of energy contained in one photon [23]
t0 5 s Time for which light is incident on resin surface *

Tlast 0.2 s Decay time for the turning the illumination off *
ko 15 m3/mol/s Oxygen diffusion constant [25,26]

(O)0 0.9 mol/m3 Initial oxygen concentration in resin [26]
(O)1 8.69 mol/m3 Environmental oxygen concentration *

2.3. Meta-Heuristic Optimization Technique for Multiple Objectives: Multi-Objective Particle Swarm
Optimization (MOPSO)

Improving surface roughness of additively manufactured parts while keeping printing time as
small as possible is considered as finding sub-optimal solutions in a parameter search space that
satisfies multiple objectives. Because the photopolymerization process involves many parameters and
printing variables and a system of PDEs, this problem has highly nonlinear and multivariate response
surface. In addition, it is often under various complex constraints. Traditional gradient-based
optimization algorithms often fail to find an optimizer of this kind of problems or may be
computationally too expensive to calculate derivatives. Recently, various population-based
optimization algorithms such as genetic algorithm [30] and ant colony optimization [31] have gained
attention because of their derivative-free characteristics and efficiency.

Particle swarm optimization (PSO) is a meta-heuristic optimization algorithm that mimics the
social behavior of birds or fish [32]. Each agent evolves and iteratively searches the global optimizer
based on its path as well as its neighbors’ paths. Each agent represents a solution of the problem and
it will converge to the global optimizer when the iteration ends. PSO has become a useful tool for
multiple reasons [33]: (1) since it is not problem specific, it offers a general framework that can be
applied to all optimization problems; (2) the algorithm is straightforward and relatively simple to be
implemented; (3) it is computationally efficient to find the global optimizer.

Multi-objective particle swarm optimization (MOPSO) is a PSO for multiple objective
functions [34]. In MOPSO, the result is a set of different solutions instead of a single global optimizer.
It is called a Pareto optimal set. There are three main issues that need to be addressed when PSO
extends to MOPSO.

• Selecting a leader for evolving agents
• Retaining the non-dominant solutions in each iteration
• Maintaining diversity of agents during iterations

These issues are addressed in detail when the pseudo-code for MOPSO in Figure 4 is explained.
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Figure 4. Pseudo-code for MOPSO.

First, the algorithm initializes agents’ position and velocity. Population (POP) is the memory
where all agents’ information in certain iteration is stored. For the initial set, all agents are evaluated
based on its randomly distributed positions. Repository (REP) is the external repository where the
non-dominated agents in POP are stored. The dominance of each agent is determined by the objective
functions. The MOPSO algorithm generates grids that cover all the search space and locate all agents
in the grids where the coordinates are its objection function. This controls the density of local agents by
determining the local optimizer (leader) that leads neighboring agents. Personal (agent) best position,
called PBEST, in the search space keeps the best local optimizer that each agent experiences when it
travels through the search space.

When iteration starts, the algorithm updates the velocity of each agent based on Equation (11) [35].

vi(t) = kvi(t − 1) + C1r1
(
xPBEST,i − xi(t)) + C2r2(xleader − xi(t)), (11)

where k is inertia weight, vi(t) and xi(t) denote velocity and position of an agent i, at time t, respectively.
The underscore indicates that the velocity and position are n-dimensional vectors where n is the number
of optimizing parameters. r1 and r2 are random values, r1, r2 ∈ [0, 1]. C1 and C2 are constants, called
cognitive and social learning factors, respectively. These constants define the amount of attraction
toward the agent’s own best experience or that of its neighbors. xPBEST,i is the best position that the
agent i experienced and xleader is the best position that its neighbor experienced. Each grid has its
own xleader in it, so that it helps to explore the entire search space. REP is taken from repository which
attracts the agent to the global optimizer in each iteration. By balancing the terms related to C1 and C2,
the algorithm enhances the ability to search for the global optimum in the search space. Then, each
agent location is updated by Equation (12) [35]

xi(t) = xi(t − 1) + vi(t), (12)
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If the position of the agent is located out of the region between the lower and upper bounds
that are given by the user, it is forced to be moved inside the valid search space. Then, each agent in
POP is evaluated and updated the contents of REP by placing the non-dominated agents within the
hypercube. Any dominated agents in REP are removed in this step. When the current status of agent
is better than its PBEST, PBEST is updated by the current status. The mutation step is also included
to give the diversity of searching ability and increase the opportunity to search the global optimizer.
In this study, we used the source code available in the public domain [36] and modify it to match
our purpose. The parameters in the algorithm are followed by the basic settings in the source, but the
number of agents is reduced to 40 for computational efficiency. The detailed guideline for deciding
parameters in PSO and MOPSO algorithm is explained in [33,34].

2.4. MOPSO with COMSOL Multiphysics-MATLAB LiveLink

In order to use the powerful optimization toolboxes and rich built-in libraries in MATLAB, we
connected COMSOL Multiphysics with MATLAB via MATLAB LiveLink for COMSOL. Figure 5
shows a schematic description and data flow between MATLAB and COMSOL Multiphysics during
our optimization process. The whole process consists of two sub-steps: (1) model calibration and (2)
process parameter optimization. First, printing parameters to be calibrated are sampled from the upper
and lower bounds of each parameter. Selected printing parameters are sent to the photopolymerization
model in COMSOL Multiphysics. COSMOL performs photopolymerization process simulation with
given parameters and passes the result (curing depth, in this case) back to MATLAB. This process
iteratively finds the calibrated parameters that minimize the deviation between curing depth in
experiment and simulation. The calibrated parameters are updated in photopolymerization model in
COMSOL Multiphysics.

Figure 5. Flow chart of MATLAB LiveLink interface with COMSOL Multiphysics. Proposed modeling
framework consists of two sub-steps: model calibration and process parameter optimization. The flow
of data is shown as arrows and labels.

Second, MOPSO samples printing parameters in the parameter search space and passes it to
the updated model in COMSOL Multiphysics to obtain surface profile of AM part of given inputs.
The surface profile is extracted from photopolymerization simulation and returned to MATLAB.
The custom-built MATLAB script calculates root mean squared error (RMSE) value of the given
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surface profile and uses it as an objective function in the optimization process. The method to calculate
RMS for a given surface profile is explained in detail in Appendix D. Another objective function is
printing time, which can be calculated by using a custom-built MATLAB script. The detailed method
for obtaining printing time is in Section 3.3. This loop continues until it reaches the iteration limit.

3. Results and Discussions

3.1. Model Validation

When a UV light is projected on the surface of a photocurable resin, the liquid resin is converted
into solid from the surface to a certain depth. This depth is called curing depth or Cd. The curing depth
can be expressed as [20]

Cd = Dp ln(
E
Ec

), (13)

where Dp is penetration depth, E is given light energy, and Ec is critical light energy. It is seen that
curing depth is proportional to natural logarithm of given light energy. This is known as a working
curve for a given resin. Dp and Ec are resin specific characteristic parameters. In this study, we use
a set of working curves obtained from experiment to validate our simulation model. The details for
obtaining a working curve experimentally is given in Appendix B. In simulation, the conversion ratio C
given in Equation (10) is obtained as a continuous field from the initial monomer concentration ([M]0)
and the monomer concentration ([M]) remaining after the applied energy dose. The value of C varies
between 0 and 1 with 0 being uncured liquid and 1 being fully cured solid. Since a conversion ratio
corresponding to the gel point is not readily available from experimental measurement, the conversion
ratio value that defines the interface between liquid and cured solid polymer, or ‘cut-off’ conversion
ratio, should be chosen to obtain curing depth from simulation. A various range of cut-off conversion
ratios have been reported in literature [21], and we used 5% as a conversion cut-off ratio in this study.

In order to validate our computational model, we first experimentally obtained working curves
of resins having different PI and PA concentrations. The details regarding sample preparation and
post-processing procedure are described in Appendix A. PSO was performed on several simulation
constants of ‘ko’, ‘α’, ‘αa’, ‘[O]0’, and ‘C’ to calibrate the computational model. The values of these
parameters are reported at a varied range in literature as listed in Table 3. Using RMSE as an objective
function, optimization algorithm POS was performed. Table 3 also lists calibrated parameter values
after performing PSO. With the calibrated parameters, we performed numerical simulations to obtain
working curves for the same resins used in the experiment. Working curves from simulation and
experiment are shown in Figure 6 and they show a good agreement. Based on this result, we confirm
the validity of our photopolymerization computational model.

Table 3. List of calibrating parameters.

Parameter
Lower/Upper Bounds Calibrated Values

Symbol Name

ko Oxygen inhibition constant 5–10 × 105 m3/mol/s [25,26] 10.02 m3/mol/s
α PI molar absorptivity 4.6–20 m2/mol [21] 20 m2/mol
αa PA molar absorptivity 3680–5520 m2/mol [21] 4591.7 m2/mol

[O]0 Initial oxygen concentration 0.8–1.2 mol/m3 [26] 1.03 mol/m3
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Figure 6. Comparison of curing depth between experiment and simulation. x-axis represents energy
dosage in log scale and y-axis is curing depth in linear scale.

3.2. Effect of Process Parameters on Curing Depth and Width

Since each PμSL process parameter has critical effect on the printing quality, i.e., curing depth
and width, evaluation of the effect of each parameter is necessary. Through multiple simulations using
the computational model we developed, we studied the impact of each parameter on printing quality
of AM parts. Table 4 lists the range of values for each parameter we used for this study. Note that the
largest oxygen concentration used in our simulation was 21% as shown in the bold in Table 4 because
it is the actual oxygen concentration in the air. Therefore, the corresponding normalized parameter
value for this data point is 2.1.

Table 4. Printing parameter evaluation using normalized value concept.

Parameter
Values

A: 0.5 B: 1 C: 1.5 D: 2 E: 2.5

[PI] % 1 2 3 4 5
[PA] % 0.05 0.1 0.15 0.2 0.25

I0 (mW/cm2) 10 20 30 40 50
[O] % 5 10 15 20 21 (E: 2.1)

Time (s) 1 2 3 4 5

First, reference curing depth and width were determined from the results produced with the set
of parameters in column B. Then, simulations were performed while one parameter was varied with
all other parameters being kept constant. Resulting curing depth and width were normalized by the
reference value to evaluate the effect of the parameter studied.

Figure 7a shows the effect of the parameters on curing depth. Curing depth increases as (PI)
increases because PI increases reactivity of the resin. When (PA) concentration increases, the cure depth
reduces because light penetration depth decreases with PA. Cure depth is relatively insensitive to
environmental (O). When light intensity and exposure time increase, cure depth increases because light
energy is product of light intensity and exposure time. It is observed that (PA) influences cure depth
the most, which is also found from results in Figure 6 where Dp and Cd both decrease as (PA) increases.

139



Appl. Sci. 2019, 9, 151

Figure 7. Effect of printing parameters on (a) curing depth and (b) curing width.

Similar analysis was performed to study the effect of the parameters on curing width. As shown
in Figure 7b, it is interesting that environmental oxygen concentration has the highest effect on curing
width. As environmental oxygen concentration increases, oxygen inhibition becomes more prominent
at the surface of the resin, which results in decrease in curing width. As expected, when (PI), light
intensity, and exposure time increase, curing width increases due to increased light energy or reactivity
of resin. In contrast to curing depth case, (PA) has least effect on curing width because its role is
primarily to control the penetration of light in depth direction.

3.3. Parameter Sensitivity Analysis for Surface Roughness Using Taguchi Orthogonal Array

In PμSL process, a 3D part is built in a layer-by-layer fashion. Since each layer has its own
characteristic side profile as a result of photopolymerization reaction, when they are stacked together
repeatedly, a distinctive surface roughness arises. This is called the staircase effect. We performed
a systematic analysis to study effect of PμSL process parameters on the surface roughness of a 3D
printed structure. Since there are many parameters involved, we employed design of experiment (DOE)
method proposed by Taguchi to reduce the number of experiments to be performed. This method is
known as Taguchi method of orthogonal arrays (OA) [37–39]. Figure 8 shows the steps involved in
DOE for this study.

Figure 8. Steps for developing a robust DOE.

Based on the result obtained in the previous section, we selected (PI), (PA), (O), layer thickness
(LT), and curing time (CT) to control surface roughness. We set three levels for each parameter, or
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‘factor’. Therefore, the total number of possible combinations of parameters obtainable is 35 = 243.
From standard Taguchi OA tables, L27(313) meets the criteria of our analysis where there are five
factors with three levels. This dramatically reduces the number of experiment necessary to only
27. Following this, we performed 27 simulations and numerically extracted surface roughness from
each simulation. Detailed method to extract surface profile from photopolymerization simulation
is described in Appendix D. The factors and their levels, along with surface roughness as response,
are shown in Table 5. Surface roughness is measured by RMSE. After obtaining RMSE from each
simulation, sensitivity analysis was performed to find the optimal levels for each factor. Signal-to-noise
(SN) ratios measure how the response (RMSE value in this study) varies relative to a target value
(the expectation set to find optimal factor levels). Since minimum surface roughness would give high
quality AM parts, ‘smaller the better’ criterion was chosen to evaluate the factor levels. The formula to
calculate SN ratio for ‘smaller the better’ criterion is given by,

SN ratio = 10 ∗ log10

(
∑ Y2

n

)
, (14)

where Y is the response of given factor level combination—i.e., RMSE for this case—and n is the number
of responses in given factor level combination. Using equation (14), SN ratios for each experiment
were obtained and listed in Table 5.

Table 5. Factor and levels for Taguchi OA.

Simulation
No.

Factors
RMSE
(μm)

SN Ratio
(PI) % (PA) % (O) %

Layer Thickness
(μm)

Curing Time
(s)

1 1 0.05 10 100 2 1 0
2 1 0.05 10 100 3 0.9 0.915
3 1 0.05 10 100 4 0.9 0.915
4 1 0.1 15 80 2 1.7 −4.609
5 1 0.1 15 80 3 1.4 −2.922
6 1 0.1 15 80 4 1.3 −2.279
7 1 0.15 21 50 2 1.3 −2.279
8 1 0.15 21 50 3 1.1 −0.828
9 1 0.15 21 50 4 1 0

10 2 0.05 15 50 2 0.4 7.959
11 2 0.05 15 50 3 0.3 10.458
12 2 0.05 15 50 4 0.3 10.458
13 2 0.1 21 100 2 2 −6.021
14 2 0.1 21 100 3 1.7 −4.609
15 2 0.1 21 100 4 1.7 −4.609
16 2 0.15 10 80 2 2.5 −7.959
17 2 0.15 10 80 3 2 −6.021
18 2 0.15 10 80 4 1.8 −5.105
19 3 0.05 21 80 2 0.7 3.098
20 3 0.05 21 80 3 0.6 4.437
21 3 0.05 21 80 4 0.6 4.437
22 3 0.1 10 50 2 0.7 3.098
23 3 0.1 10 50 3 0.6 4.437
24 3 0.1 10 50 4 0.5 6.021
25 3 0.15 15 100 2 3.4 −10.630
26 3 0.15 15 100 3 2.8 −8.943
27 3 0.15 15 100 4 2.6 −8.299

Based on this result, main effects plots for SN ratios in Figure 9 were generated. Also, a response
table (Table 6) was generated, from which the parameters that have the largest effect on the response
can be identified. In Figure 9, the average SN ratio of the response is presented by the dotted line.
Since the goal here is to find values for each parameter that maximize the SN ratio, the optimal
values for each parameter can be determined to achieve the minimum surface roughness. The rank
represents which factor affects surface roughness the most. Rank is based on the delta value, which is
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the difference between the highest and the lowest average SN ratio value for each factor. From the
response table, the parameter that affects surface roughness the most is PA concentration, and oxygen
concentration has the least impact on surface roughness.

Figure 9. SN ratio analysis based on RMSE response. The level corresponding to the maximum value
of mean of SN ratios is selected for each factor.

Table 6. Response table for signal-to-noise ratio: smaller the better.

Level PI PA O LT CT

1 −1.2319 4.7418 −0.4110 4.3692 −1.9269
2 −0.6055 −1.2770 −0.9787 −1.8804 −0.3418
3 −0.2605 −5.5626 −0.7081 −4.5867 0.1708

Delta 0.9714 10.3044 0.5677 8.9559 2.0977
Rank 4 1 5 3 2

3.4. Optimizing Printing Parameters with MOPSO

Based on the rank from the sensitivity analysis, we selected four highly sensitive parameters that
affect surface roughness the most: PI and PA concentrations, layer thickness (LT), curing time (CT).
These parameters are used as control parameters in MOPSO algorithm. Since our goal is to determine
process parameters to produce high surface quality part as fast as possible, the objectives for MOPSO
are RMSE of surface profile of a printed part and printing time. Time required to print a structure
(ttotal) is given by

ttotal = tlayer∗number of layers, (15)

tlayer = texposure + tstage, (16)

where tlayer is the time required to complete one cycle for a layer and texposure is the curing time that
the UV light is exposed on resin surface. tstage is the time required for the linear stage to move sample
holder in each process cycle for a layer (measured to be 5 s in experiment). The number of layers is
determined by the overall height of structure divided by the layer thickness. In this study, the height
that we want to print was set to be 1 mm.

3.4.1. Optimized Printing Parameters for a Vertical Strut

In this section, we apply MOPSO to determine optimal printing parameters that minimizes two
objective functions: surface roughness of a printed strut and printing time when the angle of the strut
is 90◦ from the horizontal plane (vertical strut). Table 7 shows the upper and lower bounds of the
parameters considered.
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Table 7. List of optimizing parameters.

Parameter
Upper/Lower Bounds Group A Group B

Symbol Name

[PI] Photoinitiator concentration 24.14–72.4 mol/m3 72.4 mol/m3 72.4 mol/m3

[PA] Photo-absorber concentration 2.03–6.1 mol/m3 2.03 mol/m3 2.03 mol/m3

LT Layer thickness 20–120 μm 120 μm 102 μm
CT Curing time 1–4 s 1.0 s 1.0 s

After performing MOPSO, the graphical representation of Pareto set shown in Figure 10 was
generated. x- and y-axis are surface roughness and printing time, respectively. All the agents
produce Pareto front, but the shape of Pareto front consists of two major groups, as listed in Table 7.
The corresponding objective values are (RMSE = 1.45 μm, printing time = 54.79 s), (RMSE = 1.5 μm,
printing time = 48.33 s) for group A and B, respectively. For a vertical strut, higher PI and lower PA
improve surface roughness, so that it reduces the surface profile RMSE while giving the small effect
on the printing time. In addition, since CT does not change the roughness significantly, it stays at the
lower bound to minimize the total printing time, as expected. Table 8 shows the comparison between
the several printing times and surface roughness of non-optimized printing examples and optimized
examples of Group A and B, shown in the bold in Table 8. The parameter sets for non-optimized
printing conditions 1, 2, and 3 are [PI = 65.44 mol/m3, PA = 4.74 mol/m3, LT = 53 μm, CT = 1.00 s,
PI = 64.12 mol/m3, PA = 3.04 mol/m3, LT = 80 μm, CT = 2.00 s, PI = 54.09 mol/m3, PA = 2.66 mol/m3,
LT = 120 μm, CT = 4.00 s], respectively. When the Group A and the result from non-optimized
parameter 1 are compared to each other, it is realized that the proposed optimization framework can
reduce the printing time 50% while keeping the surface quality. In addition, the comparison between
the Group B and the result from non-optimized parameter 3 shows that the proposed optimization
framework reduces 38% of surface roughness when the printing process is at the minimum printing
time. Lastly, the result from non-optimized parameters 2 shows the higher printing time and the
surface roughness, which often happens when the printing parameters are not optimized. Based on
this result, it is clearly seen that the optimized parameters provide better or at least similar surface
roughness while significantly reducing printing time.

Figure 10. Pareto optimal sets for a vertical strut (green), optimizing upper side of 60◦ angled strut
(red) in Figure 11, and optimizing lower side of 60◦ angled strut (blue) in Figure 11. Point C and D
are two extremes of optimizing lower side of the 60◦angled strut. Point E and F are two extremes of
optimizing upper side of the 60◦ angled strut.
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Figure 11. 60◦ angled strut and its mean profiles for upper (red) and lower (blue) surface profile.

Table 8. Objectives comparison between optimized and non-optimized printing conditions.

Objectives
Optimized

Parameters of
Group A

Optimized
Parameters of

Group B

Non-Optimized
Parameters 1

Non-Optimized
Parameters 2

Non-Optimized
Parameters 3

Total printing
time (s) 54.79 48.33 108.85 72.49 48.33

Surface
roughness (μm) 1.45 1.5 1.45 1.94 2.39

3.4.2. Optimized Printing Parameters for an Angled Strut

To extend our study, we apply the same approach to a 60◦ angled strut. The objective functions
and the considering printing parameters (including the upper and lower bounds) are the same as
the vertical strut, but the difference is that surface roughness is different in upper and lower sides.
When the angle of the strut is 60◦ as shown in Figure 11, the result from the upper side of the strut
is expected to have no major difference from the vertical strut. However, on the lower side, there
exists an additional effect on surface roughness since the light penetration from the upper layer
may polymerize resin deeper to the layer below. To visualize this difference, we performed two
MOPSO considering surface roughness of the lower and the upper side of a strut and compared
the result in Figure 10. The Pareto optimal sets in the figure clearly display the trade-off between
surface roughness and printing time; minimizing total printing time increases RMSE, and vice versa.
Point C and D are two extremes of optimizing lower side of the 60◦ angled strut. The optimized
parameters of point C and D are (PI = 53.89 mol/m3, PA = 6.10 mol/m3, LT = 20.00 μm, CT = 1.00 s,
RMSE = 2.13 μm, printing time = 300.00 s) and (PI = 72.4 mol/m3, PA = 2.03 mol/m3, LT = 120.00 μm,
CT = 4.00 s, RMSE = 19.25 μm, printing time = 48.33 s), respectively. It is interesting to see that
when the printing time is maximized and RMSE is minimized, PA is the maximum value at the
upper bound and LT is minimum value at the lower bound. On the contrary, when the printing
time is minimized, LT is maximized and PA is minimized. When the upper side of surface profile is
considered, the two extremes E and F are (PI = 60.56 mol/m3, PA = 6.10 mol/m3, LT = 20.00 μm, CT
= 1.00 s, RMSE = 5.48 μm, Printing time = 300.00 s) and (PI = 64.30 mol/m3, PA = 3.91 mol/m3, LT =
120.00 μm, CT = 1.00 s, RMSE = 18.28 μm, Printing time = 48.33 s), respectively. The details of all four
extremes are displayed in Table 9. This result also supports the high correlation between the RMSE
and (PA) and LT as discussed in Section 3.2.

144



Appl. Sci. 2019, 9, 151

Table 9. List of optimizing parameters.

Parameter Upper/Lower
Bounds

Point C
(Lower Side)

Point D
(Lower Side)

Point E (Upper
Side)

Point F
(Upper Side)Symbol Name

[PI] Photoinitiator
concentration 24.14–72.4 mol/m3 53.89 mol/m3 72.4 mol/m3 60.56 mol/m3 64.30 mol/m3

[PA] Photo-absorber
concentration 2.03–6.1 mol/m3 6.10 mol/m3 2.03 mol/m3 6.10 mol/m3 3.91 mol/m3

LT Layer thickness 20–120 μm 20 μm 120 μm 20 μm 120 μm
CT Curing time 1–4 s 1.0 s 4.0 s 1.0 s 1.0 s

The Pareto optimal set clearly visualizes the difference produced by the light penetration.
Since the printing time is dominated by LT, the extreme in the printing times between both cases
remain the same. However, the surface profile RMSE in Figure 10 shows a clear difference because
it is very likely that the light penetrated from the upper layer changes the surface profile. As in the
previous section, we compared the optimized examples selected from the Pareto optimal set with
the non-optimized examples obtained from the validation set up, as shown in Table 10. The clear
difference from the optimization is displayed in the bold in Table 10. The printing parameters for the
non-optimized examples are (PI = 54.18 mol/m3, PA = 4.62 mol/m3, LT = 20.00 μm, CT = 1.00 s),
(PI = 50.12 mol/m3, PA = 6.08 mol/m3, LT = 28.00 μm, CT = 2.00 s), and (PI = 56.77 mol/m3,
PA = 3.13 mol/m3, LT = 120.00 μm, CT = 1.00 s) for example 1, 2, and 3, respectively. The comparison
between Point C and the non-optimized point 1 shows the 16% surface quality increase by the proposed
optimization framework. In addition, Point D shows 18% surface quality increase even in the fastest
printing speed. Therefore, like the previous vertical strut, the comparison between the optimized
points and the non-optimized cases, it is clearly seen that the proposed optimization framework
significantly increases the efficiency of the printing process.

Table 10. Objectives comparison between optimized and non-optimized printing conditions.

Objectives Point C Point D Point E Point F Non-Opt. 1 Non-Opt. 2 Non-Opt. 3

Total printing time (s) 300 48.33 300 48.33 300 210.95 48.33
Surface profile RMSE (μm) 2.13 19.25 5.48 18.28 2.47 3.57 22.48

The clear difference between the Pareto sets of the upper and lower side profiles, shown in
Figure 10, is expected for other angled struts. The degree of effect from the light penetration from the
upper layer on the surface roughness of the lower layer will be different because the area affected by
the light penetration is different, depending on the printing angle. The optimization method presented
here can be easily applied to other 3D printed geometries that may have different side slopes.

It is very important to know the configuration of the Pareto optimal set between these two
extremes. Different points on this set allow us to have different printing set-up and corresponding
printing time and RMSE, but its printing time and roughness are limited by these two extremes.
Therefore, this Pareto optimal set can be a guideline to make better printing conditions depending on
the need. The usability of MOPSO is even more obvious when the result from MOPSO is compared
with the non-optimized printing case. The approach described in this section can be extended to other
printing angles or complex surface profile. It can also be possible to use different objective functions,
such as the mechanical strength, total mass, or other properties of AM parts. Based on these results,
we conclude that the MOPSO for PμSL helps to optimize the cost functions of interest. In addition, it
offers a design guideline for the performance measure for AM parts.

4. Conclusions

We present a systematic approach that provides the optimal printing process parameters for
high quality AM parts using a computational model and the particle swarm optimization algorithm.
A computational model representing the photopolymerization kinetics involved in PμSL process was
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implemented and process constants were carefully calibrated by using experimental data obtained
from a custom-built PμSL system. Taguchi’s Orthogonal Array (OA) method was used to select the
parameters that affect the surface quality of AM parts significantly. Four process parameters (PI and PA
concentrations, layer thickness, and curing time) selected from Taguchi’s OA were used as controlling
parameters for optimization algorithm. A meta-heuristic population-based optimization algorithm,
particle swarm algorithm for multiple objectives, called multi-objective particle swarm optimization
(MOPSO), was used to determine optimal printing process parameters with given geometry of AM
parts. Two struts with different printing angles (vertical and 60◦) were considered and the optimized
printing process parameters were determined for each case. The Pareto optimal set in each printing
angle was obtained so that it can be used as a guideline when the printing process parameters need
to be set. The result showed that the proposed optimization framework reduces 50% of printing
time while keeping the surface quality equal for the vertical strut, and increases 18% of surface
quality of the angled strut even in the fastest printing speed, compared to the samples produced
by using non-optimized parameters. This framework consisting of the computational model for
photopolymerization, process parameter selection by Taguchi’s method, and MOPSO for optimization
printing process parameters resulted in significant improvement in the quality of AM parts while
keeping the printing time minimum. By changing the objective functions of MOPSO, presented
approach can also be used for optimizing various quality measures, such as minimizing printing cost
and maximizing mechanical strength. Our proposed optimization technique can be easily applied to
other photocurable polymers by incorporating material-specific photocuring kinetics parameters for a
given polymer in the photopolymerization process modeling. In addition, increasing dimensionality of
search space in MOPSO is straightforward without modification of the algorithm, so multiple printing
parameters as well as external inputs can be easily increased by adding an additional dimension in the
search space. We believe that the process optimization method presented in this study helps to achieve
high-quality 3D printed structures and that it can be easily extended to other AM techniques where
trial-and-error approaches are used to determine process parameters.
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Appendix A. Sample Preparation for Curing Depth Study

The cure depth study was performed by printing the bridge structures shown in Figure A1.
A single layer in a rectangular shape supported at its both ends was printed. Since there is no
supporting layer underneath, thickness of each bridge is the curing depth of the layer. A single structure
was designed in which five bridges could be printed for each different energy dose. Each structure
has two columns of bridges and each structure was printed twice, thus giving four bridge samples for
each set of parameters. These protruding notches were added at the center of the bridge supports to
help to bring the structure to a focal plane of a microscope during thickness measurement. After each
structure was printed, it was placed in ethanol for 3 s and then let dry in the air. The measurements
were done as described in Appendix B. Table A1 lists the printing parameters varied.
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Figure A1. Bridge structure illustration for cure depth measurement.

Table A1. Printing parameters for HDDA.

Concentration Level
Photoinitiator (PI) Photo-Absorber (PA) Environmental O2 (O)

(mol/m3) % (mol/m3) % (mol/m3) %

Low 24.14 1 4.06 0.1 8.69 21
Medium 48.27 2 6.1 0.15 - -

High 72.4 3 - - - -

Appendix B. Curing Depth Measurement in Experiment

A printed sample was first placed under an optical microscope with a digital camera attached.
A 5× lens was selected for measurement. The stage of the microscope was adjusted until the bridge
layers came into focus. Digital images of the bridges were captured. The thickness of each bridge was
measured using image analysis software, ImageJ. Each cure depth was measured at the center of the
bridge as shown in Figure A2. The value obtained from this measurement was in pixels and the pixel
to microns conversion was done based on the image size and conversion factor which was obtained
from calibration.

Figure A2. Use of ImageJ line tool to measure curing depth. The optical lens is focused on the notches
to find optimal depth. Pixel length of line drawn at the center of the layer. Conversion is done to
microns based on conversion factor.

Appendix C. Constructing Cured Profile in Simulation

Figure A3a shows a conversion ratio contour plot generated from COMSOL Multiphysics
simulation. A contour line corresponding to 5% cut-off conversion ratio was extracted and mirrored
to construct a full cross-section as shown in Figure A3b. Light attenuation along z-direction results
in a trapezoidal shaped curing pattern. This plot was used obtain curing width and curing depth of
the layer.
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Figure A3. Conversion contour layer profile extraction: (a) Conversion contour for layer profile;
(b) Extracted shape of the cured profile based on the 4% (0.04) cutoff conversion ratio contour.

Appendix D. Calculating Surface Roughness as RMSE

The RMSE was used to quantify surface roughness of AM parts. Once a layer thickness to be used
in PμSL process is specified, the bottom portion of the cross-section in Figure A3b below the layer
thickness was trimmed away, leaving a cross-section profile of each layer. The layer-wise PμSL process
was emulated by stacking this cross-section. A 2D representation of vertically stacked layers is shown
in Figure A4. The mean line of the surface profile was first obtained, from which profile deviations
were calculated. Subsequently, RMSE of the surface profile was calculated. A similar approach was
used for angled struts.

Figure A4. Mean line (blue) on top of surface profile extracted from the simulation data.
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Appendix E. Table for Acronyms

Table A2. Table for acronyms.

Acronym Definition

AM Additive Manufacturing
PμSL Projection Micro Stereolithograpy
CAD Computer-Aided Design

HDDA Hexanediol Diacrylate
PI Photoinitiator
PA Photo-absorber

DMD Digital Micromirror Device
PDE Partial Differential Equation
PSO Particle Swarm Optimization

MOPSO Multi-Objective Particle Swarm Optimization
RMSE Root Mean Squared Error
DOA Design of Experiment
OA Orthogonal Array
LT Layer Thickness
CT Curing Time

DOF Degree of Freedom
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Abstract: Micro embossing is an effective way to fabricate a polymethyl methacrylate (PMMA)
specimen into micro-scale array structures with low cost and large volume production. A new
method was proposed to fabricate a micro-lens array using a micro-electrical discharge machining
(micro-EDM) mold. The micro-lens array with different shapes was established by controlling
the processing parameters, including embossing temperature, embossing force, and holding time.
In order to obtain the friction coefficient between the PMMA and the mold, ring compression tests
were conducted on the Shenzhen University’s precision glass molding machine (SZU’s PGMM30).
It was found that the friction coefficient between the PMMA specimen and the mold had an
interesting change process with increasing of temperature, which affected the final shape and stress
distribution of the compressed PMMA parts. The results of micro-optical imaging of micro-lens array
indicated that the radius of curvature and local length could be controlled by adjusting the processing
parameters. This method provides a basis for the fabrication and application of micro-lens arrays
with low-cost, high efficiency, and mass production.

Keywords: micro-EDM molds; micro-lens array; contactless embossing; friction coefficient

1. Introduction

The micro-lens array (MLA), called a Fly-eye lens, is widely used in optical communication,
lighting displays, optical sensors, and illumination because of its unique structures and function.
There are many methods that can fabricate micro-lenses, including plasma etching [1], laser ablation [2],
micro-milling [3], photolithography [4], micro-injection [5], glass reflow [6] and micro hot
embossing [7–12]. Wherein, micro hot embossing is regarded as one of the most promising processes
for mass production.

Micro hot embossing is a flexible and low-cost technique, consisting of heating, embossing,
and cooling. In recent years, many types of hot embossing processes have been reported,
including PDMS (polydimethylsiloxane) soft mold imprinting [13–17], Deep reactive ion etching
(DRIE) Si template duplicating [18], LIGA (Acronym of German words: Lithografie, Galvanik,
Abformung) Ni mold copying [19], focused ion beam (FIB) mold embossing [20,21], and roll-to-roll
embossing [22,23]. The quality of the embossed micro-lens depends on the precision of the mold insert.
For morphologic accuracy of mold fabrication, the mold with the micro-hole array is an effective
tool to form the micro-lens array. Schulze et al. [24,25] first proposed the contactless embossing
technology to fabricate a micro-lens array (CEM). CEM is a potential method for the achievement
of mass production. Xie et al. [26] fabricated a polymer refractive micro-lens array on a stainless
steel through-holes template by contactless hot embossing. Moore et al. [27] investigated the effects
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of processing parameters in the polymer substrates contactless embossing process. The method is
a reliable way to produce a micro-lens. In recent years, micro-EDM was widely investigated [28,29].
However, it was first used to fabricate the micro-hole array in this study, which was then used for the
manufacturing of the micro-lens array.

The friction coefficient between polymethyl methacrylate (PMMA) and the mold interface plays
an important role in the process, affecting the molding force and demolding force [30,31]. The friction
at the interface of mold/PMMA affects the wear of the mold surface (the mold life and the quality
of the embossed lens) [32]. Male and Depierre [33] used a ring compression test to characterize the
friction behavior, indicating the universal friction calibration curves. The ring compression test is
a reliable way to determine the friction behaviors between PMMA and the mold [34–36].

The fabrication of a micro-lens array was investigated using contactless micro-embossing with an
EDM-mold. To verify the friction behaviors between PMMA and the mold, ring compression tests
were carried out on a Shenzhen University’s precision glass molding machine. Then, the micro-hole
of the SKD-11 mold was fabricated by electric discharge machining. After that, we obtained a series
of micro-lens arrays by contactless embossing at different processing parameters. ABAQUS software
was used for the finite element simulation of the PMMA embossing process. Finally, the micro-optical
performance of the micro-lens array was measured using optical experiment apparatus.

2. Materials and Methods

2.1. Materials

Table 1 shows the characteristics of PMMA and mold tools (SKD-11). SKD-11 (wt%: Cr(15%),
C(1.55%), Mo(0.7%), V(1.0%), Mn(0.3%), Si(0.25%)) is a tool steel widely used in the fabrication of
molds. At room temperature, PMMA is a glassy polymer, with a glass transition temperature of 105 ◦C
and melting temperature of 220 ◦C.

Table 1. The physical properties of polymethyl methacrylate (PMMA) and SKD-11 mold.

Property PMMA SKD-11

Young’s Modulus (GPa) 2.4 210
Poisson ratio 0.37 0.2

Density (kg/m3) 1185 7700
Thermal conductivity (W/m2·K) 0.2 200

Specific heat (J/kg·K) 1466 460
Thermal expansion (K−1) 4.4 × 10−4 11 × 10−6

Glass transition temperature (◦C) 105 -
Melting temperature (◦C) 220 -

2.2. Ring Compression Test

Figure 1a shows that the PMMA rings were fabricated with an internal diameter (ID) of 6 mm,
an outer diameter (OD) of 12 mm, and a height (H) of 4 mm, which is a standard ring ratio of
OD:ID:H = 6:3:2. Figure 1b shows that effect of friction magnitude on the PMMA deformation during
the ring compression test. The high friction force leads to an inward flow of the PMMA material when
a ring is compressed between flat molds. On the contrary, the inner diameter of ring increases when
the friction is low. Therefore, we can obtain the friction coefficient between PMMA and mold by this
relationship. The surface roughness of the PMMA ring is between Ra 5 to 7 nm (see Figure 1f). Our team
conducted a series of ring compression tests on SZU’s PGMM30 (see Figure 1c,d). The heating chamber
provided a vacuum, or Nitrogen environment, for the embossing process. The upper mold remained
stationary, while the lower mold was driven upward and downward by an AC servomotor system.
The load of the system was monitored by a load cell with a resolution of 1 N. During the embossing
stage, the lower mold position was recorded by a position sensor with a resolution of 1 μm. To obtain
the relationship between friction coefficient and temperature, a series of rings were compressed under
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different temperatures (90, 105, 120, 135, and 150 ◦C). Figure 1e shows the history of temperature, force,
and position time. Figure 1f shows the compressed PMMA ring under different temperatures.

 

Figure 1. (a) Dimension of the polymethyl methacrylate (PMMA) rings; (b) effect of friction magnitude
with PMMA deformation during ring compression test; (c) Shenzhen University’s precision glass
molding machine (SZU’s PGMM30); (d) mold assembly; (e) time history of the force, temperature,
and position; (f) before and after pressing of the PMMA ring.

2.3. The Manufacture of the Micro-EDM Mold Insert

The copper micro-electrode, of which diameter was 250 μm, was used in micro-EDM to process
micro-hole arrays. Figure 2a shows the schematic of the micro-EDM. Figure 2b shows the image
of the electrical discharge machine (Sodick, Japan). The processing parameters of micro-EDM
consist of voltage, pulse frequency, pulse width, and pulse interval [37,38]. Through adjusting the
processing parameters, micro-EDM can effectively fabricate micro-hole arrays. In the micro-EDM
process, the voltage was set as 100 V, applied to the material. The workpiece material was a SKD-11
mold tool. The pulse frequency was set to 0.2 MHz. The pulse width and pulse internal was set to
500 and 400 nanoseconds, respectively. Figure 2c,d show the experimental results. From the local SEM
image of micro-hole array, the diameter of micro-holes is consistent. It is noteworthy that the side wall
of micro-holes is not smooth. Therefore, the micro-hole array needs to be polished being applying in
embossing. The micro-electrodes always have wear during micro-EDM process, which results in the
inconsistent depth of micro-holes [37]. In the study, the fabrication micro-hole was blind. The wear of
micro-electrodes affected the depth accuracy of micro-holes, which should be avoided. Thus, the depth
of micro-holes was ensured by position compensation. The diameter and depth of each hole was
around 320 and 300 μm, respectively.

 

Figure 2. (a) The schematic of the micro-electric discharge machining (EDM); (b) picture of the
experiment apparatus (AP1L); (c) the SEM diagram of the micro-hole array of mold; (d) the dimensions
and layout of the micro-holes array.
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2.4. Fabrication of Micro-Lens Array

The micro-embossing process includes presetting, heating, embossing, cooling, and demolding
(see Figure 3). The processing parameters, such as embossing temperature, embossing pressure,
keeping pressure, embossing time, and cooling velocity, have great influence on the friction
characteristic, deformation behavior, and replication quality of hot embossing micro structures.

 

Figure 3. Schematic of micro-embossing process using electrical discharge machining (EDM) mold.

At the beginning of embossing, the chamber of the embossing apparatus was vacuumed using
a vacuum pump. Then, the mold and the PMMA material were heated to a temperature between glass
transition and melting point, and soaked for about 100 s to make temperature uniformly distributed.
Furthermore, the lower mold was moved by the servomotor drive, controlled by load cell and position
sensor. The embossing pressure was in the range of 200–800 N. Finally, nitrogen flowed through the
embossing chamber to cool the molds and substrate to a certain temperature. When the mold cooled
to room temperature, the PMMA substrates were demolding.

The main influencing factors, including embossing temperature, embossing pressure, and holding
time, were performed with sensitivity analysis by investigating orthogonal experiment. In our case,
the orthogonal experiment was composed of three factors with three levels, namely embossing
temperature, embossing force, and holding time (see Table 2).

Table 2. List of factors, levels for orthogonal design.

Levels

Factors

Embossing
Temperature (◦C)

Embossing Force (N) Holding Time (s)

1 105 200 120
2 120 400 180
3 135 800 240

3. Finite Element Model

Between glass transition and melting temperature, PMMA shows as viscoelastic behaviors.
In this study, the viscoelastic material was treated as a general Maxwell model. The temperature
dependence of PMMA material can be treated as a Thermally Rhetorically Simplicity (TRS) model by
the Williams-Landel-Ferry (WLF) equation [39]. C1 and C2 are the WLF equation constants that can
be fitted.
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The response of PMMA material to the continuous stress history can be expressed by the general
Maxwell model

σ(t) =
t∫

0

G(t − τ)
dε(t)

dτ
dτ + G(t)ε(0) (1)

G(t) = Gi

N

∑
i=1

wi exp(−t/τvi) + G∞, (2)

where t is the current time; τ the past time; wi are the weigh factors; and G is the modulus of material.
Stress relaxation at different temperatures can be expressed by WLF Equation [39]

log aT = − C1(T − Tre f )

C2 + (T − Tre f )
, (3)

where Tref is the reference temperature and C1 and C2 are the WLF equation constants that can be fitted.
As for the PMMA material, C1 and C2 can be taken as 17.4 and 51.6, respectively [40]. The mechanical
properties were obtained from the literature [41,42].

Figure 4 shows the initial geometry of the model, including the PMMA, the upper mold,
lower mold, and mold core. In order to reduce the computation, one fourth of the coupled
thermal-displacement model was developed in the software. The PMMA was modeled as linear
viscoelastic material, and the molds were treated as elastic material. Two master-slave types of contact
interaction pairs were established when the interface behaviors were treated as hard contact and
coulomb friction model with penalty formulation. The PMMA/mold interface friction coefficient
was obtained from the ring compression tests. The surfaces of upper and lower mold were defined
as the master surface. The vertical displacement of the upper mold was fixed with the horizontal
displacement to keep free. The heating mechanism in the PMMA embossing refers to gap heat
conductance and radiation.

 
Figure 4. The initial geometry model used for simulation of the contactless micro-embossing process.

4. Results and Discussion

4.1. Friction Coefficient between PMMA and Mold

Friction at the mold/PMMA interface affects the flow ability, molding force, shape of molded
PMMA, and mold life in forming process. To understand the deformation behaviors of PMMA,
numerical simulation is an effective method to predict the shape of molded PMMA. Figure 5a shows the
simulation results of the PMMA ring for different interface friction coefficients, assuming the PMMA
ring was pressed to the same vertical displacement. If the interfacial friction was low, the deformation
configuration of the PMMA material was radially outward. On the contrary, the inner diameter
reduced when the external diameter increased with the increased friction coefficient. Figure 5b shows
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the change curve of the ring deformation during the pressing stage. Figure 5c shows the numerical
friction calibration curves by extracting the dimensional changes of the PMMA ring.

Figure 5. The simulation results. (a) The PMMA ring compression for different interface friction
coefficient; (b) the displacement change of the diameters, and the friction calibration curve obtained
from the simulation results; (c) numerical friction calibration curves under different friction coefficient.

To investigate the influence of temperature, the forming temperature of the PMMA ring was
set at 90, 105, 120, 135 and 150 ◦C, respectively. Figure 6a shows the deformation dimension of the
pressed rings at the range of 90–150 ◦C. Interesting changes were that the inner diameter of PMMA ring
largened as the temperature rose, and the outer diameter was slightly bulged. Therefore, we obtained
the friction condition by observing the dimensional changes of the inner diameter. The inner diameter
and height of the ring after cooling were measured by digital Vernier caliper. Table 3 shows the
experimental results of the ring compression test. To reduce the size error, each dimension was
measured ten times in each different position, with the average taken. Figure 6b shows the numerical
calibration curves and measured data points. The friction coefficient at the PMMA/mold was obtained
by comparing the friction curves and experimental data. In the range of 90–150 ◦C, the friction
coefficient decreased with the increasing pressing temperature. This was because the deformation
resistance gradually reduced by raising the temperature.

 
Figure 6. PMMA compression test: (a) The ring after compression under different temperatures;
(b) numerical friction calibration curves and experimental data.
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Table 3. The experimental results of the ring compression test.

No. Temp./ ◦C Force/N ID/mm OD/mm T/mm

1 90 3000 5.21 13.26 3.10
2 90 3000 4.66 13.85 2.75
3 90 3000 2.34 14.66 3.96
4 105 2000 5.17 13.37 3.05
5 105 2000 4.61 14.08 2.66
6 105 2000 3.88 14.48 2.20
7 120 1500 5.51 14.25 2.73
8 120 1500 5.22 15.06 2.33
9 120 1500 3.87 16.09 1.89
10 135 1000 5.81 14.47 2.72
11 135 1000 5.37 15.48 2.22
12 135 1000 5.01 17.00 1.75
13 150 500 6.30 15.26 2.70
14 150 500 6.06 15.78 2.15
15 150 500 5.88 17.51 1.71

4.2. Fabrication of Micro-Lens Array

The height ratios of the micro-lens array change with different processing parameters. It is
worth mentioning that the profile of micro-lens array can be replicated randomly by controlling the
embossing conditions. The three processing parameters had significant effects on the deformation of
the micro-lens array. The results indicated that the flow behaviors of PMMA were much better with
the increase of embossing temperature. In addition, the increasing holding pressure and time can
reduce the recovery deformation of micro-lens array. The height ratios of micro-lens array became
larger as the embossing force rose.

Figure 7 shows the embossed PMMA microstructure under different processing parameters.
The aspect ratios of the microstructure changed with different processing parameters. Much like
the profile of micro-lens array, the profile of microstructure can also be replicated randomly by
controlling the embossing conditions. With the increase of temperature, the depth of the replicated
structures increased, and their recovery deformation decreased. The defects occurred on the edge of
the microstructures, due to the mold quality, because the edge of mold machined by EDM appeared
with some defects affecting the replication quality. In the future studies, the problem of fabrication
quality will be solved by polishing or coating.

 

Figure 7. Micro-Embossing PMMA micro-lens array under different processing parameters.
(a) 105 ◦C/200 N/120 s; (b) 105 ◦C/400 N/180 s; (c) 105 ◦C/800 N/240 s; (d) 120 ◦C/200 N/120 s;
(e) 120 ◦C/400 N/240 s; (f) 120 ◦C/800 N/180 s; (g) 135 ◦C/200 N/240 s; (h) 135 ◦C/400 N/180 s;
(i) 135 ◦C/800 N/120 s.
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The ContourGT-X 3D Optical Profiler (Bruker, Germany) was used to observe the
surface morphology and profile shape. Figure 8 shows the measurement results of different
embossing processing parameters, and the 3D profile and shape of the formed micro-lens array
(with diameter ≈ 300 μm, and height ≈ 10 μm) corresponding to Figure 7a. Figure 8b shows the
profile shape of the micro-lens array (with diameter ≈ 300 μm, and height ≈ 33 μm) by filtering. It can
be concluded that embossing temperature and force are the important factors on the contactless hot
embossing process.

Figure 8. Profile of micro-lens measured using ContourGT-X 3D Optical Profiler. (a) Forming under
conditions of 105 ◦C/200 N/120 s; (b) forming under conditions of 135 ◦C/800 N/120 s.

The stress inside the microstructure affected the optical quality of the embossed micro-lens
because of temperature gradient during cooling. The simulation can be used to investigate the
evolution mechanism of residual stress during hot embossing. Figure 9 shows the Von Mise stress
and friction shear stress of the micro-lens array from FE simulation. The maximum stress focused on
the edge of the microstructure, and the lowest stress took place around the center of microstructure.
The deformation characteristic of the PMMA during hot embossing is dependent on temperature.
The stress concentrated in the contact edge region of the lens, during thermal loading process, which led
to large plastic deformation in the region. Stress concentration and shear flow led to the defects and
strain hardening of the micro-lens, affecting the optical quality. The friction coefficient had a great
effect on the shear deformation. To reduce the stress concentration and shear stress, we increased the
temperature of mold in the certain range.

 
Figure 9. The stress distribution of micro-lens array. (a) Von Mises stress; (b) friction shear stress.

4.3. Micro-Optics of Micro-Lens Array

The optical quality of the micro-lens array was the most important parameter. To verify the
imaging performance of the micro-lens array, it can be detected by optical measurement system.
Figure 10a shows the schematic diagrams of the system. The experiment system consisted of
a charge-coupled device (CCD) camera, workbench, directional light source, and computer system.
The system had the advantage of convenience and rapid response. Through the projection information,
we can estimate the imaging quality.
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Figure 10. (a) Schematic diagram of the experimental system; (b) the light spots of the micro-lens array
from Figure 7a; (c) The light spots of the micro-lens array from Figure 7b; (d) the light spots of the
micro-lens array from Figure 7c; (e) the light spots of the micro-lens array from Figure 7d; (f) the light
spots of the micro-lens array from Figure 7e; (g) the light spots of the micro-lens array from Figure 7f;
(h) The light spots of the micro-lens array from Figure 7f; (i) the light spots of the micro-lens array from
Figure 7h; (j) the light spots of the micro-lens array from Figure 7i.

Figure 10b–j shows the focused light spots of the embossed micro-lens array corresponding to
micro-lens array of Figure 7. The light spots of the micro-lens array had a great difference in the same
projection position. From the imaging performance of the micro-lens array, the processing parameters
had a great influence on the profile of the lens array. The light spots are non-uniform due to the
non-uniformity of the lens shape. In the embossing process, the deformation of the PMMA material
had a recovery stage, which was related to the temperature and pressure. When the embossing
temperature is 105 ◦C with embossing force of 200 N and holding time of 120 s, the micro-lens endured
larger recovery deformation than that of other processing parameters. Large recovery led to irregular
deformations if the process had no intervention. An apparent optical imaging difference can be
observed among these micro-lenses under different processing parameters. The temperature and the
embossing force were the two crucial parameters affecting the fabrication of micro-lens array.

5. Conclusions

This work reported the embossed micro-lens arrays based on micro-EDM micro-hole array
molds. The ring compression test indicated that in the viscous region, the friction force between
PMMA and mold decreased as temperature rose. The recovery occurred in the cooling stage without
loading, which affected the replication precision. The embossing temperature and force affected
deformation and surface morphology of the embossed micro-lens array. The results of this work
indicated that the deformation behaviors can be used to fabricate different local lengths of micro-lens.
Contactless embossing on the micro-EDM molds was a flexible method with low cost for fabrication of
micro-structures arrays.
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Abstract: Three-dimensional elliptical vibration cutting (3D-EVC) is one of the machining methods
with the most potential in ultra-precision machining; its unique characteristics of intermittent cutting,
friction reversal, and ease of chip removal can improve the machinability of materials in the cutting
processes. However, there is still not much research about the chattering phenomenon in the 3D-EVC
process. Therefore, based on the empirical mode decomposition (EMD) technique and feature
extraction, a chatter identification method for 3D-EVC is proposed. In 3D-EVC operations, the
vibration signal is collected by the displacement sensors and converted to frequency domain signal
by fast Fourier transform (FFT). To identify tool cutting state using the vibration frequency signal, the
vibration signals are decomposed using empirical mode decomposition (EMD), a series of intrinsic
mode functions (IMFs), so the instantaneous frequency can be reflected by the vibration signals at
any point. Then, selecting the primary IMFs which contain rich chatter information as the object in
feature extraction identification, and two identification indexes, that is, the mean square frequency
and self-correlation coefficient, are calculated for the primary IMFs by MATLAB software, to judge
the chatter phenomenon. The experimental results showed that the mean square frequency and
self-correlation coefficient of the three cutting states increase with the increase in the instability of the
cutting state. The effectiveness of the improved chatter recognition method in 3D-EVC machining
is verified.

Keywords: chatter identification; three-dimensional elliptical vibration cutting; empirical mode
decomposition; intrinsic mode function; feature extraction

1. Introduction

Three-dimensional elliptical vibration cutting (3D-EVC) is an ultra-precision cutting technology
with significant development potential. Its unique characteristics of intermittent cutting, friction
reversal, and ease of chip removal can improve the machinability of difficult-to-cut materials in the
cutting process [1–3]. Since 3D-EVC technology was first introduced in 2005, the research field has
mainly focused on the mechanism of cutting, the design of 3D-EVC apparatus, path planning of the
tool, specific applications, and so on. [4,5]. At present, how to study the chatter phenomenon in the
process of non-resonance 3D-EVC machining is an important problem. In the ultra-precision cutting
technology processes, the main reasons that the effect of unstable vibration could be reduced is by the
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increase of the spindle speed, small cutting depth, and great performance of the diamond tool. But the
damage accompanying chatter is mainly reflected in reducing the accuracy of the work-piece of the
optical parts, increasing the surface roughness of the work-piece, speeding up the wear on the cutting
tools, and causing damage to the spindle of the machine tool [6,7].

EVC is an intermittent cutting technology, which has the characteristics of friction reversal, tool
wear suppression, and easy chip removal. However, there is no specific literature on the identification
of chatter in the 3D-EVC cutting processes [8]. In 2011, Ma et al. proposed that the two-dimensional
EVC technology had a certain inhibitory effect in chatter suppression compared to the traditional
cutting method, and the effectiveness of the effect of chatter suppression was verified by experiment,
but this was limited to two-dimensional elliptical vibration cutting [9]. In 2016, Jung et al. collected
the real-time signal from the 2D-EVC process and analyzed the chatter phenomenon according
to the frequency domain analysis and surface of the work-piece [10]. They obtained the friction
chatter mechanism of the plough force during the initial period of each ellipse movement cycle and
suppressed the chatter vibration by changing the guiding angle in 2D-EVC process. It was also the
earliest research on identification and suppression of the chatter phenomenon in the 2D-EVC cutting
processes. Therefore, exploring a new method to identify the chattering phenomenon applied to the
3D-EVC processes is critical to improving the machining accuracy of the 3D-EVC technology.

In the field of ultra-precision cutting, research on chatter is focused on the influence of undesired
vibration, the chatter identification and the modeling method of chatter mechanism, and so on. Chatter
is a poor vibration phenomenon in metal processing, which has effects on the machined work-piece
surface quality, reduced cutting efficiency and productivity, as well as producing a lot of noise, and so
on. The mechanical vibration has three forms: free vibration, forced vibration, and self-excited vibration.
The free vibration is caused by impact during the machining process. The forced vibration is mainly
caused by the unbalance effect of the machine tool components. The free vibration and forced vibration
are relatively easy to identify and eliminate. However, the self-excited vibration is a significant factor
affecting cutting stability. Zhang et al. proposed the physical modes of vibration, in ultra-precision
machining, and the effect on the generated surface is related to the many factors, including the
properties of materials, cutting conditions and the relative vibration between tool and work-piece [11].
Chen et al. presented the mathematical models for modeling and analyzing the vibration and surface
roughness in precision turning, and also established a relationship model between tool vibration
and surface profile and roughness in the precision end-milling process [11,12]. A simple method for
the detection of milling chatter was presented by Zhang. The assessment of milling process stability
by recursive drawing method combined with Hilbert Huang transform was proposed by Rafal [13].
In addition, with the development of the sensor and the modern signal processing technology, chatter
identification technology has been greatly improved. Various signals have been applied in chatter
identification, such as cutting force [14–16], sound [17] and the acceleration [18,19]. Cao et al. presented
an effective chatter identification method based on the two advanced signals processing techniques,
wavelet package transform (WT) and Hilbert-Huang transform (HHT), and the experimental results
proved that the method can identify the chatter effectively [20]. In 2015, Cao et al. adopted a
self-adaptive analysis method named ensemble empirical mode decomposition (EEMD), extracted
two nonlinear indices as the indices of chatter symptoms, and presented a method for identifying the
chattering phenomenon based on the two points in the end milling process. The results have shown
that the mean value and standard deviation increase with the cutting state’s instability [21,22].

The vibration signals belong to unsteady and nonlinear signals in the 3D-EVC process [23],
traditional time-frequency analysis methods can analyze the global mean of the signal in the
time-frequency domain, but it cannot analyze the feature information about the local area. In order to
solve the lack of self-adaptability or poor adaptability in traditional time-frequency analysis methods,
Huang et al. proposed a novel and adaptive decomposition method, which was named empirical mode
decomposition (EMD), in 1998 [24]. Liu et al. decomposed the motor current signal into intrinsic mode
functions (IMFs) and extracted the energy index and kurtosis index based on those IMFs for chatter
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detection [21]. Compared with the traditional time-frequency analysis, EMD is more appropriate
for analyzing the non-stationary and nonlinear signals, as the EMD method can not only yield clear
distribution for instantaneous frequency and amplitude, but also reflect the time-variation of the total
energies, which is significant for the non-stationary and nonlinear signals. In recent years, the EMD
method has been applied to signal processing, fault diagnosis [25] and pattern recognition [25,26].

Based on the above research, this paper presents chatter identification based on the empirical mode
decomposition (EMD) technique and feature extraction. The method of chatter identification developed
is divided into two parts: initial identification and feature extraction identification. In 3D-EVC
operations, the vibration signals are collected by displacement sensors and converted to frequency
domain signals by fast Fourier transform (FFT), and the cutting state of the whole machining system
is determined according to the change of frequency. The vibration signals are decomposed by EMD,
a series of intrinsic mode functions (IMFs), so the instantaneous frequency can be reflected by the
vibration signals at any point. Selecting the primary IMFs which contain rich chatter information
as the object in feature extraction identification, two identification indexes, that is, the mean square
frequency (MSF) and self-correlation coefficient (ρ1), were calculated from the primary IMFs using
MATLAB software to judge the chatter phenomenon. In addition, chatter identification is organized as
follows. First step is the fast Fourier transform (FFT) analysis of the time domain signal to observe
whether the frequency changes during the cutting process. If there is a frequency domain mutation, it
indicated that chatter occurs during the cutting process. The second step is eigenvalue identification,
which serves two purposes. One needs to test the chatter identification result of the initial step by
using two distinct eigenvalue changes during the cutting process. More importantly, the eigenvalue
can reflect the state change of the cutting process to a certain extent, which is used as a theoretical basis
for the online identification of chatter.

This paper is structured as follows. Section 2 briefly introduces the signal processing method
empirical mode decomposition (EMD), and describes the theory and strategy of the chatter
identification. Then experimental setup and the cutting parameter setting are described in Section 3.
The results and discussions of the chatter identification method developed are given in Section 4.
Finally, the conclusions are given in Section 5.

2. Theory of Chatter Identification

2.1. Empirical Mode Decomposition

With the rapid development of the time-frequency analysis, some signal processing technologies
(such as short time Fourier transform, Wigner-Ville distribution and Wavelet transform) have the ability
to analyze non-stationary and nonlinear signals. However, the methods of traditional time-frequency
analysis have some limitations during analysis of non-stationary and nonlinear signals, such as a lack
of adaptability. Compared with the methods of traditional time-frequency analysis, empirical mode
decomposition (EMD) is more appropriate for analyzing the non-stationary and nonlinear signals.
The EMD method can obtain clear instantaneous frequency and amplitude distribution and can reflect
the time variation of total energy. This is very important for non-stationary and nonlinear signals.
During the process of EMD, the vibration signal is processed smoothly, the fluctuations under different
scales and the trend of the change are decomposed step by step, a series of data columns are generated
with different characteristic scales, named the intrinsic mode functions (IMFs). The IMF obtained
by the EMD is the approximate single-frequency signal which exists only at one frequency in every
moment. It contains the real physical process in the vibration signals. In this method, the chatter
phenomenon can be identified correctly by extracting the sensitive characteristic undesired vibration
signal in each IMF.

In the process of EMD, if the local mean value is set to zero and has locally symmetric properties
for a function or signal, then the essential condition of the mean instantaneous frequency is the same
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number of extreme points and zero-crossing points. Therefore, Huang et al. proposed the compact of
the intrinsic mode function (IMF). These mode functions must satisfy the following two conditions:

(1) The number of extreme points and the number of zero-crossing points must be either equal or
differ at most by one in the whole dataset.

(2) The local upper and lower envelope at any data point is symmetrical, which means the envelope
of the local minimum value and the maximum value is zero.

The IMF reflects the inherent oscillatory of non-stationary and nonlinear signals, and there is
only first -order oscillation mode in each of cycles. The phenomenon of mode mixing is nothingness.
A typical of the IMF have the same extreme points and the number of zero-crossing points, at the same
time, the upper and lower envelope is symmetrical about the time-axis, just exist a single frequency
component at any time, as shown in Figure 1.

 
Figure 1. A series of intrinsic mode functions (IMF) obtained using empirical mode decomposition
(EMD).

In addition, the EMD method which decomposes the signal is based on the following three
assumptions:

(1) The signal has two extreme points at least—a maximum point and a minimum point.
(2) The characteristic time scale is defined as the time interval of the adjacent extreme points.
(3) If the signal does not have the extreme point but an inflection point exists, then derivation is

performed one or more times to obtain the extreme points before decomposing the signal, and
the results can be obtained by integrating the corresponding component.

The following is the brief description of the EMD algorithm:
First, calculating all local extreme point for a given signal X(t), and forming the upper envelope

by adopting the line cubic spline curve, and the lower envelope line also formed by the same way.
The value of difference between X(t) and the mean m1 of upper (E1) and lower (E2) envelope is h1.
Then the new data h1 are obtained as shown as follows:

h1 = X(t)− m1 (1)

Regard h1 as the new signal X(t), and repeat the above steps until hi meets the two required
conditions of IMFs, where C1 represents the first order IMF sifting from the original signal. In general,
the first order IMF contains the highest frequency component of the signal.
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Then obtain a difference signal r1 which removes the high frequency component after separated
C1 from the original X(t):

r1 = X(t)− C1 (2)

where r1 is regarded as the new signal, and repeat the sifting process until the mean line between the
upper and lower envelope line is close to zero at any point, denoted by rn:

rn = rn−1 − Cn (3)

Finally, X(t) could be represented as the sum of IMFs and a residual function:

X(t) =
n

∑
j=1

Cj(t) + rn(t) (4)

where rn(t) is a residual function which represents the average trend of the signal. The IMF
component Cj(t) represents the signal components from high to low in different frequency, respectively.
The flowchart of the EMD algorithm as follows in Figure 2.

Figure 2. Flowchart of EMD algorithm.

2.2. Principle of Chatter Identification

Because of the inevitability of vibration in the cutting process, the displacement signals collected
in the 3D-EVC processes are actually nonlinear and non-stationary signals. In the process of 3D-EVC,
the selection of the chatter signal is significant for correctly identifying instability phenomena. In the
process of the specific chatter identification experiment, the signal selected during the 3D-EVC process
should follow the following two points: (1) the change of the state in the cutting process can be reflected
from two aspects of the time domain and the frequency domain; and (2) the assembly of the sensor
cannot affect the stability of the whole cutting system.

In the traditional machining process, the common signals applied in chatter identification are
mainly the tool tip vibration displacement signal, the cutting force signal, the sound signal and
the cutting acceleration signal. However, 3D-EVC technology is an ultra-precision manufacturing
technology, and the cutting process has high precision as the small cutting rate, high cutting speed,
and low cutting depth. In addition, the displacement sensor is easy to assemble with the tool without
affecting the whole cutting system characteristics with high resolution. Therefore, the displacement
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sensor is used to measure the vibration and displacement signals of the tool tip as the main signal for
chatter identification in the process of 3D-EVC.

In the process of 3D-EVC, the vibration frequency under a stable machining state is the frequency
of the tool tip vibration set in the 3D-EVC apparatus. In order to avoid the phenomenon of over cutting
or not cutting during the process, the vibration frequency of tool ellipse is relatively low. In this paper,
the vibration frequency of the tool tip in the three directions is set as 40 Hz, so the chatter frequency is
higher than the original vibration frequency of the tool. When the cutting process becomes unstable
during processing, the phenomenon of frequency shift will appear and the unstable frequency of
chatter phenomenon during the cutting process will exceed the elliptical vibration frequency applied
to the diamond tool in the non-resonant 3D-EVC apparatus. On the other hand, another important
factor in the chatter identification strategy is the selection of chatter characteristics. There are many
methods for extracting the features of the chatter state in the time domain and frequency domain.
The mean square frequency (MSF) is an ideal characteristic value which could reflect the changing
situation of the cutting signal in the frequency domain. MSF represents the weighted mean of the
square of the vibration frequency, and the weight is the amplitude of the power spectrum. In the
cutting process, the machining frequency is not a constant value due to the chatter appearance as a
result of the change of cutting parameters, tool wear, the properties of the work-piece material and the
processing mechanism under different processing methods, and so on. The chatter phenomenon will
appear and the frequency of chatter gradually increase and exceed the elliptical vibration frequency
applied to the diamond tool in the non-resonant 3D-EVC apparatus with the change of the cutting
parameter. The formula of MSF is shown as the following:

MSF =
N

∑
i=2

x2
i /4π2

N

∑
i=1

x2
i (5)

In addition, the other parameter used for chatter identification is the one step self-correlation
coefficient ρ1. In general, ρ1 has a consanguineous relationship with the variety of energy in vibration
signals, the value of ρ1 will reduce suddenly when the energy concentrates around the chatter
frequencies when the amplitude of vibration signals becomes uneven with the chatter frequency.
The value of ρ1 can be expressed as:

ρ1 = cos 2π fiΔ (6)

where Δ is the sampling interval, the value of ρ1i decreased with the increase of fi.
If the signal contains a variety of harmonic components, then the value of ρ1 can be expressed as:

ρ1 =

n
∑

i=1
ai

2 cos 2π fiΔ

n
∑

i=1
ai

2
=

n
∑

i=1
ai

2ρ1i

n
∑

i=1
ai

2
(7)

In general, the conventional fast calculation method is shown as the following:

MSF =
D

4π2B
(8)

ρ1 =
C − A2

B − A2 (9)

where, A =
N
∑

i=0
xi, B =

N
∑

i=0
xi

2, C =
N
∑

i=0
xixi−1, D =

N
∑

i=0
xi

2, respectively. xi(i = 0, 1, 2, ..., N) represents

the sample data,
.
xi =

xi−xi−1
Δ (i = 1, 2, ..., N) is one order difference, N + 1 and Δ represents the

sampling point and the sampling interval, respectively.
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Therefore, synthesizing two characteristic parameters of MSF and ρ1, which represents the
characteristics of vibration signal in the frequency domain, the changes of vibration states can be
reflected accurately.

2.3. The Flow Chart of Chatter Identification

The flow chart of chatter identification in the 3D-EVC process is illustrated in Figure 3. Firstly, the
driving signal is generated by Power PMAC controller (Delta Tau Data Systems, Inc., USA), and used
for driving the piezoelectric stack in the cutting tool with the elliptical trajectory in three-dimensional
space. The different vibration states can be obtained by changing the cutting parameters (the depth
of cut, spindle speed or the feed rate). The vibration signal of the diamond tool in the processing of
3D-EVC was collected by the displacement sensors, and converted to frequency domain signal by
fast Fourier transform (FFT), and the cutting state is determined (stable cutting, transient state and
chatter state) according to the variation of frequency. On the other hand, the method of EMD is used
for the vibration signals under various vibration states, selecting the sensitive IMFs which including
the rich chatter information and calculate the value of MSF and ρ1 corresponding to three cutting
states. Finally, the chatter phenomenon in the 3D-EVC process can be identified correctly based on the
two aspects of change characteristics.

 

Figure 3. Flow chart of chatter identification in the three-dimensional elliptical vibration cutting
(3D-EVC) process.

3. Experimental Setup

The proposed chatter identification method has been carried out in an ultra-precision machining
machine, as shown in Figure 4.

A copper bar is chosen as the work-piece and installed on the air spindle of the ultra-precision
machining machine. The capacitive micro-displacement sensors with four measurement channels
(Micro-sense DE 5300-013) are mounted on the handle of the apparatus to measure the vibration
signals in three directions during cutting, the vibration signals are collected and then transmitted to
the computer, which is used for data storage and signal processing. In addition, the power amplifier
(PI, E-500), which has a criterion amplification factor 1060.1, is employed to amplify the driving
signal. The Power PMAC controller generates the driving signals to drive the piezoelectric stack in the
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apparatus. The apparatus of 3D-EVC is driven by the piezoelectric hybrid, which, given the sinusoidal
excitation signal, can be expressed as:

⎧⎪⎨
⎪⎩

x = A1sin(ω1t + ϕ1)

y = A2sin(ω2t + ϕ2)

z = A3sin(ω3t + ϕ3)

(10)

where, x, y and z are the given sinusoidal excitation signal in X, Y and Z directions of tool tip
corresponding to the coordinate system in machine tools, respectively. A1, A2 and A3 are the
amplitudes of driving singles in three directions generated by three piezoelectric stacks, respectively. t
represents the time. In addition, ϕ1, ϕ2 and ϕ3 are the angular frequency imposed on the piezoelectric
stacks, and ω1, ω2 and ω3 are the phase of driving signal along X, Y and Z directions, respectively.

(a) Schematic diagram (b) Photo of the setup 

Figure 4. Experimental setup.

In order to compare the different cutting states during the cutting process, the value of spindle
speed and the feed rate is fixed (90 rpm/min and 10 mm/min, respectively), the depth of cut is set
to 5 μm, 10 μm and 20 μm, respectively. The cutting process was slotting with the oil mist cutting
fluid. To avoid the phenomenon of overcut or the larger cutting marks between the two periods, the
amplitude of piezoelectric driving signal is 6 μm. The detailed experimental conditions are listed in
Table 1, and the main parameters of the material are listed in Table 2.

Table 1. Experimental conditions.

Parameter Value

Work-piece
Material Copper (H62)

Length (mm) 50
Diameter (mm) 12.7

Diamond tool
Nose radius (mm) 0.2

Nominal rake angle (◦) 0
Nominal clearance angle (◦) 7

Cutting parameter

Depth of cut (μm) 5, 10, 20
Spindle speed (rpm/min) 90

Feed rate (mm/min) 10
vibration amplitude (μm) 6
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Table 2. Material properties.

Material
Tensile Strength Rm

(N/mm2)
Elongation to
Failure/(>%)

Vickers Hardness Density (g/cm3)

Copper 335–370 24 85–128 8.27

4. Results and Discussions

4.1. Initial Identification

In the cutting process, there are two main characteristics to identify undesired vibrations: (1) the
vibration amplitude increases gradually in the time domain as a result of the vibration energy increases;
and (2) the frequency shift phenomenon will appear with the change of cutting the state in the frequency
domain. This is one of the most significant signs to determine the occurrence of undesired vibration.

The time domain signal of three directions in the cutting process is collected by the displacement
sensor, when the depth of cut is set to 5 μm, as shown in Figure 5. It can be seen from the time domain
signals of three directions on the cutting tool that the vibration amplitudes along the Z direction have
greater values compared to the other two directions. This is because that the oscillation generated
on the tool tip of 3D-EVC apparatus in Z direction contains more capacity. Consequently, vibration
signals in Z direction are considered as the research object and further analysis in this paper.

Figure 5. The time domain signal of three directions in 3D-EVC process (spindle speed was 90 rpm/min,
and the feed rate was 10 mm/min, slotting.

In order to obtain the different cutting states in 3D-EVC process, the original signals of vibration
in Z direction are obtained under various cutting conditions (the depth of cut was 5 μm, 10 μm
and 20 μm, respectively). The time domain signals in three kinds of cutting depth are shown in
Figure 6a–c, the amplitude of vibration signals in frequency domain obtained by FFT are shown in
Figure 7a–c, respectively.

Three typical states (stable cutting, transient state, and chatter state) in the cutting process of
3D-EVC can be obtain based on the variation of frequency with the varied of cutting depth. In the
stable condition of the cutting process, the amplitude of vibration signal is relatively small and there
is no larger peak or trough in Figure 6a; the frequency domain spectrum obtained by FFT is shown
in Figure 7a. It is observed that the characteristics of the peaks appear at the frequency about 40 Hz
corresponding to the natural frequency of 3D-EVC apparatus. In the condition of a transient state,
some smaller fluctuations appeared in the time domain, and the amplitude of vibration grows, with
a small change in Figure 6b, while the frequency domain spectrum has a significant change which
appears as two peaks in 150 Hz and 200 Hz, as shown in Figure 7b. But the amplitude is relatively small
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and there is no obvious change in the time domain. In the condition of a chatter state, the amplitude of
vibration increases obviously, the change of amplitude has an effect on the three-dimensional elliptic
trajectory of the tool-tip in Figure 6c. Moreover, the frequencies of the characteristic peaks at 150 Hz
and 200 Hz are formed by the major components in the frequency spectrum, as shown in Figure 7c.
In this stage, the cutting process is accompanied by harsh noise, and the work-piece appears obvious
vibration mark. This is caused by the extrusion pressure between the tool-tip and the work-piece
increasing with the rise of cutting depth.

 
Figure 6. Vibration displacement signal obtained in 3D-EVC process (spindle speed was 90 rpm/min,
the feed rate was 10 mm/min, misting).

Figure 7. Frequency obtained by fast Fourier transform (FFT).

On the other hand, the cutting condition also affects the quality of the finished surface. Figure 8
shows quality of the finished surface under the three different conditions during the 3D-EVC process,
respectively. The measurements of the surface roughness for the finished surface are implemented
by using the ZYGO-Newview 8200, a white light interferometer, and the surface roughness Ra of
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the finished surface is used to estimate the three cutting states under various cutting conditions.
In the condition of stable cutting, as shown in Figure 8a, the finished surface has a clear and regular
elliptical trajectory, owing to the small cutting parameters in 3D-EVC process, and the value of the
surface roughness Ra = 0.046 μm. In the condition of a transient state, with the increase of cutting
depth, the cycle of each elliptical motion starts to appear slight chatter marks, owing to the additional
components corresponding to undesired vibration frequencies (150 Hz and 200 Hz) as shown in
Figure 8b. Meanwhile, the value of surface roughness also increased with the augment of cutting depth
Ra = 0.245 μm. In the condition of a chatter state, the elliptical motion trajectory becomes irregular in
the finished surface, as shown in Figure 8c, the undesired vibration causes the discontinuous contact
between the tool tip and the work-piece in the cycle of each elliptical motion, and the intermittent
chopping-elliptical-vibration cutting is formed in the process of 3D-EVC, which corresponds to the
large value of surface roughness Ra = 0.853 μm.

 

Figure 8. The quality of finished surface (a) Stable cutting (b) Transient state (c) Chatter state.

4.2. Feature Extraction Identification

In order to identify the chatter phenomenon accurately in the 3D-EVC process, feature extraction
identification, or extracting the features of the chatter symptoms from the various cutting parameters,
was proposed. Firstly, three groups of the original signals are decomposed with the EMD and a series
of IMFs in stable cutting, transient and chatter state, are obtained. Then, the mean square frequency
(MSF) and one step self-correlation coefficient ρ1 of each IMF, which processes the primary energy in
the 3D-EVC process, is calculated as the criteria for chatter identification. In this paper, the first six
IMFs which contain mainly vibration information are selected, as shown in Figures 9–11, respectively.

Figure 9. The result of EMD in stable cutting (spindle speed is 90 rpm/min, the feed rate is 10 mm/min,
and the depth of cut is 5 μm).
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Figure 10. The result of EMD in transient state (spindle speed is 90 rpm/min, the feed rate is
10 mm/min, and the depth of cut is 10 μm).

Figure 11. The result of EMD in chatter state (spindle speed is 90 rpm/min, the feed rate is 10 mm/min,
and the depth of cut is 20 μm).

The values of MSF and ρ1 are calculated to judge the development trend of the vibration signals,
and regarded as the index of the criterion for the undesired vibration in the 3D-EVC process, as listed
in Table 3. As mentioned in the third section, MSF represents the weighted mean of the square value
of the vibration frequency. When the undesired vibration happens suddenly, the frequency-shifting
phenomenon will appear and the chatter frequency gradually increases. The value of MSF also
increased with the cutting state growing fluctuant. In addition, ρ1 also has consanguineous relationship
with the variety of the energy in vibration signals. The value of ρ1 will reduce suddenly when the
energy concentrates around the chatter frequencies, as a result of the uneven amplitude of vibration
signals. In a stable cutting process, the values of MSF and ρ1 are 210 and 0.25, this value represents a
relatively stable state in the cutting process. For the transient state, the value of MSF increases to 270,
moreover, the value of ρ1 is reduced to 0.57. In the chatter state, the value of MSF increases to 6800,
this increased value is explained by the fact that the chatter frequency has turned into a significant
component in the 3D-EVC process. However, such as in the above theoretical study, the value of ρ1 is
reduced to 0.29, as the correlation between the vibration signals had reduced. Therefore, the numerical
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variation of MSF and ρ1 can be applied to an effective criterion, which identifies the change of cutting
state in the 3D-EVC process.

Table 3. The value of mean square frequency (MSF) and ρ1 under the three cutting conditions.

Cutting Conditions MSF ρ1

Stable cutting 210 0.95
Transient state 270 0.57
Chatter state 6800 0.29

5. Conclusions

In this paper, a new chatter identification method based on signal processing was proposed to
identify chatter phenomenon during the 3D-EVC process. The 3D vibration signals of the tool-tip are
obtained by the displacement sensor, which is installed in the 3D-EVC apparatus, and the vibration
signals were chosen as the object of decomposition, based on the visualized time and frequency domain
data in the Z direction. The method of chatter identification developed is divided into two parts: initial
identification and feature extraction identification. The amplitude spectrum obtained by FFT was
used as a preliminary criterion for chatter identification. Then, the EMD method was employed to
decompose the vibration signal including the rich undesired vibration information, the mean square
frequency, and the one-step self-correlation coefficient, which were calculated as the identification
criteria for identifying the chatter in the 3D-EVC process. The experimental results show:

(1) The vibration signals obtained by the displacement transducer and the amplitude spectrum
obtained by FFT have reflected the trend of vibration state in the 3D-EVC process from the time
and the frequency domain, respectively. The frequency shift phenomenon appeared with the
vibration energy increasing gradually in the machining processes.

(2) Both the mean square frequency and the one step self-correlation coefficient have been changed
suddenly in the cutting process. The value of the mean square frequency increases from 210 to
6800, in contrast, the value of the one step self-correlation coefficient reduces from 0.95 to 0.29.
Therefore, these two parameters can be used as the index of the chatter phenomenon.

In future work, the effects of model parameters will be theoretically analyzed with stability lobe
theory. Moreover, a chatter suppression method should be developed by combining sensorless chatter
detection with an optimization algorithm.
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Abstract: In the technology of computer-controlled optical surfacing (CCOS), the convergence of
surface form error has a close relationship with the distribution of surface form error, the calculation
of dwell time, tool influence function (TIF) and path planning. The distribution of surface form
error directly reflects the difference in bulk material removal depth across a to-be-polished surface in
subsequent corrective polishing. In this paper, the effect of path spacing and bulk material removal
depth on the residual error have been deeply investigated based on basic simulation experiments
excluding the interference factors in the actual polishing process. With the relationship among the
critical evaluation parameters of the residual error (root-mean-square (RMS) and peak-to-valley (PV)),
the path spacing and bulk material removal depth are mathematically characterized by the proposed
RMS and PV maps, respectively. Moreover, a variable pitch path self-planning strategy based on
the distribution of surface form error is proposed to optimize the residual error distribution. In the
proposed strategy, the influence of different bulk material removal depths caused by the distribution
of surface form error on residual error is compensated by fine adjustment of the path spacing
according to the obtained path spacing optimization models. The simulated experimental results
demonstrate that the residual error optimization strategy proposed in this paper can significantly
optimize the overall residual error distribution without compromising the convergence speed.
The optimized residual error distribution obtained in sub-regions of the polished surface is more
uniform than that without optimization and is almost unaffected by the distribution of parent surface
form error.

Keywords: fluid jet polishing; deterministic polishing; variable pitch path; residual error optimization;
path adaptability

1. Introduction

Whether it is in the high-end fields such as the defense industry, aviation and aerospace, or in the
civilian fields of medical devices, mobile phones, cameras, etc., high-precision optical components are
playing an increasingly important role. At the same time, there are increasingly higher requirements
for surface form error, medium frequency error, surface roughness and subsurface damage of optical
components [1]. With the introduction of aspherical and free form surface design methods, precision
devices composed of optical components have been unified in terms of portability and functionality.
However, this also poses a great challenge to the ultra-precision machining of optical components.
Ultra-precision grinding and deterministic polishing are the main means of processing ultra-precision
optical components [2]. Traditional manual polishing has the disadvantages of high labor intensity,
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poor working environment, being time consuming, high dependence on workers’ experience, difficulty
in controlling the consistency of quality, etc. [3]. Automated polishing is inevitably a trend to replace
manual polishing. Computer-controlled optical surfacing technology (CCOS), first proposed by Itek.
Inc. in 1970, has been widely used and developed in optical surfacing with high form accuracy [4,5].

In recent years, with the development of a series of advanced non-traditional sub-aperture
CCOS polishing technologies such as bonnet polishing [6], fluid jet polishing [7], magnetorheological
polishing [8], ion beam polishing [9], laser polishing [10], etc., the controllability of deterministic
polishing has taken a new step, which provides more possibilities for the improvement of the correction
effect of the surface form error. Among them, fluid jet polishing is an ultra-precise finishing technology
that combines fluid mechanics, precision manufacturing and surface engineering. In this polishing
technology, the fluid is used as a carrier for the abrasive particles suspended within, forming a flexible
polishing head that acts on the workpiece surface with a good fit and gets rid of tool wear issues
altogether. Therefore, this technology has a strong adaptability to complex free form shapes and is
especially suitable for the ultra-precision polishing of optical lenses, mirrors and molds made of hard
and brittle materials. In addition, fluid jet polishing in the general submerged polishing case and some
non-submerged polishing cases with narrow sapphire nozzles (with a diameter less than 0.3 mm) can
generate tool influence function (TIF) with a small radius and a Gaussian or near Gaussian distribution.
These advantages make fluid jet polishing a strong technology to achieve precise correction of the
surface form error.

In the technology of CCOS, the convergence of surface form error has a close relationship with
the distribution of surface form error, calculation of dwell time, tool influence function (TIF) and path
planning. In practice, after measurement of the workpiece to be polished, the resulting surface form
error can be generally expressed as a continuously changing free form surface. The optimal distribution
of residual error after deterministic polishing should be as close to an ideal plane as possible and ensure
sufficient convergence accuracy. However, the distribution of surface form error directly brings a
difference in bulk material removal depth across a to-be-polished surface in subsequent corrective
polishing. After the surface has been polished with a traditional path with a fixed pitch, it can be seen
that the residual error distribution after deterministic polishing is largely affected by the distribution
of parent surface form error. In this paper, this phenomenon is identified as a genetic phenomenon
of error distribution. This makes it difficult to ensure the consistency of the accuracy in the entire
region of the workpiece after ultra-precision polishing, and it also brings difficulties for subsequent
iterations of corrective polishing. Therefore, on the premise of not affecting the degree of convergence,
after every corrective polishing iteration in the pre-polishing stage, the residual error distribution that
is more uniform and almost free from the influence of the parent surface form error distribution should
be obtained as much as possible, which is of great theoretical significance and engineering value.

The mid-spatial-frequency (MSF) error, i.e., the ripple error of optical components, has an
important impact on the performance of laser systems and high quality imaging systems. At present,
some scholars mainly have been focusing on the suppression of ripple error. However, there is not
much research on the genetic phenomenon of the error distribution and its relationship with ripple
error. When using jet polishing to correct the surface with a large difference in surface form error,
Li et al. proposed a selective region path planning strategy to optimize the residual error distribution
and successfully avoided the introduction of path error in the region where the surface form accuracy
meets the requirements [11]. The influencing factors of ripple error mainly include initial surface
error, TIF and polishing path. In terms of the polishing path, the ripple error can be suppressed
by changing the randomness of the path to optimize the period of the ripple error and choosing a
reasonable path spacing to optimize the height of the ripple error [12]. Dunn et al. [13], Wang et al. [14]
and Takizawa et al. [15] proposed the six-direction, four-direction and circular pseudo-random paths,
respectively. Their experimental results showed that the random variability of the path direction can
effectively suppress the MSF error. In the deterministic surface correction process, a small path spacing
should generally be preferred. Too large a path spacing is not conducive to correcting the surface form
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error and suppressing the ripple error. However, due to changes in material removal and the speed
limitation of the axes of the polishing machine, polishing along an overly-dense path will introduce
additional dwell time and cause excessive material removal, especially in regions where material
removal is low, which is unfavorable for the convergence of surface accuracy. Wang et al. proposed to
use the inflection point of the approximately reversed “L”-shaped curve between path spacing and
ripple error to determine the optimal path spacing, which provides a fast and efficient method for
optimal selection of path spacing [16]. Hou et al. proposed to divide the surface into several regions
from the perspective of suppressing the MSF error and plan polishing paths with different pitches in
different form error regions [17]. In their implementation process, the transition of polishing paths in
different regions and the avoidance of the path edge effect are complicated. Hu et al. also proposed a
polishing path with random spacing based on the distribution of surface form error [18]. Their choice
of path spacing is based on empirical formulas, and the intrinsic relationship between form error and
path spacing has not been studied in depth.

In this paper, the influence law of path spacing and bulk material removal depth on residual error
is deeply studied. It is not difficult to understand that the influence law of the distribution of surface
form error on residual error can be revealed by studying the effects of different bulk material removal
depths on residual error. On this basis, mathematical modeling is used to demonstrate the feasibility of
the novel idea consisting of the normalizing residual error distribution by optimizing the path spacing
under the condition that other polishing conditions including TIF are unchanged. This idea considers
the fine adjustment of the path spacing to compensate for the effect of the surface form error on the
residual error. A complete residual error optimization strategy based on the form error distribution
is proposed. During the implementation of this optimization strategy, according to the established
path spacing optimization model and the actual surface form error distribution of the workpiece to
be polished, the corresponding variable pitch polishing path with seamless transition is planned for
polishing, thereby optimizing the residual error distribution and greatly reducing the influence of the
parent form error distribution on the child residual error distribution.

The contents of this paper are organized as follows. Section 2 describes the convolution removal
principle in CCOS and the fast solution algorithm for the dwell time based on linear equations.
Section 3 deeply studies and analyzes the influence of path spacing and bulk material removal depth
on residual error. In Section 4, the residual error optimization strategy based on root-mean-square
(RMS) and the peak-to-valley (PV) map is proposed. In this strategy, the corresponding path spacing
optimization model and variable pitch path planning method are described, respectively. Section 5
makes a comparative study of optimization strategies, and Section 6 concludes the full text.

2. Theoretical Background

2.1. Convolution Removal Principle in Computer-Controlled Optical Surfacing

The deterministic polishing material removal process can be viewed as a two-dimensional
convolution of the TIF and dwell time. The surface form error can be obtained by comparing the
actual measured surface data with the ideal surface data and using filtering and other technical means
to eliminate the middle-to-high-spatial frequency component and retain the low-spatial frequency
component. The deterministic polishing process can precisely control the dwell time of the polishing
tool at each dwelling point according to the obtained surface form error and the planned polishing
path, thereby realizing different amounts of material removal at different positions, which can not
only improve the accuracy of the surface, but also enhance the surface quality. In general, the above
process is implemented by converting calculated dwell time to feed rate of the polishing tool, which is
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an iterative process. The convolution material removal and resulting residual error for each iteration
can be expressed by Equation (1) as follows:

{
Z (x, y) = R (x, y)⊗ D (x, y)
E (x, y) = Z0 (x, y)− Z (x, y)

(1)

where Z(x, y) represents the convolution material removal; R(x, y) represents the material removal
function per unit time; D(x, y) stands for the dwell time function; E(x, y) represents the residual error
after deconvolution removal; Z0(x, y) represents the surface form error that is expected to be removed.

2.2. Dwell Time Solution Based on Linear Equations

According to Equation (1), given the material removal map and material removal function,
the solution of the dwell time can be regarded as a deconvolution process, and its solution algorithm
has an important effect on the deterministic polishing process and results. Existing dwell time
algorithms are mainly split into two categories: discrete convolution model and linear equation model.
The former has a fast computation speed, but usually low convergence accuracy. The latter has high
accuracy, but the solution speed is slow. With the introduction of regularization and sparse matrix
operation, the solution algorithm based on the linear equation model is becoming more stable and
fast, and it can be applied to a flexible and changeable planning path, which makes it more feasible
and flexible in practical application [19]. It is assumed that there are n dwell points along the planned
path on the to-be-polished surface; the surface is divided into m control points; and correction of the
surface is simplified to reduce the form error at these control points. When the TIF dwells at a dwell
point, the material removal at all control points within a unit of time can be written in the form of
m × 1, and then, the TIF removal matrix Am×n for the n dwell points can be obtained, which is usually
a sparse matrix with m rows and n columns. The form error to be removed at the m control points is
represented as a column bm × 1. Similarly, the dwell time of each dwell point to be calculated is also
written as a column vector form, i.e., xn × 1. In the linear model solution, the dwell time corresponding
to each dwell point can be estimated by solving the equation Am×nxn×1 = bm×1. However, because it
is an indefinite equation and the large condition number means that rounding error and other errors
will seriously affect the solution of the problem, the regularization method using the smart damping
factor is used here to ensure stability of the solution, as shown in Equation (2) [20].

⎧⎪⎨
⎪⎩

(
Am×n

γ × Em−n

)
xn×1 =

(
bm×1

0 × I(m−n)×1

)

γ = 3 × TRP
(2)

where γ represents the regularized damping coefficient, Em−n represents a unit matrix of (m − n) order
and I(m−n)×1 represents a column vector containing (m − n) elements. TRP represents the maximum
removal depth of the TIF per unit time, in λ/min (λ = 632.8 nm).

By using the least squares method and sparse matrix method to solve the objective function of
Equation (3), the stable and reliable solution of dwell time can be obtained.

min
{
‖Ax − b‖2 + ‖γx‖2

}
, x ≥ 0 (3)

3. Research on the Effect of Path Spacing and Bulk Material Removal Depth on Residual Error

The actual polishing experiment is more or less affected by various interference factors such as
clamping error and stability of the polishing liquid, which make it difficult to extract separately the
influence of path spacing and bulk material removal depth on residual error. This section proposes the
use of simulation experiments to investigate the laws of influence among them. A similar polishing
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simulation method can effectively eliminate the interference of other factors and greatly saves time
and money.

3.1. Simulation Experiment Design

In submerged jet polishing (for narrow sapphire nozzles with a diameter less than 0.3 mm) and
other deterministic polishing, the TIF usually presents a Gaussian distribution with a maximum
removal at the center. In the simulation study of this paper, the TIF established by the Gaussian
mathematical model given in Equation (4) is used, where Rx and Ry represent the material removal
area radius (mm) of the TIF in the x direction and the y direction, respectively. a represents the
maximum material removal depth per unit time (μm/min). Figure 1a shows the rotationally-symmetric
three-dimensional TIF profile with a removal radius of 1 mm and a maximum removal depth of
0.1 μm/min. Table 1 gives the parameter values of the TIF used in this paper.
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sigmax = Rx/2
√

2, sigmay = Ry/2
√

2

z = a × e−(x2/(2sigmax)+y2/(2sigmay))

TRP = a × 103
/

λ, λ = 632.8 nm
(4)

Table 1. The parameter values of tool influence function (TIF).

Parms a (μ/min) Rx (mm) Ry (mm)

Values 0.1 1.0 1.0

Without loss of generality, a scanning path was planned on a planar specimen with a length of
10 mm and a width of 10 mm, and the deterministic polishing simulation was implemented according
to the given TIF, as shown in Figure 1b. Since it is difficult for the computer to achieve continuous
removal in simulations, in order to make the discrete removal simulation more closely approximate
the continuous removal commonly used in actual polishing, the number of dwell points along the
planned path was increased. Here, the distance between adjacent dwell points along the path was
set to 0.05 mm. The simulation results in our test show that the actual continuous polishing removal
can be well approximated. The RMS and PV values of the residual error obtained after correction
were used as evaluation indexes for the deterministic polishing convergence accuracy and the removal
effect. In addition, the power spectral density (PSD) method was used to analyze the MSF error
component in the residual error and study the effect of path spacing and surface form error on the
component. In order to avoid the influence of edge effect in the simulation process, the central region
of the specimen with a length of 6 mm and width of 6 mm served as a residual error evaluation region.
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In order to deeply study the influence of path spacing and bulk material removal depth on the
residual error obtained after polishing, three groups of basic simulation experiments were carefully
designed. The first set of experiments studied the effect of path spacing on residual error under
fixed bulk material removal depth. The second set of experiments investigated the effect of bulk
material removal depth on the residual error in the case of fixed path spacing. The third set of
experiments investigated the effect of path spacing variations on the residual error resulting from
different bulk material removal depths. Table 2 gives details of the experimental conditions for the
three simulation experiments.

Table 2. Simulation experiment conditions.

Experiment Set Path Pitch (mm) Bulk Material Removal Depth (μm)

Exp. 1 0.1 , 0.2, 0.3, ... , 2.5 0.5

Exp. 2 0.2 0, 0.1, 0.2, ... , 1.0

Exp. 3 0.1, 0.2, 0.3, ... , 2.5 0, 0.1, 0.2, ... , 1.0

3.2. Simulation Results and Analysis

3.2.1. Influence of Path Spacing on Residual Error

By introducing regularization and sparse matrix operation methods, the dwell time solution
algorithm based on the linear equations can effectively control the negative ratio (number of dwell
points with a negative dwell time calculated/total number of dwell points) of dwell time calculated
to be less than 1%, as shown in Figure 2a. Note that the influence of path spacing on the RMS and
PV values of the residual error is almost consistent when bulk material removal depth is constant.
As the path spacing increases, the RMS and PV values of the residual error first increase slowly and
approximately linearly within the range of 0.1 mm to 0.6 mm, then rapidly increase within the range
of 0.6 mm to 2.0 mm and finally stabilize in the range of 2.0 mm to 2.5 mm. This is because the
deterministic polishing removal is caused by the convolution effect formed by the overlap of tool
influence functions. When the distance between the paths is small, i.e., less than 3/10 of the diameter
of the TIF, convergence of the deterministic polishing removal process can be effectively ensured. From
the residual error profile in Figure 2a, it can be seen that as the path spacing increases, it becomes
increasingly difficult to ensure convergence of the regions between adjacent paths. When the distance
between the paths is larger than the diameter of the TIF, the material between the adjacent paths cannot
be removed. In this case, the PV values of the residual error will be slightly larger than the original
surface form error and remain basically constant. However, it should be pointed out that the RMS
curve is fluctuating more at these later stages than the PV curve. This may be because the RMS value
of the residual error is more susceptible to dramatic changes in convergence of the surface form error.

Figure 2b shows that as path spacing increases, the total length of the path is drastically shortened,
but the total polishing time is only slightly reduced within the path range of 0.1 mm to 1.0 mm.
The polishing time for deterministic polishing is mainly determined by the TIF and volume of material
removal. More polishing time means more volume removal. The error of a certain control point
basically determines the total dwell time at that point. As the path spacing decreases, although the
path length increases sharply, the number of dwell points increases at the same time, and the average
dwell time allocated to each dwelling point will be reduced accordingly, so that the total polishing time
remains basically unchanged. In addition, considering that as the path spacing increases, the degree
of convergence of deterministic polishing decreases, the overall material removal will be reduced,
and thus, the polishing time will tend to decrease. When the path spacing is greater than 1.0 mm,
the degree of convergence of the polishing removal sharply changes and shows a downward trend,
so that the total polishing time is drastically reduced with a certain degree of fluctuation.
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Figure 2. Effect of path pitch on (a) residual error and (b) other path parameters (bulk material removal
depth = 0.5 μm).

Figure 3a shows the power spectral density curve of the residual error calculated along the
y-direction, which is the perpendicular direction of the planned path when the path distance is 0.1 mm,
0.4 mm, 0.7 mm and 1.0 mm, respectively. It can be seen that as the path spacing increases, the MSF
error becomes larger and larger, which is mainly due to waviness error caused by the tool path. It can
be concluded that for deterministic polishing removal, a small path spacing should be preferred,
which can effectively reduce the RMS and PV values of the residual error and effectively suppress
the MSF.
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Figure 3. (a) y-direction power spectral density (PSD) results for different path pitches; (b) influence of
the bulk material removal depth on residual error (path pitch = 0.2 mm); (c) y-direction PSD results for
different path pitches and bulk material removal depths.

3.2.2. Influence of Bulk Material Removal Depth on Residual Error

Figure 3b shows the influence of the bulk material removal depth on the residual error when
the path spacing is constant. With the increase of bulk material removal depth, RMS and PV values
of the residual error showed a linear growth trend. This also reflects the linear decreasing trend of
convergence of deterministic polishing with the increase of the bulk material removal depth. With the
increase of the bulk material removal depth, the linear increase of the polishing time indicates that
polishing time has a positive correlation with the amount of material removal. Since the number
of pre-planned dwell points remains constant, the average dwell time allocated to each dwell point
increases accordingly. Figure 3c shows the power spectral density calculation results for the residual
error along the vertical direction of the planned path for different bulk material removal depths (0.1 μm,
0.4 μm, 0.7 μm, 1.0 μm) when the path pitch is 0.2 mm. It can be seen that the profiles of the power
spectral density curve corresponding to different bulk material removal depths are similar, but as the
bulk material removal depth increases, the power density amplitude corresponding to each spatial
frequency shows a significant increase. This may be because with the increase of the bulk material
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removal depth, the dwell time of each dwell point is prolonged. The increase in the dwell time of
the polishing tool at a certain point will make the path effect more pronounced, thereby introducing
deeper ripple errors caused by the tool path. Therefore, for a large form error, a small path spacing
should be preferred, which can effectively improve the convergence of deterministic removal, reduce
the RMS and PV value of the residual error and effectively suppress the MSF error component in the
residual error.

3.2.3. Effect of Path Spacing Variations on the Residual Error Resulting from Different Bulk Material
Removal Depths

As can be seen from Figure 4a,b, the influence law of path spacing variations on the RMS
and PV values of residual error resulting from different bulk material removal depth is consistent.
For deterministic polishing removal, a reasonable polishing path spacing value should be less than
3/10 of the diameter of the TIF. When the value is within this range, drastic variation of RMS and PV
values of the residual error can be effectively avoided. Therefore, in this simulation, the RMS and PV
curves with a path pitch of less than 0.6 mm are the parts of interest. As can be seen from the partially
enlarged view, shown in Figure 4c,d, the slope of the curve increases significantly with the increase of
the form error. This indicates that the larger the bulk material removal depth, the greater the effect of
the change in the path spacing on the residual error, which makes the subsequent adjustment of the
path spacing more useful, especially for regions with large bulk material removal depth.

(a) (b)

(c) (d)

0 1 2 3
Path Pitches (mm)

0

0.5

1

1.5

R
M

S
 o

f r
es

id
ua

l e
rr

or
 (

) 0 m
0.1 m
0.2 m
0.3 m
0.4 m
0.5 m
0.6 m
0.7 m
0.8 m
0.9 m
1 m

0 1 2 3
Path Pitches (mm)

0

0.5

1

1.5

2

2.5

P
V

 o
f r

es
id

ua
l e

rr
or

 (
) 0 m

0.1 m
0.2 m
0.3 m
0.4 m
0.5 m
0.6 m
0.7 m
0.8 m
0.9 m
1 m

0 0.2 0.4 0.6
Path Pitches (mm)

0

0.01

0.02

0.03

R
M

S
 o

f r
es

id
ua

l e
rr

or
 (

)

0 0.2 0.4 0.6
Path Pitches (mm)

0

0.01

0.02

0.03

0.04

0.05

P
V

 o
f r

es
id

ua
l e

rr
or

 (
)

Figure 4. The influence of path spacing variations on the (a,c) root-mean-square (RMS) and
(b,d) peak-to-valley (PV) of the residual error resulting from different bulk material removal depths.

3.3. Summary and Discussion of Simulation Results

Through the above three sets of simulation experiments, the influence rules of path spacing
and bulk material removal depth on the residual error obtained after deterministic polishing were
thoroughly studied and analyzed. When the path spacing was fixed, the larger the bulk material
removal depth, the larger the RMS and PV values of residual error. The distribution of surface form
error directly reflected the difference in bulk material removal depth across a to-be-polished surface in
subsequent corrective polishing. This is a good explanation of the genetic phenomenon of the error
distribution during the surface correction process. In the case where the bulk material removal depth
was constant, the path spacing also affected the RMS and PV values of residual error approximately
linearly. Once the surface form error distribution of the actual workpiece was determined, we could
get the variation in bulk material removal depth across the surface and could consider the use of
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fine-tuning of the path spacing to compensate for the effect of surface form error on the residual error,
as well as achieve the purpose of optimizing the residual error distribution. That is to say, small path
spacing was used where surface form error was large, and a large path spacing was used where surface
form error was small, so that the path spacing adapted to the variation of the surface form error, which
was expected to make the optimized residual error distribution obtained more uniform and almost
unaffected by the distribution of parent surface form error.

4. Residual Error Optimization Strategy Based on Root-Mean-Square and Peak-to-Valley Maps

Based on results of the simulation experiment in Section 3, it can be seen that the RMS and PV
values of the residual error after deterministic polishing are influenced by both the bulk material
removal depth and the path spacing. This section aims to establish their relationship models with the
path spacing and bulk material removal depth, respectively. To achieve this goal, this paper introduces
the concept of RMS and PV maps for the first time and proposes a path spacing optimization model
based on the above two maps in order to optimize the corresponding RMS and PV values of the
residual error. The detailed flow for variable pitch spiral path planning in residual error optimization
strategy is also given.

4.1. Derivation of the RMS and PV Maps

The RMS (PV) map characterizes the relationship of the RMS (PV) value of the residual error
obtained after theoretical deterministic polishing with the path spacing and the surface form error.
From the results of the third set of simulation experiments in Section 3, the experimental data in
the range of reasonable path spacing (0.1 mm to 0.6 mm) were extracted and collated, and then,
the initial RMS and PV maps were obtained, as shown in Figure 5a,c. Using surface fitting techniques,
we obtained the final smoothed RMS and PV maps, as shown in Figure 5b,d. The proposed RMS and
PV maps provide a theoretical model reference for predicting the RMS and PV values of the residual
error after practical deterministic polishing.

(a) (b)

(c) (d)

Figure 5. (a) Original RMS map; (b) fitted map of RMS; (c) original PV map; (d) fitted map of PV.
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4.2. Path Spacing Optimization Model Based on Surface Form Error

Based on the RMS map of Figure 5b, the RMS contour of the residual error shown in Figure 6a is
obtained. On the RMS contour, all points with the same RMS value form continuous curves in sequence.
The curve reflects the correspondence between the bulk material removal depth to be corrected and
path spacing for which the RMS value of residual error is controlled to be a constant value. Although
corrective polishing should be preferably performed with a small path pitch, the path pitch in actual
polishing cannot be set infinitely small. The variation range of expected bulk material removal depth
in one polishing iteration is constant. As shown in Figure 6a, once the minimum path spacing is set,
for the minimum path used in the region with largest bulk material removal depth, the theoretical
optimum RMS value of the residual error after polishing is determined. Conversely, given the RMS
value of the residual error we expect, we can get the corresponding minimum path spacing. Moreover,
the smaller the RMS value of the desired residual error, the smaller the corresponding minimum
path spacing. In the simulation experiments in this paper, the bulk material removal depth varies
from 0.5 μm to 1.0 μm. We specify the minimum path spacing as pmin = 0.2 mm and the maximum
path spacing is pmax = 0.6 mm. The P1 point determined by the minimum pitch gives the best RMS
value of the residual error corresponding to key point P2, and then, the contour line of the best RMS
value is located. The contour curve determines the point P3 at the position of the maximum path
spacing. P3 determines the critical value of bulk material removal depth corresponding to point P4.
When the bulk material removal depth of the region to be corrected is smaller than the critical value,
the path spacing corresponding to the region should be set to the maximum path spacing. Finally,
the relationship between the bulk material removal depth and the path spacing based on the RMS map
is obtained, as shown in Figure 6b.
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Figure 6. (a) RMS contours of the residual error; (b) relationship curve between bulk material removal
depth and the path pitch based on the RMS map; (c) PV contours of the residual error; (d) relationship
curve between bulk material removal depth and the path pitch based on the PV map.

Similarly, the PV contour of residual error and the relationship between the bulk material removal
depth and the path spacing based on the PV map are obtained, as shown in Figure 6c,d. A comparison
of Figure 6b,d shows that the trend of the two curves is similar, which is attributed to the similarity of
the effects of bulk material removal depth, and path spacing on the RMS and PV values of the residual
error. A piecewise polynomial fitting method was used to fit the two curves, respectively, and the path
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spacing optimization models based on the RMS map (Equation (5)) and the PV map (Equation (6))
were obtained, respectively.

prms (zh) =

{
0.6
−4.46zh

5 + 18.0zh
4 − 28.2zh

3 + 22.8zh
2 − 9.95zh + 2.22

, zh < 0.3297
, zh ≥ 0.3297

(5)

ppv (zh) =

{
0.6
−9.44zh

5 + 35.2zh
4 − 52.4zh

3 + 39.2zh
2 − 15.3zh + 2.85

, zh < 0.3194
, zh ≥ 0.3194

(6)

in which zh stands for the bulk material removal depth (μm); prms, ppv represent the resulting
path spacing (mm) based on the RMS-map optimization model and the PV-map optimization
model, respectively.

It is important to point out that several simulation experiments have shown that when the
fluctuation range of the parent surface form error is large, expectations for the degree of residual error
optimization should be reduced in one iteration, and the minimum path spacing should be selected to
be larger, thereby increasing the critical value of bulk material removal depth determined by point
P4 and reducing the variation range of the polishing path pitch. This is more conducive to reducing
the impact of the distribution of the parent surface form error on the child residual error distribution,
while avoiding distortion of the planned variable pitch path and affecting the final polishing effect.
Equation (7) gives the empirical formula for the choice of minimum and maximum path spacing under
the same parameters of the optimization strategy proposed in this paper.

{
pmax = 3Rti f

/
5

pmin = 2pmax × [max (Z0 (x, y))− min (Z0 (x, y))]
/
(3 max (Z0 (x, y)))

(7)

where Rti f represents the radius of the TIF; max(Z0(x, y)) and min(Z0(x, y)) represent the largest and
the smallest form error, respectively.

4.3. Variable Pitch Spiral Path Planning Method

In order to realize the optimization process of the spiral polishing path efficiently and quickly,
this paper proposes to plan the variable pitch spiral polishing path on a two-dimensional plane.
Moreover, the path pitch along the radial direction of the spiral path is iteratively optimized according
to the proposed path spacing optimization model in Section 4.2. At the same time, when the variable
pitch 2D path is projected onto a 3D target surface, in order to avoid as much as possible the impact
of slope change on the pitch of the projected path, a path spacing compensation factor based on the
gradient change distribution of the target surface is introduced. After several iterative optimizations,
the final variable pitch spiral-polishing path with seamless transition will be obtained. Figure 7a gives
the complete planning flowchart for the optimized path with variable pitch.

Although practical fluid jet polishing is hardly affected by the polishing edge effect [21],
the edge-up phenomenon occurs when performing polishing removal simulations, which is a common
problem that is difficult to avoid when solving the dwell time [22,23]. In this algorithm, to avoid
the influence of this phenomenon on the solution in the region of interest, the polished surface and
its form error will extend outward by a specified distance, and so does the planned polishing path,
as shown in Figure 7b. Through several simulation experiments, it was found that when the extension
distance is specified as 1.5Rti f , the influence of the edge-up phenomenon on the region of interest can
be effectively avoided and a better removal effect obtained.
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Figure 7. (a) The generation flowchart of the optimized path with variable pitch; (b) control strategy
for edge-warping effect.

In this algorithm, we first determine the range of path spacing changes according to Equation (7)
and give the corresponding path optimization model specified by Equations (5) or (6). Then, the initial
planned Archimedes spiral path can be given by Equation (8) as follows:

{
r0 = 0.075Rti f ; p0 = Pmin; θm = mΔθ, m = 0, . . . , M

M = INT
(

2πRmax
ΔθP0

)
; rm = r0 + p0 × θm

2π

(8)

where γ0 represents the starting spiral radius; p0 represents the pitch of the Archimedean spiral path;
Δθ represents the angular coordinate increment of adjacent path points in the initial planned path;
Rmax represents the limit of the radius of the circular area of the initial planned Archimedes spiral
path; INT represents the operation of rounding down. For a rectangular workpiece and a circular
workpiece, Equation (9) gives the calculation method of Rmax in two cases. The initial Archimedes
spiral path bounded by the maximum radius calculated by Equation (9) can ensure fast convergence of
the iterative optimization process. θm, rm represent the angular coordinate and radial coordinate of the
m-th path point of the initially planned path in polar coordinates, respectively.

⎧⎪⎨
⎪⎩

Rmax =

√( Lx+3Rti f
2

)2
+

( Ly+3Rti f
2

)2
, for rectangular shape

Rmax =
2R+3Rti f

2 , for circular shape
(9)

in which Lx, Ly represent the length and width of the original rectangular workpiece, respectively,
and R represents the radius of the original circular workpiece.

The algorithm extracts the boundary curve of the projection of the target surface on the xoy plane,
and the new curve obtained by offsetting the distance of 1.5Rti f outward is used as the constraint
boundary of the subsequent path planning. Assume that the boundary can be expressed in polar
coordinates as rb = Boundary (θb) , 0 ≤ θb ≤ 2π, then the radial coordinates of all the path points
beyond the constraint boundary are set as the radial coordinates of the corresponding boundary points,
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and the angular coordinates remain unchanged. Then, Equation (10) can be used to calculate the
constrained path.

rb = Boundary (mod (θ, 2π)) ; r = rb, r ≥ rb (10)

We need to extend the target surface and calculate the slope distribution surface corresponding
to the extended surface. Then, according to Equation (11), the path points are transformed from the
polar coordinate system to the Cartesian coordinate system and are projected onto the calculated
slope distribution surface and the extended form error surface, respectively. The z coordinate of each
projection point obtained by projecting on the slope distribution surface and the form error surface
respectively correspond to the slope kslope and the form error zh. According to Equation (12), we can
calculate the change of path spacing after one iterative optimization.{

x = x0 + r cos θ; y = y0 + r sin θ

zh = Γ(error_ext, x, y); kslope = Γ(targetslopesur f _ext, x, y)
(11)

in which Γ(error_ext, x, y) and Γ(targetslopesur f _ext, x, y) represent projection operations on the
extended form error surface error_ext and the slope distribution surface targetslopesur f _ext
corresponding to the extended target surface, respectively.

p =

⎧⎨
⎩

prms (zh)
/√

k2
slope + 1, RMS − based optimization

ppv (zh)
/√

k2
slope + 1, PV − based optimization

(12)

Finally, an unconstrained variable pitch spiral path after one iterative optimization is obtained
according to Equation (13). Then, using Equation (10) to calculate the variable pitch spiral path with
boundary constraints and eliminate the repeated path with the edge at the end of the path, a variable
pitch spiral path with boundary constraints after one iteration optimization is obtained. After the
iterative optimization is converged, the final variable pitch path is derived by resampling Δθ making
point-to-point distance constant along the path.

⎧⎪⎨
⎪⎩

N = INT (2π/Δθ)

θk = kΔθ;rk = r0 +
p1θk
2π , 0 ≤ k ≤ N

θk = θk−N + 2π; rk = rk−N + pk−N ,k > N
(13)

5. Comparative Study of Optimization Strategies

In order to verify the validity and feasibility of the proposed residual error optimization strategy
based on the distribution of surface form error, the comparative correction polishing studies were
performed in this section for one planar test piece and one aspherical test piece. The comparison results
of the residual error distribution before and after optimization both verify the validity and feasibility
of the proposed strategy.

5.1. Case 1: Planar Workpiece

In this case, a planar test piece with a length of 10 mm and width of 10 mm is again selected.
Figure 8 shows the initial typical form error distribution and the extended form error distribution,
respectively. It can be seen that the distribution of form error is a typical convex surface form with a
height variation range of 0.5 μm to 1 μm. The TIF specified in Section 3 is again used in this simulation.
Therefore, we can directly use the RMS-map-based (Equation (5)) and PV-map-based path-pitch model
(Equation (6)) obtained in Section 3 to optimize the initially planned polishing paths. In addition,
since it is a planar specimen, the slope compensation factor in Equation (11) is null, i.e., kslope = 0.
Table 3 shows the key parameters for planning the spiral-polishing path with optimized variable pitch.
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Figure 8. (a) Original form error distribution; (b) extended form error distribution.

Table 3. Parameters for planning the initial spiral-polishing path.

pmin (mm) pmax (mm) p0 (mm) Δθ (deg) r0 (mm)

0.2 0.6 0.2 π/6 0.01

According to the kind of optimization model, we get three kinds of polishing paths, namely the
unoptimized path, RMS-map-based optimized path and PV-map-based optimized path. Figure 9a
shows the initially planned spiral-polishing path with boundary constraints. Using the two proposed
optimization models respectively to optimize the initial path given in Figure 9a, the corresponding
optimized path distributions are obtained, as shown in Figure 9b,c. It can be seen that the polishing
path pitch before optimization is always 0.2 mm and is evenly distributed. Although there are subtle
differences in paths optimized by different optimization models, their path pitches are continuously
changed with the variation of the surface form error in the range of 0.2 mm to 0.6 mm.
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Figure 9. (a) Boundary-defined unoptimized path with constant pitch; (b) RMS-map-based optimized
path with varying pitch; (c) PV-map-based optimized path with varying pitch; (d) dwell time map along
the unoptimized path; (e) dwell time map along the RMS-map-based optimized path; (f) dwell time
map along the PV-map-based optimized path; (g) residual error corresponding to the unoptimized path;
(h) residual error corresponding to the RMS-map-based optimized path; (i) residual error corresponding
to the PV-map-based optimized path.
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By solving the dwell times corresponding to the three polishing paths, the dwell time distribution
maps corresponding to the three polishing paths are obtained, as shown in Figure 9d–f. It can be
seen from Figure 9d that the dwell time distribution corresponding to the initial equally-spaced spiral
polishing path is consistent with the initial form error distribution. It further verifies the experimental
results obtained in Section 3.2.2, that is, when the path spacing is constant, there is a positive linear
relationship between the dwell time of each dwell point and the amount of form error. For the
optimized paths, especially in the regions we care about, the dwell time of each dwell point does not
change very much. From Figure 3b in Section 3.2.1, it can be seen that there is also a positive linear
relationship between the path spacing within a certain range (0.2 mm–0.6 mm) and the dwell time
of each point when bulk material removal depth is constant. It is under the combined influence of
bulk material removal depth and path spacing that the dwell time at each point on the optimized
path remains mostly the same. To some extent, the optimized path is a good way to improve dwell
time distribution. Since spacing of the planned dwell points along the path is basically the same,
the optimized polishing path will run under a more stable polishing speed, which is crucial for
obtaining a stable polishing process [24]. Figure 9g–i respectively shows the residual error distribution
obtained by figuring the extended form error using the three polishing paths, respectively. It can be
seen that the strategy of extending the path and the surface form error effectively prevents material
removal of the region of interest from being affected by the edge-warping phenomenon. Compared
to the residual error distribution before optimization, the imprint of the initial surface form the error
distribution can hardly be found visually in the optimized residual error distributions.

As shown in Figure 10a,c,e, in order to further clearly compare and quantify the difference of the
residual error distribution before and after optimization and the effects of two optimization models
on the residual error distribution, the residual error distribution of the region of interest is extracted.
At the same time, two cross-sectional profiles passing through the center origin and parallel to the
x-axis and y-axis are respectively given for each residual error distribution. From Figure 10a, it can be
seen that the residual error distribution corresponding to the unoptimized polishing path is highly
similar to the distribution of the parent surface form error shown in Figure 8a, that is the error shows
a decreasing trend from the center to the periphery. However, the residual error distribution after
optimization shown in Figure 10c,e, respectively, is more flattened and is almost unaffected by the
distribution of parent form error.

Considering the use of RMS and PV values of the overall residual error to evaluate the
residual error distribution, there are two disadvantages: (i) the optimization effect of the proposed
residual error optimization strategy on residual error distribution cannot be evaluated intuitively
and comprehensively; (ii) it is difficult to compare subtle differences in the residual error distribution
obtained by the two optimization models proposed. In this paper, a method of sub-domain evaluation
is proposed. Firstly, the residual error of the region of interest is evenly divided into 25 sub-regions,
as shown in the Figure 10b,d,f. Then, the RMS and PV values of the residual error corresponding to
each sub-region are calculated, and the corresponding RMS and PV curves are plotted. Figure 11a,b
shows the RMS and PV curves obtained from the simulation results, respectively. It can be seen that,
using the sub-domain evaluation method, the RMS curves obtained by the three polishing paths
all show both obvious and inconspicuous peaks, and the occurrence frequency of the peaks has a
certain regularity. The curve peaks appear in the ranges A1–A5, A6–A10, A11–A15, A16–A20 and
A21–A25, respectively. For the range A1–A5, if the average value of the form errors corresponding
to each sub-area is plotted as a curve, a similar peak curve is obtained. From the results obtained in
Section 3, we know that the RMS value of the residual error increases with the material removal depth;
therefore, the resulting RMS curve also exhibits the peak. This can also explain the formation of the
corresponding peak in other ranges. In addition, the average amplitude and corresponding amplitude
fluctuation range of the RMS curve with optimization are both smaller than that without optimization.
This is because adjustment of the path spacing effectively compensates for the influence of different
material removal depths caused by the surface form error distribution on the residual error, which
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greatly reduces the influence of the distribution of parent surface form error on the child residual error
distribution.

Figure 10. Residual error of the concerned surface region polished along: (a,b) the unoptimized path;
(c,d) the RMS-map-based optimized path; and (e,f) the PV-map-based optimized path.

(b)(a)

Figure 11. (a) RMS and (b) PV curves for sub-regional evaluation.

There are multiple outlier points on the PV curve given in Figure 11b, which appear at the
positions of A1, A5, A13, A21 and A25, respectively. Comparing the residual error distribution shown
in Figure 10, we can see that these outlier points appear at the center of the residual error region and
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at the four edge corners, respectively. The reason for the abrupt change of PV value in the residual
error region corresponding to A13 is related to the center effect produced by the spiral path polishing.
The sudden change in PV value at the four edge corners may be related to a 90 degree change in the
polishing direction of the planned polishing path at the four corner points. Regardless of the above
outlier points, it can be seen that the residual errors obtained by using the PV-map-based optimization
model have smaller and closer PV values. In addition, it can be seen that the RMS-map-based
optimization model improves the spread of PV values over the sub-regions of residual error.

As shown in Figure 6b,d, the ideal RMS and PV values for the two optimized models are
RMS = 0.0097342 λ and PV = 0.013193 λ, respectively. However, we found that RMS and PV values
obtained after optimization are about 20% larger than the target values. This may be related to the fact
that the bulk material removal depth varies in the adjacent path interval caused by varying surface
form error, unlike the constant bulk material removal depth in the experiment in Section 3.

Power spectral density analysis was performed on the residual errors obtained by the above
three polishing paths, and the results along the x-direction and y-direction are, respectively, shown
in Figure 12a,b. It can be seen from the PSD curves that whether the path optimization model is
based on the RMS or PV map, the amplitude variation of the power spectral density of the mid-spatial
frequency components in the residual error obtained by the optimized path is more stable. It can be
concluded that the proposed optimization strategy can effectively smooth the distribution of MSF
error components in the residual error.

(b)(a)

Figure 12. PSD analysis results of residual error in the (a) x-direction and (b) y-direction.

5.2. Case 2: Aspheric Workpiece

To further verify the feasibility of the proposed optimization strategy for corrective polishing of
complex surfaces, in this case, we selected the aspherical surface shown in Figure 13a as the test sample.
Table 4 gives the specific parameters of the aspheric surface, which is expressed by Equation (14)
as follows:

z =
c
(
x2 + y2)

1 +
√

1 − c2 (1 + k) (x2 + y2)
+ a2

(
x2 + y2

)2
+ a3

(
x2 + y2

)3
+ a4

(
x2 + y2

)4
+ · · · (14)

where R0 represents the radius of curvature of the aspherical vertex; c represents the curvature of the
aspherical vertex, with c = 1/R0; D represents the aspherical aperture; k represents the quadratic
constant; a2, a3, a4 represent the coefficients of higher order terms in the aspheric equation, respectively.

Table 4. Detailed parameters of the aspheric surface.

R0 (mm) c (mm−1) D (mm) k a2 a3 a4

20 1/R0 20 −0.32 −1.5 × 10−14 −1.5 × 10−14 −3.0 × 10−16
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Figure 13d shows the slope distribution corresponding to the aspherical surface. It can be seen
that the slope of the surface is rotationally symmetric and gradually increases from the center to the
periphery. Figure 13b,c,e,f respectively shows the isometric and top view of the aspherical surface form
error and of the extended surface form error obtained after extending a distance of 1.5Rti f . Since the
material removal depth variation in all regions in this case is small (about 0.75 μm to 1 μm), the chosen
minimum path in Equation (7) and its variation range are narrow. The path obtained in the Cartesian
space is too dense to observe the effect of pitch change by the naked eye; thus, Figure 13g,h gives the
RMS-map-based optimization path in polar coordinate and its pitch-variation along the path.

Similar to Case 1, Figure 14 shows the distribution of residual error and dwell time, respectively.
It can be seen that the residual error distribution obtained by the optimization strategy is hardly
affected by the distribution of parent form error, and the approximately uniform distribution of dwell
time indicates that the polishing speed for the whole process is maintained at a stable level, such that
polishing dynamics are optimized. Figure 15a–c shows the profile changes of the two section lines
corresponding to three residual errors, respectively. The imprint of the parent form error is almost
invisible in the optimized section profile curve, which further verifies the usefulness of the proposed
optimization strategy. For the circular workpiece, the sub-domain evaluation strategy proposed in
Section 5.1 is also used to obtain the RMS and the PV curves in sub-regions of the residual error,
as shown in Figure 15d,e. It can be seen from the variation of the curve that the optimization strategy
can significantly improve the spread of RMS and PV values across the residual error and that different
optimization models result in different optimization effects. It can be concluded that for the corrective
polishing of the surface, the proposed optimization strategies are both effective, and the distribution of
residual error is significantly improved.
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Figure 13. (a) Aspheric surface; (b) isometric view of the original form error distribution; (c) isometric
view of the extended form error distribution; (d) slope distribution of the aspheric surface; (e) top
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(g) RMS-map optimization path in polar coordinates; (h) variation of path pitches of the RMS-map
optimization path.
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Figure 14. Residual error corresponding to: (a) the unoptimized path; (b) the RMS-map-based
optimized path; and (c) the PV-map-based optimized path. Dwell time map along: (d) the unoptimized
path; (e) the RMS-map-based optimized path; and (f) the PV-map-based optimized path. Residual error
of the concerned surface region polishing along: (g) the unoptimized path; (h) the RMS-map-based
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Figure 15. Residual error of the concerned surface region polished along: (a) the unoptimized path;
(b) the RMS-map-based optimized path; and (c) the PV-map-based optimized path; (d) RMS and (e)
PV curves for sub-regional evaluation.
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6. Conclusions

This paper deeply studied and analyzed the influence law of bulk material removal depth and
path spacing on residual error. It was found that with the increase in surface form error, the RMS and
PV values of the residual error also increase. For deterministic polishing, a reasonable polishing path
spacing should be less than 3/10 of the diameter of the TIF. In this range, as the path spacing increases,
the corresponding RMS and PV values of the residual error increase linearly, and the larger the bulk
material removal depth, the greater the influence of the path spacing on the residual error. This
paper further proposed a residual error optimization strategy based on surface form error distribution.
In this strategy, the mapping relationship between bulk material removal depth, path spacing and
residual error was established and integrated into the optimization goal. The influence of varying
bulk material removal depths resulting from the form error distribution on the residual error was
compensated by adjusting the path spacing, and a specific path optimization model was obtained.
In the implementation of this process, a variable-pitch polishing path is planned in accordance with
the path optimization model and the actual surface form error distribution of the workpiece to be
polished. Polishing with this optimized path can effectively optimize the residual error distribution
and greatly reduce the influence of parent form error distribution on outcome RMS and PV values in
sub-regions of the residual error. Furthermore, this optimization drastically reduces variations in tool
feed across the workpiece, which facilitates dynamic control of the process.
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