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Preface

Magnetic Resonance finds countless applications, from spectroscopy to imaging, routinely 
in almost all research and medical institutions across the globe. It is also becoming more 
frequently used for specific applications in which the whole instrument and system is 
designed for a dedicated application. With beginnings in borehole logging for the petro-
chemical industry Magnetic Resonance sensors have been applied to fields as varied as: 
online process monitoring for food manufacture and medical point of care diagnostics. This 
great diversity is seeing exciting developments in magnetic resonance sensing technology 
published in application specific journals where they are often not seen by the wider sensor 
community. It is clear that there is enormous interest in magnetic resonance sensors which 
represents a significant growth area. This book aims to bring together a number of such 
applications into a single publication which would act as a current state of the art in this field.

The editors of this edition have a keen interest in broadening the applications of these 
sensors and have included here a very brief introduction and background to magnetic 
resonance sensors for those readers who may be interested in reading this issue but have little 
background in this area. 

In a typical magnetic resonance set-up, not used for imaging, there are two key 
components, the first must supply a magnetic field and is typically a permanent or electro-
magnet. The second is responsible for stimulating the system and collecting the resultant 
signal which is commonly known as an RF coil. These can both take many forms depending 
on the desired purpose of the final sensor. For example a human imaging system typically 
operates a 1.5 T magnetic field generated by spools of liquid Helium cooled superconducting 
wire. Such a design provides a very large, very homogeneous field ideal for imaging but 
which is clearly not useful for embedded measurements. 

A challenge is presented by MR systems with regard to the electronics which are needed 
to generate and collect these signals. This is predominantly due to the short time durations of 
the pulses and signals (on the order of microseconds) and the large difference between the 
power of the pulses transmitted and those received which may be as different as 1000W and 

problems but the latter is often still dealt with using a passive device known as a duplexer 
which automatically blanks off a highly sensitive small signal radio frequency amplifier in 
the presence of high power transmitted signals using a set of diodes. 
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The volume of the region interrogated by the RF coil and magnet is known as the sensitive 
volume and is important to optimize as too small a volume may provide an unrepresentative 
analysis of the overall system whilst too large a volume is difficult to achieve in a cost 
effective manner. Similarly, on sensors where only a small volume is examined, a large 
portion of this volume will be in contact with the surface of the sensor itself which may 
introduce edge effects. Computer simulations can go some of the way towards the selecting a 
geometry with an optimized sensitive volume, however the nuances of the construction itself 
and subtle differences in the magnets used for permanent magnet sensors will lead to 
differences from the computer model in probes constructed for specific applications.

The underlying principles which underpin Magnetic Resonance exploit a quantum 
property known as spin. Certain nuclei such as 1H, 3He and 23Na, when placed in a magnetic 
field (B0) will experience alignment with the given field. Once aligned with this field, radio 
frequency (RF) energy of the correct frequency can be used to manipulate the direction of the 
magnetic moment of the nuclei. The spins are said to be resonant in such a magnetic field, 
hence the name Magnetic Resonance, and if not aligned to the field will rotate, or precess 
around it. The nuclei can be considered as individual tiny bar magnets so the precession of 
these spins will induce an EMF in a nearby conductor. The resulting signal will decay as the 
spins return to their equilibrium state, aligned along the magnetic field. The time constant of 
this relaxation is known as Spin-Lattice Relaxation or T1 and is characteristic of the 
properties of the system under investigation. 

An alternative measure of the properties of the system is given by spin-spin or T2
*

relaxation which is caused by interactions between the resonant nuclei themselves. For the 
most-part, with inhomogeneous fields, the value of T2

* is so short that it cannot be measured. 
In these circumstances, it is possible to repeatedly, and rapidly stimulate the sample to 
reproduce the signal a known time later. This can be repeated a number of times, although 
with each repeat, the signal will have reduced intensity. This reduced intensity will present 
with an exponential envelope with a time constant T2

eff. The value of T2
eff is dependent on the 

field inhomogeneity, diffusion of the sample and the intrinsic T2 value of the sample. With 
variation of the experimental parameters, any one of these dependent factors can be 
determined. Relaxation parameters for spins of the same nuclei under different conditions 
will not be the same. For example spins in a water molecules making up a substance such as a 
biofilm will behave differently to free water even though the molecule itself remains 
unchanged. 

A number of commercially available MR systems, such as the NMR MOUSE® provide a 
very useful, small scale system for MR measurements in a laboratory setting for a fraction of 
the cost of a superconducting system such as a human imager. Even these systems are 
sometimes too expensive for embedded measurements in samples but they have opened up a 
field of their own, allowing exploration of previously unmeasured samples. 
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The final critical consideration is the signal-to-noise ratio (SNR) of the sensor while 
scanning. Measurements made with inhomogeneous fields, make measurements on diffusive 
samples such as water is more technically challenging than in a homogeneous field found in 
high field imaging systems. While SNR can be improved by multiple repeat experiments 
(often on the order of 128 for unilateral or bespoke systems), given spectrometer noise, as 
well as certain types of modulated noise from external sources, it is possible that a functional 
MR sensor might be unable to detect at all as the signal may never meaningfully exceed the 
noise. The wealth of literature, coupled with computer simulations (which are useful as larger 
sensitive volume should lead to a superior signal intensity when all other factors are the 
same), can provide an indication of the designs that should yield the best signal intensity but 
as with the other considerations a true gauge of the achievable SNR can only be achieved 
through prototype construction and testing.

There are a large number of works which deal in far greater detail with the background 
and underlying principles of magnetic resonance to which the reader is directed should they 
wish to investigate this interesting area of science in greater detail. 

Robert H. Morris and Michael I. Newton
Guest Editors
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Magnetic Resonance Sensors 

Robert H. Morris and Michael I. Newton 

Magnetic Resonance finds countless applications, from spectroscopy to imaging, routinely in almost 
all research and medical institutions across the globe. It is also becoming more frequently used for 
specific applications in which the whole instrument and system is designed for a dedicated application. 
With beginnings in borehole logging for the petro-chemical industry Magnetic Resonance sensors have 
been applied to fields as varied as online process monitoring for food manufacture and medical point 
of care diagnostics. This great diversity is seeing exciting developments in magnetic resonance sensing 
technology published in application specific journals where they are often not seen by the wider 
sensor community. It is clear that there is enormous interest in magnetic resonance sensors which 
represents a significant growth area. The aim of this special edition of Sensors was to address the 
wide distribution of relevant articles by providing a forum to disseminate cutting edge research in 
this field in a single open source publication. 

Reprinted from Sensors. Cite as: Morris, R.H.; Newton, M.I. Magnetic Resonance Sensors. Sensors 
2014, 14, 21722–21725. 

Summary of the Special Issue 

Of particular importance to this community is the use of small, low field instruments, the 
development of which has been made possible by the steady progress in permanent magnet 
technology. In our first two contributions we have examples of in-situ monitoring using such sensors: 
Firstly for assessing compressive strength and pore size distribution in concrete [1] where the results 
indicated that the sensor is capable of detecting changes in water content in fresh cement pastes and 
porosity refinement caused by cement hydration in hardened materials, even if they are prepared with 
a low water/cement ratio; Secondly to assess the degradation of hydraulic fluid in power station 
turbines [2]. Here, a three-magnet unilateral NMR sensor array was used in two different power 
stations for assessing aging of the turbine oils used. Their results showed that components of the 
longitudinal and transverse relaxation times shortened as the fluids aged providing a useful tool for 
monitoring hydraulic fluids in turbines. These two articles highlight the trend in magnetic resonance 
sensors towards offering sensor applications which are distinct from imaging or spectroscopy but 
which provide valuable information to the operator. Magnetic resonance also offers the opportunity 
to non-destructively monitor materials in sealed containers such as food and drink products. The next 
two articles report on important aspects of this branch of sensor technology: The detection  
of adulteration of olive oil is reported in [3] using a unilateral NMR MOUSE and applying a  
2-dimensional inverse Laplace transformation. The adulteration of extra virgin olive oil with 
different percentages of sunflower oil or red palm oil are shown to be quantitatively different using 
the transverse relaxation and self-diffusion coefficients of the bulk sample. In [4] it was found that 
spoilage in tomato paste test samples leads to longer spin lattice relaxation times and that it is possible 
to use a unilateral instrument through a standard non-ferrous, metal-lined bulk storage container to 
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collect these signals non-invasively. Crucial for the widening the applications of magnetic resonance 
sensors is the availability of low cost, low power console electronics which is discussed in [5] where 
the authors demonstrate a proof-of-concept MR console system which is fully digital and constructed 
using off the shelf equipment wherever possible. The authors present such a system based on a Direct 
Digital Synthesizer (DDS) used to produce the pulses, a Software Defined Radio (SDR) do digitally 
collect and process the resultant NMR signal and a Digital Signal Processor (DSP) as the central 
processing unit.  

A second aspect of the papers presented in this special issue is the combining of traditional MRI 
imaging with other sensors. A review of optical fiber sensors that are MRI compatible is presented  
in [6], focusing on the sensors employed for measuring physical parameters in medicine  
(i.e., temperature, force, torque, strain, and position) including working principles and their relevant 
advantages and disadvantages. This may, in the future see interesting combinations with other 
technologies such as with gated MRI modalities like the fetal electrocardiogram triggered MRI 
reported in [7]. Here the authors have successfully imaged a stationary slice through a fetal heart 
despite the significantly higher heart rate in comparison to adult patients and the indirect connection 
of ECG leads. Finally in this section, in [8] an applied example of the fiber optic sensors discussed 
in [6] is demonstrated where the authors used a fiber-optic Fabry-Perot interferometer pressure 
transducer to record two transient characteristics of the consolidation of articular cartilage: the 
change over time of strain and the hydrostatic excess pore pressure (HEPP). 

In traditional imaging, it is sometimes the case that there is no intrinsic contrast to the pathology 
of interest. To address this MRI contrast agents that consist of Gd(III) or other Lanthanide chelates 
are often used to enhance the image contrast of anatomical features. The difficulty with their use is 
that ex vivo tissue concentrations are often required. In [9] the authors present a method which uses 
changes in magnetic susceptibility to determine the concentration of a range of Lanthanide chelates, 
using NMR spectroscopy. Although presented using a high field spectrometer, this could easily be 
performed in the clinical setting using a bench top spectrometer system such as the Magritek 
Spinsolve [10] improving the efficiency at point of care. An application of such contrast agents is 
considered in [11] which reviews advances in our understanding of stroke pathophysiology with 
imaging. This article investigates the ability to image tissue viability post-stroke using MRI with and 
without paramagnetic contrast agents. An alternative approach to the use of a contrast agent is the 
application of contrast enhancement. In [12] Spin hyperpolarization is reviewed for its use in the 
analysis of biological assays to detect parameters within the cellular structure such as intracellular 
reaction progression, drug efficacy, pathway kinetics, probe uptake and export, oncogenic signaling, 
redox state, ion concentrations, reactive oxygen species or pH. 

Our final two papers present methods to improve the way in which imaging is conducted. When 
setting up an MRI scan, there are numerous choices open to the operator for parameters which impact 
the final result. In many cases, standard settings are used which are not optimal in terms of patient 
scan time, image quality or contrast. This is in part due to a lack of optimization schemes which can 
be used to determine the optimum values for various parameters. This has been addressed in [13] 
where the authors present a number of recipes are presented for optimum settings in spin echo 
imaging modalities at 1.5 T and 3 T. Another issue which is increasingly problematic in the clinical 



 3 
 

 

setting is the calibration of parallel MRI which is a technique where multiple receive coils are used 
to improve the signal to noise ratio. Traditionally, parallel imaging requires the use of parameter 
estimation or calibration prior to scanning. In [14] the authors present a new technique which requires 
no such calibration prior to use and yet which offers better reconstruction than alternative techniques 
currently available. Where implemented this will result in improved clinical images and reduced 
patient scan time.  

To conclude, we have compiled a special issue in which we have aimed to address the disparity 
of publications related to magnetic resonance sensors, both from the point of view of customized 
probes and the sensors used with imaging or spectroscopy techniques. We would like to thank all the 
authors who submitted manuscripts to this Special Issue of Sensors for preparing such interesting 
and varied work and the reviewers for their careful consideration and constructive criticism during 
the rigorous review process.  
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Application Specific Magnetic  
Resonance Sensors 
Embedded NMR Sensor to Monitor Compressive  
Strength Development and Pore Size Distribution in 
Hydrating Concrete 

Floriberto Díaz-Díaz, Prisciliano F. de J. Cano-Barrita, Bruce J. Balcom,  
Sergio E. Solís-Nájera and Alfredo O. Rodríguez 

Abstract: In cement-based materials porosity plays an important role in determining their 
mechanical and transport properties. This paper describes an improved low–cost embeddable 
miniature NMR sensor capable of non-destructively measuring evaporable water loss and porosity 
refinement in low and high water-to-cement ratio cement-based materials. The sensor consists of two 
NdFeB magnets having their North and South poles facing each other, separated by 7 mm to allow 
space for a Faraday cage containing a Teflon tube and an ellipsoidal RF coil. To account for magnetic 
field changes due to temperature variations, and/or the presence of steel rebars, or frequency variation 
due to sample impedance, an external tuning circuit was employed. The sensor performance was 
evaluated by analyzing the transverse magnetization decay obtained with a CPMG measurement 
from different materials, such as a polymer phantom, fresh white and grey cement pastes with 
different w/c ratios and concrete with low (0.30) and high (0.6) w/c ratios. The results indicated that 
the sensor is capable of detecting changes in water content in fresh cement pastes and porosity 
refinement caused by cement hydration in hardened materials, even if they are prepared with a low 
w/c ratio (w/c = 0.30). The short lifetime component of the transverse relaxation rate is directly 
proportional to the compressive strength of concrete determined by destructive testing. The r2 (0.97) 
from the linear relationship observed is similar to that obtained using T2 data from a commercial 
Oxford Instruments 12.9 MHz spectrometer. 

Reprinted from Sensors. Cite as: Díaz-Díaz, F.; Cano-Barrita, P.F.d.; Balcom, B.J.;  
Solís-Nájera, S.E.; Rodríguez, A.O. Embedded NMR Sensor to Monitor Compressive Strength 
Development and Pore Size Distribution in Hydrating Concrete. Sensors 2013, 13, 15985–15999. 

1. Introduction 

In Portland cement concrete, porosity plays an important role in determining its mechanical and 
durability properties. Porosity depends on the water-to-cement ratio and the degree of hydration of  
the cement paste [1]. On exposure to the environment the material undergoes changes that lead to  
micro-cracking, increasing the permeability of concrete to water, which is a medium for transport of 
other aggressive species such as chloride ions and CO2 [1]. Therefore, monitoring the moisture 
condition and microstructural changes in concrete are important from durability and mechanical 
strength points of view. 
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The moisture condition is normally evaluated by using relative humidity sensors that must be 
installed by drilling into the structural member [2]. Information obtained in this way is of limited 
use, unless the sorption/desorption isotherm is known for the material to determine the moisture 
content corresponding to a specific relative humidity. On the other hand, compressive strength of 
concrete is normally determined by destructive testing of cylinders cast for this purpose or by coring 
the structure to determine the “in situ” compressive strength. Traditionally, the rebound hammer and 
the ultrasonic pulse velocity are used to estimate the compressive strength of concrete in the field 
provided a calibration curve is first determined. There are however several additional factors 
affecting the measurements such as moisture content, type and amount of aggregates, and the 
presence and direction of the reinforcing steel [3]. 

Nuclear magnetic resonance (NMR) is a non-destructive and non-invasive technique that has been 
used in the laboratory to study cement-based materials [4–6]. To extend the possibilities of NMR to 
study these materials in the field, portable systems such as the NMR MOUSE [7,8] and the NMR 
MOLE [9] have been developed but the measurements are restricted to a depth of a few millimeters 
below the surface. Embedded miniature NMR sensors have been used to monitor changes in 
evaporable water and pore refinement in high water/cement ratio Portland cement mortar [10]. 
However, use of these sensors in materials having a low water/cement ratio (low porosity) did not 
provide useful NMR signal because of low signal intensity.  

This paper presents an improved embedded NMR sensor capable of measuring microstructural 
and evaporable water changes occurring in concrete materials having high and low water/cement ratios, 
such as those used in the construction industry for ordinary and special applications, respectively. 

2. Experimental Section 

2.1. Sensor Design and Construction 

Concrete is essentially a material containing hydrated Portland cement paste and aggregates  
(Figure 1). Since hydration of the cement paste is the process leading to changes in mechanical and 
transport properties of concrete, it is the part of the material that the sensor must be capable of 
monitoring. The sensor design considered the fact that aggregates, especially normal density coarse 
aggregates (>4.75 mm), may drastically reduce the amplitude of the NMR signal if they are located 
within the sensitive region of the sensor. These aggregates have low water absorption (less than 2%). 
Even if considering lightweight aggregates with much higher water absorption, the NMR signal 
detected would not be of interest since it does not reflect changes occurring in the cement paste 
caused by hydration. 

Therefore, the sensor has to prevent aggregate particles from entering into its sensitive region. 
Several magnet arrangements were explored and the Z magnetic field component along the Y-axis 
(Figure 2) was measured to select those providing the highest and the most homogeneous magnetic 
fields [11]. The best arrangement was chosen based on the highest signal to noise ratio (SNR) 
obtained by measuring the transverse magnetization decay of a polymer phantom using the CPMG 
technique [12]. 
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Figure 1. Piece of hydraulic concrete showing coarse aggregates (A) and mortar (B). 
Mortar is composed of cement paste and fine aggregates (particle size < 4.75 mm). 

 

Figure 2. (a) Magnet arrangement for the sensor; (b) Measured Z magnetic field 
component along the Y-axis. 

  
(a) (b) 

The magnet arrangement selected consists of two circular grade 35 NdFeB magnets, measuring  
25 mm in diameter and 5 mm in thickness, with opposite poles facing (Figure 2a). This had an 
additional advantage of increasing the magnetic field strength and homogeneity that in turn increases 
sensitivity of the sensor. Figure 2b shows the magnetic field measured at the middle of the distance 
between the magnets. The measurement was performed by manually displacing a Gaussmeter at  
2.5 mm intervals along the Y-axis. For this particular pair of magnets, the magnetic field was 0.38 T 
and the Larmor frequency for 1H was 16.18 MHz. 

The separation distance between the magnets was 7 mm to allow space for a Faraday cage  
(Figure 3) made of a phenolic printed circuit board plate, while preventing coarse aggregates from 
entering into the sensitive region of the sensor. The Faraday cage was used to reduce the influence 
of external noise on the NMR signal. During preliminary evaluation of the design, it was observed 
that when the sensor was introduced in the cement paste, there were changes in the tuning frequency 
and in the impedance of the RF coil. This was due to the influence of external impedance (fresh 
cement paste) over the total impedance of the RF coil, which hindered external tuning. To reduce 
this problem, a Teflon tube with ellipsoidal cross section measuring 11 mm in major axis, 5 mm in 
minor axis and 30 mm in length was used. The tube served also as a mold for the RF coil, which had 
22 turns of 20 AWG copper wire. The length of the coil was 23 mm and an inductance of 2.8 H. 
The length of the RG58 coaxial cable was 1.17 m ( /16) with an effective capacitance of 110.8 pF. 
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Figure 3. Faraday cage (A) containing Teflon tube (B); ellipsoidal RF coil (C); and 
RG58 coaxial cable (D). 

 

Figure 4 shows the response in frequency when the sensor without the Teflon tube is immersed in 
fresh cement paste. There is a change in both frequency and impedance. However, if the Teflon tube 
is used (could also be a glass tube) there is only a change in frequency. The effect of coupling in 
impedance and the change in frequency of the coil when it is embedded in the cement paste depends 
on the characteristics of the material, such as polarity and the dielectric constant. It is observed that 
the Teflon tube eliminates the impedance displacement when the sensor is embedded in the cement 
paste, although it does not avoid changes in frequency. This change in frequency was accommodated 
using the external tuning circuit described next. 

Figure 4. Frequency response of the sensor outside and inside the fresh cement paste  
w/c ratio = 0.60. TT means sensor with Teflon tube. 

 

As shown in Figure 5a, the coil design does not include capacitors within the sensor; rather the 
tuning (16.18 MHz) was performed through a remote tuning circuit (Figure 5b). The purpose of this 
remote tuning circuit was to re-tune the RF coil after the sensor is embedded to accommodate 
frequency changes due to sample impedance, changes in temperature and/or the presence of steel 
rebars that influence the static magnetic field, which in turn changes the Larmor frequency. The main 
advantage of the external tuning circuit is the possibility of retuning the RF coil once the sensor is 
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embedded, compared to conventional tuning-matching circuits. The function of the additional 
inductance (0.42 H) in the external tuning circuit is to adjust the resonance frequency of the RF 
coil. It is connected in parallel to the total inductance (coaxial cable and RF coil), therefore the 
equivalent inductance obtained is lower and the frequency is increased [13]. The entire sensor was 
covered with a layer of water resistant epoxy resin (Figure 5c). 

Figure 5. (a) Circuit diagram of the sensor; (b) External tuning circuit (55 mm in length, 
25 mm in width, and 20 mm in height); (c) NMR sensor constructed. 

 
(a) 

(b) (c) 

2.2. Sensor Characterization 

2.2.1. NMR Measuring Technique 

The CPMG technique [12] was used to obtain the transverse magnetization decay of protons from 
a polymer phantom and from evaporable water in fresh and hardened cement paste and concrete. 

Table 1 provides the CPMG parameters used to determine the transverse magnetization decay of 
a polymer phantom, which possesses a bi-exponential decay with a long lifetime component of  
20 ms and a short lifetime component of 4.5 ms. The SNR was obtained as the ratio of the average 
amplitude of the first three points of the CPMG envelope divided by the standard deviation of the 
last ten points where the signal has completely decayed. The coefficient of variation of the CPMG 
amplitude and the T2 decay constant obtained by performing seven measurements with the same 
sensor and the same polymer phantom under temperature controlled conditions was less than 1%. 
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Table 1. CPMG parameters used to obtain the SNR for each sensor using a polymer 
phantom, which has a long lifetime component of 20 ms and a short lifetime component 
of 4.5 ms. 

Sensor Frequency  

(MHz) 

No. of 

Scans 

Echo  

Time ( s) 

No. of 

Echoes 

Repetition 

Time (ms) 

pw90° 

( s) 

RF Power  

(Watts) 

Acquisition 

Time (min) 

SNR 

S1 15.47 4,096 200 300 500 7 100 34 139 

S2 15.39 4,096 200 300 500 6 100 34 173 

S3 15.48 4,096 200 300 500 6 100 34 148 

S4 15.17 4,096 200 300 500 6 100 34 160 

Table 2 provides the CPMG parameters used for the measurements in cement pastes and 
concretes. These parameters were used according to the type, w/c ratio and age of the samples,  
so that the changes in microstructure produced by cement hydration and reflected in the relaxation 
times could be followed. For instance, the minimum number of scans, the maximum echo time, the 
maximum number of echoes, and the maximum repetition time, were used at early ages, when the T2 
relaxation times were on the order of few milliseconds. 

Table 2. CPMG parameters used for the measurements in cement pastes and concretes. 

Material 

No. of  

Scans 

Echo 

Time/ s 

No. of 

Echoes 

Repetition 

Time/ms pw90°/ s 
RF  

power/W 

Acquisition 

Time/min 

Min Max Min Max Min Max Min Max Min Max 

White cement paste 1,024 4,096 50 200 60 450 250 500 6 100 8.5 17.0 

Grey cement paste 1,024 4,096 40 200 30 250 250 500 6 100 8.5 17.0 

Concrete w/c = 0.30 4,096 8,192 36 80 30 50 250 500 6 100 34.0 34.0 

Concrete w/c = 0.60 4,096 8,192 40 120 50 80 250 500 6 100 34.0 34.0 

2.2.2. NMR Sensors to Characterize Fresh and Hardened Portland Cement Pastes 

Ordinary and white Portland cement were used to prepare the cement pastes. White cement was 
used because of its lower iron content compared to grey cement (Table 3). Tap water was used to 
prepare the cement pastes. 

Table 3. Oxide composition of the cements and fine aggregate used to prepare the cement 
pastes and concrete mixtures. LOI means mass loss on ignition. 

Oxide (%) Al2O3 CaO Fe2O3 K2O MgO MnO Na2O P2O5 SiO2 TiO2 LOI 

White Portland cement 3.87 67.23 0.26 0.34 0.60 N.D. 0.08 N.D. 21.95 0.07 5.76 

Ordinary Portland cement 3.69 58.70 3.97 0.31 1.58 0.10 0.18 0.09 18.75 0.17 5.44 

Fine Aggregate 11.91 1.80 1.26 2.66 0.60 0.06 3.83 0.12 72.91 0.07 0.97 

Seven cement pastes were prepared at w/c ratios by weight of 0.30, 0.35, 0.40, 0.45, 0.50, 0.55  
and 0.60. Immediately the sensor was immersed in the fresh cement paste and the CPMG technique 
was used to obtain the transverse magnetization decay, which was in all cases best fit to a  
mono-exponential decay function to determine the NMR signal amplitude and the T2 decay constant. 
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Samples from the fresh cement pastes were only taken from those having w/c ratios of 0.30, 0.40, 
0.50 and 0.60. They were introduced in small plastic tubes with appropriate size to fit into the sensor 
and sealed to avoid ingress or loss of moisture. The transverse magnetization decay was determined 
in the hardened state at 1, 3, 7, 14, and 28 days of age. It was verified that the plastic tubes did not 
provide any NMR signal. 

2.2.3. NMR Sensors Embedded in Hydraulic Concrete Cylinders 

Four sensors were built to monitor changes in the transverse magnetization decay during hydration 
of cement in concrete. Two mixes with w/c ratios of 0.30 and 0.60 were prepared with the proportions 
given in Table 4. The materials used were river sand having a fineness modulus of 2.9, specific 
gravity of 2.65, and absorption of 1.73%. The gravel had a maximum size of ¾ inch, specific gravity 
of 2.68, and absorption of 1.51%. The chemical composition of the fine aggregate used is given in 
Table 1. Tap water was used to prepare the concrete mixtures. 

Table 4. Mixture proportions used to prepare 1 m3 of concrete. 

Materials 
Water-to-Cement ratio, by Weight 
w/c = 0.30 w/c = 0.60 

Coarse aggregate (Kg) 948 837 
Fine aggregate (Kg) 671 794 

Ordinary Portland cement (Kg) 519 345 
Water (Kg) 184 232 

Superplasticizer (L) 4.67  - 

From each concrete mixture two cylinders measuring 150 mm in diameter and 150 mm in height 
were cast and immediately one sensor was embedded to a half of the total height of the cylinder 
(Figure 6a). Before embedding the sensors in the concrete specimens, the SNR for each sensor was 
determined by obtaining the NMR signal from a polymer phantom. Seven specimens in triplicate 
measuring 100 mm in diameter and 200 mm in height were cast for compressive strength testing  
at 1, 3, 7, 14, 21, 28 and 56 days of age (a total of 21 cylinders). After 24 h, all the specimens were 
removed from the molds and stored in a moist room at 22 ± 3 °C until testing. At this time, the 
cylinders with the embedded sensors (Figure 6b) were non-destructively tested using a portable 
Magritek Kea2 spectrometer to obtain the transverse magnetization decay using the CPMG technique. 
After each cylinder was destructively tested under compression, a sample from the center was taken 
for NMR measurements in an Oxford Instruments Maran DRX-HF 12/50 spectrometer  
(Oxford Instruments, Abingdon, UK) at 12.9 MHz, to compare the results obtained with the 
embedded sensors. 
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Figure 6. (a) Sensor embedded in fresh concrete during external vibration of the material, 
which made it easy to introduce cement paste and small fine aggregate particles into the 
sensor; (b) Sensor in a hardened concrete cylinder; (c) After breaking a hardened 
specimen to extract the sensor, it was observed that only cement paste and some fine 
aggregate particles (size < 1 mm) had penetrated into the sensor and filled the 
measurement volume. 

(a) (b) 

(c) 

2.2.4. Influence of Temperature and Reinforcing Steel Bars on Sensor Resonant Frequency 

To measure the effects of temperature on sensor resonant frequency, it was located in a controlled 
environment at 17.5, 20 and 24 °C. In order to determine the influence of a steel rebar, the sensor 
was located at 0, 14 and 28 mm (using pieces of 14 mm thick plywood) from a 25.4 mm diameter 
steel rebar. The thickness of the plywood used to separate the sensor from the steel rebar was 14 mm. 
In both cases, the magnetic field changes were measured with a gaussmeter and the corresponding 
resonant frequency determined. 
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3. Results and Discussion 

3.1. Fresh Cement Pastes 

Figure 7a presents the relationship between the NMR signal and the water-to-cement ratio (w/c) 
by weight of fresh grey and white cement pastes. As expected, there is a linear relationship between  
the signal amplitude and the amount of water present in the cement pastes. Figure 7b shows the 
relationship between T2 and the w/c ratio for the fresh cement pastes. It is observed that T2 increases 
with increasing w/c ratio. This is in agreement with the fact that the w/c ratio is related to the distance 
between cement particles [14]. That is, in high w/c ratio pastes the cement particles are more 
separated than in low w/c ratio pastes. For the same w/c ratio, an enhanced relaxation produced by 
the higher amount of paramagnetic impurities (mainly iron) found in ordinary Portland cement  
(Table 1), is reflected in shorter T2 values with respect to white cement. From these results, it is seen 
that both approaches (signal amplitude and T2 values) would make it possible to determine the actual 
w/c ratio in fresh cement paste or concrete. 

Figure 7. (a) Relationship between w/c ratio and NMR signal amplitude of cement 
pastes; (b) Relationship between T2 relaxation times and w/c ratio of cement pastes. The 
symbols indicate:  ordinary Portland cement,  white Portland cement. 

(a) (b) 

3.2. Hardened Cement Pastes 

Increasing hydration times cause the microstructure to change as long as there is enough water to 
support the hydration process [1]. Figure 8 shows the T2 variation with hydration time for the two 
types of cement pastes at different w/c ratios. It is observed that the short and long lifetime 
components, corresponding to gel and capillary pores [15], respectively, decrease with increasing 
age due to pore refinement caused by cement hydration. In Figure 8d it is interesting to note an increase 
in the long lifetime component only for the cement paste with w/c ratio of 0.30. Since this sample was 
sealed, there was no external water source that could help mitigate the autogenous shrinkage occurring 
in low w/c ratio materials [16] and micro-cracking was developed, thus increasing the surface-to-
volume ratio of the porosity. 
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Figure 8. Evolution of the short and long lifetime components for (a) white cement-short 
T2; (b) white cement-long T2; (c) grey cement-short T2; and (d) grey cement-long T2. 

(a) (b) 

(c) (d) 

3.3. Performance of the Sensors in Hardened Hydraulic Concrete 

The normalized transverse magnetization decay at 1, 7 and 28 days of age obtained with the 
sensors embedded in concrete are shown in Figure 9. A more rapid decay in the specimen prepared 
with concrete with a w/c ratio = 0.30 is observed. This is expected, since the pores are finer with 
respect to the higher w/c ratio concrete.  

Figure 9. Normalized transverse magnetization decay measured with the embedded 
sensors in concrete (a) w/c ratio = 0.30 and (b) w/c = 0.60. 

(a) (b) 
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Comparing the SNR of the signal obtained when using the new design in concrete with w/c ratio 
of 0.60 (SNR = 101 for 8192 scans) to the one reported in reference [10], which was mortar with w/c 
ratio of 0.60 (SNR= 27.3 for 8192 scans), there is an improvement factor of about 4. This increase 
in sensitivity was a result of a higher magnetic field (0.38 Tesla), homogeneity and larger sensitive 
volume due to the nature of the magnet arrangement with respect to the unilateral design (0.24 Tesla). 

Figure 10 shows the Inverse Laplace Transformation of the transverse magnetization decay  
data [17] shown in Figure 9. As expected, the T2 distributions indicate that a finer porosity is obtained 
in the concrete with w/c ratio of 0.30 compared to the concrete with w/c ratio of 0.60 (lower T2 values 
in concrete with w/c of 0.30). On the other hand, in concrete with w/c ratio of 0.30, it is only possible 
to resolve one peak due to the quality of the NMR signal obtained. However, in the concrete with  
w/c ratio of 0.60, the signal obtained was of better quality and the ILT resolves the two types of pores 
known in cement-based materials: capillary and gel pores [1]. 

Figure 10. Inverse Laplace Transformation of the transverse magnetization decay 
measured with the embedded sensors in concrete (a) w/c ratio = 0.30; and (b) w/c = 0.60. 

(a) (b) 

The size of the gel pores in a hydrating cement paste are in the order 1 to 3 nm, whereas the size 
of the capillary pores depends on the w/c ratio and the degree of hydration. The size of capillary 
pores are in the order of 10 to 200 nm for a hydrated cement paste having a w/c ratio of 0.60, and  
from 10 to 90 nm for a paste with a w/c ratio of 0.30 [1]. The materials used in the present study 
would have gel and capillary pores sizes similar to those mentioned before.  

The NMR relaxation times are sensitive to the pore structure of materials and decrease as the pore 
size also decreases. These times vary widely for chemically bound hydrogen, hydrogen adsorbed on 
the surfaces, and hydrogen in water confined in small pores. It is known that the transverse relaxation 
rate 1/T2 is proportional to the surface to volume ratio (S/V) of the pore system, as expressed by 
Equation (1) [18]: 

 (1)

where  = T2 surface relaxivity (T2 relaxing strength of the pore surfaces), varies with the chemical 
composition of the pore surface. 
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It is a common practice in magnetic resonance to use T2 as a proxy for pore size and not to convert 
the data to actual pore size. Figure 11 shows the transverse relaxation rate (1/T2) versus compressive 
strength of concrete cylinders with w/c = 0.30. The transverse magnetization decay was better fit to 
a bi-exponential decay, therefore short and long lifetime components were obtained. For both sensors 
it is observed that the highest correlation is obtained with the short lifetime component (r2  0.95). 
The poor correlation observed with the long lifetime component, which is related to large capillaries, 
might be affected by internal micro-cracking caused by significant autogenous shrinkage occurring 
in materials with low w/c ratio [16,18]. 

Figure 11. Transverse relaxation rate versus compressive strength for concrete w/c = 
0.30 for (a) Sensor 1 and (b) Sensor 2. The symbols indicate:  Short lifetime component,  

 Long lifetime component. 

(a) (b) 

Figure 12 shows the results obtained for the relationship between the transverse relaxation rate 
and the compressive strength of concrete with w/c ratio = 0.60. In this case, both components (short 
and long lifetime) are highly correlated to mechanical strength. The highest r2 is obtained with the 
short lifetime component (r2 > 0.97). The effects of autogenous shrinkage in concrete with high w/c 
ratio are negligible [19], therefore micro-cracking should not have any significant effect on these 
specimens and the long lifetime component observed has information only from capillary porosity. 

The correlations obtained from the T2 measurements undertaken with the Oxford Instruments 
Maran DRX-HF 12/50 are shown in Figure 13. The r2 are similar to those obtained with the sensors. 
Because the samples used small pieces taken from destructive testing, extensive cracking was evident 
by visual examination. This condition affected the long T2 and the correlation in concrete with low 
and high w/c ratio had a very low r2. 
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Figure 12. Transverse relaxation rate versus compressive strength for concrete w/c = 
0.60 for (a) Sensor 3 and (b) Sensor 4. The symbols indicate:  Short lifetime component,  

 Long lifetime component. 

(a) (b) 

Figure 13. Transverse relaxation rate obtained with the Oxford Instruments Maran  
DRX-HF 12/50 system versus compressive strength. The symbols indicate:  Concrete  
w/c = 0.60,  Concrete w/c = 0.30. 

 

3.4. Influence of Temperature and Reinforcing Steel Bars on Sensor Resonant Frequency 

Table 5 shows the frequency variation due to changes in ambient temperature or by the presence 
of a steel rebar. 

Table 5. Effect of ambient temperature and distance to a steel rebar on the frequency of the sensor. 

Temperature (°C) Frequency (MHz) 
17.5 15.967 
20.0 15.900 
24.0 15.883 

Distance (mm) Frequency (MHz) 
28.0 15.883 

14.0 16.133 
0.0 ND 
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It is observed that the frequency decreases with increasing temperature while the frequency 
increases with reduced distance of the sensor to the steel rebar. These changes in frequency can be 
easily accommodated with the external tuning circuit. Based on the limited data obtained related to 
the influence of temperature on the sensor’s magnetic field, a reasonable range of variation could be 
from 15 to 30 °C, which would produce changes in frequency that can be accommodated with the 
external tuning circuit that has a range of 1 MHz. Since the effects on frequency caused by the 
presence of steel bars were measured at 14 and 28 mm (one and two times the thickness of the 
plywood used to separate the steel from the sensor), 28 mm might be the minimum distance because 
the presence of the steel does not affect the magnetic field of the sensor. At shorter distances and 
depending on the steel bar diameter, it might create significant magnetic field gradients due to the 
corrugated surface of the reinforcing steel used in the construction industry. With respect to the 
direction, because the sensor is considered as a point sensor, it would seem to have no natural direction. 

4. Conclusions 

An improved miniature embeddable NMR sensor for use in cement-based materials was designed, 
built and characterized. Changes in frequency due to temperature variations and the presence of steel 
rebars can be accommodated using an external tuning circuit. The sensor was successfully used to 
detect water in fresh cement pastes and to monitor porosity refinement in hardened cement pastes 
and concretes containing ordinary materials routinely used in the construction industry. A linear 
relationship exists between the relaxation rate and the compressive strength of concrete mixtures at 
low and high w/c ratios. The results demonstrate that practical applications are possible and they will 
be pursued. 
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Degradation of Phosphate Ester Hydraulic Fluid in Power 
Station Turbines Investigated by a Three-Magnet Unilateral 
Magnet Array 

Pan Guo, Wei He and Juan C. García-Naranjo 

Abstract: A three-magnet array unilateral NMR sensor with a homogeneous sensitive spot  
was employed for assessing aging of the turbine oils used in two different power stations. The  
Carr-Purcell-Meiboom-Gill (CPMG) sequence and Inversion Recovery-prepared CPMG were 
employed for measuring the 1H-NMR transverse and longitudinal relaxation times of turbine oils 
with different service status. Two signal components with different lifetimes were obtained by 
processing the transverse relaxation curves with a numeric program based on the Inverse Laplace 
Transformation. The long lifetime components of the transverse relaxation time T2eff and longitudinal 
relaxation time T1 were chosen to monitor the hydraulic fluid aging. The results demonstrate that an 
increase of the service time of the turbine oils clearly results in a decrease of T2eff,long and T1,long.  
This indicates that the T2eff,long and T1,long relaxation times, obtained from the unilateral magnetic 
resonance measurements, can be applied as indices for degradation of the hydraulic fluid in power 
station turbines. 

Reprinted from Sensors. Cite as: Guo, P.; He, W.; García-Naranjo, J.C. Degradation of Phosphate 
Ester Hydraulic Fluid in Power Station Turbines Investigated by a Three-Magnet Unilateral Magnet 
Array. Sensors 2014, 14, 6797–6805. 

1. Introduction 

Since the discovery of their excellent anti-wear and fire resistance properties in the 1940s, the use 
of phosphate ester hydraulic fluids by industry has steadily increased [1,2]. In power systems, 
phosphate esters are used primarily as fire-resistant base-stocks in turbines for speed governing, 
lubricating, radiating, cleaning and vibration damping [3]. In operation at high temperatures, in the 
presence of oxygen, water vapor and catalytically active metals, these synthetic oils are severely 
stressed. These conditions may lead to a rapid degradation of their oxidation and the hydrolysis 
resistance, which may cause corrosion and even failure of the system [4–6]. In order to prevent 
change of viscosity, formation of deposits and corrosion, oil degradation must be minimized [7]. 
Therefore, the hydraulic system is usually equiped with a by-pass regenerating unit [3] to remove 
acidic substances and water, as well as solid particulate contaminants. During the aging process, the 
oil continuously degrades and is regenerated until it is non-renewable by accumulation of degradation 
products. It is very expensive (about 110,000 USD) to replace the oil in power plant turbines [8]. 
Consequently, a quality control measurement is needed for safe and economic operation of the  
power system. 

With deterioration [8] of phosphate ester fire resistant oils the color deepens and precipitates are 
produced in severe cases. During aging, the acidity, water content, viscosity, dielectric constant, foam 
characteristic, and air release property, etc. may all change [7,9]. 
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Traditionally phosphate ester aging was evaluated by observing color and turbidity changes [3]. 
This method is less rigorous, and sometimes led to major accidents and resulted in irreparable damage 
and significant economic losses. More recently turbine operators are required to test the appearance, 
acidity, resistivity and mechanical impurities of the oil at least once a week, and measure the moisture 
content, flash point and viscosity at least once per season [9]. Some sites even test the thermo-oxidative 
stability and corrosivity under simulated aging conditions, where the increase of acidity and 
viscosity, the formation of sludge and corrosion against various metals are controlled [7]. However, 
such a test program is expensive and time consuming and cannot be applied to a large number of 
samples in the surveillance of used oils. 

NMR has been used in the past to investigate materials aging and degradation. A prominent and 
most practical example is the development of unilateral magnetic resonance (UMR), where the NMR 
experiment is carried out in the inhomogeneous field produced on one side of a portable magnet. 
UMR has become a powerful technique in different areas of application. New applications [10] have 
been developed in well-logging [11], biomedicine [12], material analysis [13] and characterization 
of food products [14]. Since UMR is simpler and much less expensive than traditional NMR, and 
produces reliable information, the development of new UMR sensors and applications should 
continue in the near future. 

This paper presents a magnetic resonance method for phosphate ester analysis employing a  
three-magnet array [15,16] as a sensor. The intention of this work is to develop a rapid and simple 
method for estimating the degree of degradation of phosphate ester hydraulic fluids in power plant 
turbines. We have demonstrated that the new sensor produces reliable results and can be employed 
to follow the oil aging process. In the following sections, the features of the magnet and 
measurements on phosphate ester fire resistant oils are discussed. 

2. Experimental Section  

2.1. Magnet 

Magnets of different types can be employed for this measurement. Closed or semi-closed magnets 
allow more sensitive measurements than unilateral magnets, but require of a more complicated design 
and adjusting process and are more sensitive to temperature variation. Unilateral magnets are in 
general very simple to build and can also produce reliable results. 

Figure 1 shows the structure of the three-magnet array unilateral magnet developed by the UNB 
MRI Centre in Canada. It is a simple array of three magnet blocks with the magnetic field oriented 
in the same direction. A vertical displacement of the central block allows generating a homogeneous  
spot [15] or an extended constant gradient [16]. The design is compact and safe and the weight of the 
magnet array is 5 kg. The mathematical equations to describe the magnetic field distribution are 
relatively simple, which makes easy the simulation. It should be marked that the magnetic field 
homogeneity (around 1% of B0) for the homogeneous spot design is still far away from the values 
employed for classic NMR experiments. The major advantages of this magnet are its simplity and 
the relatively remote homogenenous spot. The static magnetic field B0 is parallel to its surface (along  
z axis in Figure 1) which allows employment of a very simple surface coil with good sensitivity.  
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The size of the measurement spot results from the combination of B0 distribution, bandwidth of the 
excitation RF pulses, bandwidth of the receiver and parameters of the surface coil like size, shape 
and quality factor (Q). 

Figure 1. Schematic (a) and photo (b) of the three-magnet array. The centre of the upper 
surface of the magnet array corresponds to the position (0,0,0) in the coordinate system. 

(a) (b) 

In order to adjust and characterize the magnet, magnetic field measurements were undertaken 
employing a three axis Hall effect magnetic field probe (Lake-Shore Cryotronics Inc., OH, USA) and 
a computer controlled three axis plotter (Velmex Inc., MI, USA). Figure 2a plots the magnetic field 
magnitude as a function of distance from the centre of the magnet. The sensitive spot of the magnet 
array is 8 mm to 17 mm from the magnet surface. The proton resonance frequency at this position is 
4.485 MHz. Figure 2b shows a contour plot of the magnetic field along the yz plane over the magnet  
(x = 0). 

Figure 2. (a) Plot of magnetic field magnitude B0 as a function of the distance from the 
centre of the magnet surface. The circled area indicates the sensitive spot position;  
(b) Contour plot of the magnetic field magnitude B0 in the yz plane. The field is 
reasonably symmetric. 

(a) (b) 
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2.2. RF Coil 

A square spiral RF coil, 45 mm in length with 7 turns, fabricated on a 1.2 mm thick printed circuit 
board (Figure 3a) was employed for the measurements since the RF field B1 is required to be 
perpendicular to the static magnetic field B0.The lead width was 1.5 mm and the spacing 1.27 mm. 
The resistance and inductance of the coil were 0.41  and 1.439 H, respectively. The loaded quality 
factor (QL), measured with the coil placed on the magnet was 30. The RF coil was tuned 4.485 MHz, 
which is the proton resonance frequency at the centre of the spot. The dead time of the coil is 35 us. 
The RF field above the coil, simulated employing the simulation software Maxwell 3D (Ansoft, 
Pittsburgh, PA, USA), is shown in Figure 3b. A 4.766 mm (3/16 ) fiberglass spacer was placed between 
the coil and the magnet to assure a better use of the homogeneous spot of the magnet and the B1 of the 
coil. The distance from the RF coil upper surface to the sensitive spot is 2 mm to 11 mm. 

Figure 3. (a) Photo of the RF coil; (b) The simulated result of the normalized RF field 
distribution in the central perpendicular plane. The B1 field is perpendicular to the coil.  
y = 6 mm is the upper surface of the RF coil. 

 
(a) (b) 

2.3. Experiment Details  

Two groups of turbine phosphate ester hydraulic fluids (Table 1), in service at two different power 
stations, were employed for the measurements. They were housed in five cylindrical glass vessels. 
The dimensions (4 cm in diameter and 7 cm in length) of the glass vessels were chosen to guarantee 
full coverage of the measurement spot (1 cm along z axis, 1 cm along y axis and 2 cm along x axis) 
with the sample. 

Table 1. Turbine hydraulic fluid for the measurements. 

Power Station Name State 

Beilun 
New 

In service 
Eliminated 

Yuyao New 
In service 
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All measurements were carried out with a Kea2 console (Magritek, Wellington, New Zealand), 
connected to a RF power amplifier (TOMCO Technologies, Stepney, Australia) at 17 ± 0.3 °C.  
The 1H NMR transverse relaxation time (T2eff) [17] and longitudinal relaxation time (T1) were 
obtained with the standard Carr-Purcell-Meiboom-Gill (CPMG) sequence and T1 Inversion Recovery 
with CPMG T1 IR Add sequence, respectively. For the CPMG sequence, the 90° pulse width was  
8 s, the attenuations of the 90° and 180° pulse were 18 dB and 12 dB, the echo time was 150 s, 
the number of echoes was 2048, the repetition time was 400 ms, and 256 scans were averaged.  
The total measurement time was 5 min. For the T1 IR Add sequence, the time between the first 180° 
pulse and the 90° pulse was varied from 1 ms to 400 ms by log spacing with 40 steps, the number of 
echoes was 32, and other parameters were the same as in the CPMG sequence. The total measurement 
time was 3 h. 

3. Results and Discussion 

3.1. Transverse Relaxation Time Measurements 

Once the CPMG decay from the sample (Figure 4) was obtained, an Inverse Laplace Transformation 
(ILT) of the CPMG data was performed with the Contin program [18]. In Figure 5 the T2eff 
distributions of two groups of turbine oils are shown. The amplitude of the short lifetime component 
is approximately three times less than the long component, so that the CPMG decay is dominated by 
the longer transverse relaxation time, T2eff,long. The measurement was repeated five times for each 
sample to check the reproducibility of the method. As the reproducibility of the long component is 
much better than the short component, only T2eff,long will be discussed hereafter.  

In Figure 5, all of the T2eff distribution curves have two symmetric peaks that are well separated. 
This behavior allows a much simpler bi-exponential fitting to be employed. In addition to more 
reliable results the simplicity of the bi-exponential fitting (Equation (1)) [19] makes it better option 
for practical measurements. Only the T2eff,long obtained from the bi-exponential fit was chosen for 
display to show the contribution of the more representative component inside the oil (Table 2). The 
aging status of different turbine oils can be distinguished in the measured T2eff,long and an increase in 
service time yields a decrease in transverse relaxation time T2eff,long. The differences in T2eff,long are 
not large but they are reproducible and reliable: 

longeff
long

shorteff
short T

tA
T

tAtM
,2,2

expexp)(  (1)
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Figure 4. Semi-logarithmic plot of a CMPG decay from a sample of turbine  
hydraulic fluid. 

 

Figure 5. T2eff distributions from the CPMG measurement for the Beilun power station 
(a) and the Yuyao power station (b). 

(a) (b) 

Table 2. The T2eff,long of different turbine oils extracted from bi-exponential fitting. 

Power Station Name Status T2eff,long (ms) 

Beilun 
New 75.8 ± 0.9 

In service 65.8 ± 0.5 
Eliminated 61.9 ± 0.8 

Yuyao 
New 66.9 ± 0.7 

In service 60.8 ± 1.1 

3.2. Longitudinal Relaxation Time Measurements 

Since in an inhomogeneous magnetic environment it is practically impossible to obtain FID 
signals, inversion recovery as described by Hurliman in [20] with CPMG added, as implemented in 
the Prospa software (Magritek, Wellington, New Zealand) was employed as the sequence for 
measuring T1 of the oils. The CPMG echo train was summed on the spectrometer before being 
returned to the software Prospa. The integrals of the CPMG echoes were fitted to Equation (2): 
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 (2)

For clarity, only the first 30 points of the curves are shown in Figure 6. As the reproducibility of 
the short component was not reliable, only the long component T1,long was chosen to represent the 
longitudinal relaxation time of the turbine oils. From Table 3, an increase in the service time yields 
a decrease in longitudinal relaxation time. 

Figure 6. T1 decay curves of the turbine oils of the Beilun power station (a) and the 
Yuyao power station (b). 

(a) (b) 

Table 3. The T1,long of different turbine oils extracted from the T1 distribution curves. 

Power Station Name Status T1,long (ms) 

Beilun 
New 73 ± 1 
In service 69.5 ± 0.7 
Eliminated 64.5 ± 0.6 

Yuyao 
New 62 ± 0.6 
In service 53 ± 2.0 

4. Conclusions 

The aging status of phosphate ester hydraulic fluids with different service times, from two 
different power stations, has been studied by 1H relaxation time measurements with a three-magnet 
array unilateral magnet as a sensor. We demonstrate that the aging results in a decrease in T2eff,long 
and T1,long relaxation times. Therefore, T2eff,long and T1,long can be used as the indices of turbine oil 
aging. This method is simple and produces reliable results. The next step will focus on the 
measurements of more turbine oils to establish a statistical data base and measurements of other 
sample parameters, such as molecular diffusion, with unilateral magnetic resonance. We propose this 
method to predict when the turbine oils should be eliminated to prevent unexpected accidents in 
power stations. 
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Detection of Virgin Olive Oil Adulteration Using Low Field 
Unilateral NMR 

Zheng Xu, Robert H. Morris, Martin Bencsik and Michael I. Newton 

Abstract: The detection of adulteration in edible oils is a concern in the food industry, especially for 
the higher priced virgin olive oils. This article presents a low field unilateral nuclear magnetic 
resonance (NMR) method for the detection of the adulteration of virgin olive oil that can be 
performed through sealed bottles providing a non-destructive screening technique. Adulterations of 
an extra virgin olive oil with different percentages of sunflower oil and red palm oil were measured 
with a commercial unilateral instrument, the profile NMR-Mouse. The NMR signal was processed 
using a 2-dimensional Inverse Laplace transformation to analyze the transverse relaxation and  
self-diffusion behaviors of different oils. The obtained results demonstrated the feasibility of 
detecting adulterations of olive oil with percentages of at least 10% of sunflower and red palm oils. 

Reprinted from Sensors. Cite as: Xu, Z.; Morris, R.H.; Bencsik, M.; Newton, M.I. Detection of Virgin 
Olive Oil Adulteration Using Low Field Unilateral NMR. Sensors 2014, 14, 2028–2035. 

1. Introduction 

The detection of adulteration in high priced olive oils is a particular concern in the food industry. 
Virgin olive oil is simply pressed fruit without any additives and without the use of heat in the process; 
the best of these in terms of flavor are classified as extra virgin and must pass chemical tests in a 
laboratory and a sensory evaluation. The adulteration of extra virgin olive oil with other cheaper  
oils can lead to significant profits for the unscrupulous dealer. Laboratory-based methods have  
been extensively developed for the monitoring of adulteration of virgin olive oils with other edible  
oils [1–3]. Chromatographic methods [4] and mass spectrometry [5] have been used to study the 
adulteration of olive oil with hazelnut oil. Synchronous fluorescence spectroscopy was employed for 
quantitative determination of virgin olive oil adulteration with sunflower oil [6]. Priego Capote et al. 
developed an analytical method based on a gas chromatograph for the detection of extra virgin olive 
oil adulteration with four edible vegetable oils: sunflower, corn, peanut and coconut oils [7]. NMR 
spectroscopy was proven to be a much more effective method in the authentication of virgin olive 
oil based on their geographical origin [8]. For authentication purposes, several variables have been 
studied, including 1H-, 13C-, and 31P-NMR analyses [9]. With more detailed NMR analyses, the 
diffusion coefficient of minor constituents of olive oil was chosen as a marker parameter [10,11]. All 
these methods have been employed with some success, but there are also some problems. 
Chromatographic methods of edible oil authentication have proved unable to detect adulterations at 
low concentrations [2]. Mass and NMR spectroscopy methods need large, expensive instrument, 
which are not suitable for screening. Fluorescence spectroscopy requires preprocessing operation to 
the samples and only Raman spectroscopy offers the possibility of a field portable instrument [12].  

This article presents an alternative method, namely low field unilateral NMR, with the same 
potential as Raman for operation ‘in the field’. With this method, the transverse relaxation and  
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self-diffusion of different adulterated oils have been studied. The samples can be measured without 
any preprocessing operation and the unilateral magnet structure means that the oils need not to be 
taken out from their original bottles, which can remain sealed. 

2. Experimental Section  

2.1. Samples 

Sunflower oil (J. Sainsbury plc, Nottingham, UK) and red palm oil (Cebra Norfolk, Nottingham, 
UK) were used as the adulterations in the extra virgin olive oil (Napolina Ltd., Nottingham, UK). 
The samples were stored in the dark at room temperature until the day of analysis. Two mixtures of 
sunflower and extra virgin olive oils, with concentration of sunflower oil at two levels (10% and 
20%), were prepared. The mixtures of sunflower and extra virgin olive oils were prepared using an  
Ultra-Turrax® (IKA, Staufen, Germany). The red palm was gently heated in warm water prior to 
mixing by hand with the olive oil. 

2.2. Instrument 

NMR signals were acquired by using a NMR portable Mouse [13] from AixNMR (Wellington, 
New Zealand) with a Tecmag NMR spectrometer (Houston, TX, USA). The NMR Mouse takes 
advantage of a unilateral permanent magnet geometry that generates a magnetic field with a uniform 
static gradient at a defined distance from the magnet surface (Figure 1). In the sensitive volume, the 
static magnetic field has a strength of 0.25 T, and the gradient of 11.38 T/m. The thickness of the 
sensitive volume is 100 m. The sensitive volume is made to reside 5 mm above the coil so will 
probe well inside a glass container of typical wall thickness. 

Figure 1. Schematic diagram of the NMR MOUSE with the sample and the selective  
slice shown. 

 

2.3. Measurement and Data Processing 

To detect the transverse relaxation and self-diffusion behaviors of oils, a SGSE [14] sequence as 
shown in Figure 2 was employed. The pulse widths of the 90° and the 180° pulses were 8 s. The 
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time interval between the 90° and the first 180° pulse ( ) was gradually increased from 120 s to 
2500 s for diffusion encoding. The echo time of CPMG sequence ( ’) was fixed at 140 s.  
The symbol G in Figure 2 corresponds to the constant gradient of the static magnetic field,  
which was 11.38 T/m and the RF frequency was 10.64 MHz. The CPMG echoes were recorded for 
further processing. 

Figure 2. SGSE sequence composed of a Hahn echo and a CPMG sequence. 

 

Due to the complex constituents of the samples studied, we expect to acquire multi-exponential 
signals for the transverse relaxation and diffusion. The recorded CPMG decay signals related to the 
two dimensional probability density distribution can be expressed as: 

),(),(),(),(),( 21222212121 dDdTDTFDkTkM  (1) 

where, k1 is the kernel function of transverse relaxation which can be expressed as 21 Te ; k2 is the 

kernel function of diffusion which can be approximately expressed as 
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,  is the 
gyromagnetic ratio of 1H, G is the constant gradient of the static magnetic field; ),( 21  is a noise 
term. F(T2,D) is the two dimensional probability density distribution of T2 relaxation and diffusion. 
Although the CPMG echo train is attenuated by the diffusion, the small echo time of the CPMG 
sequence ( ’ = 140 s) alleviates this effect. We also neglected the Hahn echo attenuation which is 
related to T2. We developed in Matlab a 2-dimensional Laplace Inversion according to the algorithm 
of Venkataramanan et al. [15] to reconstruct F(T2,D) from the recorded CPMG decay signals. 

3. Results and Discussion 

3.1. Mixtures of Sunflower and Extra Virgin Olive Oils 

Two mixtures of sunflower and extra virgin olive oils, with sunflower concentrations at 10% and 
20% by volume, pure sunflower oil and pure extra virgin olive oil, were measured. The D-T2 
distributions of the different oils are plotted in Figure 3. 
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Figure 3. Superimposition of D-T2 distributions of sunflower and extra virgin olive 
mixed oils. From top to bottom, the peaks correspond to pure extra virgin olive oil, 10% 
sunflower oil, 20% sunflower oil and pure sunflower oil, respectively. 

 

In Figure 3, we can see that the D-T2 distribution plot of different oils separate in the vertical 
direction (D-axis), but overlap in the lateral direction (T2-axis). It indicates that the adulteration of 
sunflower oil in the extra virgin olive oil can more readily be detected from the sample’s diffusion 
behavior. In order to better show the differences in diffusion, the 2-dimensional D-T2 distributions 
were projected to the D-axis, forming a 1-dimensional diffusion distribution, which is shown in  
Figure 4.  

Figure 4. 1D diffusion coefficient distribution of sunflower and extra virgin olive mixed oils. 

 

As shown in Figure 4, from right to left there are four peaks representing the pure extra virgin  
olive oil, 10% sunflower and 90% olive mixed oil, 20% sunflower and 80% olive mixed oil and the 
pure sunflower oil. The actual self-diffusion coefficients of these four oils are 6.5  10 11 m2s 1,  
5.9  10 11 m2s 1, 5.1  10 11 m2s 1 and 4.1  10 11 m2s 1, respectively. Compared to the pure extra 
virgin olive oil, the sunflower oil mixtures have a smaller self-diffusion coefficient. The four narrow 
peaks in Figure 4 indicate that there are no diffusion distributions, and the diffusion has no correlation 
with the T2 relaxation. The food oil we have used are not similar to petroleum oils, for example,  
S3 [16], which has a D-T2 correlated distribution.  The diffusion-relaxation behavior of oil is 
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complex, although we do not see the diffusion distribution and its correlation with relaxation, it is 
still possible that, for other food oils, a diffusion distribution and correlation exist. 

3.2. Mixtures of Red Palm and Extra Virgin Olive Oils 

Two mixtures of red palm and extra virgin olive oils, with concentration of red palm oil at  
two levels (10% and 20%), pure red palm oil and pure extra virgin olive oil, were also measured. The 
D-T2 distributions of these four different oils are plotted in Figure 5. For the red palm and extra virgin 
olive mixed oils, the distributions are separated not only in D-axis, but also in T2-axis. This indicates 
that the adulteration of red palm oil in the extra virgin olive oil can be detected both from the diffusion 
and transverse relaxation behaviors. To show the differences more clearly, the 2-dimensional D-T2 
distributions were projected to the D-axis and T2-axis, as shown in Figures 6 and 7. 

Figure 5. D-T2 distribution of red palm and extra virgin olive oil mixtures. From top to 
bottom, they are pure red palm oil, 10% red palm oil, 20% red palm oil and pure extra 
virgin olive oil, respectively. 

 

In Figure 6, from right to left there are four peaks representing the pure red palm oil, 10% red 
palm and 90% olive mixed oil, 20% red palm and 80% olive mixed oil and the pure extra virgin olive 
oil. The self-diffusion coefficient increases as the percentage of red palm oil increases, giving  
6.5  10 11 m2s 1, 8.9  10 11 m2s 1, 1.4  10 11 m2s 1 and 1.9  10 11 m2s 1, respectively. While in 
Figure 7, the T2 decreases as the percentage of red palm oil increases, giving 67.5 ms, 64.1 ms,  
60.8 ms and 54.9 ms, respectively. Comparing with the pure extra virgin olive oil, the red palm mixed 
oil has a larger self-diffusion coefficient but smaller T2. 
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Figure 6. 1d diffusion coefficient distribution of red palm and extra virgin olive mixed oils. 

 

Figure 7. 1d T2 distribution of red palm and extra virgin olive mixed oils. 

 

4. Conclusions 

This article demonstrates a low field unilateral NMR method to screen for the adulteration of extra 
virgin olive oil. With 2-dimensional Inverse Laplace transformation, the adulteration of extra virgin 
olive oil with different percentages of sunflower oil or red palm oil can be differentiated from the 
transverse relaxation and self-diffusion behaviors. The detection threshold is similar to that achieved 
using the much more expensive pulsed eld gradient diffusion NMR measurement [10]. The narrow 
peaks in the diffusion distributions indicate that there is no distribution in the diffusion coefficients 
of our samples. It further suggests that the measurement of diffusion coefficient for the adulteration 
of olive oil can be sped up by just using two appropriate Hahn echo times ( ). Although the feasibility 
of this method has been demonstrated by these experiments, one problem was encountered. 
Measurements on the NMR MOUSE are temperature-sensitive because of the poor temperature 
coefficient of NdFeB magnets and an unstable static magnetic field influences the diffusion behavior 
measurement significantly. This however could be overcome using a temperature controlled 
environment or speeding up the measurement. Further work will concentrate of the ability of this 
technique to discriminate multiple additives. 
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Towards Using NMR to Screen for Spoiled Tomatoes Stored  
in 1000 L, Aseptically Sealed, Metal-Lined Totes 

Michael D. Pinter, Tod Harter, Michael J. McCarthy and Matthew P. Augustine 

Abstract: Nuclear magnetic resonance (NMR) spectroscopy is used to track factory relevant tomato 
paste spoilage. It was found that spoilage in tomato paste test samples leads to longer spin lattice 
relaxation times T1 using a conventional low magnetic field NMR system. The increase in T1 value 
for contaminated samples over a five day room temperature exposure period prompted the work to 
be extended to the study of industry standard, 1000 L, non-ferrous, metal-lined totes. NMR signals 
and T1 values were recovered from a large format container with a single-sided NMR sensor. The 
results of this work suggest that a handheld NMR device can be used to study tomato paste spoilage 
in factory process environments. 

Reprinted from Sensors. Cite as: Pinter, M.D.; Harter, T.; McCarthy, M.J.; Augustine, M.P. Towards 
Using NMR to Screen for Spoiled Tomatoes Stored in 1000 L, Aseptically Sealed, Metal-Lined 
Totes. Sensors 2014, 14, 4167–4176. 

1. Introduction 

Globally, around 1.3 billion tons of food is wasted per year. In North America alone, 
approximately 175 kg·food/person is compromised at the pre-consumption stages of production [1]. 
In order to minimize this loss, food packaging companies are constantly seeking ways to improve 
packing process sanitation. In spite of these efforts, spoilage is never entirely eliminated. The direct 
consequence of a few spoiled containers translates into four to six figure financial losses when both 
the spoiled product and waste disposal are considered [1]. Bacterial contamination is a primary 
source of food spoilage that many industrial food processes attempt to eliminate by operating in 
aseptic environments [2]. Once introduced into a system, bacteria proliferate as a function of 
temperature and available metabolic nutrients. Technologies that provide early detection of bacterial 
growth can ultimately provide food companies with a competitive edge in the industry and decrease 
the environmental impact of waste disposal. 

The tomato paste processing industry is interested in spoilage because contaminated tomato paste 
spoils in a matter of days. Industrial tomato paste totes or bags that comprise an inner plastic sack 
and a thin outer aluminum layer are designed to accommodate a 1000 L volume [3], which means 
that the introduction of even a small amount of contamination is costly. The tomato paste industry is 
interested in developing ways to detect tomato spoilage in these 1,000 L non-ferrous, metal-lined 
containers without violating the seal. Although early spoilage detection cannot preserve the contents 
of the compromised tote, it would eliminate costs associated with shipping, disposal, and frustration 
incurred when a tote with spoiled tomato paste arrives at its destination.  

Several analytical methods that are traditionally used to measure food spoilage fail in the industrial 
tomato paste manufacturing domain. Laser and other optical methods that involve passing light 
through a sample require non-metal, transparent containers [4]. Mass spectrometry threatens tomato 
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paste sterility as it is an invasive process that requires the container seal to be broken for  
sampling [4]. Nuclear magnetic resonance (NMR), on the other hand, is a non-invasive approach  
that has gained traction recently in studying problems in industrial process environments [5–7]. 
These examples share the common theme of being modifications to the conventional NMR approach 
involving a sample in a non-metal container enclosed by a large magnet. In the case of tomato paste 
these conditions do not apply. Firstly, the container is a 1,000 L non-ferrous, metal-lined tote that 
cannot fit inside of a standard magnetic resonance or imaging magnet. Moreover, the tote is filled 
with ca. 1 metric tonne of tomato paste and cannot be moved to the sensor. The aluminum lining in 
these totes presents an additional problem as eddy currents are generated on the surface of the metal 
that attenuate the applied radio frequency (rf) magnetic field [8]. The skin depth  = (2/ )1/2, 
written in terms of the metal conductivity , the metal magnetic permeability , and angular 
frequency , is the distance into metal at which incident radiation is attenuated by e 1 [8]. Traditional 
NMR spectroscopy operates at Larmor frequencies 0/2  =  B0 > 100 MHz yielding  < 8 m for 
aluminum. This shielding prevents signals from being observed through the 75 m thick aluminum 
layer incorporated into the tote material. 

A useful food spoilage detector must have four essential design features. It should be noninvasive, 
portable, accept a variety of sample geometries, and probe both metal and non-metal containers. 
These features are provided by a unilateral NMR circuit, or single-sided coil, which is an NMR tank 
circuit with a planar inductor that can non-invasively probe a wide range of sample geometries [9]. 
Interfacing this coil with a light weight permanent magnet that produces a small static magnetic field 
ultimately leads to increased metal transparency. The decreased field strength leads to a lower Larmor 
frequency 0/2   5 MHz that concomitantly increases the skin depth in aluminum to   40 m thus 
providing access to the study of the contents of non-ferrous, metal-lined containers. In practice, a 
portable single sided coil and magnet system could be placed flush with a 1,000 L industrial tomato 
tote to non-invasively provide spoilage information about the contents. Small, portable single sided 
coil and magnet systems are commercially available with the most well-known example being the 
NMR Mobile Universal Surface Explorer, developed at RWTH-Aachen [10]. 

The ultimate goal of this work was to determine if NMR spectroscopy is sensitive to tomato paste 
spoilage and to record the NMR signal from tomato paste in industrial, non-ferrous, metal-lined  
1,000 L totes. To this end, tomato paste NMR relaxation parameters were monitored in small  
100 mL glass containers using a customized low magnetic field NMR spectrometer to find a 
measureable variable that correlates with tomato spoilage. After the spoilage dependent NMR 
parameter was determined in non-metal containers, it was confirmed that it can be measured using a 
sample in a non-ferrous, metal-lined tote using a single sided coil/magnet system. As NMR 
experiments in metal containers are rarely reported in the literature, effort is spent in the next section 
describing the 0/2  = 4 MHz electromagnet based and the 0/2  = 5.25 MHz single sided magnet 
based systems. 

2. Materials and Methods 

Commercial tomato paste was used as received from The Morning Star Company. Small format 
samples were prepared in a clean room by aseptically transferring fresh tomato paste into thirty  
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100 mL VWR media bottles. The thirty identical samples were separated into two, separate, fifteen 
bottle sets. The control group was set aside while the other fifteen bottles were inoculated with a 
mixed culture of microorganisms that were harvested from a leaking aseptic filler line at the Los 
Baños, CA, Morning Star Company food packing facility. Immediately after preparation, the thirty 
samples were cooled to T < 5 °C and stored in a refrigerator. These samples were transported from 
The Morning Star Company to UC Davis in a standard cooler and were stored in the laboratory 
refrigerator until needed. Large format samples were contained in standard 1,000 L storage totes with 
a 75 m thick metal lining. These aluminum layered, plastic bags were short filled with tomato paste, 
stored at room temperature, and shipped from The Morning Star Company to UC Davis. 

A Tecmag Redstone NMR spectrometer was used to acquire all transient NMR relaxation signals 
from the small format 100 mL samples. As shown in Figure 1a, the small format samples were 
completely enclosed by the 0/2  = 4 MHz tuned and matched, 11.5 cm diameter, 20 cm long,  
11 turn variable pitch inductor situated inside of a homebuilt NMR probe. This probe was mounted 
inside of a B0 = 980 G SMIS electromagnet with a 15.24 cm pole face separation. A standard 
inversion recovery pulse sequence involving 625 W, 20 s /2 rf pulses and 21 non-linear sampled 
recovery times between 0 and 300 ms was used to recover T1 values while a multiple  rf pulse  
Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence with an 8 ms  rf pulse separation involving the 
same rf pulse power and length was used to recover T2 values by non-linearly increasing the number 
of  rf pulses to 60 in 18 steps. All measurements reported for this geometry did not require signal 
averaging and corresponded to one transient signal per relaxation time point. 

Figure 1. Diagrams comparing the conventional low field NMR instrument in (a) to the 
single sided instrument in (b). The primary difference between these two geometries is 
that applied rf interacts with the entire sample in (a) and only a fraction of the sample in 
(b) as shown by the shaded gray area. 

 

In the case of the large format metal-lined totes, the Tecmag Redstone NMR spectrometer was 
connected to an ABQMR single sided permanent magnet system. In this case the sample was  not inside 
of the rf coil as shown in Figure 1b and the homogeneous sample volume of the B0 = 1,300 G static 
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magnetic field was adjusted to be 12 mm above the surface of a flat rf coil tuned to 0/2  = 5.25 MHz 
and designed to provide an 1 cm thick homogeneous rf excitation slice spatially coincident with the 
static magnetic field. The saturation recovery pulse sequence shown in Figure 2 used a 500 ms long, 
25 W, ±75 kHz frequency swept rf pulse to saturate the wide NMR line presented by the single sided 
magnet and a CPMG spin echo train with 3 s long, 625 W /2 rf pulses, echo = 1.5 ms and  
500 s sat < 3 s to observe the time domain signal. The sum of the first ten echoes in the CPMG 
spin echo train was used to estimate the signal intensity for T1 estimates. All measurements reported 
for this geometry required 30 transient signals to be averaged per relaxation time point. 

Figure 2. Modified saturation recovery pulse sequence that incorporates a ±75 kHz 
frequency sweep into the saturation pulse. The CPMG backend is required to observe a 
signal because of the large inhomogeneous static field and rf circuit ring down.  
The variable frequency rf pulse more efficiently saturates the magnetization in  
single sided mode in comparison to the conventional rf pulse train used for  
sample-in-the-coil geometries. 

 

Unless otherwise specified, all reported T1 and T2 values correspond to an average of the 
exponential signal decay constant over 15 samples while the 95% confidence limit was established 
using the standard deviation of the same data along with the appropriate Student t factor. All data 
processing was accomplished using Matlab. 

3. Results 

The 980 G SMIS electromagnet was used to obtain T1 and T2 values for all thirty samples as a 
function of time at both low and room temperature. The available room temperature shims in the 
electromagnet were used to reduce the NMR line width for these samples in the as received glass jars 
to less than 100 Hz. 

The low temperature measurements were accomplished on ten randomly selected sterile and 
unsterile samples. These samples were only removed from the low temperature storage refrigerator 
for t  5 min to obtain the T1 and T2 values reported in Table 1. Given the heat capacity of the 
tomatoes and the glass container, the temperature rise during this time was less than +3 °C. As long 
as the storage temperature was maintained below 5 °C, the T1 and T2 values remain constant over the 
course of at least one month. Room temperature T1 and T2 measurements were accomplished on all 
thirty samples. The fifteen sterile and unsterile samples were separated into three separate batches. 
The first batch of five samples each was removed from the refrigerator and allowed to warm to room 
temperature over the course of an hour. The T1 and T2 values for these samples were monitored every 
two days for a thirty day period. At day fifteen of these measurements, a second batch of five samples 
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each was removed from the refrigerator and the measurements were repeated in parallel with the first 
batch. On the final day of measurements for the first batch, the third batch of five samples each was 
removed from the refrigerator and measurements were repeated in parallel with the second batch. 
Although the room temperature T2 value was constant as a function of time for these samples as 
shown in Table 1, the corresponding T1 values as shown in Figure 3 were not. 

Figure 3. Comparison of sterile (open circles) to unsterile (solid circles) T1 values as a 
function of room temperature exposure time. The 95% confidence intervals 
corresponding to averaging over 15 samples are included in the plot. 

 

Regression of these T1 measurements to an exponentially rising function yields the steady state 
spin lattice relaxation time T1  and the time constant for this increase , which are provided in  
Table 1. The lack of room temperature shims in the 1300 G single sided magnet provided a wide, 
inhomogeneously broadened NMR peak as shown in Figure 4a for tomato paste in a 100 mL VWR 
glass jar. The consequence of the metal-lined tote on this signal is demonstrated in Figure 4b for the 
same glass jar wrapped in the aseptic, metal-lined tote material. The ability to measure a signal from 
a 100 mL tomato sample wrapped with the tote material in Figure 4b prompted the recovery of the  
T1 = 226 ± 28 ms value for tomato paste short filled into a 1,000 L, aseptic, metal-lined tote. 

Table 1. NMR Relaxation Parameters for Tomato Samples. 

 T < 5 °C T > 25 °C 
 T1 (ms) T2 (ms) T1  (ms)  (days) T2 (ms) 

Sterile 217.3 ± 2.2 53.5 ± 1.4 234.8 ± 1.8 - 58.8 ± 1.0 
Unsterile 199.4 ± 1.3 47.2 ± 0.9 349.0 ± 2.6 4.0 ± 1.8 57.0 ± 0.5 
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Figure 4. Example 1H NMR spectra obtained with the single sided coil magnet for a  
100 mL tomato paste sample without (a) and enclosed in (b) the aluminum lined  
tote material. 

 

4. Discussion 

The goal of this work was to determine if NMR spectroscopy could be used to identify spoiled 
tomato paste stored in industry standard, 1,000 L, large format, non-ferrous, metal-lined totes. There 
are three challenges that were met in order to accomplish this goal. Two of these, the identification 
of an NMR parameter that reflects tomato paste spoilage and the recovery of an NMR signal from a 
sample enclosed in a non-ferrous, metallic shield, were addressed using the standard NMR geometry 
provided by the 980 G electromagnet. Finally, the single sided system was used to measure the T1 
relaxation time for tomato paste in a short-filled, 1,000 L, non-ferrous, metal-lined tote. 

In order to address the first of these challenges, a set of known sterile and unsterile tomato paste 
samples was studied in ideal laboratory conditions using a conventional NMR magnet that surrounds 
the small format samples. The results, shown in Table 1, report virtually no variability (ca. 18 ms) in 
the T1 and T2 values between the as received sterile and unsterile samples at low temperature. This 
result suggests that the low temperature either halts or significantly slows the bacteria mediated 
tomato paste spoilage. At room temperature where tomato processing, packaging, and storage occur, 
the relaxation times shown in Table 1 for sterile and unsterile samples are different. The ca. 115 ms 
difference in T1  values can be used to identify spoiled tomato paste. As shown in Figure 3, the 
steady state T1  value difference between sterile and unsterile samples takes ca. 5 days to develop 
at room temperature reflecting the rate of bacteria growth in the closed sample. 

The mechanism of the relationship between bacteria mediated tomato paste spoilage and changes 
in T1  was not explored in detail in this work. An obvious possibility for this dependence is that the 
bacterial metabolism either directly or indirectly chemically changes the tomato substrate. In the 
direct process, bacteria directly consume the substrate, while in the indirect case, the products of 
bacterial metabolism react with the tomato substrate or simply dilute the mixture, decreasing the 
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sample viscosity. The decreased sample viscosity translates into a larger T1  value [11]. It is likely 
that the mechanism depends on the bacteria identity and current work involves exploring how the 
available NMR parameter values change with different spoilage agents. From the point of view of 
this work, all that matters is that the T1  value for unsterile samples measurably deviates from the 
sterile control set value. 

Operation at a decreased magnetic field strength in comparison to standard NMR spectroscopy 
was motivated by the need to recover signals from samples enclosed in non-ferrous, metallic 
containers. Here the lower induced Larmor frequency ca. 4–5 MHz increases the penetration depth 
of the applied and detected radio frequency fields by about an order of magnitude in comparison to 
that anticipated by using typical 400–500 MHz values. As long as the effect of the non-ferrous 
metallic container on the tank circuit tuning and impedance matching properties have been properly 
compensated, the metal container can be modeled as a simple attenuator. In other words, the 4 MHz 
resonance frequency of the NMR tank circuit shifts to higher frequency when a non-ferrous, metallic 
container is studied. In the case of the plastic coated, 75 m thick aluminum aseptic tote material, 
the shift is ca. 1 MHz. The addition of extra capacitance in parallel with both the tuning and matching 
capacitors returns the circuit resonance frequency to the original 4 MHz value. Although the circuit 
quality factor after this adjustment returns to the metal free value, the optimum /2 rf pulse length is 
longer for the same applied rf power and the signal size is smaller. Similar efforts were necessary 
when the unique single sided coil/magnet system were used. The increased rf pulse length  
and decreased signal size can be appreciated with reference to Figure 4. Here the NMR signals for a 
100 mL VWR bottle without and with the aseptic tote material are compared in Figure 4a,b, 
respectively. The decreased excitation bandwidth and signal-to-noise ratio in Figure 4b in 
comparison to Figure 4a demonstrate the attenuation effect. 

The homogeneity of the applied static magnetic field in the single sided geometry is significantly 
less than in the standard geometry. For example, the 1H line widths for the same 100 mL VWR 
sample are ca. 100 Hz and 50 kHz for the electromagnet and the single sided magnet respectively. 
The increased line width in the single sided geometry combined with the decreased excitation 
bandwidth shown in Figure 4 impacts rf pulse design. Specifically, the standard inversion recovery 
measurement of the T1 relaxation time constant does not work in the single sided geometry when 
non-ferrous, metal containers are used because the signal cannot be completely inverted. Moreover, 
the inhomogeneous spectral line width is so large that the signal decays during the rf pulse ring down 
period preventing transient signal detection. The pulse sequence shown in Figure 2 solves both of 
these problems. Instead of inverting the magnetization M0, a swept frequency saturation pulse is 
used. In this way the recovery of magnetization from 0 to +M0 is monitored in the saturation recovery 
pulse sequence instead of the usual M0 to +M0 transformation used in the inversion recovery 
experiment. The signal damping issue is also resolved by this pulse sequence since a spin echo with 
a pulse delay greater than the radio frequency ring down time is used. An added benefit of the 
saturation recovery approach shown in Figure 2 is overall experiment time. Since the signal is 
recovering from a saturated state, the usual 5 T1 waiting period between data acquisition events 
required for the inversion recovery pulse sequence is not necessary. 
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As a final test of the ability of NMR spectroscopy to study tomato paste spoilage in a large format, 
1000 L, non-ferrous, metal-lined tote, the T1 = 226 ± 28 ms relaxation time constant was obtained 
from a factory sealed short filled tote using the single sided magnet and the pulse sequence shown in 
Figure 2. The order of magnitude greater error recognized in the single sided T1 measurement in 
comparison to the error for the standard geometry is not problematic as the increase in T1 in the 
unsterile case is four to five times greater than this uncertainty. Improvements on the single sided T1 
error can also be made by thermally stabilizing the single sided magnet. The experiments reported 
here operate the ABQMR system in a standard laboratory environment subject to uncontrolled 
temperature variations. Indeed on the basis of the room temperature electromagnet T1 values shown 
in Table 1, the 226 ± 28 ms T1 value for the short filled 1,000 L tote obtained from the single sided 
magnet suggests that the tomato paste in the detection volume near the tote surface is sterile and thus 
suitable for distribution and human consumption. Extending this NMR based local measurement to 
the entire contents of the 1,000 L tote is straightforward given that existing observations of spoilage 
are made by physically viewing the surface condition of tote stored paste. Since tomato concentrate 
is a liquid based product significant spoilage impacts the vast majority of the material in a tote. The 
concern for processors is not minor pockets of local bacteria growth but significant proliferation that 
impacts the bulk properties of the entire tomato concentrate and hence one or several local surface 
measurements is adequate to estimate spoilage.  

5. Conclusions 

The purpose of this work was to demonstrate that NMR spectroscopy could be used to study 
tomato paste spoilage in 1000 L, large format, non-ferrous, metal-lined totes. To accomplish this 
goal, a reduced magnetic field was used to explore the relaxation properties of sterile and unsterile 
samples. It was found that the increase in T1 values for the unsterile samples could be used as a metric 
for spoilage and that the reduced operating frequency permitted measurement of the T1 values for 
standard samples enclosed in aseptic metal-lined totes. Introduction of a single sided magnet afforded 
the measurement of T1 for tomato paste in a large format tote for the first time and, coupled with the 
small sample T1 metrics, can be used to non-invasively monitor tomato paste spoilage. 

Two extensions of this work are being considered. The unsterile tomato paste sample set used in 
this study was generated from a realistic factory contamination source. One extension currently 
underway involves a more thorough investigation of the relationship between measured T1 values 
and tomato spoilage mechanisms. Contamination sources include real in-the-field locations as well 
as documented bacterial strains. The second extension involves downsizing the single sided ABQMR 
magnet system to a hand-held NMR MOUSE device [10]. It is this portable instrument that will be 
useful for screening filled large format totes in a factory process environment. 
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Software Defined Radio (SDR) and Direct Digital Synthesizer 
(DDS) for NMR/MRI Instruments at Low-Field 

Aktham Asfour, Kosai Raoof and Jean-Paul Yonnet 

Abstract: A proof-of-concept of the use of a fully digital radiofrequency (RF) electronics for the 
design of dedicated Nuclear Magnetic Resonance (NMR) systems at low-field (0.1 T) is presented. 
This digital electronics is based on the use of three key elements: a Direct Digital Synthesizer (DDS) 
for pulse generation, a Software Defined Radio (SDR) for a digital receiving of NMR signals and a 
Digital Signal Processor (DSP) for system control and for the generation of the gradient signals (pulse 
programmer). The SDR includes a direct analog-to-digital conversion and a Digital Down 
Conversion (digital quadrature demodulation, decimation filtering, processing gain…). The various 
aspects of the concept and of the realization are addressed with some details. These include both 
hardware design and software considerations. One of the underlying ideas is to enable such NMR 
systems to “enjoy” from existing advanced technology that have been realized in other research areas, 
especially in telecommunication domain. Another goal is to make these systems easy to build and 
replicate so as to help research groups in realizing dedicated NMR desktops for a large palette of 
new applications. We also would like to give readers an idea of the current trends in this field. The 
performances of the developed electronics are discussed throughout the paper. First FID (Free 
Induction Decay) signals are also presented. Some development perspectives of our work in the area 
of low-field NMR/MRI will be finally addressed. 

Reprinted from Sensors. Cite as: Asfour, A.; Raoof, K.; Yonnet, J. Software Defined Radio (SDR) 
and Direct Digital Synthesizer (DDS) for NMR/MRI Instruments at Low-Field. Sensors 2013, 13, 
16245–16262. 

1. Introduction 

The development of Nuclear Magnetic Resonance (NMR) and Magnetic Resonance Imaging 
(MRI) systems is still motivated by the outstanding features of this technique. Medical diagnosis and 
medical research as well as analytical chemical spectroscopy are the main areas that have mostly 
benefited from the potentials of the NMR. In these areas, high magnetic fields (up to 11 T), generally 
produced by superconducting magnets, are frequently used. This race to high fields is obviously 
justified by the high signal-to-noise ratio and the high resolution of the image and of the spectra that 
could be achieved. 

Low-field (about 0.1 T) NMR is also well-known now. When compared to high field, low-field 
NMR has the main advantage of reduced system cost, size and complexity since low fields can be 
easily generated by electromagnets or permanent magnets. These features have allowed the technique 
to conquer exciting new applications, especially for situations where the bulky and prohibitively 
expensive high field systems cannot be used or the sample to be studied cannot be moved.  
The applications of low-field and mobile NMR systems could include—but are not limited to—areas 
such as material science, non-destructive quality control of products (food, polymers…), moisture 
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and porous media measurement, paper, wood and oil industries, non-destructive studies of cultural 
heritage (stones, old master painting, mummies…). Even biomedical applications (MRI/NMR of the 
tendon or skin) should benefit from mobile and low-field instruments. An excellent review of many 
of these promising applications of the NMR has recently been presented in [1]. 

Low-field NMR spectrometers are, in general, not commercially very renowned, despite the 
existence of some worthy and valuable commercial systems such as those from Magritek, Inc. 
(Aachen, Germany) for example. Nevertheless, the demand for dedicated spectrometers is still 
increasing. One of the difficulties associated with such systems is that it may be often necessary to 
perform a new hardware and software design and development to optimize the whole system for each 
specific application. The design of the hardware (transmitter and receiver) is crucial and it requires 
cautions. However, while many publications (academic courses, books, articles…) deal with the 
design of the radiofrequency (RF) coil itself, which obviously defines the final signal-to-noise ratio, 
these publications rarely address issues for the design of the transmitting and receiving electronics. 
This electronics is usually assumed to be a “black box”. Some groups have already worked to develop 
their own dedicated low- and very-low field NMR spectrometers for specific applications [2–8].  
For example, we have recently proposed very low-field NMR spectrometers that allow detection of 
the 1H NMR signals at 4.5 mT (about 180 kHz of Larmor frequency) without pre-polarization [2–4]. 
Such developments were initially motivated by their application to the measurement of the absolute 
polarization of hyperpolarized xenon (129Xe). These spectrometers were based on the use of  
general-purpose commercial data acquisition boards (DAQ) from National Instruments (Austin, TX, 
USA). Based on DAQ boards, an NMR system at 0.1 T for educational purposes was also presented  
in [5]. Another NMR spectrometer with fully analog electronics has been proposed for the NMR of 
hyperpolarized helium (3He). Other works carried out in [7,8] were focused on the realization of a 
digital home-built NMR spectrometer working at high field (frequencies up to 80 MHz). In these 
designs, the NMR system was composed of a form of combination of analog and digital circuits. 
Actually, analog mixers were necessary in the transmitter and/or before digitalization by the receiver. 
Despite the great merits and the advances achieved by these works, large spread of the low-field 
NMR still requires decreasing the complexity of the hardware and associated software, increasing 
the flexibility as well as lowering the cost of the system. A main idea is that hardware and software 
of the spectrometer could be easily updated for the largest number of applications and different 
working frequencies with minimum development time and low cost. 

In our laboratory, we are currently working on the design of low-field and mobile NMR 
instruments for industrial applications such as the quality control of oranges, the moisture 
measurement in nuts or other products as well as the inside-out NMR for high resolution 
spectroscopy in inhomogeneous magnetic fields [9]. Our work includes the design of the full system, 
i.e., the magnet and the spectrometer [10]. 

The present paper will mainly focus on a new design of the electronics for transmitting and signal 
receiving. It actually reports some parts of our experience in this area. This experience is presented 
here through the development of a fully digital RF hardware and the associated software for the NMR 
at 0.1 T (4.2 MHz of Larmor frequency). This electronics is based on three key elements: a Direct 
Digital Synthesizer (DDS) for pulse generation, a Software Defined Radio (SDR) for signal receiving 
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and a Digital Signal Processor (DSP) as a controller and pulse programmer. Except for the RF power 
amplifier and the low-noise preamplifier, the proposed system is fully digital and programmable by 
software. Its architecture is open so as to allow for the easy update and extension for a large number 
of NMR experiments and working frequencies. One of the ideas of this paper is to enable the NMR 
systems to “enjoy” from existing advanced technologies that have been achieved in others research 
areas. Actually, the main concepts of this new developed system are inspired from advanced digital 
signal processing techniques that are now frequently employed in telecommunication systems, 
especially in mobile radio and cellular base stations. The paper attempts to show that these techniques 
could be applied to the NMR through the realization of a proof-of-concept. 

We should however note that some devices which may have similar architectures have been 
available from specialized manufacturers for a few years now. For example, the RedstoneTM 
spectrometer from Tecmag (Houston, TX, USA) has a modular design with up to 128 transmitters 
and 512 receivers [11]. Imaging Technology Abruzzo S.r.l (L’Aquila, Italy) proposes another 
console with four receiving channels [12]. Nevertheless, one goal of the paper is actually to help 
people to get an idea of the current trends in this area. Another goal of this paper is to try to make the 
NMR systems versatile and easy to replicate so as to help developers and research groups in realizing 
NMR spectrometers with flexibility, low cost and minimum development time. This is why we 
describe with some details the various aspects of the realization. While some of these aspects may 
seem basic for knowledgeable developers, we believe that they may be useful for those who would 
like to learn about the conditioning electronics and the application of telecommunication technology 
to NMR sensors. 

In addition to the presentation of the new developed system (DSP, DDS and SDR) and the 
associated software, the expected performances and potentials of the system are given throughout 
the paper. First experimental tests of the receiver are then presented. Some issues related to the design 
of the RF coil and the adequate tuning and matching circuits at low-field are illustrated, together with 
the first Free Induction Decay (FID) for validation purposes. Development perspectives of our work 
in area of sensors for the low-field NMR will also be addressed. 

2. Hardware Implementation 

Figure 1 shows the hardware of the home-built system. The core of the design is a Digital Signal 
Processor (DSP) board which controls the other two elements of the electronics: the Direct Digital 
Synthesizer (DDS) and the Software Defined Radio (SDR) or digital receiver. These elements were 
designed as daughter boards of the DSP and are fully programmable by the DSP via its parallel 
external bus. 
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Figure 1. A block diagram of the DDS and SDR based NMR system at 0.1 T. 

 

The excitation pulse is synthesized by the DDS. After amplification by a home-built RF power 
amplifier (about 250 W peak), this pulse is sent to the well-tuned RF coil via a transmit/receive (T/R) 
passive switch. At the end of the excitation pulse, the NMR signal is detected by the coil (assuming 
a transmit-receive coil) and transmitted, via the same T/R switch, to the digital receiver. This receiver 
includes an amplifier and a Software Defined Radio (SDR) for digital quadrature demodulation, 
decimation and filtering. The samples of the demodulated signals are then transmitted to the DSP, 
via a serial bus, where more signal processing could be performed if necessary. 

For imaging purposes, the gradient signals are generated by the DSP board thanks to a set of three 
Digital-to-Analog Converters (DAC). Furthermore, the DSP, DDS and the SDR are synchronized 
with a same external 40 MHz reference clock (REF CLK) available on the DSP board. The key 
elements of this design and their main performances are addressed in the next sections. 

2.1. The Digital Signal Processor (DSP) Board 

The DSP was designed as PCI plug and play board. This home-built board includes mainly the 
processor ADSP-2106x SHARC—Super Harvard Architecture Computer—from Analog Devices 
(Norwood, MA, USA) [13]. The reputation of the high performance ADSP2106x processors comes 
mainly from their ability to perform 32-bits floating-point calculations. They are optimized for  
real-time digital signal processing and are widely used in applications requiring high computing 
speed. Compared to a conventional processor, the use of DSPs in the MRI system offers more options 
and flexibility in signal processing and image reconstruction in real time as well as in the time 
management during the sequence. 



50 
 

 

The processor has an on-chip internal memory of 4 Mbits for the temporary storage of the NMR 
signal samples. It has also several fast and efficient protocols for communication and data transfer 
with a wide variety of devices (external memory, PC, other DSP...). In particular, external parallel 
buses of the processor were used in our design to control and to upload the parameters of the SDR 
and the DDS. These chips were actually memory- mapped devices of the DSP. The high speed 
synchronous serial port of the DSP was used to transfer the digital data (NMR signal samples) from 
the digital receiver to the DSP. External channels are available to transfer data from the DSP memory 
to the host (PC, other DSP…). 

In addition to the processor, the DSP board includes also the set of three 16-bit DACs. The level 
of the analog signals at the output of these DACs could be adjusted in the range ±10 V. The residual 
noise output is less than 1 mV. These DACs are used for the generation of the gradient waveforms 
at a sampling frequency up to 2 MHz. 

The DSP, which ensures the role of the pulse sequencer, is programmed in assembly language as 
it will be presented is Section 3. In our design, the processor is clocked at 40 MHz. This 40 MHz 
clock (REFCLK) is also used as a reference clock for the DDS and the SDR (Figure 1). 

2.2. The Direct Digital Synthesizer (DDS) 

The transmitter board is home-built. Its core is the DDS AD9852 from Analog Devices [14].  
The DDS technology is based on the fact that one could define a sinusoid with known frequency, 
amplitude and phase by specifying a set of values (samples) taken at equal intervals defined by the 
sampling frequency. This series of values is supplied to a Digital-to-Analog Converter (DAC) that 
provides the analog signal. This technology is now widely used for in telecommunication systems. 

Figure 2 shows a simplified diagram of the DDS AD9852 and its interface with the DSP.  
When referenced to an accurate clock source, the DDS, coupled with an internal high speed DAC, 
generates a highly stable and accurate frequency-phase-amplitude- cosine waveform. The circuit 
allows theoretically the generation of output signals at frequencies up to 150 MHz when it is clocked at 
300 MHz. 

In our design, we make use of the clock multiplier to generate an internal DDS clock (DDSCLK) 
from a lower frequency external reference clock (40 MHz). In addition to the fact that the whole 
system should be synchronized with a same clock, the use of the clock multiplier allows the developer 
to avoid difficulties of implementing a high frequency clock source system. We used a multiplication 
factor of 4 so as the final frequency of the internal clock of the DDS is 160 MHz. This frequency is 
also the sampling frequency of the on-chip 12-bits DAC. The value we have chosen for this frequency 
was actually a trade-off between the generation of cosine waveform with high resolution and spectral 
purity and the overheating of the chip. 
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Figure 2. A simplified diagram of the DDS and its interface with the DSP. 

 

The frequency, phase and amplitude are digitally programmable by writing values in the DDS 
control registers through the 8-bit parallel external bus of the DSP. The desired output frequency, F,  
is translated to a Frequency Tuning Word (FTW) according to Equation (1):  

DDSCLK
FFTW N2  (1) 

where N is the frequency resolution (up to 48 bits), FTW is a decimal number, DDSCLK is the 
frequency of the DDS clock and F expressed in Hertz.  

High frequency resolution can be obtained. For example, if DDSCLK = 160 MHz and N = 34 bits, 
the obtained frequency resolution is about 0.009 Hz. In our implementation, this 34-bit resolution 
was chosen for synchronization purposes and exact match between the frequency of DDS and the 
demodulation frequency (frequency of the NCO) of digital receiver (see Section 2.3). 

In a similar way, the output phase and amplitude can be defined digitally with resolutions up to  
12-bit and 14-bit, respectively. Shaped (amplitude modulated) RF pulses are easily generated by 
making use of a 12-bit digital multiplier which allows user to dynamically and digitally modulate the 
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amplitude of the output signals. This allows generation of almost arbitrary RF pulse shape. 
Frequency-and phase-modulated signals can also be easily generated. 

This DDS is actually a multifunction and a highly flexible device that addresses a wide range of 
important and required functionalities for the NMR systems. In addition to the high resolutions that 
could be achieved and the classical amplitude modulation, the DDS can easily satisfy more 
sophisticated and new emerging forms of NMR excitation such as shim-pulses (extension of the 
concept of uniform broadband excitation). These pulses that require phase- and amplitude- modulation 
of the RF pulse together with a modulation of the gradient tensor are promising excitation forms for 
the high resolution NMR in inhomogeneous magnetic fields [1]. Furthermore, most of the NMR 
techniques need that RF source of the transmitter has the agility to rapidly switch its phase, frequency 
and amplitude. For the used DDS, the update rate of these parameters is user programmable and 
could be as fast as 6 ns. 

2.3. The Software Defined Radio (SDR) for Signal Receiving 

Another key element of the NMR/MRI system we built is the digital receiver. As we have 
mentioned in the Introduction, the architecture of the receiver is inspired from advanced digital signal 
processing techniques that are especially applied in mobile radio and cellular base stations. In the 
area of telecommunication, the set of these techniques is commonly called Software Defined Radio 
(SDR) or digital receiving. Its basic idea is to perform the digital-to-analog conversion as close to the 
receiving coil as possible. All the signal processing (quadrature demodulation, decimation, filtering) 
can then be realized in the digital domain. This has the advantage of noise and distortion reduction 
associated with analog mixing stage and better out-of-band noise rejection by the decimation and the 
digital filters. Moreover, the parameters of the system are fully programmable. They could be 
modified by the software and without changing the hardware architecture. 

The receiver we built was inspired from an evaluation board of the dual Digital Down Converter 
Chip CLC5902 from National Semiconductor (Santa Clara, CA, USA) [15]. This evaluation board 
was factory designed to be programmable by the PC through the serial RS232 port, an on-board 
microcontroller and associated software for applications in cellular base stations, satellite receivers 
and digital communication.  

We have re-designed this evaluation board to integrate it in our home-built NMR system (together 
with the DDS and the DSP boards). Hardware modifications and new software development were 
necessary. These modifications have allowed programming the receiver directly by the parallel port 
of the DSP with suitable new software and data transmission through the high speed serial port of 
the DSP as well as synchronization of the whole system with a same reference clock (40 MHz) for 
the NMR experiments. Figure 3 shows the block diagram of the architecture of one receiving channel 
with the DSP. The second receiving channel is identical (not shown in Figure 3) and is not currently 
used in our applications. Extension to more than two channels could be possible. 

The receiver channel mainly consists of a Variable Gain amplifier (VGA), an Analog-to-Digital 
Converter (ADC) and Digital Down Converter (DDC) with an Automatic Gain Controller (AGC).  
It accepts intermediate frequency (IF) analog signals (NMR signals in our case) and performs a 
digital quadrature demodulation to obtain the final In-phase (I) and Quadrature (Q) signals. 
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Figure 3. Block diagram of one receiving channel and its interface with the DSP.  
The second receiving channel is not shown. 
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The channel input is coupled into the VGA by a transformer. This transformer matches the input 
impedance of the VGA (200 ) to the 50  input connector and the NMR coil. The signal is then 
amplified by the low-noise and wideband VGA. This VGA has a digitally controlled gain range from  

12 dB to +30 dB. It is also the gain control element of an Automatic Gain Control (AGC) loop. 
After amplification, the signal is directly sampled by a 12-bit Analog-to-Digital Converter (ADC) 

clocked at 40 MHz. It is a 12-bit and wideband ADC capable of inputs as high as 300 MHz at sample 
rates up to 70 MHz. The sampled signal is applied to the Digital Down Converter (DDC) which 
integrates the AGC controller. The DDC uses a Numerically Controlled Oscillator (NCO) to generate 
the sine and cosine digital waveforms used by the digital mixer. The frequency and phase of the NCO 
are set by loading the appropriate control registers. This loading is done by the DSP. In a similar way 
as for DDS (Equation 1), the Frequency Tuning Word for the NCO (FTWNCO) is 32-bit and is given 
by Equation (2): 

REFCLK
F2FTW 32

NCO  (2) 

where FTWNCO is a decimal number, REFCLK is the frequency reference clock and F is the 
frequency expressed in Hertz. For REFCLK = 40 MHz, the obtained resolution is about 0.009 Hz. 

In NMR, it is necessary to exactly match the frequencies of the NCO and the DDS. The same 
frequency resolution, expressed in Hertz, has to be obtained. As the NCO and DDS are clocked at 
different rates, it was necessary to use a 34-bit Frequency Tuning Word for the DDS. In the same 
way, the phases of the NCO and DDS must have the same resolution. This was straightforward to 
implement in our system by software. Furthermore, thanks to programming features of both NCO 
and DDS and the use of a unique reference clock for the whole system, the receiver remains  
phase locked with the transmitter. This is mandatory in NMR sequences, especially to make signal 
averaging possible. 

The digital mixers of both channels of the DDC are followed by digital AGC compensation which 
is controlled by the AGC controller. This controller measures the output level of the ADC (output 
power measurement using an envelope detector). This measurement is used to automatically adjust 
the VGA gain so as the dynamic range of the input signal is expanded or compressed to fit the full 
scale of the ADC. By doing so, the dynamic range of the ADC is extended. This feature is particularly 
useful for the MRI where the signals (echoes for example) have generally very different levels.  
The AGC ensures optimization of the gain and the ADC dynamic range for each signal (despite the 
fact that the ADC may never see full scale in the case of the weak NMR signals). After digitization, 
it is however necessary to compensate for the compressed or expanded dynamic range.  
This compensation is digitally performed by the AGC loop (Figure 3). It is also possible to inhibit 
the AGC loop and force fixed VGA gain values. More details about the AGC operation could be 
found in [15]. 

After the digital AGC compensation, the I/Q signals are filtered by three decimation filters that achieve 
a low-pass filtering and low output sample rate. The first filter is a Cascaded-Integrator-Comb (CIC) with 
fixed coefficients. It decimates (under-samples) the input data by a programmable factor between  
8 and 2048. The CIC filters are widely used in digital receivers. Their structure is very simple and 
their implementation requires no multipliers and only limited storage. Consequently, the computation 
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speed is very fast. These characteristics make them especially suitable as the first-level decimator 
filters for high sample rate change. The CIC output is followed by two filtering stages. The first stage 
is a 21-ceofficients symmetric Finite Impulse Response (FIR) filter with programmable coefficients. 
It also decimates the input by 2 (fixed decimation factor). The second filter is also a symmetric FIR 
with user programmable coefficients (63 coefficients). It decimates by a factor of 2 or 4. 

The operating frequency of our NMR system is 4.2 MHz (0.1 T of magnetic field). This signal 
will actually be over-sampled (at 40 MHz) by the ADC. An advantage of this high over-sampling 
rate is the potential for processing gain. Processing gain usually refers to the increase of the ADC 
Signal-to-Noise Ratio (SNR) and dynamic range that can be obtained by the decimation. Generally, 
the ADC SNR is limited by the thermal noise. For a given ADC, the noise bandwidth is normally 
defined as the Nyquist bandwidth (the half of the sampling frequency). For the ADC we used and for 
a sampling frequency of 40 MHz, this yields to an SNR of at least 65 dB relative to the full-scale 
(dBFS) [16]. The decimation technique that reduces the sampling frequency of the I/Q base band 
signal provides a much narrower final bandwidth at the output. Since the noise is spread out over the 
full bandwidth of the digitizer, only the noise in narrower bandwidth is retained. For example, if the 
final output bandwidth is 25 kHz (±12.5 kHz) and the initial sampling frequency is 40 MHz, one can 
expect an ADC SNR improvement given by Equation (3): 

dB 29
MHz20
kH 25log10gain Processing  (3) 

The expected ADC output SNR (after the decimation filters) is then given by Equation (4) 

 dBFS94  dB 29 dBFS 65 SNR (dBFS)  (4) 

We have to mention that this SNR will not be realized in most NMR experiments. Actually, the 
Equation (3) does not take into account the thermal noise from the receiving coil and the preamplifier 
which could be more important than the other noise sources (ADC and quantization noises).  
The level of this thermal noise could be of several least-significant bits. One could however expect 
some improvement in the SNR because the well designed digital filters will be very effective in  
out-of-band thermal noise rejection. 

3. Sequencer and Software 

While the present paper is only focused on a proof-of-concept of the use of digital concepts,  
the software was thought to already take into account the future implementation of almost all types 
of NMR/MRI sequences. This software was developed using the LabWindows/CVI  environment 
and DSP assembly language [13]. Figure 4 illustrates its block diagram. The Graphical User Interface 
(GUI) allows user to define and edit all the configurations and parameters (frequencies, phases, 
filters…) of the hardware (DDS and SDR). It also enables user to draw and/or graphically edit a 
sequence (pulse envelop, gradient waveforms) and to define parameters such as repetition time (TR), 
echo time (TE) and the Field-of-View, etc. The use of this graphical sequence editor allows avoiding 
programming the gradient waveforms in text sequence editor. 
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Data from the GUI are stored in ASCII files. These files are then linked with the assembly and 
the architecture files of the DSP. The assembly compiler provides then an executable file which is 
loaded in the DSP RAM via the PCI bus. This assembly program or sequence program interprets all 
the data defined in the GUI and controls all the temporal events of the sequence and the data transfer 
and commands between the three boards (DSP, DDS and SDR). The use of the assembly language 
was adequate to optimize the memory use of the DSP and to facilitate the management of the 
temporal events within the sequence. In this way, the DSP ensures the role of a high performance 
pulse programmer (sequencer) which is able to execute each program instruction at every clock cycle 
with a high temporal resolution (25 ns for a clock of 40 MHz). The generation of gradient signal is 
achieved with 0.5 s of temporal resolution. 

Figure 4. Block diagram of the developed software. 

 

It is important to note that a lot of the sequence and DDS/SDR parameters could be modified in 
real time during the sequence execution without reloading the program in the DSP. This important 
functionality was naturally implemented thanks to the input/output (I/O) registers of the DSP. The 
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host of the DSP (the PC in our case) can directly write and/or read theses registers which are 
continuously read by the DSP at certain interrupt services. 

The management of the data transfer from the digital receiver to the DSP and from the DSP to the 
host PC requires some cautions. This management has been achieved relatively easily thanks to the 
high performances and high flexibility of the ADSP210x DSP. Actually, the architecture of this chip 
is composed of four main parts: a Core Processor, a Dual-Ported SRAM, an External Port and an 
Input/output (I/O) Processor [13]. This on-chip I/O processor is responsible for managing a Direct 
Access Memory (DMA) Controller. This DMA controller handles several transfer channels. Two of 
these channels belong to the synchronous serial ports and are used to transfer the received data from 
the digital receiver to the memory of the DSP (Figures 3 and 4). Once it has been setup, the DMA 
controller operates independently from the core processor [13]. This frees the core processor to 
continue with other tasks (like the generation of a next RF pulse if required in the sequence). 

Acquired data could be available to the host PC immediately when a block of the data (with  
user-defined size) is available in the DSP memory. The used DSP has a very powerful host interface 
which is interfaced to the PCI bus of the PC by using a PCI target I/O accelerator bridge on the DSP 
board. The host can read the data as soon as they are received and at each moment independently 
from the core processor. This transfer between the DSP memory and the host is done, once again, by 
the DMA controller of the I/O processor. Actually, in addition to the serial port channels, the DMA 
controller manages external channels which are responsible for data transfer between the DSP 
memory and the external hosts via the powerful host interface. 

Since the data transfer from the DSP to the host is managed by the DMA controller of the I/O 
processor (and not by the core processor), it could be done when the data (with user-defined size) are 
available. It can also be done at the end of the sequence or during its dead time. In our design, managing 
the moment at which one wants the data to be available to the host is a task of the sequence developer. 
This moment may be defined with some flexibility according to the constraints of each sequence. 

The whole structure of the software is actually very flexible and open so as to allow an ease-of-use 
of existing sequences and low-complexity implementation of new sequences. Other required 
functionalities for NMR system were also implemented in the same GUI (not shown in Figure 4). 
These include functions for coil tuning and for active shimming. 

4. Discussions and Validation 

4.1. First Performances and Test of Receiver 

As it was mentioned, one of the important advantages of the SDR is its completely programmable 
feature. This allows user to easily choose parameters such as amplifier gain, decimation factors and 
filters coefficients to obtain optimum performances for a given experience. 

In order to test the receiver operation, we fixed the working frequency at 4.2 MHz (Larmor 
frequency at 0.1 T). The sample rate of the ADC was 40 MHz. The CIC decimation factor was fixed 
at 400. The sample rate at the output of the filter was then of 100 kHz. 

The two programmable FIR filters were designed. This first one was mainly designed  
to compensate for a slight droop induced by the CIC filter. It improves so the flatness of the CIC  
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pass band. In addition, it could provide stop band assistance to the following filtering stage.  
Figure 5 shows an example of the impulse and frequency responses of a set of coefficients we used 
in our system. 

The filter has a unit gain and flat pass band (only 0.01 dB ripple) over nearly the full output band 
pass with 70 dB of out-of-band rejection (Figure 5b). Notice also that impulse response is symmetric. 
Only 11 coefficients (over 21) are actually loaded in the receiver. 

Figure 5. (a) The impulse response of the first programmable filter; (b) The frequency 
response of the same filter. The filter has a fixed decimation factor of 2. In this example, 
the input and the output sample rates were 100 kHz and 50 kHz, respectively. 

 

(a) (b) 

The second FIR filter is responsible for limiting the final bandwidth. It ensures also a high out-of-band 
noise rejection. An example of the impulse and frequency responses of this filter is shown in  
Figure 6. The filter has 0.03 dB of pass band ripple and about 80 dB of out-of-band rejection.  
The final cut-off frequency is defined mainly by this filter. In our case, it was fixed to about 5.8 kHz 
at 3 dB. This frequency corresponds simply to the bandwidth we have fixed for NMR signals during 
future image acquisition with basic spin- and gradient-echo sequences in our system. This bandwidth 
is naturally related to the maximum image resolution. 

It is very important to note that digital decimation filters introduce actually a temporal group delay 
which depends on the filters order, the overall decimation factors and the system clock period.  

This delay must still be present in the mind of the sequence developer and have to be taken into 
account, especially in situations where RF pulses and acquisition windows are very close each. 
Actually, in these situations, the DSP must be able to manage at the same the generation of the RF 
pulse and the receiving of the delayed data. In our design, this problem was solved thanks the  
on-chip I/O processor and the independent DMA controller offered by the ADSP2106x as it was 
mentioned in Section 3. Moreover, it is also very important to mention here that the filtering and 
decimation are done inside the digital receiver and not by the DSP. This help a lot to have an adequate 
distribution of the calculation power between the calculation units. 
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We note finally that if simultaneous RF transmission and delayed data receiving should occur,  
the analog noise from the transmitting section will not affect the data which are already digital. 
Actually, a main advantage of the direct sampling and the digital receiving is that analog noise has 
no more effect after the analog-to-digital converter (ADC), unless the RF, travelling by air or on the 
ground, is so high so as to invert digital bits. In all the cases, the layout of the whole system and 
grounds should be designed with cautions. In our design, separate analog and digital grounds are 
used for each of the DSP, DDS and SDR boards. 

Figure 6. (a) The impulse response of the second programmable filter. (b) The frequency 
response of the same filter. The filter has a programmable decimation factor (2 or 4).  
In this example, the input and sample rate was 50 kHz. The decimation factor was 
programmed to 2. The output sample rate was 25 kHz. 

 

(a) (b) 

Under these conditions, experimental tests have been conducted to verify some of the 
performances of the receiver. The VGA gain was fixed to 30 dB (the AGC loop was inhibited).  
First, a pure sine wave of 4.2 MHz is applied with variable amplitude from –50 dB to –130 dB to the 
receiver input. The observed sensitivity (the smallest observable signal) for the receiver was  
–120 dB and the best dynamic range for the digital full scale output was at –96 dB. Noise rejection 
was also evaluated by introducing a sum of 4.2 MHz sine wave and a large band noise with a zero 
signal-to-noise ratio. The results have shown a total rejection out-of-band noise which was beyond 
our measurement instrument. 

We note finally that NMR spectrometer could also be used at working frequencies as high as  
150 MHz (for both DDS and SDR), without any change of the hardware (except for the tuned coil) 
and without the use of any analog mixer as it was the case in [7]. 

4.2. The Complete NMR System and First NMR Signals 

For validation purposes, the first NMR experiments have been conducted at 0.1 T magnetic  
field created by a commercial electromagnet (Bouhnik S.A.S, Vélizy Villacoublay, France). The RF 
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coil was a home-made transmit-receive 7-turns solenoid coil of 20 mm diameter and 16 mm length. 
The electrical circuit of this coil is shown in Figure 7, together with the passive T/R switch. 

The inductance Lp of the coil and the tuning capacitor C were about 0.7 H and 2080 pF, 
respectively. No adjustable variable capacitor section was used for fine tuning the coil at this 
validation stage. Actually, the power supply of the used magnet allows to slightly change the value 
the magnetic field around 0.1 T. The working frequency of the DDS and the SDR, which is fully 
programmable, is then easily adjusted to fit the resonance frequency of the coil (when this is inside 
the magnet and loaded by the sample). In other words, we perform a tuning of the working frequency 
rather than a tuning of the resonance frequency of the coil. On another hand, this solution avoids the 
use of somewhat sized variable capacitors. 

Figure 7. The electrical circuit of the coil and the matching loop Ls together with the 
passive T/R switch. The inductance of the coil is Lp  0.7 H and the tuning capacitor is  
C = 2,080 pF (9 × 220 pF + 100 pF chip capacitors from ACT Corp.), Ls is the inductance 
of the matching loop. 

 

The coil was matched to 50  using an inductive coupling between the inductance LP of the coil 
and the inductance LS of a second loop. In this design, the matching is performed for each sample by 
moving the loop with respect to the coil [17]. One of the advantages the inductive coupling is that 
the electrical balancing of the probe with respect to the electric field is automatically obtained.  
By doing so, the dielectric losses due to capacitive coupling between the sample and the coil are 
reduced [18]. These losses could not be neglected even at 4.2 MHz, especially with samples that 
could have a poor dielectric quality. Moreover, by using an inductive coupling, the tuning of the coil 
is almost unaffected by various loads (samples). Only the matching is changed. More generally, the 
tuning and the matching could actually be realized independently. 

Note that the electrical balancing of the coil could be also obtained by symmetrical capacitive 
coupling networks. However, at 4.2 MHz the use of the inductive coupling avoids the use large values 
and sized capacitors (especially adjustable ones) which could be not compatible with the available 
space inside the magnet. 

The passive switch was based on a conventional quarter-wave /4 transmission line approach.  
The use of this approach is acceptable in this validation phase. However, due to the long length of 
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the transmission line at such relatively low working frequencies ( /4  12 m at 4.2 MHz), it could  
be more appropriate to replace this line by a lumped-elements quarter-wave phase shifter in a final 
system design. 

First NMR signals were obtained under these conditions. The sample was a tube of about 1 cm3 
of water. Figure 8 shows the I/Q base band signals of the Free Induction Decay (FID) with a small 
amount of off-resonance (400 Hz). The excitation was a hard 90° pulse with a width of 100 s.  
The repetition time, TR, was about 500 ms. 

Figure 8. Base band I/Q signals of the free induction decay (FID) obtained with a hard 
90° pulse of 100 s of duration and 50 ms of repetition time. 

 

While these first results show a proof-of-concept of the use of SDF and DDS in dedicated  
home-built low-field NMR systems, it is however necessary to proceed well beyond this 
demonstration of feasibility in a future work. This work should be focalized on several directions. 
Firstly, it is important to qualify the SNR of the whole NMR system (including the coil and the 
preamplifier). The idea is to explore the different possibilities for the optimization of the 
performances in NMR experiments. Upon the obtained noise performances, this optimization may 
concern the new designs for the digital filters and the choice of another VGA with better noise 
performances. Secondly, the impact of the AGC operation must also be evaluated. We expect  
that this automatic gain control should at least contribute in the enhancement of the SNR of the  
NMR signals. 

Other direction in our work should concern the implementation of the NMR/MRI sequences for 
various applications. In addition to classical spin- and gradient- echo sequences (which should also 
confirm the proof-of concept), the Carr-Purcell-Meiboom-Gill (CPMG) sequence will also be 
investigated for the application of moisture measurement of nuts. More specialized sequences for the 
high resolution NMR in inhomogeneous field are should be implemented in a near future.  
The spectrometer is easily transportable and should be suitable for use in mobile and single-sided 
NMR instruments. 
  



62 
 

 

5. Conclusions 

We have presented a new electronics and associated software for low-field NMR systems. In the 
proposed design, we replaced as many analog components as possible with digital electronics and 
software. Actually, except for the RF power amplifier and the low-noise preamplifier, the whole 
system is digital, including a DDS for pulse generation, a SDR pour digital signal receiving and a 
DSP for pulse programming. The first results have validated the use of these telecommunication 
concepts for the NMR. The flexibility of the system should allow its use, without hardware and 
software modification, for large palette of NMR applications, especially for mobile and in-situ NMR 
at low-field. 
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MRI Compatible Sensors 
Optical Fiber-Based MR-Compatible Sensors for Medical 
Applications: An Overview 

Fabrizio Taffoni, Domenico Formica, Paola Saccomandi, Giovanni Di Pino  
and Emiliano Schena 

Abstract: During last decades, Magnetic Resonance (MR)—compatible sensors based on different 
techniques have been developed due to growing demand for application in medicine. There are several 
technological solutions to design MR-compatible sensors, among them, the one based on optical 
fibers presents several attractive features. The high elasticity and small size allow designing 
miniaturized fiber optic sensors (FOS) with metrological characteristics (e.g., accuracy, sensitivity, 
zero drift, and frequency response) adequate for most common medical applications; the immunity 
from electromagnetic interference and the absence of electrical connection to the patient make FOS 
suitable to be used in high electromagnetic field and intrinsically safer than conventional 
technologies. These two features further heightened the potential role of FOS in medicine making 
them especially attractive for application in MRI. This paper provides an overview of MR-compatible 
FOS, focusing on the sensors employed for measuring physical parameters in medicine  
(i.e., temperature, force, torque, strain, and position). The working principles of the most promising 
FOS are reviewed in terms of their relevant advantages and disadvantages, together with their 
applications in medicine. 

Reprinted from Sensors. Cite as: Taffoni, F.; Formica, D.; Saccomandi, P.; di Pino, G.; Schena, E. 
Optical Fiber-Based MR-Compatible Sensors for Medical Applications: An Overview. Sensors 
2013, 13, 14105–14120. 

1. Introduction 

Historically, the first application of optical fibers to the medical field enabled the illumination of 
internal organs during endoscopic procedures. During the years, the same technology has been 
adopted to perform other tasks, such as laser treatments, and to develop transducers for monitoring 
parameters of interest for both therapeutic and diagnostic purposes. Although forty years have passed 
since the introduction of Fiber Optic Sensors (FOS) [1] and despite some advantages of FOS with 
respect to other mature technologies, only during the last decade has their market grown notably, 
thanks to the improvement of key optical components and to the decrease of the costs [2]. Currently, 
FOS are exploited to monitor different chemical and physical parameters of medical interests [3,4]. 
These sensors are commonly grouped in two categories [5]: intrinsic sensors, where the optical fiber 
is, by itself, the sensing element; extrinsic sensors, where the optical fiber behaves as a medium for 
conveying the light, whose characteristics (e.g., intensity, frequency, phase) are modulated by the 
measurand. Sensors of this second class allow deploying the basic components of FOS (e.g., light 
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source, photodetector) away from the sensing element, in order to develop small size sensors and 
hybrid solutions [6]. 

In addition to the already well-established applications in industrial and medical fields,  
immunity from electromagnetic interferences, together with good metrological characteristics and 
small size, make FOS attractive for several applications that take place inside, or close to, the 
magnetic resonance scanner. 

From the introduction of Magnetic Resonance Imaging (MRI), in the early seventies, its 
importance in clinical imaging has exceeded even the most optimistic hopes of researchers.  
The constant increase of examinations based on this technique and the introduction of new 
procedures performed under MRI-guidance in clinical practice have promoted research on new 
sensors to be applied in this scenario. Among the Magnetic Resonance (MR)-compatible 
exploitations, FOS can be useful both to improve surgical procedure outcomes and for patient 
monitoring. Examples of those applications range from the measurement of the temperature of 
patients undergoing MRI-guided hyperthermic procedures [7], to the assessment of deflection and 
force on needles during MRI-guided procedures [8], to the estimation of physiological parameters 
(e.g., heart rate and respiratory monitoring) [9]. Possible exploitations of such sensors for research 
protocols are innumerable. 

The ASTM standard F2503 covers MR safety-related interactions concerning the use of devices 
inside the MR environment. The standard distinguishes between “MR safe”, “MR conditional”, and 
“MR unsafe”. “MR-safe” is an item that poses no known hazards in all MR environments;  
“MR-conditional” is an item that has been demonstrated to pose no known hazards in a specified MR 
environment under specified use conditions; “MR-unsafe” is an item that is known to pose hazards 
in all MR environments. Despite the ASTM subcommittee for the F04.15.11 MR Standards decided 
to withdraw the “MR compatible” term, it is still commonly used in medical and engineering practice. 
The differentiation between the terms “MR-safety” and “MR-compatibility” is crucial [10,11]. MR 
compatible indicates that a device, when used in the MR environment, is “MR safe” and has been 
demonstrated to neither significantly affect the quality of the diagnostic information, nor have its 
operations affected by the MR device. 

In this light, fiber optic technology is particularly suitable to develop “MR-compatible” sensors, 
since its immunity from electromagnetic fields allows: (1) being safe; (2) not affecting image quality; 
(3) maintaining unaltered sensors’ functionalities. Furthermore, the material used to fabricate the 
optical fibers does not perturb magnetic fields inside the MR-scanner, which is crucial factor for the 
preservation of the quality of diagnostic information. 

This paper provides an overview of “MR-compatible” FOS, focusing especially on sensors 
employed for measuring temperature, force, torque, strain, and position during several medical 
procedures. Throughout the paper we offer a critical review of the most promising and widespread 
techniques. For the sake of clarity we arranged them in three groups: (i) FOS based on fiber Bragg 
grating technology; (ii) intensity-based FOS; (iii) FOS based on interferometric techniques. 
Moreover, measuring principles, possible medical applications, advantages and weaknesses of each 
method are provided and discussed. 
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2. MR-Compatible FBG-Based Sensors 

2.1. Working Principle 

MR-compatible sensors based on fiber Bragg grating (FBG) technology, developed with different 
possible designs, allow sensing of temperature variations and strain. The introduction of the FBG in 
the field of thermal and mechanical measurements started with the research of Hill et al., who used 
electromagnetic waves to locally modify the refractive index of the optical fiber core [12]. About ten 
years later, the study of Meltz et al., promoted the diffusion of FBGs, providing the description of a 
more effective, holographic technique for grating formation [13]. Thanks to the characteristics of 
photosensitivity technology and its inherent compatibility with optical bers, FBGs were introduced 
in different fields not only related to telecommunications [14], but also to the design of FOS [15]. 
Despite several valuable characteristics of the FBG sensors, their spread was delayed because of the 
high cost and the difficulties of the manufacturing, which have been overcome only during the 1990s. 
The last decade saw several research groups developing sensors based on FBG. The characteristics 
of these sensors, their fabrication process, and their applications in medicine have been already 
described in detail in different reviews [4,16]. 

The working principle of an FBG is based on radiation reflection caused by the Bragg grating: 
when a fiber optic, which houses an FBG, is interrogated with a polychromatic radiation, only a 
narrow range of wavelengths are reflected by the FBG. The central wavelength of such range, called 
Bragg wavelength ( B) can be expressed as a function of the effective refraction index of the core 
( eff) and of the spatial period of the grating ( ) as follows:  

(1)
The influence of both temperature and strain on  and eff allows the design of sensors for 

monitoring temperature and strain, and other physical parameters related to them (e.g., pressure, 
force, vibrations, and flow). Specific solutions for FBG-based transducers can be adopted in order to 
make them selectively sensitive to strain or temperature. Usually a reference FBG is added to the 
main sensor in order to attenuate the influence of undesired effects, thus improving the repeatability 
of the measurement system [17]. 

FBG technology allows the development of sensors with good metrological characteristics, such 
as good accuracy, large bandwidth, large dynamic range, and high strain and thermal sensitivity 
(typical values range from 0.64 pm/  to 1.2 pm/ , and from 6.8 pm/°C to 13 pm/°C, respectively). 
Moreover, this technology offers the advantages of multiplexing, because it is possible to write 
multiple gratings with different Bragg wavelengths on a single fiber. On the other hand, the 
measurement chain should adopt an expensive device to detect the wavelength of the reflected 
radiation (i.e., an optical spectrum analyzer), in order to avoid the decrease of performances (e.g., 
resolution and accuracy). 

2.2. Medical Applications 

The main characteristics that make FBG technology particularly suitable for applications in 
medicine are biocompatibility, wide bandwidth, and small size. Furthermore, the immunity of fiber 

effB 2
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optics to electromagnetic fields, and the negligible interference with the electromagnetic fields used 
in MRI, make this technology very attractive for developing “MR-compatible” sensors. 

Some research groups have proposed FBG-based sensors for monitoring temperature in MRI, 
which is of main importance for different applications: for example Rao and colleagues developed a 
measurement chain for cardiac output estimation, with resolution of 0.2 °C and accuracy of 0.8 °C [18]. 
This technology is also employed to measure tissue temperature during MRI-guided hyperthemic 
treatments. Temperature plays indeed a crucial role during hyperthermia, and its monitoring can be 
useful to drive the physician in the adjustment of thermal exposure. However, the metrological 
performance of commonly used temperature sensors are affected by the electromagnetic fields  
used during the procedure to induce hyperthermia (e.g., the artifacts due to self-absorption of 
thermocouples [19]. To overcome this problem, Webb and coworkers proposed a measurement  
system with five FBGs, that allows them to perform temperature measures during hyperthermia 
treatment of kidney and liver in alive rabbits [20]. Similarly, other groups assessed the  
feasibility of using FBGs for temperature monitoring in swine pancreatic tissue undergoing  
hyperthermia [7,21,22]. In a subsequent study the same authors, in the attempt to improve spatial 
resolution, measured tissue temperature using 12 small size FBGs (1 mm length) to improve [23], 
and adopted an ad hoc designed MR-compatible polymethylmethacrylate (PMMA) mask to precisely 
arrange the optical applicator and the FBGs inside the tissue, as shown in Figure 1A. This technology 
has been also used to monitor temperature during cryosurgery of prostate [24] and liver [25], where 
the MRI compatibility was experimentally assessed. 

The second field of application of FBGs in MRI is the monitoring of strain and all related 
parameters. During the last decade, several studies focused on the monitoring of ventilatory 
movement and of the respiratory rate by FBG sensors [26]. More recently, Witt and Colleagues 
proposed for monitoring respiratory movements a system equipped with different FOS, and an  
FBG-based sensor to measure thorax circumference changes [27].With a similar purpose, De 
Jonckheere and colleagues designed two MR-compatible sensors for recording both thoracic and 
abdominal movements in anesthetized patients during MRI examination. In particular, they adopted 
an FBG-based sensor embedded into an elastic bandage to measure thoracic movements, because of 
their high sensitivity to strain (i.e., 1.21 pm/ ) [28,29]. Grillet et al., designed three sensors 
embedded into medical textiles for respiratory monitoring in MRI environment [30,31]; one of these 
sensors is based on FBG. A similar approach was adopted in Silva et al. to monitor both respiratory 
and heart rate (see Figure 1B [32]), and in Dziuda et al., who assessed the feasibility of using FBG 
sensors for respiratory monitoring and heart activity inside a 1.5 T MRI scanner [9]. 

Recently large research efforts have been devoted to the introduction of FBG sensors in minimally 
invasive surgery. In this scenario the FBG sensors are useful to provide feedback information on the 
force applied to the tissue of the patient, in order to avoid damaging tissues during the application of 
surgical knots. Song and Colleagues developed a exible and sterilizable FBG force sensor system 
for minimally invasive robotic surgery with resolution of 0.1 N, measurement error lower than 0.1 N 
and a measurement range up to 10 N [33]. 

Iordachita and colleagues developed a force measurement device for retinal microsurgery 
enabling to estimate the interaction forces at the tool tip with resolution of 0.25 mN [34].  
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Monfaredi et al., described the design of a compact FBG sensor (15 mm of diameter and 20 mm of 
height) to provide force/torque feedback during robot-assisted prostate interventions. This is able to 
measure axial force ranging from 20 N to 20 N with 0.1 N resolution, and torque ranging from  

200 N mm to 200 N mm with 1 N mm resolution [35]. Park and colleagues employed three FBG 
sensors to detect the deflection of needles in MRI-guided procedures (Figure 1C [36,37]).  
In particular, they equipped a small-gauge MR-compatible needle with an FBG sensor in order to 
minimize the positioning error and thus procedural complications. 

Figure 1. (A) FBG used to monitor temperature increase during hyperthermia. Both 
sensors and mask used to introduce them within the tissue are MR-compatible [23];  
(B) Picture of the prototype used in [32] for respiratory and heart rate recording;  
(C) Prototype design with three embedded fiber Bragg grating sensors to measure needle 
deflection during MRI-guided interventions [37]. 

 

 

Finally, in Moerman et al., an “MR-compatible” soft tissue indentor, equipped with an FBG force 
sensor, is presented with the aim of analyzing mechanical properties of skeletal muscle tissue.  
The sensor was calibrated up to 15 N showing a percentage difference lower than 3.1% with respect 
to the reference [38]. The main characteristics (i.e., measurement principle, range of measurement, 
sensitivity, accuracy) and the medical fields of application of the FBG sensors described so far are 
summarized in Table 1. 
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Table 1. Performances and medical applications for MR-compatible FBG sensors. 

Reference Sensing  
Element Measurand Application Field Characteristics 

Rao et al., 1998 [18] FBG Temperature Hyperthermic 
treatment 

Accuracy  0.8 °C,  
range 20 °C–60 °C, 
Resolution  0.2 °C  

Webb et al., 2000 [20] FBG Temperature Hyperthermic 
treatment Resolution  0.2 °C 

Saccomandi et al.,  
2012–2013 [21,22] FBG Temperature Hyperthermic 

treatment Range up to 80 °C 

Schena et al.,  
2013 [23] FBG Temperature Hyperthermic 

treatment 
Range 20 °C–80 °C, 
sensitivity  8.4 pm °C 1 

Gowardhan et al.,  
2007 [24] FBG Temperature Cryotherapy Minimum value  60 °C  

Samset et al., 2005 [25] FBG Temperature Cryotherapy Range 195 °C–100 °C  
Weherle et al.,  
2001 [26] FBG Inspiratory  

volume 
Respiratory 
monitoring 

Range 60 mL–500 mL, 
Frequency up to 10 Hz  

Witt et al., 2012 [27] FBG Thoracic 
movements 

Respiratory 
monitoring / 

De jonckheere et al.,  
2007 [28] FBG Strain Respiratory 

monitoring / 

D’Angelo et al.,  
2008 [29] FBG Strain Respiratory 

monitoring / 

Grillet et al.,  
2007–2008 [30,31] FBG Strain Respiratory 

monitoring 

Strain up to 41.2%, 
Sensitivity  0.35 nm % 1  
Accuracy  0.1% 

Silva et al.,  
2011 [32]  FBG  Respiratory/heart 

rate (HR)/(RR) 
Respiratory and 
cardiac monitoring  

Rao et al.,  
1998 [18] FBG Temperature Hyperthermic 

treatment 

Accuracy  0.8 °C,  
range 20 °C–60 °C, 
Resolution  0.2 °C  

Ioarchita et al.,  
2009 [34] 

FBG Force Microsurgery 
Range lower than 3 mN, 
Resolution 0.25 mN 

Dziuda et al.,  
2013 [9]  

FBG  
Respiratory/heart 
rate (HR)/(RR) 

Respiratory and  
cardiac monitoring 

Accuracy RR: 1.2 bpm, 
Accuracy HR: 3.6 bpm 

Song et al.,  
2011 [33] 

FBG Force Robotic surgery 
Range up to 10 N, Resolution 

 0.05 N, error <0.1 N 

Monfaredi et al.,  
2013 [35] 

FBG Force/Torque Prostatic surgery 

Range 20N–20N, 
Resolution = 0.1N,  
Range 200 Nmm–200 
Nmm, Resolution = 1 Nmm 

Park et al.,  
2008 [36,37] 

FBG Needle deflection 
MRI-guided 
procedures 

error in needle local 
curvature < 2.14% 

Moerman et al.,  
2012 [38] 

FBG Force 
Tissue mechanical 
properties analysis  

Range up to 15 N,  
error < 0.043 N  
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3. MR-Compatible Intensity-Based and Interferometry-Based Fiber Optic Sensors 

3.1. Working Principle 

Different working principles based on light intensity modulation allow developing FOS for  
MRI applications. In this kind of sensors, the measurand modulates the intensity of light passing 
through the fiber. The working principles of the most widely used configurations can be grouped in  
three categories:  

(1) Intensity reflective FOS, where a reflector (e.g., a mirror) is placed at a known distance to the 
distal extremities of two optical fibers, as shown in Figure 2. 
The light transported by the first fiber is reflected back by the mirror, then it is conveyed into 
the second fiber, which is coupled to a photodetector. In this configuration, the radiation 
intensity measured by the photodetector depends on the distance between the two fibers and 
the mirror. This configuration allows performing indirect measures since the light intensity 
recorded by the photodetector is related to the measurand (e.g., force, pressure, displacement, 
flowrate [39]) which directly acts on the mirror. Puangmali et al. adopted more complex 
configurations with the aim of improving the sensor characteristics [40]. 

(2) FOS based on the light coupling between two or more fibers [41]. In these sensors, the distal 
tip of a fiber transporting the light is placed in front of another one or a group of them.  
The intensity of radiation coupled to the receiving fiber(s) decreases with the relative distance 
between the tips, as shown in Figure 3a c.  
FOS based on reflective and light coupling configurations are prone to unwanted drift caused 
by changes of input light intensity or by light lost due to fiber bending. To partially overcome 
these concerns, differential configurations employing two or more receiving fibers may be 
used (e.g., the configurations reported in Figure 3d,e). In these configurations, the outputs of 
two or more photodetectors are influenced in the same way by the drift. Therefore, the 
adequate processing of photodetectors’ output allows compensating or reducing measurement 
errors owing to undesirable drift.  

Figure 2. Sensing element of FOS based on intensity reflective principle: the output  
light is modulated by pressure or other physical parameters which cause a mirror 
displacement [4]. 
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Figure 3. Design of an intensity-modulated FOS manufactured with two fibers.  
The intensity of the coupled radiation between the two fibers decreases with their  
distance d [4]. 

 

(3) Macrobending FOS: their working principle is based on the light modulation owing to fiber 
bending. When a light ray reaches a ber bend, the amount of radiation lost into the cladding 
region increases because, beyond a critical angle, the higher-order modes hitting the cladding 
leak out of the ber core. This approach can indeed be employed to measure physical 
parameters which cause fiber bends, such as, force, torque and pressure [42]. Usually a series 
of small macro bends (Figure 4) are adopted in order to increase the light leakage, aiming to 
improve the sensor sensitivity. 
The main advantage of the intensity modulated FOS is their cheap measurement chain: 
differently from FBG sensors, they do not require indeed expensive devices to measure the 
transducer output [5]. 

Figure 4. Fiber optic displacement sensors based on macrobending. The radiation 
intensity is modulated by the displacement of a moving part: when it does not bend the 
fiber (a); the light intensity is maximum; on the contrary, the light intensity decreases 
with the bending (b) [4]. 

 

Finally, FOS can be based on interferometric techniques, such as, Sagnac, Fabry-Perot, and 
Michelson interferometer [43]. These approaches allow developing both intrinsic and extrinsic FOS. 
In the first case, the fiber is a medium to transport the radiation, which is modulated by a sensing 
element placed at its tip. In the second one the fiber itself represents the sensing element where 
interferences, modulated by the measurand, happen. 
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The most common interferometric configuration employed to develop FOS is based on  
Fabry-Perot interferometry. Its sensing principle exploits two semi-reflective mirrors, which partially 
transmits and partially reflects the light transported by the fiber. The electromagnetic waves, 
undergoing multiple reflections, constructively and destructively interact with themselves and 
produce fringes. The intensity of these fringes is function of the optical path, which is related to the 
distance between the mirrors. Therefore, these FOS can be used as secondary elements capable  
of measuring the parameters that change the distance between the two mirrors (such as pressure, 
force, torqu). 

3.2. Medical Applications 

There are several examples of intensity based FOS employed in medicine. Tada et al., described 
a simple intensity based 2-axis force sensor, where the force applied along two axes modulates the 
coupled light between one emission and four receiving fibers [44]. Polygerinos et al. [45] developed 
a three-axial force sensor based on reflective light intensity modulation. The sensor provides force 
feedback during MRI-guided cardiac ablation. Tan et al., developed an intensity modulated and  
MR-compatible FOS for monitoring 3D forces during robotic MRI-guided interventions [46].  
The working principle of the sensor described in this latter work is based on reflective intensity: the 
reflector is placed on an elastic frame structure at a distance, h, away from the transmitting and 
receiving fiber optics. The coupled light between the two fibers depends on the distance h, which is 
modulated by the applied force (Figure 5A). Gassert et al., developed an “MR-compatible” robotic 
system equipped with a force/torque sensor and a position encoder, based on reflective intensity 
principle [8]. Su and colleagues developed a force/torque sensor for prostate needle placement in  
MRI-guided procedures [47]; the sensor is based on a spherical mirror and multiple optical fibers 
(Figure 5B). The light emitted from a point source is reflected by the mirror and collected by multiple 
optical fibers. The light intensity increases when the relative axial distance between the light source 
and mirror decreases. Intensity reflective FOS was also developed by Turkseven and Ueda [48] to 
provide force feedback in robotic applications. A similar approach was used in [49] for respiratory 
monitoring. The sensor measures changes of the abdominal circumference due to respiratory 
movements: the intensity of reflected light is modulated by the variation of the distance between the 
mirror and the distal part of the optical fiber, according to abdomen displacement. 

Further widespread intensity-based fiber optic sensors, used in different medical applications, are 
based on macrobending. In Grillet et al., De Jonckheere et al. and in Witt et al., a similar approach 
is used to develop two macrobending sensors embedded into textiles (Figure 5C), in order to monitor 
respiratory abdominal movement [27,28,31]. Due to the low sensitivity compared with FBG sensors, 
macrobending ones are indicated for large movement monitoring. For example in respiratory 
monitoring, they are more appropriate for abdominal movement estimation, which are much more 
evident if compared with thorax excursions. 

As regards interferometry-based FOS, several studies have described their use for measuring 
thermal and mechanical parameters of physiological interests (e.g., blood or other body 
compartments pressures [50–52]), but only few groups have focused their attention on MRI 
applications. In particular, Su et al., designed and characterized a sensor for monitoring the needle 
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insertion force during minimally-invasive prostatic surgery [53], and assessed its MRI compatibility in 
a 3 Tesla system [54] (Figure 5D); Liu et al., developed a FOS based on low-coherence Fabry-Perot 
interferometry [55] for vitreoretinal microsurgery. To sum up this section, the main characteristics 
(i.e., measurement principle, range of measurement, sensitivity, accuracy and medical applications) 
of intensity- and interferometry-based MR-compatible FOS are reported in Table 2. 

Figure 5. (A,B) Different configurations of intensity-based FOS tested for medical 
applications [46,47]; (C) FOS based on macrobending for respiratory monitoring [27,31]; 
(D) FOS for monitoring needle insertion force using Fabry Perot interferometry [54].  

 

Table 2. Performances and medical applications of “MR-compatible” intensity- and 
interferometry-based FOS. 

Reference 
Sensing  
Element 

Measurand Application Field Characteristics 

Tada et al.,  
2002 [44] 

Intensity-based Force General purpose Accuracy < 0.3 N,  
range up to 16 N 

Polygerinos  
et al., 2013 [45] 

Intensity-based Force Cardiac ablation Range up to 0.5 N, 
Resolution about 0.01 N,  

U-Xuan Tan  
et al., 2011 [46] 

Intensity-based Force Robotic surgery and 
biopsy 

Accuracy < 0.7 N,  
range up to 6 N 

Gassert et al., 
2006 [8] 

Intensity-based Torque MR-compatible robotic 
assistive device 

Range ± 10 Nm,  
resolution 0.005 Nm, 
sensitivity 0.66 V/Nm 
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Table 2. Cont. 

Reference 
Sensing  
Element 

Measurand Application Field Characteristics 

Hao Su et al., 
2009 [47] 

Intensity-based Force-Torque MRI guided interventions 
Range up to 10 N,  
sensitivity  0.2 V/N 

Yoo et al.,  
2010 [49] 

Intensity-based 
Abdominal 
movement 

Respiratory monitoring / 

Turkseven  
et al., 2011 [48] 

Intensity-based Force Robotic surgery / 

Grillet et al., 
2008 [31] 

Macrobending 
Abdominal 
movement 

Respiratory monitoring Range up to 3% 

De jonckheere 
et al., 2007 [28] 

Macrobending 
Abdominal 
movement 

Respiratory monitoring / 

Witt et al.,  
2012 [27] 

Macrobending 
Abdominal 
movement 

Respiratory monitoring 
Linear up to 5% of  
elongation with  
sensitivity of 3 mV/% 

Su Hao et al., 
2011 [53,54] 

Interferometry-based Force MRI guided interventions 
Range up to 9.8 N,  
Sensitivity 40 mV/  

Liu et al.,  
2012 [55] 

Interferometry-based Force Microsurgery 
Lateral force:  
Range up to 6 mN  
Sensitivity 40 nm/mN 

4. Discussion 

The introduction of MRI can be considered without any reservations as the most revolutionary 
milestone that has characterized the last twenty years of biomedical research and practice.  
Just to have an idea of its social and economic implications, the Organization for Economic  
Co-operation and Development (OECD) health statistics declare the presence of more than 20,000 MR 
scanners in the OECD countries [56], and the request for high field devices (7 Tesla or even more)  
is increasing worldwide. 

Especially thanks to its ability to investigate and discern soft tissues, MRI has become a “cannot 
do without tool” in medical branches as cardiology, surgery, orthopedics and neurology. Moreover, 
the high spatial resolution of MRI, together with the ability of this method to indirectly obtain 
functional parameters of the studied tissue make it fundamental for the investigation of organ 
functions and for imaging-guided invasive therapy. 

In the just described scenario, the need for “MR-compatible” sensors able to monitor physical 
parameters inside the scanner, to provide real-time feedback about the status of the patient and/or the 
effect produced in the tissue by surgical procedures, is growing considerably. 

In this paper, we reviewed the most promising principles of work adopted to design “MR-compatible” 
sensors based on optical fiber technology. We devoted our attention especially to transducers 
developed for monitoring temperature, force, torque, strain, and position; focusing particularly on 
their working principles, their advantages and drawbacks, and their medical applications. 
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Among several possible classification criteria, we grouped the “MR-compatible” sensors 
according to their working principle into three classes: (i) FBG sensors; (ii) intensity-based sensors;  
(iii) interferometry-based sensors. 

“MR-compatible” sensors based on the FBG technology have been adopted for two main 
purposes. First, they allow the online monitoring of the key parameters during therapeutic invasive 
procedures, resulting in the improvement of procedure outcomes. Among the possible examples of 
such applications there are: (i) the measurement and control of tissue temperature during 
hyperthermia or cryoablation performed under MRI-guidance; (ii) the monitoring of deflection 
and/or force applied on needle during MRI-guided interventions. Second, FBG have been exploited 
for monitoring the physiological parameters of interest (e.g., respiration and heart rate). 
Interferometric- and intensity-based FOS have been adopted for similar applications.  

Intensity-based FOS present some concerns, mainly related to unwanted drift due to light intensity 
changes and bending losses; on the other hand, their measurement chain does not need complex and 
expensive components. For this reason they are suitable for several medical applications which not 
have high metrological requirements e.g., respiratory rate monitoring. The use of FBG sensors allows 
obtaining better sensitivity and resolution, performing multipoint measurements, lastly they are 
unaffected by intensity changes of input light, although they require an optical spectrum analyzer 
which is an expensive and bulky device. Therefore, the use of FBG technology is recommended 
where high performance is pivotal to improve the procedure outcome (e.g., needle deflection  
in microsurgery).  

The introduction of FOS in clinical practice [57,58] is just at the beginning. The adequate 
metrological characteristics for the majority of medical applications, the absence of electrical 
connection with the patient, the small diameter of fiber optics are overwhelming advantages 
compared with the conventional transducers and motivate the market growth of this technology  
(e.g., FISO Technologies inc. and Camino Laboratories inc. produce pressure and temperature 
sensors for several medical applications). Moreover the immunity from electromagnetic field makes 
FOS a good candidate to meet the growing demand of MR-compatible sensors. During last years, ad 
hoc designed FOS for medical application is commercially available; e.g., Micronor Inc. and Opsense 
Inc. produce MR-compatible FOS for displacement, temperature and pressure monitoring.  
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Fetal Electrocardiogram (fECG) Gated MRI 

Martyn N.J. Paley, Janet E. Morris, Debbie Jarvis and Paul D. Griffiths  

Abstract: We have developed a Magnetic Resonance Imaging (MRI)-compatible system to enable 
gating of a scanner to the heartbeat of a foetus for cardiac, umbilical cord flow and other possible 
imaging applications. We performed radiofrequency safety testing prior to a fetal electrocardiogram 
(fECG) gated imaging study in pregnant volunteers (n = 3). A compact monitoring device with 
advanced software capable of reliably detecting both the maternal electrocardiogram (mECG) and 
fECG simultaneously was modified by the manufacturer (Monica Healthcare, Nottingham, UK) to 
provide an external TTL trigger signal from the detected fECG which could be used to trigger a 
standard 1.5 T MR (GE Healthcare, Milwaukee, WI, USA) gating system with suitable attenuation. 
The MR scanner was tested by triggering rapidly during image acquisition at a typical fetal heart rate 
(123 beats per minute) using a simulated fECG waveform fed into the gating system. Gated MR 
images were also acquired from volunteers who were attending for a repeat fetal Central Nervous 
System (CNS) examination using an additional rapid cardiac imaging sequence triggered from the 
measured fECG. No adverse safety effects were encountered. This is the first time fECG gating has 
been used with MRI and opens up a range of new possibilities to study a developing foetus. 

Reprinted from Sensors. Cite as: Paley, M.N.J.; Morris, J.E.; Jarvis, D.; Griffiths, P.D. Fetal 
Electrocardiogram (fECG) Gated MRI. Sensors 2013, 13, 11271–11279. 

1. Introduction 

Triggering of in utero Magnetic Resonance Imaging (iuMRI) by the fetal ECG (fECG) would be 
useful for fetal cardiac studies or flow measurements in the umbilical cord. Currently no 
manufacturers provide the facility to gate to the fECG. The aim of this study was to perform MRI 
safety tests of a fECG sensor modified for MRI triggering capability together with a preliminary  
in vivo imaging feasibility study using the device on pregnant volunteers. 

Real time imaging such as echo planar or single shot fast spin echo imaging can be used to 
effectively freeze fetal motion, but scans are not synchronized to the fetal cardiac cycle and generally 
have worse spatial resolution than can be achieved with gated acquisitions [1–3]. Self-gating, 
navigator-based methods avoid having to detect the fECG by acquiring a signal from the center of  
k-space with each k-space line acquisition, but have varying degrees of success dependent on patient 
motion and other factors [4–8]. Retrospective gating uses continuous acquisition of data together 
with labeling of each acquisition of the cardiac phase at the time of acquisition, but this is only 
possible with an fECG signal. The data is then retrospectively binned and reconstructed resulting in 
a more efficient acquisition strategy and ensuring the data is in steady state at all times throughout 
the acquisition. Metric-optimized gated imaging is a variant on retrospective gating where the ECG 
signal cannot be measured directly. The data are acquired continually over periods longer than the 
anticipated heart beat interval and then assigned to various bins according to a model of the fetal 
heart rate. The ghosting errors which arise in the reconstructed data are then minimized using a 
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measure such as time-entropy through an iterative procedure by moving acquired k-space lines 
between the different cardiac cycle intervals [9,10]. 

Ultrasound is an established method for looking at flow in the foetus, placenta and umbilical cord 
providing non-invasive high resolution images with the possible of Doppler velocity imaging and the 
potential to gate an MRI scanner. However, ultrasound can have problems due to acoustic shadowing 
from, for example, bone, which can be a problem in cases with low amniotic fluid levels, maternal 
obesity or with difficult fetal positioning within the uterus. In addition quantitative ultrasound flow 
measurements rely on the shape of the vessels, the insonation angle and the velocity profile which 
are difficult to quantify in a single study [11]. 

A modified cardiac triggering device has previously been used to examine the fetal sheep  
heart [12] but in this paper we attempt to use the directly detected human fetal ECG to obviate many 
of the difficulties discussed above and gain access to a full range of gated imaging sequences in terms  
of image contrast and acquisition speed. Combined with maternal breath hold, fECG gating should 
allow cardiac imaging and phase contrast velocity mapping to be acquired from the foetus and 
umbilical cord in future. 

2. Experimental Section 

A compact monitoring device (Figure 1) with advanced software capable of reliably detecting 
both the maternal ECG (mECG) and fECG traces simultaneously was modified by the manufacturer  
(Model AN24, Monica Healthcare, Nottingham, UK) to provide an external TTL trigger signal from 
the detected fECG signal. Six meter long high resistance carbon ECG leads were fed through 
waveguides into the MR scan room from the device (Figure 2a). The leads were attached to MR 
compatible electrodes and placed on a large torso shaped imaging test object in locations similar to 
those which would be used for fetal gating. The surface of the test object was covered with 
conducting gel as used for the electrodes to provide a circuit for any possible RF pickup (Figure 2b). 
A single shot fast spin echo (SSFSE) sequence was run with the same imaging parameters as used 
for clinical in-utero scanning using the body transmit coil. The radiofrequency voltage generated at 
64 MHz was measured across the leads using a 100 MHz input bandwidth digital oscilloscope 
(Tektronix, Beaverton, OR, USA). 

A waveform file provided by the device manufacturer produced a voltage using the sound card of 
a laptop computer to simulate the mECG and fECG signals. To test gating performance, the fECG 
signal measured through the MR compatible leads was converted into a digital gating pulse  
which was attenuated by 30 db and fed back into the standard MR ECG system. A balanced steady 
state gradient echo FIESTA sequence with SLT = 5 mm, in-plane resolution = 2 mm, NEX = 1, 
TR/TE = 3.3/1.4 ms was acquired with fECG gating at 123 bpm.  
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Figure 1. Placement of the ECG electrodes on a pregnant volunteer. The electrodes used 
were Ambu Blue Sensor VLC single patient use ECG electrodes (Ambu A/S, Ballerup, 
Denmark) with a skin contact diameter of 68 mm. The skin was gently abraded using a 
dermal abrasive tape (3 M, Bracknell, UK) prior to locating the electrodes. 

 
fECG Monitor Twisted Pair Leads and ECG electrodes positioned on a volunteer. 

This work was performed with the approval of and under the guidance of the NHS Research Ethics 
Service (reference 10/H1308). All women provided written informed consent prior to their studies. 
Pregnant women (n = 3) with known Central Nervous System (CNS) pathology of their foetus 
coming for a follow up examination (so they already had experience of an MRI examination) were 
assessed using the fetal ECG system. The leads were attached to five MR compatible electrodes and 
placed on the lower abdomen close to the anticipated location of the fetal heart prior to all scanning 
and presence of the fetal trigger pulse checked after patient positioning in the magnet. Images were 
acquired using a 1.5 T HDx MR System (GE Healthcare, Milwaukee, WI, USA) using all the 
sequences included in our standard in-utero CNS imaging protocol plus an additional fECG gated 
cardiac cine sequence at the end of the examination using the same geometry as planned for the CNS 
examination to comply with granted ethical permission. Typical overall in magnet time was 30 min. 
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Figure 2. (a) The portable fetal and maternal ECG used for the study (AN24, Monica 
Healthcare, Nottingham, UK). The device records the data into internal memory over 
long periods but also transmits the maternal and fetal ECG data (four channels) in real 
time over a Bluetooth interface. The fECG monitor was connected to the six metre MR 
compatible high resistance leads which go through a waveguide into the scan room. The 
five leads were twisted as a pair and as a triplet. The trigger signal from the device was 
attenuated by 30 db and fed back into the scan room using a BNC cable (unfiltered in 
this case, although filtering could be used in future); (b) The leads attached to the MR 
compatible electrodes positioned on a torso phantom on a bed of conducting gel prior to 
location within the magnet for confirmatory safety tests.  

  
(a) (b) 

3. Results and Discussion 

Radiofrequency voltages at 63.9 MHz measured across the leads were always significantly less  
than ±1 V peak to peak using the single shot fast spin echo sequence set up for a 70 kg load which is 
much lower than would produce a radiofrequency burn. The electrodes and test object were relocated 
within the RF body coil four times to assess reproducibility and the same result was observed each 
time. Images were acquired with the electrodes in place using a gradient echo sequence and there 
was no evidence of RF or B0 interference.  

The fECG and mECG signals could be measured in real time using the Bluetooth interface  
(Figure 3). Occasionally, when the fetal and maternal ECG signals coincided, the fetal gating signal 
was lost due to software checks within the device which excluded it during this time. Test object 
images were acquired at the fetal heart rate (123 bpm) to demonstrate the rapid gating capability of 
the MR system (Figure 4). 
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Figure 3. (a) Five maternal cycles of the simulated maternal and fetal ecg waveform used 
for the gating tests. This waveform was played from a PC soundcard and attenuated to 
the peak level expected for maternal in vivo signals (100 V); (b) Two cycles of the 
signal received over the Bluetooth interface using the six metre, high resistance MR 
compatible leads showing the additional noise introduced. The measured ‘fetal’ signal 
from the simulator measured about 10 V. 

(a) (b) 

Figure 4. A FIESTA sequence with TR = 3.3 ms, TR = 1.4 ms, NEX = 1, in-plane spatial 
resolution = 1 × 1 mm, SLT = 5 mm acquired with the cardiac gating signal from the 
simulated fetal ECG at 123 beats per minute acquired over the 6 m MR compatible leads. 
The images show no artifacts from the leads or electrodes. 

 

Following satisfactory safety testing on test objects, the volunteer study was initiated. No safety 
issues were encountered using the device to record the fECG during fetal imaging on the pregnant 
volunteers. The gating system was present for all imaging sequences. Figure 5 shows raw and Finite 
Impulse Response (FIR)-filtered (4 Hz–45 Hz bandpass provided with the Monica Healthcare 
software) ECG data acquired in the magnet without imaging gradients present clearly showing 
mECG and fECG components at different rates. The mECG was approximately 80 bpm and the 
fECG was approximately 140 bpm for all three volunteers and foetuses. 
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Figure 6 illustrates the effects of burst of gradient waveforms from a single shot spin echo 
sequence on the fECG trace. Filtering, as contained in the fECG hardware largely removes the effects 
of this rapid train of pulses. 

Figure 5. The effects of Finite Impulse Response (FIR) filtering with a standard bandpass 
filter (4–45 Hz) on the combined mECG and fECG signals which were acquired from a 
volunteer within the magnet (without imaging applied). ECG data was recorded during the 
entire imaging session and subsequently downloaded from the device and analysed using a 
developmental software tool from the monitor manufacturer DK V1.5 (Monica Healthcare, 
Nottingham, UK). 
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Figure 6. The effects of a single shot fast spin echo sequence gradient burst on the fECG 
trace (upper plot). The effects of a bandpass FIR filter are shown in the lower trace. The 
effects of the gradient pulses are largely removed from the trace but the phase of the ECG 
signal is temporarily altered.  

 

Figure 7 show a fECG gated fetal image from one of the volunteers at the end of the normal CNS 
exam using a gradient echo cardiac gated imaging sequence (Right Ventricle Long Axis (RVLA) 
sequence) but using the geometry as planned for the CNS examination.  

Figure 7. A fECG gated rapid image acquired from a foetus in an oblique plane from  
one of the pregnant volunteers. As this feasibility study was performed at the end of a 
fetal CNS pathology examination, it was not possible to specifically plan and visualise 
the heart under ethical guidance. None of the volunteers reported any adverse effects 
during imaging. 
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4. Conclusions/Outlook 

Availability of a reliable fetal ECG gating signal should open up a wealth of new opportunities 
for non-invasively measuring the fetal cardio-vascular system. Although self-gating techniques are 
reasonably successful in detecting the cardiac cycle, other MR related issues can modify the detected 
self-gating signal such as approach to steady state, contrast preparation as well as maternal and/or 
fetal bulk motion which can limit the applicability and accuracy.  

In this study it has been demonstrated for the first time that it is possible to safely gate an MR 
scanner to the fECG using a modified fECG monitor and carbon fibre lead system. It was also 
possible to observe the mECG and fECG signals in real-time on a linked computer display using a 
Bluetooth interface available on the fECG device. The fECG signals reliably triggered a fast MR 
image acquisition sequence at the fetal heart rate from the simulated signal at 123 bpm. No 
interference between the gating system and the MR system was observed in terms of generated noise 
lines on the images in these preliminary studies.  

Some gradient interference on the gating signal was observed which occasionally resulted in  
mis-triggering if the fetal gating signal occurred during gradient activity. This was minimized by 
using a short duration data acquisition relative to the fetal ECG period. To improve reliability of fetal 
triggering for longer duration data acquisitions such as used for single shot fast spin echo, improved 
real-time filtering of the ECG signal as demonstrated in Figure 6 could be included in the device 
firmware. In addition, locating the device in the scan room and shortening the twisted pair leads 
would also improve sensitivity and reliability. The device was kept out of the magnet room and long 
leads were used in this study as the device contained magnetic components which could have lead to 
a projectile hazard and also contained components sensitive to the effects of the RF pulses generated 
by the MR scanner. 

Fetal cardiac gated images were acquired from three pregnant volunteers showing the capability 
of the fetal monitor to operate successfully within the MR environment using extended leads. This 
should provide new opportunities for examining the developing cardiovascular system and umbilical 
blood supply gated to the fetal rather than maternal circulation. This should also allow development 
of quantitative flow protocols through gated velocity phase mapping sequences. 
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Simultaneous Magnetic Resonance Imaging and 
Consolidation Measurement of Articular Cartilage  

Robert Mark Wellard, Jean-Philippe Ravasio, Samuel Guesne, Christopher Bell,  
Adekunle Oloyede, Greg Tevelen, James M. Pope and Konstantin I. Momot 

Abstract: Magnetic resonance imaging (MRI) offers the opportunity to study biological tissues and 
processes in a non-disruptive manner. The technique shows promise for the study of the load-bearing 
performance (consolidation) of articular cartilage and changes in articular cartilage accompanying 
osteoarthritis. Consolidation of articular cartilage involves the recording of two transient characteristics: 
the change over time of strain and the hydrostatic excess pore pressure (HEPP). MRI study of cartilage 
consolidation under mechanical load is limited by difficulties in measuring the HEPP in the presence 
of the strong magnetic fields associated with the MRI technique. Here we describe the use of MRI 
to image and characterize bovine articular cartilage deforming under load in an MRI  
compatible consolidometer while monitoring pressure with a Fabry-Perot interferometer-based  
fiber-optic pressure transducer. 

Reprinted from Sensors. Cite as: Wellard, R.M.; Ravasio, J.; Guesne, S.; Bell, C.; Oloyede, A.; 
Tevelen, G.; Pope, J.M.; Momot, K.I. Simultaneous Magnetic Resonance Imaging and Consolidation 
Measurement of Articular Cartilage. Sensors 2014, 14, 7940–7958. 

1. Introduction 

Articular cartilage (AC) is an avascular connective tissue lining the articulating surfaces of long 
bones in mammals. Healthy adult human cartilage is 2–4 mm thick and comprises extracellular 
biopolymers (collagen, 15%–20%; proteoglycans, 3%–10%; and lipids, 1%–5%) with the primary 
function of enabling load bearing in a mobile joint. The structural collagen component of cartilage is 
highly aligned, being normal to the supporting bone surface and arching to a parallel alignment at 
the synovial surface [1] (see Figure 3 in [1]). The highly aligned nature of the collagen fibers can be 
seen in the scanning electron micrograph of trypsin treated cartilage in Figure 1. 

AC is both structurally heterogenous and mechanically anisotropic [3]. The anisotropy is 
associated with collagen fiber alignment, which varies throughout the thickness of the cartilage [1,4] 
and the distribution of hydrated proteoglycans [5], which together generate the osmotic  
pressure-based load bearing stiffness of the tissue. Under static compression, AC exhibits a complex 
behavior referred to as consolidation [6], with an initial rapid increase in strain to a plateau, which is 
maintained. At the same time a proportion of the load is transferred to the tissue fluid, resulting in a 
rise in hydrostatic excess pore pressure (HEPP) to a maximum, after which the fluid pressure decays 
as the solid component of the AC bears more of the applied load. The equilibrium between 
compressive tissue deformation and out-flow of extracellular water is maintained by an increase in 
osmotic pressure that resists the outflow of tissue water [6,7]. In functionally compromised states 
such as osteoarthritis, the degradation and loss of proteoglycans in AC results in a loss of mechanical 
function and eventual degradation of the tissue as a whole. This, in turn, leads to reduced patient 
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mobility and is responsible for increased health-care costs to the individual and the community. With 
a prevalence of 13.9% in adults aged 25 years and older [8], costs of osteoarthritis were estimated to 
be $185.5 billion using 1996–2005 data from the USA [9] and account for 1%–2.5% of gross national 
product in the USA, Canada, UK, France, and Australia [10]. Understanding of the characteristics 
responsible for the load bearing efficiency of AC and the factors leading to its degradation is 
incomplete. The importance of water and its local environment in load bearing by cartilage makes it 
an ideal candidate for study by magnetic resonance imaging (MRI), a technique that is sensitive to 
the mobility of water molecules in biological tissue. MRI is a technique that is ideally suited to the 
study of structural changes in soft tissues such as AC [11–13], with a range of characterization 
techniques available [3,4,11,12,14]. 

Figure 1. Scanning electron micrograph showing the high degree of collagen  
fiber alignment in articular cartilage, 30,000× magnification (reprinted with permission 
from [2]). 

 

MRI utilizes the magnetic moments of certain nuclei, such as 1H, which partially align with a 
strong magnetic field, resulting in a net nuclear magnetization of the sample. Brief irradiation with 
an appropriate radiofrequency pulse tips the magnetization vector out of its equilibrium direction; 
this is known as RF excitation. Excited magnetization undergoes two dynamic processes: (1) its 
transverse component precesses, inducing a current in a tuned radiofrequency coil; and (2) the 
magnetization vector gradually returns to equilibrium. The decay of the MRI signal as the sample 
returns to equilibrium is associated with characteristic time constants, T1 and T2, representing the 
relaxation time constant of the longitudinal and transverse components of the magnetization, 
respectively. Relaxation time constants vary with the tissue environment, with shorter relaxation 
times observed in more restricted environments. For an anisotropic tissue such as cartilage, T2 also 
varies with the angle of collagen alignment, relative to the static magnetic field [15] due to the 
intramolecular dipolar interactions of water and cartilage [3]. The inverse of T2 represents a measure 
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of relaxation rate (R2) of the nucleus and is used as the measure of relaxation in this study. The R2 of 
each voxel is plotted as a parametric map of tissue relaxation rate, showing highest intensity for the 
regions with greatest relaxation rates. This information can be used to investigate the molecular 
environment of cartilage tissue in various states of compression and disease.  

Attempts to assess load-dependent changes in cartilage water T2 in vivo have demonstrated a 
potential role for MRI [16], however the variability and resolution of in vivo measurements indicate 
a need for more precise in vitro measurements to enable modeling of cartilage behavior and to 
identify factors associated with early loss of cartilage viability. 

Highly aligned and structured, cartilage is an example of a poroelastic material having a 
supporting collagen matrix associated with a viscous liquid component [17] that osmotically interacts 
with proteoglycans. As such it can be investigated and modeled using traditional poroelastic models, 
as used in engineering [18]. 

One mechanical testing technique commonly used to assess cartilage function is consolidometry. 
This involves application of a constant load and measuring the time dependent change in thickness 
or stress creep, together with the change in pressure as the sample responds. This response is 
determined by the osmotically active components of the cartilage as they oppose the pressure-induced 
egress of water from the matrix over time and is defined as the hydrostatic excess pore  
pressure (HEPP). 

While methods are available to assess late stages of cartilage damage in vivo [19–22], in vitro 
mechanical testing is the only non-destructive experimental method able to assess the load bearing 
function in healthy and diseased cartilage. To gain maximum information about cartilage response 
to load and the influences of disease and stress on structural change, it is desirable to combine 
mechanical and image-based measurements. Before simultaneously performing MR imaging in 
conjunction with mechanical testing, as a means to study the complex behavior of cartilage, there is 
a requirement to incorporate physical measurements to enable quantification of performance under 
controlled mechanical load in real time. This is difficult due to the confined space of the MRI magnet 
and the impact on transducers of the strong magnetic field-strengths associated with the MRI 
technique. A number of groups have used different characteristics of the magnetic resonance signal 
to examine cartilage behaviour (reviewed in [23,24]). The stress in joints has been estimated using 
MRI imaging by others, who have reported creep-type strain and stress in cartilage [25] and  
joints [26,27], however neither the influence of hydrostatic excess pore pressure as a measure of the 
osmotic contribution to the load bearing behavior, nor the long-time dynamics of cartilage 
consolidation, have been well studied by MRI. 

Here we describe a method that allows the MR imaging of cartilage before and after loading 
without the inaccuracies associated with repositioning the sample, while at the same time allowing 
the recording of changes in hydrostatic excess pore pressure associated with constant load. We have 
used a fiber-optic transducer to avoid the influence of the strong magnetic field on transducer 
performance within the magnetic field of the MRI. Here we describe an MRI-compatible cartilage 
consolidometer capable of recording time-resolved hydrostatic pore pressure and strain curves inside 
the confined space of an MRI magnet for the study of cartilage function. 
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2. Experimental Section 

2.1. NMR Measurements 

Measurement of cartilage consolidation in an MRI spectrometer places limitations on the 
construction materials, dimensions of the equipment and access to the tissue being measured.  
The instrument used for this work utilizes a 7 tesla (T) super-conducting vertical-bore magnet 
(Bruker WB300, Rheinstetten, Germany) coupled with a DRX NMR spectrometer (Bruker) and 
triple-axis imaging gradients (Bruker). The working region of the MRI magnet comprises a 
transmit/receiver coil of 20 mm diameter, which is centered within the imaging gradients (1.5 T/m) 
of the 1.5 m long and 50 mm working-diameter superconducting magnet bore. The sample is lowered 
into the MRI coil from above. 

Relaxation measurements utilized a standard multi-spin-multi-echo (MSME) pulse sequence [28] 
in which a 90° excitation radiofrequency pulse is followed by a train of 180° refocusing pulses, 
separated by a constant interval or echo-time. Recording the refocused signal intensity after each 
echo time enables determination of the decay in signal intensity over time (Figure 2). A repetition 
time of 2 s was used with an echo time of 7.375 ms, which enabled acquisition of 50 equidistantly 
spaced echo times for each relaxation curve before the signal had decayed to the noise level of the 
instrument. Other acquisition parameters included 10 averages, with a repetition time of 2 s, an 
effective spectral bandwidth of 90 kHz, field of view 22.1 mm × 22.1 mm, a slice thickness of 1 mm 
and an in-plane matrix size of 192 (phase) × 256 (read), zero-filled to 256 × 256 yielding an in-plane 
resolution of 86.3 × 86.3 m and a total acquisition time of 64 min. 

Figure 2. An MSME imaging sequence (simplified; for further detail see [28]). Read, 
phase and slice refer to the transient gradients that are superimposed on the main 
magnetic field to achieve spatial resolution. The relaxation time T2 is determined from 
the signal intensity at the echo-times following each refocusing pulse ( ). 
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Each voxel in an image was fitted to a single exponential using Matlab (Mathworks) to provide a 
map of the relaxation time throughout the sample. The inverse of the T2 relaxation time, R2, provides 
a relaxation map in which the faster relaxing components have higher intensity.  

Each R2 map was obtained from the series of 50 T2-weighted images sampling the T2 decay  
curve. The TE dependence of the measured intensities of every individual voxel was fitted with a  
three-parameter exponential fit: 

 (1)

where S is the intensity at echo time TE; A is the intensity at TE = 0 and B is a measure of average 
noise in the magnitude image. The three adjustable parameters of the fit are A, B and R2.  

2.2. R2 Depth Profiles 

In order to construct the depth profile of the R2 values within a given sample, the following 
procedure was used. The articular surface and the bone-cartilage interface in the sample were 
approximated by a polynomial fit of the order of between 1 and 3, depending on the amount of 
curvature in the respective interface. For each voxel, the shortest distance from the voxel centre to 
the polynomial curve approximating the articular surface was determined [29] The thickness of the 
cartilage at the respective location was determined as the distance from the articular surface to the 
bone-cartilage interface. The relative depth (x) was then calculated for each voxel as the ratio of the 
distance to the AS to the cartilage thickness. The voxels were then grouped in histogram bins 
according the their x values. For each histogram bin, the average R2 value and the standard deviation 
of the R2 were calculated. This procedure was repeated for each R2 map obtained (each sample, each 
compression state). The resulting data were used to construct the R2 profiles. 

2.3. Consolidometer Construction 

To avoid MRI imaging artifacts, all material used in the construction of the consolidometer must 
be non-magnetic and transparent to radiofrequencies in the region of the transmit/receive coil of the 
instrument. The equipment constructed for this work was based around an 80 cm × 2 cm tubular 
aluminium housing to support all other components (Figure 3A). Attached to the top of this  
tube is a low voltage displacement transducer (DT; Solartron Metrology DG 2.5; RS Components,  
Sydney, Australia) to record the position of a regulated pneumatic 5 mm plunger for applying a 
known load to cartilage samples. An in-line pressure transducer (1000 kPa, 0–100 mV; RS 
Comonents) the applied pneumatic pressure. A Lexan® extension is screwed to the base of the 
aluminium housing (Figure 3B,C). 
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Figure 3. The schematic (A) shows the orientation of the consolidometer with respect to 
the superconducting MR magnet; The centre schematic (B) shows the arrangement of the 
sample chamber components; The image on the right (C) shows the Lexan® extension 
and its components (from the top): the plunger; ceramic spacer; sample chamber and 
fiber-optic cable in the base of the sample holder. When assembled, these are screwed to 
the base of the aluminium consolidometer body. 

 

A small ceramic sample support (Macor®; Corning Inc., Corning, NY, USA) is screwed to the 
base of the Lexan® extension. Figure 3C shows this sample support and the Lexan® extension, which 
form a chamber to locate the cartilage sample and provide access from below via a small hole for a 
fibre-optic pressure transducer (SAMBA-201 Preclin 360 MR Special; Biopac Systems Inc., Goleta, 
CA, USA), incorporating a Fabry-Perot interferometer sensor [30]. Pressure calibration relied on the 
built-in self-calibration protocol based on atmospheric pressure. The fiber-optic cable from the sensor 
is held in place with an O-ring compression fitting. All components of the sample chamber are sealed 
by O-rings to prevent leakage of solution into the MRI magnet. Data recorded by the two transducers 
are transmitted via USB connection to a Windows XP personal computer and processed using 
Labview software (Version 7.1; National Instruments, Austin, TX, USA).  

2.4. Tissue Preparation 

Bovine patellar cartilage from 4 animals, 2–3 years old, was collected from a local abattoir and 
stored on ice. A battery operated drill with 10 mm diamond-tipped hole saw (DTA, Victoria, 
Australia), designed for ceramics and glass, was used to remove a plug of cartilage attached to 
underlying bone. Five samples were drilled, two from the same animal. Measurements are presented 
for four samples. The results from one of the duplicate samples were not of sufficiently high quality 
and are not presented here. To prevent air-bubble induced image artifacts, all components are 
immersed in a bath of physiological saline solution prior to assembly into the consolidometer.  
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Figure 3 shows the components of the sample holder and the position of the fiber-optic transducer. 
Because the samples were obtained as discarded material from a commercial abattoir, the institutional 
ethics committee deemed that formal approval was not required for this study. 

2.5. Software for Control of Consolidometer and Recording Results 

A Labview software routine was written to coordinate the recording of the consolidometer 
transducer output as shown in Figure 4. The outputs from the air line-pressure, and displacement 
transducers are transferred via a “personal measurement device” (PMD1208LS, RS Electronics), to 
the LabView program by means of a high-speed USB connection. The Labview program provides 
the following outputs in a graphical interface: (a) real-time graph of the transducer displacement as 
a function of time, showing the distance that the cartilage is compressed (in millimetres) in the time 
since monitoring was started (in seconds), updated every 1 s; (b) a real-time graph of the pressure as 
a function of time provides the hydrostatic pore pressure of the cartilage, as measured by the SAMBA 
transducer during the time since monitoring was started (in seconds), also updated every 1 s; (c) the 
real-time distance as recorded by the distance (compression) transducer in the top end of the 
consolidometer body; (d) a view of the pressure being applied to the system as measured by the air 
line-pressure transducer at the air supply point; (e) a HEX key that is transmitted from the SAMBA 
unit before it has been decoded, available for diagnostic work; and (f) an error display panel to warn 
of incorrect performance. 

Figure 4. A block diagram of the components utilized in the module developed for the 
Labview program to interface with the signal transducers and screen output (blue and 
green boxes, respectively).  
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The following operator input options are also available for the Labview module: a comments field; 
an option to filter (not used in this work) the signal before graphical display, while the unfiltered 
signal is still recorded in the log file; a pull-down menu for selection of units used in the pressure 
graph display and data in the log file; a reset option that allows the clearing of data from the graphs 
while the system is running. 

3. Results 

3.1. Consolidation Curves 

The dynamics of unconstrained mechanical consolidation of articular cartilage samples were 
characterised by measuring the time dependence of two quantities: hydrostatic excess pore pressure 
(HEPP) and compressive displacement. These consolidation curves (hereafter referred to as the 
HEPP and the DT curve, respectively) were recorded for the four samples studied. Figure 5 shows 
the HEPP and the DT for the four articular cartilage samples. A representative example of the time 
dependence of the applied pressure is also shown in Figure 6; the small periodic oscillations of the 
applied pressure correspond to the oscillations of the efficiency of the pneumatic compressor related 
to pressure regulation. The compression ratio of the samples was defined as: 

 (2)

where h0 and h are the thickness of the uncompressed cartilage and the compressive displacement, 
respectively, measured from MRI images. Consolidometry data were not used for its calculation 
because the displacement-vs.-time curve provides information about the dynamics of h but not 
about h0; therefore, it is not possible to calculate C on the basis of consolidometry measurements 
alone. The value of C ranged from ~80% at the applied pressure of 50 kPa to ~25% at the applied 
pressure of 500 kPa. The ratio C was calculated on the basis of the average change of cartilage 
thickness between uncompressed and compressed MR images. In cartilage samples with a curved 
articular surface or bone-cartilage interface the local compression ratio may vary across the sample 
due to lateral variation of the stress. In such samples the definition of C may be somewhat ambiguous. 
For this reason, C was used here only as an overall guide of the degree of sample compression; it 
was not used in data processing or interpretation. The typical excursion of HEPP over the course of 
consolidation typically ranged between 100 and 300 kPa, depending on the applied pressure. The 
approach of both the HEPP and the compressive displacement to their respective asymptotic values 
could be characterized as multiexponential. The HEPP curves in Figure 5 also show the line obtained 
using a double exponential fit. The initial buildup and subsequent decay of HEPP to 50% of the 
maximum value typically took several minutes, but it usually took ~120 min for the consolidation 
process to be considered near complete. 
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Figure 5. Unconstrained consolidation curves of the four articular cartilage samples 
showing HEPP curves (black) and the corresponding compressive displacement vs. time. 
The fluctuations of the applied pressure are an artifact of the compressed air supply 
shown in Figure 6. The samples were bone-cartilage plugs similar to that seen in  
Figure 7. 

 

Figure 6. A representative plot showing the fluctuations in the supplied air pressure vs. 
time consistent with the fluctuations of the applied pressure shown in Figure 5 being an 
artifact of the compressed air supply. 
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3.2. T2-Weighted Images 

Figure 7 shows typical T2-weighted images of uncompressed (Figure 7A) and compressed  
(Figure 7B) articular cartilage Sample 2. The images shown in this figure were acquired near the full 
image intensity (short echo time, TE = 7.375 ms). In all, 50 T2-weighted images were acquired in the 
same data set in order to sample the T2 decay curve: the TE values were sampled equidistantly in the 
range from 7.375 to 368.75 ms. The components of the consolidometer and the elements of the 
sample visible in the images are labeled in the figure and identified in the figure caption. 

Figure 7. Representative T2-weighted images of bone-cartilage plugs: (A) uncompressed 
Sample 4 and (B) Sample 4 compressed under the applied pressure of 110 kPa. Both 
images were taken at the echo time of 7.375 ms. Labeled with the numerals are:  
(1) articular cartilage; (2) subchondral bone; (3) compression disc made of permeable 
ceramic; (4) compression rod; (5) Fabry-Perot pressure sensor; (6) sample housing; and  
(7) phosphate-buffered saline filling the compression chamber. The compressed image 
(B) was obtained in the quasistatic limit of the consolidation curve (~2 h after the start of 
consolidation). The compressive displacement, C, was 64%. 

 

3.3. R2 Map 

Figure 8 shows the R2 maps for Sample 2, the fitted value of R2 (as defined in Equation (1)) taken 
as the transverse spin relaxation rate for the given voxel. For the sake of clarity, the regions that 
produce no MRI signal (i.e., the metal and plastic components of the consolidometer) have been 
masked out, and only bone-cartilage plugs and PBS are shown in this figure. 
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Figure 8. R2 maps of Sample 4. Metal and plastic components of the consolidometer, 
which produce no MRI signal, have been masked out. The red brackets show the  
cartilage before (A) and after (B) compression, with the remaining signal arising  
from the supporting bone. A linear greylevel scale is used, with white corresponding to  
R2 = 0.09 ms 1 and black, to R2 = 0. 

 

3.4. Effect of Compression on T2 Depth Profiles 

The observed R2 within the articular cartilage exhibited a non-uniform and compression-dependent 
depth profile. The uncompressed and compressed R2 depth profiles for the four samples are presented 
in Figure 9. In order to adequately compare the profiles in uncompressed and compressed samples, 
the R2 in this figure is plotted vs. the normalised depth (x): a unit-less quantity equal to the depth 
divided by the thickness of the articular cartilage where the cartilage surface is zero. It is used here 
instead of the actual depth in order to enable a comparison between compressed and uncompressed 
samples. Each point in the plots illustrates a distribution of the R2 values at a given normalized depth: 
the solid lines show the means, with error bars showing the standard deviations. 

4. Discussion 

4.1. Consolidation Curves 

Construction of an MRI compatible consolidometer, utilising a Fabry-Perot pressure transducer 
that is unaffected by strong magnetic fields, enabled the recording of consolidation curves 
comparable to those previously reported [6,31]. While MRI micro-imaging of static cartilage has 
been reported previously [15], the ability to undertake biophysical measurements of cartilage under 
compressive load has extended the potential of the cartilage consolidation technique to contribute to 
our understanding of the functional behaviour of cartilage. The irregular consolidation curve 
observed for Sample 3 in Figure 5 can be explained by a combination of o-ring stiction and the 
presence of bubbles in the system. 
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Figure 9. Depth profiles of the transverse spin relaxation rate (R2) in uncompressed 
(black plot) and compressed (red plot) articular cartilage in each of the four samples 
(panels correspond to the panels in Figure 5). Depth fraction is the normalised depth 
(relative to the cartilage surface) The “compressed” data were obtained at the load of  
500 kPa for all except sample four in which a series of pressures (110, 200 and 400 kPa) 
were applied sequentially. In each plot, the solid line shows the average value of R2, and 
the error bars show the standard deviations. The plot demonstrates that static load 
carriage in articular cartilage involves primarily regions consistent with the superficial 
and transitional zones, where the greatest compression-induced change in the R2  
is observed. 

 

4.2. Transverse Spin Relaxation Rates (R2) in Articular Cartilage 

Transverse relaxation rate (R2) of water protons in articular cartilage is determined by  
two principal factors: the volume fraction of the ECM biopolymers (collagen and proteoglycans) and 
the degree of collagen fibre alignment. The nature of this relationship can be understood in terms of the 
following model. 

Water in articular cartilage undergoes chemical exchange between “free” water and “bound” 
water (water associated with the ECM macromolecules) [3,32]: 

 (3)

where P is a biopolymer and  denotes hydrogen bonding. This exchange process is rapid on the 
NMR time scale; as a result, the observed spin relaxation rate of water protons is the weighted 
average of the contributions from the different water populations [33]: 



 101 
 

 

 (4)

Here, pF, pC and pPG are the molar fractions of free water, water associated with collagen fibres 
and water associated with proteoglycans, respectively; pF + pC + pPG = 1; and R2F, R2C and R2PG are 
the intrinsic spin relaxation rates associated with these populations of water.  

The other important factor affecting R2 is the alignment of the collagen fibres within the ECM. 
The intrinsic relaxation rate of water associated with collagen, R2C, follows the so-called magic-angle 
orientational dependence, whereby the efficiency of spin relaxation is minimised when the  
collagen fibre is aligned at the “magic angle” MA = arccos(1/  )  54.7° [3,34,35]. As a result, the  
weighted-average relaxation rate also follows the magic-angle dependence: 

22
I A I A0

2 2 2 2 2
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2
R R R R R (5)

where  is the angle between the collagen fibres and the applied static magnetic field B0 [36]. R2 on 
the left-hand side of Equation (5) is identical to the R2 on the left-hand side of Equation (4); both 
represent the experimentally measured R2 at a given physical location within a cartilage sample at a 
given orientation with respect to B0. R2I is the isotropic component of the relaxation rate, which is 
independent of the orientation of the sample relative to B0 and can be attributed to free, PG-bound 
and, to some extent, collagen-bound water. R2A is the anisotropic component of the relaxation rate; 
this component can be attributed exclusively to collagen-bound water. In other words, the  
R2 contributions R2F and R2PG in Equation (4) are entirely isotropic, while the contribution R2C 
contains an isotropic and an anisotropic term. The anisotropic component R2A is non-zero only in the 
case of partially aligned collagen scaffold, and its amplitude is dependent both on the degree of the 
alignment and on the angle between the predominant direction of the alignment and the static 
magnetic field (R2A0 is the anisotropic component or relaxation rate when the cartilage is 
predominantly aligned with the static magnetic field).  

The “free” water is the dominant water population in articular cartilage: both pC and pPG can be 
estimated to be ~0.1 or less, based on studies of similar hydrated macromolecular systems [37]. 
However, the intrinsic spin relaxation rates of the two “bound” populations, R2C and R2PG, 
significantly exceed that of the free water, R2F, due to the lower molecular hydrodynamic mobility 
of the former. As a result, despite its relatively small molar fraction, the R2 contribution from bound 
water can significantly exceed that from free water. This can be seen, e.g., in references [34,35], 
where the amplitude of the anisotropic component of R2 within the radial zone of AC exceeds the 
isotropic component by a factor of 3–4. It also means that, when the cartilage sample is perpendicular 
to B0, the R2 value tends to vary with the depth and exhibits a zonal behaviour corresponding to the 
histological zones of collagen fibre alignment.  

4.3. Interpretation of Compression-Induced R2 Changes 

Compression of articular cartilage effects two principal changes at the microstructural level, both 
of which bring about a change in the R2 value. First, due to the incompressible nature of interstitial 
water, compression can only be achieved via the outflow of water from the sample. Therefore, 

2 2 2 2F F C C PG PGR p R p R p R

3
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compression increases the volume fraction of the biopolymers within the sample and thus serves to 
increase the R2. Second, sample compression can result in reorientation of collagen fibres within the 
ECM scaffold [12,38], which can result in changes in the anisotropic component of the spin relaxation 
rate. This change can be either positive or negative, depending on whether the angle between the 
fibres and B0 moves further away from or closer to MA. 

In general, these two contributions to compression-induced R2 changes are superimposed and it is 
not possible to separate them based on the mathematical considerations alone. However, it is often 
possible to attribute the observed change primarily to one of these two factors, based on the 
knowledge of the macromolecular factors underpinning cartilage biomechanics.  

As a case study, it is instructive to interpret the depth profiles of R2 shown in Figure 9. In the 
uncompressed samples (the black profiles), the lowest values of R2 (and therefore the lowest R2A) is 
consistently exhibited at the normalised depth x ~ 0.1. This region of cartilage is consistent with the 
centre of the transitional zone of AC, where collagen is completely disordered and therefore 
possesses R2A = 0. With compression the R2 in these regions increased in all four samples, consistent 
with compression-induced loss of water in the superficial and transitional zones of the cartilage, 
compression-induced partial alignment of collagen fibres, or a combination of these two factors.  
It should be noted that some of the compression-induced evolution of the R2 profile observed in  
Sample 4 could be attributed to the use of the relative depth, as seen, e.g., in [39]; however, this does 
not appear to be a factor for the other three samples.  

With the increasing depth (x = 0.3–0.4), the R2 in uncompressed samples increases to ~0.05 ms 1; 
this is consistent with an increased degree of collagen alignment and the consequent non-zero  
R2 contribution from its anisotropic component. The R2 continues to increase in Sample 3 and to 
some extent in Sample 1, suggesting the maximum collagen alignment near the bone. These two 
samples are therefore consistent with the classic three-zone collagen alignment pattern (superficial, 
transitional and radial zones). On the other hand, in Samples 2 and 4 the R2 significantly decreases 
after x = 0.4 and reaches a secondary minimum at x ~ 0.6. This suggests the presence of a secondary 
transitional zone near the bone. 

Below the region of cartilage consistent with the primary transitional zone (x > 0.3), the response 
of the R2 profiles to compression varied markedly. Samples 1 and 3 demonstrate a decrease in  
R2 throughout the depth range between 0.3 and 1. This can be explained as follows. Assuming that 
cartilage compression results in a decrease in the water content throughout the tissue, the isotropic 
contribution to R2 (R2I) can only be expected to rise at a given depth. However, the anisotropic 
contribution (R2A) is capable of decreasing if the compression results in a realignment of collagen 
fibres closer to the Magic Angle relative to B0. If Samples 1 and 3 possess the classical alignment 
pattern, then the collagen fibres in their radial zones are likely near-perpendicular to the bone in the 
uncompressed state. Therefore, any compression-induced realignment of the collagen fibres would 
increase the angle between the fibres and B0 and, according to Equation (5), would reduce the 
magnitude of the anisotropic R2 contribution. Such fibre realignment has also been observed 
experimentally from diffusion-tensor images of articular cartilage under intermediate load [14]. 
Therefore, fibre realignment appears to be a plausible explanation of the compression-induced 
decrease in R2 in these two samples.  
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Sample 2 exhibits no significant compressive changes in the R2 profile at x > 0.3. A likely 
explanation of this observation is that the load bearing in this sample was borne exclusively by its 
transitional zone. An alternative explanation may be that the increase in R2I due to water loss  
is exactly compensated by the fibre realignment-induced reduction in R2A; however, the scenario  
appears improbable. 

Sample 4 shows a R2 profile in the uncompressed state that is somewhat similar to that of  
Sample 2. This sample was measured at three different pressures, 120, 200 and 400 kPa. All three 
pressures produced an increase in in R2 at x < 0.35, but no significant change in the R2 profiles was 
seen at greater depth fractons for pressures of 120 and 200 kPa. This suggests that at the lower 
pressures the regions corresponding to the superficial and transitional zones carried the majority of 
the load. At a pressure of 400 kPa, a near-uniform and significant increase in R2 is seen at x > 0.35. 
This suggests that the deeper cartilage regions in this sample contributed to the load processing at 
the greater loading pressures.  

4.4. Load Processing in Articular Cartilage 

As discussed above, Figure 9 reveals that the degree of compression within mechanically loaded 
AC is not uniform but varies between structural regions of the cartilage with different degrees of 
collagen alignment. The compression-induced change in the depth profile of R2 in Sample 4 suggests 
that, at the applied load of 100–200 kPa, the greatest compression is observed in the superficial and 
transitional zones of AC, while the radial zone exhibits no significant compression. This is consistent 
with previously published studies, where at a low compression ratio significant changes in the 
collagen fibre alignment were limited to the superficial and transitional zones, and significant 
compressive response in the radial zone was observed only at a higher compression [40,41].  

The other feature evident from Figure 4 is the significant differences in the compressive response 
at high pressure exhibited by the deep zones (x > 0.35) of the four samples studied. This is consistent 
with the variability of collagen fibre alignment patterns observed in previous studies [12]. While the 
deep zone of Sample 4 exhibited a modest but significant compressive response at 400 kPa, the 
corresponding zone of Sample 2 exhibited no apparent response at a comparable pressure (500 kPa). 
This difference is interesting, especially in light of the similarity of uncompressed R2 profiles of 
Samples 2 and 4. Furthermore, the radial zones of Samples 1 and 3 exhibited a compressive response 
that was significant but different to that of Sample 4. This suggests that the macromolecular scenarios 
involved in load processing may vary significantly between cartilage samples, even in animals of the 
same species and comparable age. Further investigation of these differences may be significant to 
the understanding of the biophysical mechanisms involved in the development of the early stages of 
osteoarthritis and calls for a further, in-depth study of the spatial distribution of load processing in 
articular cartilage. 

4.5. MRI Consolidometry as a Tool for the Study of Cartilage Biomechanics 

The limitations of this study relate to the relatively long acquisition times required for MRI 
measurements on a biological time-scale, the time during which an organism might experience load 
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and for equilibration of changes to the cartilage to occur. Time resolution could be improved, at the 
expense of spatial resolution, using larger voxels to improve signal-to-noise ratios (SNR). Greater 
SNR could also be achieved with higher magnetic fields to gain better time-resolution. In this study, 
the maximum pressure achieved was similar to normal physiological pressures achieved in vivo 
although the results are not relevant to peak transient working loads experienced in vivo.  
The application of higher pressures would reduce the thickness of tissue available for imaging, 
making it difficult to reliably differentiate regions within the cartilage.  

Imaging measurements could be made during the consolidation process, however, because the 
consolidation process is dynamic, compression of the cartilage is likely to reduce the image quality, 
particularly in the early stages when fluid extrusion is greatest. For our purposes, the initial and final 
states of the cartilage after compression were of most interest to demonstrate the ability to make 
measurements before and after consolidation without moving the sample within the MRI magnet.  

Because the cartilage is compressed after the second measurement, it is not possible to 
differentiate between changes in thickness due to collagen compression from changes due to egress 
of water. T1 mapping in future studies may assist with this differentiation. 

The successful measurement of cartilage consolidation within an MRI magnet will enable the 
application of other MRI techniques to further examine the dynamic structural changes accompanying 
load-bearing articular cartilage and disease-related changes. Examples include assessing changes in the 
alignment of collagen using diffusion tensor methods, imaging of bulk water flow in response to 
compression and the role of proteoglycan distribution, potentially measured by 23Na distribution.  
The method is also applicable to assessing treatment effects and compression cycling. 

5. Conclusions 

The construction of a MRI compatible cartilage consolidometer, for sensitive pressure 
measurements in the confined space and high magnetic field strength of the MRI magnet was made 
possible by the use of a fiber-optic pressure transducer and non-magnetic construction materials. The 
consolidometer enables the concurrent in vitro study of cartilage structure and performance while 
under mechanical load. The results of this study indicate that the static load is predominantly borne 
by the superficial and transitional zones of articular cartilage. This technique will enable 
characterization of cartilage tissue load-bearing performance in different states of health, as well as 
differences in load processing in individual animals.  
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Extrinsic Contrast 
Sensing Lanthanide Metal Content in Biological Tissues  
with Magnetic Resonance Spectroscopy 

Dina V. Hingorani, Sandra I. Gonzalez, Jessica F. Li, and Mark D. Pagel 

Abstract: The development and validation of MRI contrast agents consisting of a lanthanide chelate 
often requires a determination of the concentration of the agent in ex vivo tissue. We have developed 
a protocol that uses 70% nitric acid to completely digest tissue samples that contain Gd(III), Dy(III), 
Tm(III), Eu(III), or Yb(III) ions, or the MRI contrast agent gadodiamide. NMR spectroscopy of 
coaxial tubes containing a digested sample and a separate control solution of nitric acid was used to 
rapidly and easily measure the bulk magnetic susceptibility (BMS) shift caused by each lanthanide ion 
and gadodiamide. Each BMS shift was shown to be linearly correlated with the concentration of each 
lanthanide ion and gadodiamide in the 70% nitric acid solution and in digested rat kidney and liver 
tissues. These concentration measurements had outstanding precision, and also had good accuracy 
for concentrations 10 mM for Tm(III) Eu(III), and Yb(III), and 3 mM for Gd(III), gadodiamide, 
and Dy(III). Improved sample handling methods are needed to improve measurement accuracy for 
samples with lower concentrations. 

Reprinted from Sensors. Cite as: Hingorani, D.V.; Gonzalez, S.I.; Li, J.F.; Pagel, M.D. Sensing 
Lanthanide Metal Content in Biological Tissues with Magnetic Resonance Spectroscopy. Sensors 
2013, 13, 13732–13743. 

1. Introduction 

MRI contrast agents that consist of Gd(III) chelates are often used to enhance the image contrast 
of anatomical features during clinical diagnoses. Examples include the identification cerebral lesions 
during neuroimaging [1], the localization of ischemia and acutely infarcted myocardium during 
cardiac imaging [2], and the diagnoses of solid tumor morphology during oncological imaging [3]. 
These MRI contrast agents are also used to assess tissue function, including the tracking of vascular 
flow for large arteries and veins using MRI angiography [4], and the evaluation of vascular perfusion 
and permeability in capillary networks using Dynamic Contrast Enhancement MRI [5]. Gd(III) and 
Dy(III) chelates have been used for similar diagnoses of animal models [6–8]. 

Lanthanide chelates have also been used for molecular imaging. Gd(III) chelates have been used to 
detect enzyme activities, metabolites, ions, pH, and temperature by monitoring changes in T1- or  
T2-relaxation [9]. Dy(III), Tm(III), Eu(III) and Yb(III) chelates have also been developed for molecular 
imaging, primarily through the mechanism of Chemical Exchange Saturation Transfer (CEST) [10]. 
These lanthanide chelates contain a labile proton that can be selectively saturated, which reduces the 
coherent MR signal of the proton. The labile proton of the agent can exchange with water, which transfers 
the saturation to water and effectively reduces the MR signal of water. The magnitude of this change in 
MR water signal is sensitive to the chemical exchange rate of the CEST agent, which can be modulated 
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by enzymatic catalysis of the agent’s chemical structure, a change in temperature or pH that directly affect 
the kinetic rates of chemical exchange processes, or binding interactions with metabolites and ions [9]. 

Clinical translation of MRI contrast agents that consist of lanthanide chelates requires evaluations 
of biodistributions to assess potential toxicities. In particular, slow clearance from the body can lead 
to extended retention and subsequent dissociation of a lanthanide ion from the organic chelator, 
which can cause Nephrogenic Systemic Fibrosis [11]. Ex vivo measurements of lanthanide chelate 
concentrations in various tissues of animal models are often one of the first steps of toxicological 
assessments. In addition, molecular imaging studies of animal models require the accurate measurement 
of tissue concentrations of MRI contrast agents to validate imaging results. However, T1 relaxation 
caused by a Gd(III) chelate, and CEST generated from other lanthanide chelates, are dependent on 
multiple physico-chemical characteristics, so that converting T1-weighted MR images or CEST MRI 
results to a measurement of contrast agent concentration is not necessarily accurate [12,13]. Therefore, 
ex vivo validation of contrast agent concentrations can improve in vivo studies with MRI contrast agents. 

Two methods are currently used to measure concentration of lanthanide chelates in ex vivo tissues. 
Inductively coupled plasma mass spectrometry (ICP-MS) provides outstanding measurement 
accuracy of concentrations of lanthanide ions as low as 1 ng/mL [14]. However, ICP-MS is relatively 
expensive, has limited availability at many research institutions, requires frequent calibration with 
known samples, and requires careful sample preparation and handling. A colorimetric test with 
xylenol orange, methyl thymol blue, or arsenazo dye can also be used to measure concentration of 
lanthanide ions as low as 8–50 M depending on the pH and temperature of the sample [15–17]. 
These spectrophotometric methods are popular because spectrophotometers are relatively 
inexpensive and available at mot research institutions. Yet colorimetric analyses require samples that 
are optically transparent except for the dye, which severely limits the ability to assess tissue samples 
for lanthanide chelate concentration. 

The concentrations of lanthanide chelates have also been measured by employing the Evans 
method with a NMR spectrometer [18]. Paramagnetic lanthanide ions have an effective magnetic 
moment, eff, that can cause a bulk magnetic susceptibility (BMS) shift of the solvent [19]. This shift 
in MR frequency can be compared to the shift of a solvent without the lanthanide ion, which is 
directly related to the concentration of the ion, [Ln] (Equation (1)) [20]. In this relationship, T 
represents temperature and s is set to 1/3, 1/6, or 0 for a sample geometry that consists of a cylinder 
parallel to the main magnetic field, a cylinder perpendicular to the main field, or a sphere, 
respectively [21,22]. This relationship assumes that the measurement temperature is above the  
Curie-Weiss temperature and that the diamagnetic and the hyperfine shifts are negligible relative to 
the BMS shift, which is a good assumption for all paramagnetic lanthanide ions. Equation (1) also 
assumes that direct interactions between paramagnetic lanthanide chelates have negligible influence 
on the BMS shift, which has been shown to be a good assumption at practical concentrations [23]:  

 (1) 

We investigated whether a protocol could be developed that can measure the BMS shift with NMR 
spectroscopy to accurately measure lanthanide ion concentrations in ex vivo tissues of animal models. 

1558s[Ln] eff
2

T
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We evaluated the accuracies and precisions of measuring the concentrations of Gd(III), Dy(III), 
Tm(III), Eu(III), and Yb(III) ions and a Gd(III) chelate in solutions of 70% nitric acid. We tested 
conditions of the NMR spectrometer and sample that may affect the concentration measurement. 
After establishing correlations for these ions, we then performed similar evaluations with ex vivo rat 
liver and kidney tissues that were complete digested in 70% nitric acid. Our results establish a 
protocol and analytical criteria for measuring ex vivo concentrations of lanthanide-based MRI 
concentrations using the BMS shift. 

2. Experimental Section 

TmCl3 hydrate was acquired from Strem Chemicals Inc. (Newburyport, MA, USA). EuCl3, YbCl3, 
DyCl3, GdCl3 were obtained from Acros Organics (Fair Lawn, NJ, USA). Bovine serum albumin 
and NaCl were purchased from Thermo Fisher Scientific Inc. (Waltham, MA, USA). ACS-grade,  
68%–70% nitric acid was purchased from Mallinckrodt Chemical Inc. (St. Louis, MO, USA). 
Gadodimide (Omniscan , GE Healthcare Inc., Waukesha, WI, USA) was obtained from the 
Department of Radiology at Case Western Reserve University (Cleveland, OH, USA). Rat liver and 
kidney tissues were provided by the Small Animal Medical Imaging Services of the University of 
Arizona (Tucson, AZ, USA).  

Stock solutions were prepared at 5 mM for GdCl3, 10 mM for DyCl3, and 50 mM for TmCl3, 
EuCl3, and YbCl3 using distilled water. The concentration of each stock solution was verified with 
ICP-MS (Department of Geosciences, University of Arizona). A stock solution of gadodiamide was 
prepared at 5 mM concentration based on the concentration of the clinical product. A series of 
concentrations ranging between 0.1–5.0 mM for GdCl3 and gadodiamide, 0.5–10 mM for DyCl3, and 
1.0–50.0 mM for TmCl3, EuCl3, and YbCl3 were then created by serially diluting each stock with 
distilled water. To maintain accuracy, solutions with concentrations less that 5 mM were created with 
a final volume of 5 mL. Solutions with higher concentrations were created with a final volume of 1 
mL. These samples were then frozen in liquid nitrogen and lyophilized for 24–48 h depending on the 
sample volume. Concentrated nitric acid was then added to the dried sample, using a volume of 5 
mL for dilute samples and 1 mL for concentrated samples.  

To test the effect of salt, samples at 15 mM TmCl3 or 5 mM GdCl3 were prepared with NaCl 
concentrations ranging from 40 mOsm/L to 300 mOsm/L, using a 1 Osm/L stock solution of NaCl and 
the TmCl3 and GdCl3 stock solutions listed above. In addition, samples ranging between 0.1–5.0 mM for 
GdCl3 and 1.0–50.0 mM for TmCl3 were prepared with NaCl at 300 mOsm/L. To test the effect of protein 
content, the same series of samples of TmCl3 and GdCl3 were prepared with 90 M of albumin, using a 
300 M stock solution of albumin and the TmCl3 and GdCl3 stock solutions listed above. 

Rat liver and kidney tissues were excised and placed into 10% neutral buffered formalin and stored 
at 4 C before they were used for each tissue sample preparation. Rat kidney and liver tissue samples 
weighting 100 mg were tested, and the density of each tissue was assumed to be 1 g/mL to determine 
the volume of the tissue. Tissue samples that weighed 50, 100, 150, 200 and 250 gm were also tested. 
A stock solution of each lanthanide ion or gadodiamide was then added to a tissue sample, and diluted 
with distilled water, to create a range of tissue samples that ranged between 0.1–5.0 mM for GdCl3 
and gadodiamide, 0.5–10 mM for DyCl3, and 1.0–50.0 mM for TmCl3, EuCl3, and YbCl3. A final 
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volume of 5 mL was used for tissue samples with a concentration less that 5 mM, and tissue samples 
with a greater concentration were prepared with a final volume of 1 mL. The tissue samples were 
allowed to stand at room temperature for 30 min before lyophilization. Upon complete removal of 
water, the samples were suspended in 1 mL or 5 mL of conc. nitric acid for 3–5 h to allow for 
complete decomposition of the biological material. 

A volume of 200 L of each sample was added to a clean 3 mm NMR tube, and this narrow NMR 
tube was then placed in a 5 mm NMR tube that contained 300 L of concentrated nitric acid as a 
reference solution. The heights of the sample volumes in the co-axial tubes exceeded the height of 
the NMR transceiver coil. Thus the sample approximated an infinite cylinder parallel to the static 
magnetic field of the NMR spectrometer, which provided the greatest BMS shift (i.e., s = 1/3 in 
Equation (1)). Samples were equilibrated at each temperature before acquiring spectra. A  
one-dimensional NMR spectrum was acquired for each sample, with a 2.19 s repetition time; 7 sec 
excitation pulse; 12.5 ppm spectral width; 16,384 acquired data points; 0.114 Hz/point spectra 
resolution after zero-filling; and four repetitions with phase cycling. A deuterium lock was not used, 
because adding deuterium to the sample may have changed the BMS effect. Sample spinning was 
not used and shimming was not required, because the resulting lineshapes were sufficiently narrow 
and symmetric for accurately measuring the BMS shifts in each spectrum. The separation between 
the two spectral peaks was recorded in Hz to ensure measurement precision, and the Larmor 
frequency was used to convert this measurement to units of ppm. NMR spectra were recorded using 
a 300 MHz (7 T) Varian Unity+ spectrometer with an inverse tranceiver probe, and a 600 MHz  
(14 T) Varian Inova spectrometer with an inverse tranceiver cryoprobe. Measurements were acquired 
at 22.0 C, except for some measurements performed at temperatures as high as 67.0 C, using the 
calibrated temperature unit of the spectrometer. 

For each tissue study, three samples at each concentration of lanthanide ion and gadodiamide were 
prepared and measured with BMS NMR spectroscopy to ensure reproducibility. The other studies 
were performed with only one sample per concentration of lanthanide ion and gadodiamide.  
The BMS shift measured for each tissue sample was converted to a concentration of lanthanide ion 
and gadodiamide using each calibration determined with lanthanide ion and gadodiamide solutions. 
The calculated concentrations were compared with the concentrations used during preparation of the 
sample for BMS NMR spectroscopic analyses. 

3. Results and Discussion 

A variety of methods for preparing samples were initially tested, including combinations of 
burning tissue samples to ash in a 600 C furnace, homogenizing tissue samples to a paste, and  
high-speed centrifugation that have been previously used to extract metals from tissues [24–26]. 
These methods provided disappointing 8%–10% yields of recovered lanthanide ion in tissues. 
Therefore, these other methods were abandoned when a simplistic treatment with nitric acid was 
found to provide excellent yields [27]. The nitric acid completely digested tissues within 20 min, 
resulting in clear solution with a yellow color. 

NMR spectroscopy of the sample and control solution in co-axial tubes generated outstanding 
spectral results (Figure 1). An initial study demonstrated that the BMS shift was invariant within one 
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minute of inserting the sample in the magnet at 22.0 C, indicating that the sample equilibrated  
from room temperature to 22.0 C within one minute. The acquisition of the NMR spectrum required 
8.76 s. Data processing and analysis required less than one minute. Therefore, the total time to 
analyze one sample was approximately two minutes. Thirty samples were routinely analyzed within 
one hour. 

Figure 1. NMR spectra of coaxial samples of Tm(III) ion in nitric acid (left peak) and 
nitric acid without Tm(III) (right peak) were rapidly acquired and easily analyzed to 
measure the BMS shift of each sample.  

 

The concentrations of each lanthanide ion and gadodiamide in nitric acid were linearly correlated 
with BMS shifts acquired at 7T magnetic field strength. (Figure 2a,b). The calibrations with Gd(III) 
and gadodiamide were identical, indicating that the nitric acid digested the chelator, or the chelator  
had negligible effect on the BMS shift. Gd(III), gadodiamide, and Dy(III) were analyzed using 
concentration ranges that were lower than the ranges used for the other lanthanide ions, because very 
high concentrations for Gd(III) and Dy(III) caused rapid T2 relaxation that led to substantial line 
broadening in the NMR spectrum. These correlations showed outstanding linearity with R2 
correlation coefficients greater than 0.98. The slope of each calibration was used to determine eff for 
each lanthanide ion, which agreed with previously published results (Table 1; Equation (2)).  
This agreement validated that the concentration dependence of the measured chemical shifts arose 
from a BMS shift:  

 (2)
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Figure 2. Correlation of BMS shift and lanthanide ion concentration. (a,b)  
The correlation of BMS shift and concentration for each lanthanide ion or gadodiamide 
at 7 T magnetic field strength showed outstanding linearity with R2 > 0.98. (c,d)  
The concentration dependence of BMS shift at 7 T (filled symbols) and 14 T (open 
symbols) for Tm(III) and Gd(III) showed that the calibration was independent of 
magnetic field strength. 

 

Table 1. Estimates of eff from BMS shifts. 

Lanthanide Ion 
eff  

(Figure 2a,b) 
eff  

(Figure 4a) 
eff  

([22]) 
Dy(III) 10.38 --- 10.6 
Gd(III) 7.86 8.10 7.94 
Tm(III) 6.56 7.54 7.6 
Yb(III) 3.81 --- 4.5 
Eu(III) 3.18 --- 3.40–3.51 

This study with Tm(III) and Gd(III) samples at different concentrations was repeated at 14 T magnetic 
field strength, which generated the same calibration (Figure 2c,d). This result indicated that NMR 
spectrometers at any field strength may be used to measure lanthanide ion concentration via BMS shift 
measurements. The calibration of BMS shift with the concentration of Tm(III) or Gd(III) was not affected 
by the addition of 300 mOsm/L salt or 90 M protein (Figure 3). In addition, samples of 15 mM Tm(III) 
and 5 mM Gd(III) that had varying concentrations of salt generated identical BMS shifts (data not shown), 
which further verified that salt had no effect on the BMS measurement. These results indicated that 
estimates of lanthanide ion concentrations via BMS shift measurements with sample preparation using 
nitric acid could be translated to tissue samples that have high salt and protein contents. 
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Figure 3. Effect of sample conditions on the concentration-BMS shift calibration.  
The calibrations of (a) Tm(III) and (b) Gd(III) without (filled symbols) and with  
300 mOsm/L NaCl (open symbols) showed that salt had a neglible effect on the 
concentration-dependent BMS shift. The calibrations of (c) Tm(III) and (d) Gd(III) 
without (filled symbols) and with 90 M albumin (open symbols) showed that proteins 
had a neglible effect on the concentration-dependent BMS shift.  

 

The BMS shifts of Tm(III) and Gd(III) decreased with increasing temperature, as predicted by 
Equation (1) (Figure 4a). This result indicated that analyses of lanthanide ion concentrations should 
be conducted at lower temperatures to improve measurement precision. We elected to perform 
measurements at 22 C, the lowest temperature tested in our studies, to avoid delays required to 
equilibrate the sample at lower temperatures. The values of eff for Tm(III) and Gd(III) were 
estimated based on the dependence of the BMS shift on concentration and temperature (Table 1; 
Equation (3); Figure 4b). Once again, these estimates of eff agreed with published results, which 
further validated that the BMS shift was the primary mechanism responsible for the differences in 
chemical shifts observed using NMR spectroscopy: 

 (3) 

The concentrations of each lanthanide ion and gadodiamide in kidney and liver tissues treated 
with nitric acid were linearly correlated with BMS shifts acquired at 7T magnetic field strength. 
(Figure 5). These relationships had R2 correlation coefficients greater than 0.96. These outstanding 
linear correlations with a 0 y-intercept indicated that endogenous metals such as iron had negligible 
effects on the BMS measurements. Furthermore, the average standard deviations from triplicate 
evaluations of each sample were less than 10%, and the great majority of standard deviations were 
much smaller than 10%, as evidenced by many error bars that are smaller than the size of the data 
symbol in Figure 5. These results demonstrated that the concentration of lanthanide ion or 
gadodiamide in tissues was measured with outstanding precision. In addition, the correlations for 
Gd(III) and gadodiamide were the same, which once again indicated that nitric acid digested the chelator 
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during tissue digestion, or the chelator had negligible effect on the BMS shift. Identical results were 
obtained using samples that ranged from 50 to 250 mg of tissue, indicating that the tissue volume did not 
influence the measurement precision (data not shown), which further verified that protein content within 
the processed solution did not influence the measurement of lanthanide ion concentration with BMS 
NMR spectroscopy. 

Figure 4. Effect of temperature on the concentration-BMS shift calibration. (a) The 
greatest BMS shifts were observed at lowest temperatures. (b) The BMS shift, , had a 
linear dependence on lanthanide ion concentration and inverse temperature, as predicted 
by theory (Equation (3)). Each line is labeled with is concentration in mM, with labels 
for data with solid symbols on the left and labels for data with open symbols on the right. 

 

Figure 5. Correlation of BMS shift and concentration of lanthanide ion or gadodiamide 
in (a,b) rat kidney tissues and (c,d) rat liver tissues showed outstanding linearity with  
R2 > 0.97.  

 

The percent recovery of lanthanide ions from the tissue samples was determined by using the 
calibrations in Figure 2 to estimate the ion concentrations from the BMS shifts of the tissue samples 
(Figure 6). These results showed greater than 85% recovery with samples containing at least 3 mM 
with Gd(III), gadodiamide, or Dy(III), and greater than 80% recovery with samples containing at 
least 25 mM of Tm(III), Yb(III), and Eu(III). However, the recovery was less accurate for more dilute 
samples. This result reflects the difficulty in sample handling, which affects dilute samples to a 
greater extend than concentrated samples. In particular, the development of our methodology showed 
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that care needs to be taken to handle nitric acid without loss due to evaporation, which can be 
substantial over time and especially during outdoor transport in a southwest desert environment.  

Figure 6. The recovery of lanthanide ions from (a,b) rat kidney tissues and (c,d) rat liver 
tissues. (a,c) At least 80% recovery was obtained for samples with  25 mM Tm(III), 
Yb(III), and Eu(III). (b,d) At in 85% recovery was obtained for samples with  3 mM 
Gd(III), gadodiamide, and Dy(III).  

 

These results established a protocol for measuring the lanthanide ion concentration in ex vivo 
tissues. Nitric acid can be used to digest any tissue or lanthanide chelate, which allows this method 
to be applied to many biomedical studies. NMR spectrometers at any magnetic field strength are 
commonly available at many research institutions for a nominal usage fee. Many samples can be 
quickly analyzed with this method. As an additional benefit, the completely digested tissues are not 
biohazardous, which facilitates waste handling (however, care should be taken to properly dispose 
of samples with lanthanide ions). 

Our results show that lanthanide ion content can be measured in ex vivo tissues with outstanding 
precision. In addition, accurate measurements can be made with concentrations  25 mM for Tm(III), 
Eu(III) or Yb(III), and  3 mM for Gd(III), gadodiamide, or Dy(III). Unfortunately, T1 and T2 MRI 
contrast agents typically accumulate in tissues at 10 M to 1 mM concentrations, and paramagnetic 
CEST agents likely accumulate in tissues at concentrations less than 10 mM. Therefore, the current 
concentration thresholds for accurate measurements are too high to apply this method for most 
biodistribution studies of MRI contrast agents. The lower yields at low concentrations are attributed 
to the loss of lanthanide ions or chelates during tissue processing. Therefore, improved tissue 
handling methods are warranted to facilitate this methodology. For example, extreme care is needed 
for handling and processing lanthanide chelates for optical imaging studies, and these careful 
handling methods may be adopted for measuring BMS shifts with NMR spectroscopy [28]. As an 
alternative, lyophilization of a large volume of tissue may be digested with a small volume of nitric 
acid, which would effectively concentrate the lanthanide ion in the acidic solution used for BMS 
NMR measurements. The volume of tissue that can be digested by 1 or 5 mL of nitric oxide  
(the volumes of acid used in this study) would need to be tested for each tissue type to assess the 
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improvement in detection sensitivity by using this approach. Also, the influence of concentrating 
endogenous metals such as iron would also need to be assessed. 

Other biological and non-biological samples besides ex vivo tissues also require testing for 
lanthanide concentrations. For example, biosorption of lanthanide metals has been monitoried in 
microbial species [29], plants [30], and biomass [31] to assess environmental quality and bioremediation. 
The concentrations of lanthanide metals are also assessed in soils [32,33] and stream waters [34,35], 
especially near mining sites and industrial complexes. These environmental assessments are likely to 
continue, considering the ~10%/year increase in lanthanide ore production to meet rising demands 
for glass polishing, catalysts, phosphors, magnets and electronic products [36]. As with the analyses 
of tissues in this report, the application of acid treatment and BMS shifts for measuring lanthanide 
concentrations in other samples will require consideration for the minimum detection level and/or 
consideration for concentrating the sample to meet the minimum detection level for accurate and 
precise measurements of lanthanide metal concentrations. 

4. Conclusions/Outlook 

The BMS shift was successfully used to measure the concentration of lanthanide ions and a MRI 
contrast agent, gadodiamide, in solution and within ex vivo tissue samples. Key steps in this process 
included the use of nitric acid to completely digest tissues, and the use of coaxial tubes for 
simultaneous NMR spectroscopy of experimental and control samples. The concentration 
dependence of the measured chemical shifts was shown to be due to the BMS shift. Although the 
methodology had outstanding precision, concentration measurements were accurate only for samples 
with higher concentrations. Improvements to sample handling during tissue processing are warranted 
to improve the accuracy of measuring lanthanide ion concentrations of more dilute samples. 
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Magnetic Resonance Imaging of Ischemia Viability 
Thresholds and the Neurovascular Unit 

Philip A. Barber 

Abstract: Neuroimaging has improved our understanding of the evolution of stroke at discreet time 
points helping to identify irreversibly damaged and potentially reversible ischemic brain. 
Neuroimaging has also contributed considerably to the basic premise of acute stroke therapy which 
is to salvage some portion of the ischemic region from evolving into infarction, and by doing so, 
maintaining brain function and improving outcome. The term neurovascular unit (NVU) broadens 
the concept of the ischemic penumbra by linking the microcirculation with neuronal-glial interactions 
during ischemia reperfusion. Strategies that attempt to preserve the individual components 
(endothelium, glia and neurons) of the NVU are unlikely to be helpful if blood flow is not fully 
restored to the microcirculation. Magnetic resonance imaging (MRI) is the foremost imaging 
technology able to bridge both basic science and the clinic via non-invasive real time high-resolution 
anatomical delineation of disease manifestations at the molecular and ionic level. Current MRI based 
technologies have focused on the mismatch between perfusion-weighted imaging (PWI) and 
diffusion weighted imaging (DWI) signals to estimate the tissue that could be saved if reperfusion was 
achieved. Future directions of MRI may focus on the discordance of recanalization and reperfusion, 
providing complimentary pathophysiological information to current compartmental paradigms of 
infarct core (DWI) and penumbra (PWI) with imaging information related to cerebral blood flow, 
BBB permeability, inflammation, and oedema formation in the early acute phase. In this review we 
outline advances in our understanding of stroke pathophysiology with imaging, transcending animal 
stroke models to human stroke, and describing the potential translation of MRI to image important 
interactions relevant to acute stroke at the interface of the neurovascular unit. 

Reprinted from Sensors. Cite as: Barber, P.A. Magnetic Resonance Imaging of Ischemia Viability 
Thresholds and the Neurovascular Unit. Sensors 2013, 13, 6981–7003. 

1. Introduction 

Evolution of brain damage due to stroke is a highly complex process, involving cerebrovascular 
and parenchymal tissues through the interaction of multiple mechanisms. Neuroimaging has 
contributed considerably to the understanding the pathophysiology of stroke in living animals and 
humans, and has been the keystone to therapeutic advancement for stroke care [1]. The concept of 
the ischemic penumbra and infarct core in the early 1970s has transcended from a basic 
understanding of ischemic core and salveagable ischemic brain based on the observation of anoxic 
depolarization and energy metabolism [2]. Recently, this compartmentalized concept has 
incorporated important processes at the level of the microvasculature following cerebral ischemia. 
The ischemic penumbra implies the basic premise that acute stroke therapy can salvage some portion 
of the ischemic region from evolving into infarction and by doing so maintaining brain function and 
improving outcome [1]. 
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The concept of the Neurovascular Unit (NVU) incorporates critical and metabolic tissue viability 
thresholds with cellular interactions involving endothelium, with astrocytes, and neurons with the 
blood brain barrier (BBB) and extracellular matrix. Under physiological conditions the BBB provides 
the critical, physical, metabolic, and neurological barrier that separates the CNS from the peripheral 
circulation [3]. Focal cerebral ischaemia, as is observed in acute stroke, is responsible for the loss of 
endothelial cell integrity resulting in an increase of vascular permeability [4]. The disruption of the 
BBB results in the formation of a vasogenic oedema, which causes further damage in the surrounding 
tissue, especially when associated with hemorrhagic transformation [5]. Several mediators may 
contribute to the stroke-induced alterations of the BBB: reactive oxygen species (ROS) [6,7], platelet 
activating factor, tumour necrosis factor-  [8], vascular endothelial growth factor [9], and matrix 
metalloproteinases [10]. 

Positron emission tomography (PET) translated the early concept of the penumbra by visualizing 
the relationship of cerebral blood flow changes to the metabolic demands of ischemic tissue. This 
initial step of translating electrophysiological observations to human imaging was followed by 
further iterations in the evolution of clinical imaging paradigms that has transformed the concept of 
the penumbra to one of “mismatch” between ischemic core and potentially salvageable tissue by 
clinically available technologies-MRI and computed tomography [11,12]. With the help of this 
imaging technology came refinements in selecting, for clinical trials, patients for therapeutic 
intervention for acute stroke with thrombolysis and endovascular therapy. Such advanced 
neuroimaging techniques have been studied in clinical trials [12–15]. 

Despite inclusion of increasingly sophisticated neuroimaging there has been a failure of numerous 
neuroprotective clinical trials. This has led to the realization that refinements to the imaging of 
ischemic injury is needed to visualize additional aspects of the complex process of stroke, that 
includes imaging assessment of cerebrovascular and parenchymal tissue. The introduction of the 
NVU offers a conceptual and practical approach, which fundamentally links the integrity of the 
microvessel with neuronal and glial interactions [16,17]. From a therapeutic perspective this unitary 
conceptual framework implies that there will be limited recovery of function unless blood flow is  
re-established and all parts of the unit recover because of the ischemic vulnerability of individual 
sensitive components of the unit [17,18]. Biological understanding of the processes of ischemia and 
the NVU has now developed through technological advancements in molecular biology and in vivo 
imaging including non-invasive imaging techniques. Recent work with MRI has evolved  
from imaging ischemic viability to include imaging of the microvasculature, specifically pathological 
processes resulting in BBB dysfunction, and concurrent molecular and cellular inflammatory  
events [19,20]. This review focuses on stroke related pathophysiological processes that can be 
currently imaged, describing the shortcomings of each. The unmet needs of currently available 
imaging modalities are identified that may be achieved in the future with more sophisticated 
molecular imaging. 

2. Basic Mechanisms of Stroke 

Acute cerebral ischemia occurs following mechanical occlusion of cerebral blood vessels, usually 
by embolus [21]. When blood flow to the brain is reduced survival of brain tissue depends on the 
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intensity and duration of the ischemia and the availability of collateral blood flow. During moderate 
to severe cerebral ischemia, autoregulation is impaired. This has allowed investigators to reduce 
cerebral blood flow (CBF) and assess the critical flow thresholds for certain functions. At blood-flow 
levels around 20 mL/100 g/min, the oxygen extraction fraction (OEF) becomes maximal, the cerebral 
metabolic rate for oxygen (CMRO2) begins to fall [22]. Normal neuronal function of the cerebral 
cortex is affected, and cortical electroencephalographic activity ceases [23]. This degree of ischemia 
represents a viability threshold defined as the loss of neuronal electrical function. At levels below 10 
mL/100 g/min, cell membranes and function are severely affected [24]. At this threshold, lack of 
oxygen inhibits the mitochondrial metabolism and activates the inefficient anaerobic metabolism of 
glucose causing a local rise in lactate production and so a fall in pH, leading to intra- and extracellular 
acidosis. The energy dependent function of the cell membrane to maintain ion homeostasis becomes 
progressively impaired. Potassium ions leak out of cells into the extracellular space, Na+ and water 
enter cells (cytotoxic oedema), and Ca2+ enters the cell, where it impairs mitochondrial function and 
compromises intracellular membranes to control subsequent ion fluxes, leading to further 
cytotoxicity. This degree of ischemia represents a threshold of loss of cellular ion homeostasis.  

These two concepts of critical thresholds of electrical and membrane failure define upper and lower 
flow limits of the ischemic penumbra, a fundamental component of the concept being that penumbra 
tissue is reversibly injured [2,24] but this is dependent on both the severity and the duration of ischemia; 
with increasing time the infarct core grows into the penumbra (Figure 1) [25,26]. From a pragmatic 
perspective the penumbra is also characterized by a response to pharmacological agents [14]. However, 
recent studies of functional and metabolic disturbances suggest a more complex pattern of thresholds. 
During the initial few hours of vascular occlusion, different metabolic functions breakdown at varying 
CBF levels. At declining flow rates in both global and focal models of ischemia, protein synthesis is first 
inhibited in neurons, followed by anaerobic glycolysis, the release of neurotransmitters, impaired energy 
metabolism, and finally membrane depolarization [27]. Mechanisms that give rise to ischemic cell death 
occur via three major mediators: unregulated increases of Ca2+ concentration intracellularly, tissue 
acidosis, nitric oxide and free radical production. In the early phases of ischemia, the injury is 
compromised by waves of spreading depression that further compromise regional CBF. In the minutes, 
hours, days after this initial ischemic insult, brain injury is modulated by: inflammatory processes, the 
induction of immediate early genes, free radicals, and later by apoptotic mechanisms [28]. 
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Figure 1. (A) Cerebral Blood Flow and Metabolic Thresholds. With falling Cerebral 
Perfusion Pressure (CPP) as occurs distal to a cerebral artery occlusion, intracranial 
arteries dilate to maintain CBF- a process termed autoregulation. This results in an 
increase in Cerebral Blood Volume. When vasodilation is maximal, further falls in CPP 
result in a fall in CBF and results in increase in Oxygen Extraction Fraction (OEF) to 
maintain tissue oxygenation. When OEF is maximal further falls in CPP lead to reduction 
in Cerebral Metabolic Rate for Oxygen utilization (CMRO2). (B) The combined effects 
of residual CBF and duration of ischemia on reversibility of neuronal dysfunction during 
focal ischemia. The gray shaded region outlines the limits of severity and duration of 
ischemia, distinguishing tissue “not at risk” from functionally impaired tissue. 
Schematics are drawn from concepts attributed to Baron and Heiss et al [25,26].  

Decreasing Perfusion Pressure  
(A) 
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Figure 2. Two conceptual frameworks of Ischemic Stroke: the Penumbra and the 
Neurovascular Unit. The heterogeneity of the ischemic penumbra is illustrated. From the 
onset of focal ischemia the core and the penumbra are dynamic in space and time.  
A region of low perfusion in which cells have lost their membrane potential (core) is 
surrounded by an area in which intermediate perfusion prevails (penumbra) and cells 
depolarize intermittently. The CBF and metabolic viability thresholds (scale on right of 
figure) identify reversible and irreversibly injured tissue. The potentially reversible injury is 
modified by microvascular cellular and molecular responses at the level of the 
neurovascular unit (NVU, inset figure on left), mechanisms that include vasogenic 
oedema, BBB dysfunction and hemorrhagic transformation. During ischemia endothelial 
cells express PAR1, tissue factor (TF) and matrix metalloproteinases (MMPs). Together 
these facilitate the endothelial inflammatory response causing aggregation of platelets, fibrin 
degradation and leukocyte recruitment. These phenomenon potentially contribute to 
microvascular “no reflow”. Also leukocytes adherent to endothelium can cause 
endothelial dysfunction, transvascular protein leakage and oedema, leading to brain 
injury. MMPs contribute to the degradation of extracellular matrix causing an increase 
in BBB permeability. Endogenous ligands from damaged cells cause the expression of 
Toll Like Receptors (TLRs). Through complex signaling pathways pro-inflammatory 
cytokines are produced via transcription factors such as NF  and AP-1.  

 

The microvasculature responds very quickly to the changes in CBF, and when critical thresholds 
are reached, endothelial cells rapidly convert into a pro-inflammatory and pro-thrombotic state by 
the up regulation of various humoral intermediaries, such as proteinase activated receptor 1 (PAR 1), 
endothelial tissue factor and matrix metalloproteinases (MMPs) [29,30] in the ischemic core and 
peunmbra which facilitate inflammation and BBB dysfunction [31–33]. This process facilitates the 
accumulation of fibrin, platelets and neutrophils, which results in micro vascular obstruction. Matrix 
metalloproteinases degrade the neurovascular matrix on the abluminal side causing acute BBB 
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disruption. The release of endogenous ligands from damaged cells leads to the activation of Toll Like 
Receptors (TLRs). Their signaling causes several mediators to promote the production of  
pro-inflammatory cytokines via the activation of transcription factors such as NF-  and AP1, 
perpetuating a cycle of neurovascular damage (Figure 2) [34–36]. Endothelial cells facilitate 
selective leukocyte recruitment by a sequence of interactions with brain endothelial cell adhesion 
molecules [37,38], controlling leukocyte rolling, tethering, and adhesion along endothelial cells. 
Ultimately, leukocytes transmigrate from the luminal to the abluminal side of the endothelial layer. 
One consequence of these events is that microvessels become obstructed within the territory-at-risk, 
with focal loss of permeability barriers and changes in endothelium-astrocyte-neuron relationships. 
The obstruction is most prominent in end arteries, for instance, the microvasculature of the  
striatum [39,40]. Activated platelets and fibrin, caused by the generation of thrombin, are also 
inherently involved in the microvessel obstruction. The microvessel wall undergoes rapid and dynamic 
change affecting matrix integrity of the basal lamina and matrix receptors. The change is concomitant 
with neuronal injury. Also, at this time the expression of the matrix constituents (basal lamina, laminin, 
collagen IV, cellular fibronectin, and perlecan) decrease substantially [41,42]. It has also been established 
that endothelial and astrocyte cytoskeletal structures are compromised by a decrease in endothelial cell 

-integrin receptor and integrin 6 4 on astrocyte end-feet in the first hour following middle cerebral 
artery (MCA) occlusion [40–43].  

3. Imaging Tissue Viability during Ischemia 

The imaging surrogates of infarct core should reflect histological markers of irreversible cellular 
injury, unresponsive to increases of blood flow during reperfusion or dynamic changes of flow in and 
around the injury. They should also reflect what we understand from the pathophysiology that with 
time the core enlarges and the severity increases [43,44]. Markers to assess morphological integrity 
achieved in experimental studies are predicated on invasive procedures, and therefore such markers 
cannot be determined in humans [44]. There are several challenges for imaging penumbra in human 
beings: (1) most techniques used clinically do not provide information about tissue viability; and,  
(2) ischemia is a highly dynamic process and physiological variables can only be measured at a  
few discrete time points and repeated measures are extremely challenging in contrast with  
animal experiments. 

The identification of penumbra necessitates measuring reduced CBF less than the functional threshold 
and biochemically differentiating morphologically viable from dead brain tissue. An early demonstration 
of the functional threshold was demonstrated in monkeys exposed to focal cerebral ischemia [45].  
A reduction in blood flow following middle cerebral artery occlusion led to the developmental of a 
neurological deficit at flow rates of 23 mL/100 g of brain per minute, and if lowered further caused 
irreversible paralysis at blood flow rates of 8 mL/100 g per minute [45]. This observation confirmed 
the concept of CBF viability thresholds but considerable variability exists determined by complex 
interactions dependent on the functional threshold of individual neurons, age of subject, and brain 
location (grey vs. white matter) [46,47]. Biochemical substrate biomarkers show similar thresholds 
but the pattern is more complex and the CBF values fall within a wider range; with declining flow 
rates in the range of 15–35 mL/100 g of brain per minute, protein synthesis is inhibited followed by 



 127 
 

 

the preference for an aerobic glycolysis at 35 mL/100 g of brain per minute, followed by the release 
of neurotransmitters and the impairment of energy metabolism at around 20 mL/100 g of brain  
per minute. Finally, terminal depolarization and concomitant potassium influx is observed at  
6–15 mL/100 g of brain per minute [27]. 

The use of positron emission tomography (PET) in human subjects has been aimed at identifying 
irreversibly damaged and ischemically compromised brain. PET utilizing 15-oxygen tracers are 
considered to provide the reference standard for the CBF measurements [9,48–50]. The imaging 
paradigm clinically has been a CBF measure combined with metabolic surrogates of tissue viability 
signaling permanent tissue destruction. PET using 15 oxygen tracers allows quantitative assessment 
of CBF, cerebral metabolic rate of oxygen (CMRO2), oxygen extraction (OEF) and cerebral blood 
volume (CBV), independently measuring perfusion and energy metabolism and demonstrating the 
uncoupling of each at discrete time intervals following ischemia (Figure 1). The core is defined by 
reduced CBF and CMRO2, and the penumbra as a region beyond this where CBF is reduced, but 
OEF is increased and CMRO2 is normal. 

Understanding the limitations of a single cerebral blood flow threshold has evolved from PET 
imaging in focal ischemia and this knowledge base could be applied to more conventional clinical 
imaging paradigms like CT and MRI. Five main factors account individually to the variance of the 
PET acquired data: blood flow discrepancies between grey and white matter, age determinants, 
methodological variability related to blood flow between regions of interest (ROI), voxel-based 
analysis (VBA), and duration of ischemia as an independent predictor of tissue viability. Blood flow 
measurements are dynamic represented visually in the clinical scenario at variable time points 
without knowledge of CBF before or after. This contrasts dramatically with the relatively controlled 
environment of animal experiments; in humans the duration of ischemia cannot be controlled, nor 
the site of occlusion, nor the location of ischemia. 

During ischemia OEF compensates for the ischemic challenge by increases of up to 80% 
compared to approximately 30% in the resting state [50]. This elevation of OEF along with reduction 
of CBF can discriminate the ischemic compartments of non-viable tissue vs. penumbra. The 
combination of OEF and CBF x arterial oxygen content is CMRO2. Data supports that CMRO2 is the 
preferred marker to delineate infarcted from viable tissue [50]. However, there are logistical challenges 
with obtaining OEF measurements, as the technique requires a steady-state inhalation approach, which 
makes it impractical for imaging stroke patients. However, alternative techniques have been 
successfully developed; these include 11C-flumazenil (FMZ) and 18F-fluoromidoianzol (F MISO).  
11C-FMZ is a marker of cortical neuronal integrity and may be a reliable surrogate of ischemic core 
capable of delineating penumbra in combination of 15O-water PET [18,46,51,52]. F MIZO is a 
marker of hypoxic tissue that may allow direct visualization of hypoxia impairment [53]. 

There are other limitations with PET imaging. Many clinical studies recruited small numbers  
of subjects, providing data on blood flow, metabolic values, and final infarction [46,54–56].  
These studies have shown that two variables are consistently correlated with respect to viability, 
namely contemporaneously measured CBF and CMRO2 utilization. However, the identification of 
CBF values corresponding to metabolic determinants of tissue viability values of infarcted vs.  
non-infarcted penumbra tissue is a matter of controversy; CBF values are dependent on the separation 
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of cortex and white matter, measurement error at low trace levels and methodological differences 
between applied region of interest techniques vs. voxel-based analysis [50]. Given the PET 
limitations, preliminary MR methods have been developed to image OEF and CMRO2 in animals 
and humans [57–59]. 

Figure 3. CT and MR imaging for an acute stroke patient (76-year-old female). (A) The 
CT image shows slight hypointensity in the left anterior insular ribbon, as indicated by 
the yellow arrow. The apparent loss of structural definition suggests ischemia in the 
middle cerebral artery (MCA) territory; (B) DWI image shows very hyperintense areas 
interpreted as a region of infarction; (C) ADC map shows decreased diffusion of water 
in absolute units within the markedly hyperintense DW region; (D) Time-to-peak (TTP) 
map calculated from a DSC perfusion sequence showing delayed flow to ischemic region; 
(E) Cerebral blood flow (CBF) map computed using deconvolution with an arterial input 
function as a reference, and then calibrated to white matter in the contralateral side to 
provide a semi-quantitative depiction of blood flow; (F) FLAIR image from day 30  
follow-up MR exam shows final infarct to match closely with acute infarct. There was a 
delay time of 1.2 h from stroke onset to CT imaging, and an additional delay of 2.6 h to 
MR imaging. The patient was treated with intravenous tPA 1.5 h after onset–before the 
MR exam. DWI typically depicts infarction with greater lesion contrast as is the case 
here. The lack of a distinct perfusion-diffusion mismatch and no evident growth on 
follow- up may be at least partly attributable to recanalization occurring as a result of 
tPA administration (courtesy of Robert K Kosior, University of Calgary). 
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Figure 4. Co-registered PET and DW Images from an ischemic stroke patient. Figure 4A 
illustrates the main finding that the DWI lesion contains both core and penumbral tissue. 
Row 5 illustrates the core (CMRO2, CBF) and penumbra (OEF) voxels (red and green 
contours, respectively) with the DWI ROI superimposed (black contours). As expected, 
the relative proportion of penumbra was highest at the dorsal- and ventral-most regions 
of the middle cerebral artery territory, and lowest in its centre. In Figure 4B Co-registered 
day 30 high-resolution spoiled gradient echo sequence scan show final infarct (equivalent 
slices to Figure 4A. Superimposed are the PET core defined by CMRO2 and CBF (red)  
and penumbra defined by OEF (green). The PET-derived ROIs were interpolated to the 
higher-resolution magnetic resonance image. Visual assessment confirms that, bearing 
in mind a 95% probabilistic threshold, the core ROI translates into infarcted tissue, 
whereas the penumbra ROIs (as expected) have a mixed outcome, which would fit with 
the documented associated clinical improvement of the patient from an NIHSS of 16 to 9. 
Comparing the DWI lesion ROI from Figure 4A, it can be seen that most of it progresses 
to infarction, but note the variable DWI lesion intensity. In these images, the right 
hemisphere is on the right. Modified and reproduced with permission [60].  
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4. MRI Perfusion/Diffusion “Mismatch” 

The introduction of MR diffusion-weighted imaging (DWI) and perfusion-weighted imaging 
opened a new era of stroke imaging and a second evolution of imaging technology was conceived 
from the PET based concept of penumbra to the MR based concept of mismatch. The term mismatch  
applies a two-compartment approach: the infarct core is delineated on maps of DWI intensity or the 
apparent diffusion co-efficient (ADC), and the area of low perfusion is delineated on maps of  
perfusion-weighted imaging (Figure 3) [61–63]. The volumetric difference of normal appearing 
tissue on DWI and hypoperfusion on perfusion-weighted imaging is termed “mismatch” between 
these two maps. The mismatch is considered at risk of infarct growth without reperfusion and shows 
characteristics of the penumbra. To support the concept it has been shown that the core volume 
correlates with stroke severity and predicts large parts of the final infarcted tissue and the rescue of  
so-called penumbral tissue correlates with clinical improvement [64–67]. Two types of study 
methodology have been used to validate the mismatch hypothesis: the first method has reviewed 
DWI/PWI magnetic resonance imaging to define imaging patterns that show irreversibly infarct 
tissue vs. salvageable tissue in the presence or absence of reperfusion. This approach utilizes large 
patient numbers but the longitudinal design of these studies is limited by the absence of CBF data 
between imaging time points [50]. The second and alternative approach that has been undertaken has 
compared MR findings with a “gold standard” reference method typically PET (Figure 4). Recent 
clinical trials using the mismatch paradigm to select patients treated with thrombolysis did not show 
superior outcome, further questioning the validity and utility of the paradigm for making clinical 
stroke management decisions [1,12,14,68]. The mismatch concept can be scrutinized by asking two 
broad questions: (1) Does diffusion-weighted imaging identify ischemic core; (2) Can MR mismatch 
reliably identify the ischemic penumbra?  

(1) Does diffusion-weighted imaging identify ischemic core? 

The Apparent Diffusion Coefficient (ADC) quantifies the diffusibility of water and absolute 
thresholds of ADC reduction have been quoted as an absolute viability threshold in the controlled 
environment of animal stroke models but not humans. Clinically the timing of the ADC measurement 
is critical to its interpretation as it normalizes and then increases over time. It is also recognized that 
there is regional tissue susceptibility reflected by a variance of vulnerabilities; reduction of ADC in 
the striatum correlated with reduced ATP and tissue necrosis. The response of ADC upon reperfusion 
is an observed return of the ADC toward normal values [69,70]. There are numerous examples in the 
clinical literature that support that that ADC is reversible under the circumstances of prompt reperfusion, 
but as yet there is no agreed upon standard ADC value that predicts final infarct size. Despite potential 
ambiguity in interpreting DWI changes, [71,72] regions of DWI hyperintensity currently provide the 
best estimate of infarct core and often correspond well to regions of permanent damage. 

T2-weighted imaging is sensitive to inter-parenchymal water accumulation, and increased T2 
becomes apparent within several hours. T2 has become generally accepted as a reliable technique to 
predict an ischemic lesion beyond the acute stages. It correlates with histological measures of 
hemispheric swelling and the area of infarction by TTC and H&E histological sections [73].  
The detection of increased intensities in T2 weighted images within first 10 hours of stroke onset 
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represents tissue destined for final infarction and is a robust marker of final infarction demonstrated 
histopathologically [74]. However, again the infarct size defined by T2 is dependent on time because 
the maximum T2 response occurs within 48 hours, and beyond this time point dramatic changes in 
both size and the heterogeneity of the hyperintense T2 region occurs reflecting heterogeneous 
pathology in the regenerative phase of the stroke injury [74]. By acquiring different combinations of 
MRI signal (ADC, T2) complementary information can be gathered about the histopathological 
injury correlate. Reduced ADC in the presence of normal T2 may imply a less severe injury  
(sub lethal) consisting of compromised tissue without significant increased blood brain barrier 
permeability. On the contrary, the presence of an elevated T2 value may reflect more severely 
damaged tissue (lethal) [74–76]. 

(2) Can MR mismatch reliably identify the ischemic penumbra?  

Dynamic contrast perfusion-weighted imaging uses bolus tracking techniques and intravenous 
administration of paramagnetic contrast agents. Different curve patterns can be derived with or without 
deconvolution using an arterial input function obtained from large intracranial vessels such as the 
middle cerebral artery [77]. There are fundamental limitations with this approach. Time-to-peak (TTP), 
a single measure of arrival of contrast agent, does not represent the hemodynamic principle of CBF. 
There are other limitations. Hitherto, there is no consensus which perfusion map (TTP, relative Mean 
Transit Time (MTT), CBF, TMAX) most accurately identifies hypoperfusion and infarct growth or 
response to thrombolysis [78]. Also, superiority of deconvolved maps compared to non-deconconvolved 
maps has not shown to be superior in clinical studies [79,80].  

To differentiate penumbra from benign hypoperfusion (oligemia) a visual analysis is inadequate. 
Numerous MRI thresholds have been used, including relative TTP, relative MTT, CBF and  
TMAX [69,79–81]. Studies that have compared PET and MR thresholds have shown large variability  
of a calculated mismatch according to TTP and CBF which consistently over-estimates  
penumbra [80,82]. A recent study shows greater concordance of MR perfusion thresholds with PET 
thresholds. Increase in the TTP threshold has partially improved results [82]. One of the major 
problems encountered is the large inter-individual variability. For the mismatch concept to be 
generalizable there has to be conformity on the definition applied. Up to 49 different definitions for 
MR mismatch and CT penumbra have been applied in the literature to date [83]. Comparative PET 
and MRI studies attempted to validate the mismatch hypothesis, finding that mismatch overestimated 
the penumbra [60,82]. There was also no agreement on the percentage of mismatch required for 
therapeutic decisions. The way forward for the mismatch concept has been compromised by small, 
unblinded studies and the absence of data from large randomized controlled trials. An arbitrary use 
of a volumetric difference between diffusion lesion and perfusion lesion of 20% has been used in 
many studies without scientific basis [50]. This is a concern because in the clinical setting patients 
could be inappropriately stratified by a surrogate measure of penumbra that has not been validated. 
Furthermore, the mismatch phenomenon may simply be difficult to identify because the penumbra 
determined using a single flow threshold is not capable of representing the complexity of the 
physiological condition. Despite these issues, proponents note that most of these studies were 
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performed with early non-quantitative methods. More recent trials suggest there may be utility for 
penumbral selection when using automated, standardized, and quantitative techniques [12,84]. 

5. Imaging of the Neurovascular Unit Dysfunction (NVU) 

It has been acknowledged that understanding injury at the NVU following ischemia reperfusion 
is fundamental to therapeutic advancement for stroke. To date, tissue plasminogen activator (tPA) is 
an effective yet vastly underused treatment for acute ischemic stroke associated with several 
limitations to its use. First, the six-fold increase in morbidity and four-fold increase in fatality related 
to tPA-induced hemorrhagic transformation have deterred physician use of the therapy [85]. Second, 
current guidelines on thrombolysis post-stroke with tissue plasminogen activator exclude its use 
when time of onset is unknown [13]. Most patients do not respond to thrombolysis and mechanisms 
for such blunted response are not well characterized. Current MRI criteria using diffusion and 
perfusion imaging have concentrated attempts to define salvageable brain tissue. The relationship 
between stroke severity, the early inflammatory responses, BBB permeability, risk of hemorrhagic 
transformation, and incomplete microvascular reperfusion has largely been underdeveloped.  

While our understanding of molecular and biochemical responses that ensue following cerebral 
ischaemia in individual cell types (neurons, glia, endothelium) has grown appreciably there is a 
demand to understand these processes together at the microvascular level. MRI has allowed us to 
study animals over time, increasing our understanding of the temporal and spatial evolution of 
ischemic brain injury, while also reducing the large number of animals that are required for traditional 
histological experiments. In addition to making assessments of what injury might be reversible vs. 
irreversible during ischemia, the use of MR paramagnetic contrast agents allows complimentary 
assessments of vascular flow, tissue perfusion and BBB integrity. Relevant mechanisms of  
injury to tissue viability and the ischemic penumbra that can be imaged are the early inflammatory 
responses to ischemia in the microvasculature, BBB dysfunction and CBF/neuronal changes (already 
discussed above). 

The potential of imaging molecular and cellular events that are critically involved in stroke 
pathophysiology and infarct evolution at the neurovascular level has capitalized on advancements in 
contrast agent design and synthesis. Cellular labeling and molecular targeting with contrast agents 
may enable both detection and quantification of neuroinflammatory processes such as infiltration of 
leukocytes and upregulation of markers of endothelial activation [86,87]. These developments have 
promoted MRI based detection of inflammatory cells and molecular markers in pre-clinical studies, 
which has recently led to the parallel studies in human subjects [88,89]. MR imaging has several 
advantages over other commonly used molecular imaging techniques such as nuclear [90],  
optical [91,92], and positron emission tomography (PET), including a lack of radioactivity, high 
spatial anatomical resolution [93] and clinical accessibility. The intrinsic contrast can be augmented 
by the use of targeted contrast agents in both the experimental and clinical setting [90]. 
  



 133 
 

 

Figure 5. Iron-Based Magnetic Nanoparticles (MNP). (A) The paramagnetic core of the 
modified MNP consists of an iron oxide particle 10 nm in diameter and possessing a 
Fe2O3:FeO ratio of 2:1. This iron oxide core is enclosed within a dextran coat, thus 
providing numerous sites for surface modification. This allows conjugation of the MNP to 
an appropriate ligand of a specific biomolecular target. In this specific case, the MNP is 
conjugated to a unique dual peptide construct consisting of a 15-residue domain with high 
affinity for P-selectin linked to a second 24-residue thrombin-binding domain.  
The P-selectin binding domain consists of the primary amino acid sequence 
LVSVLDLEPLDAAWL and was discovered through the use of phage display technology. 
(B) Hematoxylin and eosin coronal section (7 micron slice thickness, bregma +1.00 mm) 
26 hours after ischemia/reperfusion and two hours after MNP-PBPl injection. (i) 
Ipsilateral cortex, Cy5.5-anti-P-selectin-IgG, (ii) Ipsilateral striatum, (iii) Contralateral 
cortex, (iv) Contralateral striatum, (v) T2 map coronal slice (bregma +1.18 mm) showing 
the infarct as a light blue area with yellow-green center [87]. 

 
(A) 

 
(B) 
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In the pursuit of determining specific disease process, the evolving field of molecular imaging 
requires the development of novel classes of MR detectable agents with improved image contrast. 
The aim of Magnetic Resonance Molecular Imaging is to provide an anatomical visualization of 
specific molecular processes ideally with high temporal and spatial resolution. There are some basic 
imaging requirements of Magnetic Resonance Molecular Imaging that should be considered: (1) the 
imaging target should be well-characterized with respect to its anatomical localization, the time 
course and the extent of expression; (2) the targeting ligand should be able to access the target, have 
high binding affinity and a pharmacokinetic profile suited for the needs of the imaging: (3) the signal 
should unambiguously be a consequence of ligand-target binding, representing specific binding.  

Currently two major classes of contrast agents exist: paramagnetic (gadolinium based); and  
super-paramagnetic agents [94]. The paramagnetic contrast agents shorten both T1 and T2 relaxation, 
but preferentially T1. They create a hyperintense contrast on conventional T1 weighted spin echo 
sequences. The second class of agent is based on superparamagnetic iron oxide (SPIO) particles.  
In a magnetic field the net magnetic moment is several orders of magnitude greater than the 
paramagnetic agents (Figure 5). This creates extremely large microscopic field gradients for 
dephasing nearby protons [95,96], and that is accompanied by a substantial decrease in T2. Beyond 
conventional MRI sequences, T2 imaging causes further shortening of the relaxation properties of 
the tissue.  

Techniques capable of characterizing BBB integrity may prove particularly valuable because there is 
a credible association between BBB disruption and risk of hemorrhagic transformation with 
thrombolytic therapy. For the assessments of BBB permeability paramagnetic contrast agent is 
administered intravenously using a bolus injection. With an intact blood brain barrier the contrast 
agent passes through the microvasculature of the brain, being contained to the intravascular space. 
During stroke there are areas of the brain that are associated with BBB breakdown and it is in these 
areas that the contrast agent can extravasate into the interstitium. There are two methods of detecting 
BBB breakdown: (1) static T1-weighted MR imaging; and, (2) dynamic contrast enhanced MRI (DCE 
MRI) [97]. Post contrast T1-weighted MRI is specific for BBB breakdown implying that it is not 
visualized when the BBB is not dysfunctional but its limitations relate to the infrequency of its 
detection during the early period after symptom onset and it is relatively insensitive to predicting 
hemorrhagic transformation (sensitivity 39%) [98,99]. Therefore, post contrast T1-weighted MRI 
does not have sufficient diagnostic accuracy for routine clinical decision-making. The low sensitivity 
of post contrast T1 MRI may be partially explained by the failure of contrast arriving to the ischemic 
during either microvascular or large artery occlusion. The addition of continuous low dose infusion 
of contrast to the initial bolus dose could improve the sensitivity of post contrast T1-weighted  
MRI [100]. The downside of this technique is that it requires a long image acquisition, which may 
be impractical in the context of acute ischemic stroke. The availability, speed and accessibility of  
CT are the main reasons that CT remains the diagnostic procedure of choice for the treatment of 
stroke with thrombolysis. CT is capable of generating physiological information about the penumbra. 
This can be achieved by a 40–50 s DCE or CT perfusion examination. By extending the acquisition 
time information about BBB integrity or permeability can be obtained (Figure 6) [101]. 
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Figure 6. Permeability surface (PS) area product map from a patient with a large area of 
contrast leakage into the ischemic region: (A) CBF map of a 5 mm thick brain slice from the 
admission CTP study displayed with a color scale from 0 (dark blue) to 150 (red) 
mL min 1·(100 g) 1 (B) of pixels with CBF less than 25 mL·min 1·(100 g) 1;  
(C) corresponding PS map to CBF map in (a) showing the superimposed ischemic ROI 
and the mirrored ROI in the contralateral hemisphere. PS values in the ischemic and 
mirrored ROI were 0.40 and 0.122 mL min 1 (100 g) 1 respectively; (D) corresponding 
delayed non-contrast CT scan of the same slice showing infarct and hemorrhagic 
transformation (red arrow). Courtesy of Chris d’Esterre, Richard Aviv and Ting-Yim Lee 
(University of Western Ontario). 

 

More research is required in this area but it is hypothesized that dynamic contrast MRI or CT may 
be useful in the prediction of hemorrhagic transformation in acute ischemic stroke. It has been 
proposed that measurements of BBB permeability in acute stroke may aid in selecting acute ischemic 
stroke patients for treatment based on imaging criteria of BBB integrity, avoiding the restrictive 
eligibility criteria mandated by the time window paradigm. Knight et al. showed that DCE MRI in a 
rat model of progressive parenchymal enhancement was highly correlated with the presence of 
hemorrhagic transformation [102,103]. The main potential drawback is that BBB permeability 
following ischemic stroke is physiologically a highly dynamic process, and therefore, the imaging at 
one time point may only provide “snapshot” may not be represent the disease process at a later time 
point [97]. Such techniques have been performed in human subjects, but it is as yet too early to 
formalize a permeability threshold facilitating treatment allocation. 
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6. Conclusions/Outlook 

Neuroimaging has been fundamental to translating pathophysiological concepts to clinical trials. 
The target for stroke therapy remains the ischemic penumbra, i.e., brain with reduced blood flow at 
risk of infarction. PET is considered to be the gold standard for CBF quantification with the 
additional parameter of tissue viability in terms of maintained rates of cerebral oxygen metabolism. 
MR diffusion and perfusion-weighted imaging have been used to translate the imaging concept of 
penumbra to one of diffusion-perfusion mismatch. This conceptual framework of penumbra is not 
absolute and controversies remain regarding whether diffusion can correctly identify infarct core and  
perfusion-weighted imaging can identify tissue at risk outside the DWI lesion. Other problems exist 
regarding consensus over definitions of penumbra, the consistency of post-processing software used 
between research groups, and, mismatch has not been shown to be a reliable surrogate to target patient 
populations in prospective studies. There remain several voids clinically of what we understand of 
reversible and irreversible injury from the imaging technology and what we understand of the  
disease at the microscopic level, specifically our concept of the neurovascular unit, its cellular  
inter-relationships and clinical importance in terms of its dependence of tissue viability on blood flow 
return. The combination of neuroimaging modalities that include biomarkers of both blood flow, 
metabolism and blood brain barrier breakdown along with molecular imaging markers of cell injury 
may clearly delineate reversible vs. irreversible and potentially salvageable tissue in the penumbra. 
This will also expand our perspective that the identification of tissue at risk is only one of many 
predictors of therapeutic success. The treatment related risks have to be considered and limit 
therapeutic options for instance related to intracerebral hemorrhage with thrombolysis. Therefore the 
mismatch concept has to be extended to the assessment of the regional integrity of the neurovascular 
unit to estimate the response and risk associated with treatment. Under certain therapeutic situations the 
response of ischemic tissue to reperfusion is likely to exacerbate injury and therefore BBB integrity may 
provide a useful surrogate to assess ability to rescue tissue. A more physiological based approach 
complementary to our current understanding of the biological mechanisms, should allow decision 
processes that alleviate our dependence on the current time based treatment window to an imaging 
based treatment window [104,105]. Future directions of MRI will refine the mismatch concept by 
providing complimentary pathophysiological information to current compartmental paradigms of 
ischemic viability (DWI) and perfusion (PWI) with imaging information related to CBF, BBB 
permeability, early inflammation, oedema formation in the early acute phase, and further refinements 
developed (e.g., with microglial or cell death molecular imaging markers) and enhanced BBB 
permeability markers). 
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Hyperpolarized NMR Probes for Biological Assays 

Sebastian Meier, Pernille R. Jensen, Magnus Karlsson and Mathilde H. Lerche 

Abstract: During the last decade, the development of nuclear spin polarization enhanced 
(hyperpolarized) molecular probes has opened up new opportunities for studying the inner workings 
of living cells in real time. The hyperpolarized probes are produced ex situ, introduced into biological 
systems and detected with high sensitivity and contrast against background signals using high 
resolution NMR spectroscopy. A variety of natural, derivatized and designed hyperpolarized probes 
has emerged for diverse biological studies including assays of intracellular reaction progression, 
pathway kinetics, probe uptake and export, pH, redox state, reactive oxygen species, ion 
concentrations, drug efficacy or oncogenic signaling. These probes are readily used directly under 
natural conditions in biofluids and are often directly developed and optimized for cellular assays, 
thus leaving little doubt about their specificity and utility under biologically relevant conditions. 
Hyperpolarized molecular probes for biological NMR spectroscopy enable the unbiased detection of 
complex processes by virtue of the high spectral resolution, structural specificity and quantifiability 
of NMR signals. Here, we provide a survey of strategies used for the selection, design and use of 
hyperpolarized NMR probes in biological assays, and describe current limitations and developments. 

Reprinted from Sensors. Cite as: Meier, S.; Jensen, P.R.; Karlsson, M.; Lerche, M.H. Hyperpolarized 
NMR Probes for Biological Assays. Sensors 2014, 14, 1576–1597. 

1. Introduction 

Technological and methodological improvements allow for the study of increasingly complex 
processes and systems, not least for studying the inner workings of living cells [1,2]. Various 
detection modalities are used to this end, providing complementary advantages and information for 
probing and labeling cellular metabolites. For example, several small-molecule and genetically 
encoded fluorescent probes are under examination for their potential to measure steady-state 
concentrations, enzyme activities and resulting intracellular reaction kinetics [1,3]. Other methods 
include IR [4], UV-Vis, luminescence, Raman [5] and NMR spectroscopy as well as destructive 
detection by mass spectrometry [2]. The choice of appropriate methods requires consideration of the 
ease of use, commercial availability, sensitivity, biocompatibility, selectivity, spatiotemporal 
resolution, general applicability, non-invasiveness and quantifiability [1]. 

NMR spectroscopy is a robust, generally applicable and noninvasive method yielding quantifiable 
and high-resolution spectroscopic data that can distinguish analytes by resolving individual atomic 
sites. On the other hand, NMR spectroscopy has shortcomings in terms of sensitivity. In addition, the 
detection of individual atomic sites usually also leads to complex spectra, as a consequence of the 
overlap of signals of interest with non-informative cosolute and solvent signals. Isotope enrichment 
of NMR active atoms with low natural abundance, in particular 13C and 15N, has been a means to use 
NMR active probes that are selectively enhanced over background signals by a factor given by their 
isotope enrichment. NMR spectroscopy is understood from first principles and the interaction 
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between magnetic moments can be used to enhance otherwise weak signals in a controlled manner 
by transfer of polarization from spins with high magnetic moments (usually protons and electrons) 
to nuclear spins with lower magnetic moments (e.g., 13C and 15N). During the last decade, a new 
generation of nuclear magnetic resonance probes has become popular that affords signal 
improvements relative to spectral noise and biological backgrounds of at least 3–4 orders of 
magnitude. This review consecutively covers nuclear spin hyperpolarization, assay designs for 
hyperpolarized NMR probing, emerging strategies and applications using designed and natural 
probes, current technological developments and future hopes for NMR assays based on 
hyperpolarized probes and labels. Several excellent reviews have recently described the development 
of hyperpolarized contrast agents for functional magnetic resonance imaging [6–9], an application 
area that is therefore not discussed herein. 

2. Hyperpolarization of Molecular Probes 

High-resolution nuclear magnetic resonance (NMR) spectroscopy has established itself as a 
principal detection modality in a remarkable variety of disciplines [10–12]. In the life sciences, many 
of these applications rely on the use of NMR for retrieving molecular information in close to natural 
environments and intact biofluids, often in order to probe molecular recognition events and 
biocatalysis. A principal shortcoming of NMR spectroscopy has remained its moderate sensitivity 
owing to the low equilibrium polarization of nuclear spins as defined for spin-1/2 nuclei by:  

 (1) 

where n  and n+ are the numbers of nuclear spins in the lower and higher energy Zeeman eigenstates, 
is the energy gap between the Zeeman eigenstates and kbT is the thermal energy [13]. The 

equilibrium nuclear spin determines the fraction of nuclear spins contributing to the detected signal. 
This fraction remains well below 0.1% for all nuclear spins at currently available NMR spectrometer 
fields (Figure 1). 

Hyperpolarization strategies, such as parahydrogen induced polarization [14], transfer of photon 
angular momentum to noble gases by optical pumping [15,16], conversion of rotational energy  
into nuclear polarization upon cooling (Haupt effect) [17,18] and dynamic nuclear polarization  
(DNP) [19–21] can redistribute the populations of nuclear spin eigenstates far away from equilibrium. 
DNP is the technique that is most generally applicable in the production of hyperpolarized molecular 
probes and the principle of these methods is briefly detailed as follows. DNP hinges on the transfer 
of electron spin polarization from a free radical to nuclear spins by microwave irradiation [19,22,23]. 
This transfer is best conducted in amorphous samples that assure the homogenous distribution of 
electron and nuclear spins. DNP is typically performed at low temperatures (<1.5 K) and at high 
magnetic fields (>3 T) where the electron spin polarization approaches 100% (Figure 1A). Dedicated 
instruments for DNP under these conditions achieve solid-state polarizations of NMR active nuclei 
above 10% and are commercially available as so-called “polarizers” (http://www.oxford-
instruments.com [24]). The DNP approach to hyperpolarization has gained broad chemical and 
biological relevance due to a dissolution setup that harvests a hyperpolarized molecular probe by 
washing the frozen glass of ~1 K temperature rapidly out of a polarizer with heated buffer [25]. 
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Hyperpolarization losses during this dissolution step can be kept to a minimum and molecular probes 
with polarizations enhanced by several orders of magnitude can be produced for use in biological 
assays at ambient temperature and for detection with high-resolution liquid state NMR spectroscopy. 
A principal limitation of using hyperpolarized molecular probes is the short hyperpolarization 
lifetime of seconds to a few minutes for non-protonated sites in small molecules. 

Figure 1. (A) Spin polarizations of electrons (“e”), 1H, 13C and 15N nuclei in a 3.35 Tesla 
DNP polarizer near liquid helium temperature, compared to spin polarizations of 1H, 13C 
and 15N in a 14.1 Tesla (600 MHz) spectrometer at 273–373 K. An approach to 
hyperpolarization is the transfer of electron spin polarization to nuclei near 1.2 K prior to 
dissolution of the hyperpolarized sample in hot aqueous buffer; (B) resultant 
hyperpolarized samples in aqueous solutions achieve spin polarizations P that are ~3–4 
orders of magnitude enhanced relative to the thermal equilibrium polarization in an  
NMR spectrometer. 

 

Hyperpolarized tracers employ a variety of NMR active nuclei with sufficiently slow 
hyperpolarization loss (determined by the longitudinal T1 relaxation time of the nucleus) to perform 
assays on the minute time scale (Table 1). In practice, these probes combine isotope enrichment with 
hyperpolarization in order to achieve up to >106 fold signal enhancement over non-informative 
cellular background signals due to the combined (multiplicative) effect of isotope enrichment and 
hyperpolarization. The generation and detection of hyperpolarized NMR signal is particularly useful 
for the nuclei in Table 1 [15,16,25–28], as the low magnetogyric ratios relative to 1H leads to small 
equilibrium polarizations (Figure 1A) and the generation of smaller recorded signal by Faraday 
induction in the NMR coil (see molar receptivity in Table 1) [29]. At the same time, long relaxation 
times necessitate long inter-scan recycle delays for some of these nuclei in conventional NMR, thus 
aggravating their poor utility in conventional NMR detecting nuclear magnetism under conditions of 
equilibrium spin polarization. 
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Table 1. Nuclei used in hyperpolarized NMR probes. 

Nucleus Spin I Natural Abundance Molar Receptivity a rel. to 1H 
3He 1 <<0.1% 44.2% 
6Li 1 7.6% 0.85% 
13C 1/2 1.1% 1.59% 
15N 1/2 0.4% 0.10% 
19F 1/2 100% 83.3% 
29Si 1/2 4.7% 0.08% 
89Y 1/2 100% 0.01% 

107Ag 1/2 51.8% <0.01% 
109Ag 1/2 48.2% 0.01% 
129Xe 1/2 26.4% 2.16% 

a NMR signal detection in a coil by Faraday induction is proportional to a factor 3 I(I+1) where  is the 
magnetogyric ratio; the molar receptivity thus describes the NMR signal generated by identical amounts 
of nuclear isotopes (i.e., enriched to 100%) relative to 1H [30]. 

Considering the sensitivity limitation of conventional NMR spectroscopy, it is little surprise that 
technological and methodological advances resulting in increased sensitivity directly increase the 
scope of NMR spectroscopy in the study of complex systems. As an example, the ~4-fold sensitivity 
gain resulting from cryogenically cooled detection systems has greatly facilitated the in-cell study of 
recombinant or microinjected isotope-enriched proteins [31,32]. Hyperpolarization approaches 
yielding 103–104-fold sensitivity gains for molecular probes clearly have significant potential for 
investigating complex molecular systems such as the inner workings of living cells in a time-resolved 
and non-invasive manner. The information content of NMR spectroscopic detection is diverse and 
includes rapid high-resolution spectroscopic readouts of various NMR parameters such as signal 
frequency, structural motifs and bound nuclei, rotational correlation time and translational diffusion. 
Spectral information in conventional and hyperpolarized NMR is adaptable by modulating the 
timing, frequency, power, duration and phase of electromagnetic excitation pulses. 

In the current methodological implementations as described above, hyperpolarized probes are 
produced ex situ in a first step, which is specifically designed to optimize signal that is detectable in 
NMR spectroscopic assays (Figure 2). These assays have been used in diverse experiments for the 
rapid measurement of steady state concentrations, transporter and enzyme activities and kinetic 
profiles of cellular reactions. An overview of the hitherto employed probes and assays is provided in 
Table 2. Predictably, this list may change rapidly as a consequence of the generality of DNP approaches 
for producing a growing suite of small molecular probes [33], the increasing commercial availability 
(and popularity) of the technology, improved protocols for probe formulations [33–35] and the  
recent development of increasingly adaptable platforms for the versatile development of novel  
probes [36–38]. 
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Figure 2. Principle of biological assays using hyperpolarized NMR probes. 
Hyperpolarization is optimized ex situ and the hyperpolarized probe or label is added to 
a biomolecule, cell extracts or living cells to conduct biological assays for detection 
inside an NMR spectrometer. 

 

3. Assay Types 

NMR spectroscopic detection of hyperpolarized molecular probes provides rich and adaptable 
information from versatile assay platforms. Some viable assay types are sketched in Figure 3 with 
hyperpolarized probes depicted as small colored shapes. Figure 3A indicates an approach taken in  
the determination of amino acids by “secondary labelling” of amino acids with hyperpolarized  
[1,1 -13C2]acetic anhydride [39]. The approach is an adaptation of a chemical derivatization method 
in conventional NMR at thermal equilibrium. A class of analytes (here amines) is selected from  
a complex mixture with minimal sample pretreatment by the acetylation with [1,1 -13C2]acetic  
anhydride [40]. Upon reaction with different amines, the acetyl label yields resolvable  
and quantifiable signals for the covalent adducts in thermal and—with improved sensitivity—in 
hyperpolarized NMR. 

NMR spectroscopy has major applications in drug discovery and in particular in hit and lead 
generation due to the detection of weak binders and the knowledge-based improvement of initial  
hits [41]. Hyperpolarization of potential binders or mixtures thereof improves assay sensitivity and 
reduces material demand. As a consequence, the 13C-NMR spectroscopic detection of small 
molecules becomes feasible with good signal-to-noise ratios, thus allowing the observation of 
binding reactions even at natural isotope abundance of 13C, in the absence of solvent (water) signal 
and with a ~20 fold larger signal dispersion than 1H-NMR [42–44]. Figure 3B sketches the use of 
hyperpolarized probes for the detection of molecular interactions. Binding reactions are also 
instructive examples for the versatile readout of processes involving hyperpolarized molecular 
probes beyond chemical shift changes (Figure 3B). Binding to a macromolecular target changes the 
molecular environment and thus chemical shift of the hyperpolarized probe. In addition, binding to 
a macromolecular target affects the rotational tumbling of the tracer and leads to a significant 
shortening of relaxation times, provoking a shortening of the hyperpolarization lifetime by more than 
an order of magnitude. In consequence, binders can be identified as signals that exhibit changed 
chemical shift, line widths or strongly accelerated fading of hyperpolarization. This approach 
likewise has been used to probe hyperpolarized fluorine in drug molecules at several thousand fold 
improved sensitivity, reducing the material needed to detect and quantify ligand binding in the 
strong-, intermediate-, and weak-binding regimes [44]. Yet another readout of probe binding is the 
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transfer of hyperpolarization between competitive binders mediated by the binding pocket of the 
target [42]. The rapid decay of hyperpolarized binders does not require binding partners that are 
macromolecular, as demonstrated in the magnetic resonance imaging of benzoic acid binding to 
cyclodextrins by employing the decreased hyperpolarization lifetime upon binding for contrast 
generation [45]. 

Figure 3. Schematics of different strategies for the use of hyperpolarized labels and 
probes for NMR spectroscopic biological assays: Hyperpolarized molecules have been 
used for (A) readout by covalent chemical labeling of analytes; (B) probing of  
non-covalent binding; (C) the tracking of enzymatic transformations; (D) the design of 
versatile probe platforms; (E) ratiometric measurements of physicochemical states and 
(F) interrogating protein expression by probing attached reporter enzymes. 
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In addition to probing drug binding, hyperpolarization was also used in monitoring drug 
metabolism by discontinuous assays. Here, medication levels in blood plasma were monitored  
for a anticonvulsant (carbamazepine) that was specifically 13C enriched in a position with long 
hyperpolarization lifetime. Monitoring 13C signals rather than 1H signals of carbamazepine permitted 
the resolution and identification of the drug in deproteinized blood plasma with accurate and robust 
quantifications [46]. Additional contrast relative to background signals can be envisioned by 
monitoring signals with long hyperpolarization lifetime in backgrounds of faster relaxing signals, for 
instance by following deuterated 13C groups in non-deuterated, rapidly relaxing natural backgrounds. 

The most common use of hyperpolarized molecules has been their application in the real-time 
probing of enzymatic reaction kinetics. In such applications, the chemical conversion of a 
hyperpolarized organic substrate or metabolite molecule is followed over time, yielding real-time 
reaction progress curves, also for sequential or parallel reactions (Figure 3C). Once excited to 
detectable transverse magnetization for detection, hyperpolarization is not recovered. Rather, the 
transverse component fades with a characteristic transverse relaxation time T2 that is shorter than the 
longitudinal T1 time. Hence, progression in binding, transport or chemical reactions is monitored 
with weak excitation pulses to divide the available hyperpolarized signal for serial, time-resolved 
readouts [47]. 

Increased versatility of hyperpolarized probes is recently sought by means of optimized probe 
design (Figure 3D). Analogous to small fluorescence probe design, hyperpolarized probes have been 
devised that contain a sensing moiety that is separate from the moiety providing the hyperpolarized 
NMR signal. Sensing and signaling moieties are then coupled by a transmitter that ensures significant 
chemical shift changes in the hyperpolarized reporter unit upon events probed by the sensing unit. 
As the hyperpolarization lifetime is a principal restriction of hyperpolarized NMR probes, the 
reporter moiety will be selected to provide an atomic site with a hyperpolarization lifetime that is as 
long as possible. The sensing part of the probe on the other hand is variable and is modified by the 
analyte of interest. 

Hyperpolarized probes have been used to measure concentrations and conditions such as pH, H2O2 
and redox state with ratiometric assays, where these conditions affect reaction rates and equilibrium 
constants of detectable reactions. Hence, the ratio of signals from two reactants has been used both 
for rapidly established equilibria and in kinetic experiments (of irreversible reactions, at a defined time 
point) (Figure 3E). 

As a final example, enzymatic conversion of hyperpolarized NMR probes has been suggested for 
a use analogous to the application of optical reporter enzyme/substrate pairs (e.g., luciferase and 
luciferin) for monitoring the expression of a target gene in cell biology [37,48,49]. In vivo 
applications of luciferase are limited to observations near the body surface because biological tissues 
strongly scatter light [37]. Hence, the development of magnetic resonance based reporter protein 
assays could be advantageous to deep imaging in vivo. In one version employing hyperpolarized 
probes, the gene of a reporter enzyme is fused to the target gene by genetic engineering (Figure 3F). 
A hyperpolarized substrate of the reporter enzyme then is used to probe the expression of the chimeric 
target and reporter gene. The hyperpolarized substrate should be a specific substrate of the reporter 
enzyme and not be converted by endogenous enzymes [37] (Figure 3F). Readout of exogenous 
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enzymatic activities by hyperpolarized NMR has also been suggested for enzymes that are not 
intracellularly expressed. Such enzymes were for instance targeted to tissues of interest for the 
activiation of prodrugs to cytotoxic drugs in tumors [48]. 

4. Lifetime of Hyperpolarized NMR Probes 

Due to the limited hyperpolarization lifetime even for small molecules, general considerations in 
the development of hyperpolarized NMR probes primarily concern the optimization of 
hyperpolarization levels and lifetimes and the choice of probe and assay conditions favoring a rapid 
readout. The polarization decays with a longitudinal relaxation rate constant R1 = 1/T1 that is 
characteristic for the atomic site at a given temperature, magnetic field and molecular tumbling rate. 
For spin-1/2 nuclei, relaxation is caused by fluctuating magnetic fields at the sites of the nuclear 
spins. In the absence of paramagnetic relaxation mechanisms [50], relaxation is usually dominated 
by a dipolar contribution and a chemical shift anisotropy (CSA) contribution [13]. 

The dipolar contribution to longitudinal relaxation of a nucleus X in a molecular probe depends 
on the nature and distance of nuclear spins as described by the proportionality , where  

 is the magnetogyric ratio and r the distance from the probe nucleus X to the dipolar coupled 1H  
(or other nuclei with large magnetic moment). Hence, hyperpolarized probes will be designed to 
observe hyperpolarization at a molecular site that is distant from protons, such as quaternary 13C and 
15N atoms [51]. The CSA contribution to longitudinal relaxation is , where  is the 
magnetic field and  is the CSA, which is smaller for symmetrical environments. Hence, 
hyperpolarized probes preferably contain symmetrical environments around the molecular site 
serving as the reporter or signaling unit. Bearing these considerations in mind, hyperpolarization 
moieties have been devised that have exponential decay time constants of up to ~15 minutes  
(Figure 4), where hyperpolarized probing is usually considered feasible on a time scale that  
is 3-5-fold longer than the exponential decay time. 

In addition to the direct readout of hyperpolarized signal, magnetization transfer from long T1 
nuclei storing hyperpolarized magnetization to other, possibly more informative, molecular sites  
has been reported in various applications [52–54]. As the hyperpolarization lifetime is the Achilles 
heel of the method in most applications, approaches to manipulate hyperpolarized nuclear spins  
with pulse sequences to store hyperpolarization in long lived states are currently under vigorous 
development [55,56]. 
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Figure 4. Exponential decay time constants for hyperpolarized reporter groups in  
various designed probes, reaching up to several minutes in symmetrically substituted,  
non-protonated sites. The reported time constants were derived at 9.4 T and 25 °C for  
89Y-DOTP [28], at 14.1 T and 37 °C for permethylated amino acids [51] and at 14.1 T 
and 30 °C for choline- and TMPA-based probes [38]. 

 

5. Hyperpolarized NMR Probes 

Hyperpolarized NMR probes are advantageously categorized into three classes: (i) Non-endogenous 
probes that are designed for faster delivery or to contain long lived hyperpolarization units for readout 
of NMR chemical shift changes upon response of an indicator unit to concentrations or conditions  
in the analyzed system [28,34,36–38]; (ii) Derivatized endogenous molecules, in particular  
esters [37,57,58], anhydrides [59] and permethylated amino acids [51], that are modified to improve 
assay properties such as cellular uptake and hyperpolarization lifetimes; and (iii) Endogenous 
molecules (bicarbonate, vitamin C, metabolites, nutrients) that are used for minimally  
invasive assays. 

Hyperpolarized probes have been designed to obtain beneficial properties relative to natural 
substrates. In order to enhance probe response during the hyperpolarization timescale, designed 
hyperpolarized probes have been devised to provide either longer hyperpolarization lifetimes or 
faster delivery to the site of action, for instance to the intracellular milieu. Permethylation of amino 
acids, especially with deuterated methyl groups, reduces the proton spin density in the vicinity of 
amino acid nitrogens and thus decreases relaxation rates of hyperpolarized nitrogen nuclei  
(Figure 4). When used for perfusion studies, these methylated amino acids do not rapidly enter any 
metabolic networks [51]. In addition to improving hyperpolarization lifetimes, probes can be 
derivatized to optimize sample delivery into metabolic networks, for example by esterification of 
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organic acids in order to achieve improved cellular uptake [57,58]. Appropriate balances between 
hydrophobicity and hydrophilicity should be increasingly considered in optimized probe design 
particularly for living cell studies, achieving the desired water solubility, membrane permeability and 
cellular retention of hyperpolarized probes. At the same time, non-natural probes should be 
biocompatible and bioorthogonal, with the probes exerting no toxic effect in living cells both in their 
initial or modified forms. 

Small natural molecules lend themselves to the direct use as molecular probes if they have  
non-protonated 13C or 15N sites. Such sites occur in many metabolites (for instance organic ketones, 
acids) or can be generated by replacing protons with deuterons, which have much smaller magnetic 
moments [60,61]. Beyond these considerations, optimization of this class of probes is largely limited 
to the optimization of hyperpolarization recipes and protocols. As a main benefit, such probes 
inherently provide biocompatibility if used at near-physiological concentrations. In addition, natural 
substrates ensure little doubt about the relevance of observed enzyme and pathway activities. The 
chemical design of small molecule probes, on the other hand, modulates their function relative to the 
natural substrates [62]. 

Table 2. Examples of hyperpolarized NMR probing. 

Observable Probe References
(i) Designed probes 

Amino acid concentrations acetic anhydride [39] 
Binding 1H, 13C and 19F in binders [42–44] 
Drug metabolism Carbamazepine [46] 

Ca2+ concentration 
trimethylphenylammonium ubstituted with  
triacetic acid 

[38] 

Contrast agent 6LiCl [63] 

Enzyme activity 
trimethylphenylammonium substituted with  
methyl ester 

[38] 

Hocl p-Anisidine [36] 

Hydrogen peroxide 
benzoylformic acid trimethylphenylammonium 
substituted with boronic acid ester 

[38,64] 

pH 89Y-complexes [28,34] 
Protein expression N-acetyl-L-methionine [49] 

(ii) Derivatized endogenous probes 

Enzyme activity 
3,5-Difluorobenzoyl-L-glutamic acid 
(carboxypeptidase prodrug) 

[48] 

Enzyme activity ethyl pyruvate [57] 
Perfusion permethylated amino acids (betains) [51] 
Protein expression pyruvate derivatives as reporter groups [37] 
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Table 2. Cont. 

Observable Probe References
(iii) Endogenous probes 

Cell permeability, lysis 
fumarate metabolism [65] 
pyruvate diffusion [66] 

Drug efficacy 
pyruvate [67–69] 
fumarate [65] 

Enzyme activities and reaction fluxes 
 Ldh pyruvate, lactate [70,71] 
 Alt alanine, pyruvate [50] 
 Bcat ketoisocaproic acid [72] 
 Glutaminase glutamine [73,74] 
 Carnitine acetyltransferase,  

AcetylCoA synthetase 
acetate [75] 

 Betaine aldehyde metabolism choline analog [76] 
 Pyruvate decarboxylase pyruvate [77] 
 Pyruvate dehydrogenase pyruvate [78,79] 

Enzyme mechanistic studies 
fructose [61] 
alanine [80] 

Gene expression, gene loss glucose [61,81] 

Intracellular pH 
acetate [82] 
pyruvate [83] 

Metabolic strategies in different 
genomes 

glucose [61] 

Oncogene signalling 
pyruvate [84] 
ketoisocaproic acid [72] 

Pathway activity, bottlenecks 
 Glycolysis glucose [61,85–87] 
 Indicator of aerobic glycolysis [1-13C]pyruvate [71,88,89] 
 TCA cycle [2-13C]pyruvate [90] 
 Fatty acid and ketone body 

metabolism 
butyrate [91] 

Redox status dehydroascorbic acid [92,93] 
Sulfite cytotoxicity glucose [94] 
Tissue pH bicarbonate [95] 
Transporter level and activity 
 Glucose transporter glucose [86] 
 Monocarboxylate transporter pyruvate [88,96] 
 Urea carrier urea [97] 

Tumor grading alanine, pyruvate, lactate [98] 

Accordingly, enzyme substrates predominate in this class of molecular probes, even if cellular 
states and concentrations (pH, redox state) are measured. Enzymatic substrates provide the advantage 
of fairly rapid turnover on the time scale of the hyperpolarization lifetime and of amplified signal 
through catalytic turnover as compared to binding probes [29]. Observed enzymatic and pathway 
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activities report—amongst others—on qualitative and quantitative changes to reaction usage in 
disease biology, altered signaling pathways and cellular modifications in treatment, genetic  
and genomic changes in cells (including transgenic cells) as well as regulation of reaction usage  
by nutritional states (Figure 5). Besides chemical turnover in enzyme catalyzed reactions,  
transport processes have been probed by real-time observation with endogenous substrates to 
determine estimates of the Michaelis-Menten steady-state kinetic constants of the transporters, 
specifically the maximal velocities and Michaelis constants of glucose, monocarboxylate or urea 
transporters [86,88,96,99]. 

Figure 5. The direct detection of glucose metabolism in Escherichia coli strains shows 
the accumulation of a lactone intermediate of the pentose phosphate pathway in strain 
BL21 (A,B) due to the absence of the lactonase in the BL21 genome, thus affording 
genomic probing by direct observation of intracellular reaction kinetics; Glc6P = glucose  
6-phosphate; PGL = 6-phosphogluconolactone; (C) Accumulation of the lactone occurs 
in a growth phase dependent manner due to reduced usage of a hyperpolarized glucose 
probe in biosynthetic pathways as cells approach the stationary phase. 

 

Due to the resolution of individual atomic sites by high-resolution NMR spectroscopic readout, 
hyperpolarized NMR probes enable the detection of multiple sequential and parallel reactions.  
Full kinetic reaction profiles of more than ten metabolites, for instance in microbial glycolysis and 
fermentation reactions, signify the advantage of using high-resolution readouts to the probing of 
cellular chemistry [61,85]. In doing so, NMR spectroscopic readouts not only identify a plethora of 
metabolites, but distinguish their precise molecular forms and the reactivity of these forms.  
Figure 6A displays the kinetic profiles of sugar phosphate isomer formation by gluconeogenic 
reactions using a hyperpolarized [2-13C]fructose probe as the glycolytic substrate. Isomer ratios 
underline the gluconeogenic formation of glucose 6-phosphate and fructose 1,6-bisphosphate from 
acyclic reaction intermediates under thermodynamic reaction control. Using data from the same in vivo 
experiment, Figure 6B indicates the slow formation and decay of hydrated dihydroxyacetonephosphate 
relative to the on-pathway ketone signal upon using hyperpolarized [2-13C]fructose as the probe. Both 
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examples in Figure 6 thus probe the in vivo flux of the hyperpolarized signal into off-pathway 
reactions. On a related note, high spectral resolution also provides the possibility of using several 
hyperpolarized probes at the same time [100]. 

Figure 6. Time-resolved observation of metabolite isomers upon feeding a 
hyperpolarized [2-13C]fructose probe to a Saccharomyces cerevisiae cell cultures at time 
0: (A) Glucose 6-phosphate (Glc6P) and fructose 1,6-bisphosphate (Fru1,6P2) C5 signals 
arise from gluconeogenic reactions of the glycolytic substrate. Isomer ratios are 
consistent with the formation of the isomers from acyclic intermediates; (B) real-time 
observation of dihydroxyaceyone phosphate (DHAP) hydrate formation as an off-pathway 
glycolytic intermediate (other abbreviations are: GA3P = glyceraldehyde 3-phosphate,  
Ald = aldolase; Pfk = phosphofructokinase; Tpi = triose phosphate isomerase). 

 

6. Current Developments and Outlook 

Hyperpolarized NMR probes have rapidly shown their biological, biotechnological and recently 
also clinical [101] potential. The synergistic co-evolution of probe design and probe formulation as 
well-glassing preparations [33], in conjunction with technical and methodological developments 
within hyperpolarization and NMR experimentation leave little doubt of an ongoing improvement of 
hyperpolarized NMR probe technology and applications within the foreseeable future. An increasing 
selection of metabolite isotopomers—especially 13C and 2H labeled compounds—will enable more 
diversified uses of natural (endogenous) hyperpolarized probe molecules for examining biological 
processes. Diligent choices of probe platforms and the optimization of hyperpolarization conditions 
will serve to improve probe sensitivity and biocompatibility [102]. Combined optimizations  
of hyperpolarization lifetime, polarization levels, cellular uptake and retention as well as 
biocompatibility are yet to be performed for biological assays using hyperpolarized NMR with  
non-natural probes. 
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In order to improve assay throughput, approaches employing multiple hyperpolarization  
chambers [103–105] have been used for multiplexed probe generation. In addition, polarization of 
1H and subsequent transfer to nuclei with low magnetogyric ratio [106] is a means towards faster 
hyperpolarization with the DNP method. In addition to using several chambers for probe generation, 
the use of several chambers for parallel detection in assays, e.g., in multi-chamber bioreactors, will 
improve assay throughput [107]. The development and use of bioreactors for sustained cell cultures 
will support assay reproducibility in this context [88,89]. 

Various NMR methods have been described that provide increased temporal and spatial resolution 
as well as information content in hyperpolarized probe detection [108–114]. The approaches include 
modified detection schemes to generate multidimensional spectra from rapid single-scan NMR 
experiments [54,115–117] or the indirect, amplified detection of signals by saturation transfer  
methods [86,118]. As mentioned above, a major undertaking is to store hyperpolarization in slowly 
fading nuclear spin states in order to enhance the utility of hyperpolarized NMR probes in the 
detection of slower reactions or more pathway steps. Additionally, the assay time window has been 
extended towards the short end of the time scale by establishing rapid delivery of hyperpolarized 
substrates into the NMR detection system [119,120]. Resultant time-resolved reaction progression 
curves over an expanding time scale predictably will increasingly need to be analysed with realistic 
mathematical models in order to extract quantitative kinetic data [70,71,99,121]. Besides such 
methodological and technological improvements, ease of use and affordability clearly constitute a 
major point of concern, especially if hyperpolarized NMR probes are meant to experience routine 
use in cell biological and clinical assays. While there is room for improvement, hyperpolarized NMR 
probes already offer a plethora of unique benefits, such as: molecular information and spectral 
resolution; low background polarization and interference; simultaneous analyte detection; minimal 
invasiveness especially when using endogenous molecules as probes; the use of non-ionizing 
electromagnetic radiation with virtually unlimited permeation into tissues and other samples. 

Overall, NMR spectroscopy allows minimally invasive observation of complex processes and 
systems. The development of hyperpolarized probes enables the direct quantitative understanding of 
such processes and systems in selective assay developed directly for biofluid and cellular settings. In 
consequence, analytical methods using hyperpolarized NMR help avoid overly optimistic 
conclusions regarding biological utility and specificity, which can occur with less direct methods that 
use few selected targets under test tube conditions. Therefore, the use of hyperpolarized probes on 
complex systems, in conjunction with atomic-resolution NMR detection of probe transport and 
conversion, has great potential in enhancing our understanding of biological systems. 
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Abstract: Many pathologies can be identified by evaluating differences raised in the physical

parameters of involved tissues. In a Magnetic Resonance Imaging (MRI) framework, spin-lattice

T1 and spin-spin T2 relaxation time parameters play a major role in such an identification. In

this manuscript, a theoretical study related to the evaluation of the achievable performances in

the estimation of relaxation times in MRI is proposed. After a discussion about the considered

acquisition model, an analysis on the ideal imaging acquisition parameters in the case of spin echo

sequences, i.e., echo and repetition times, is conducted. In particular, the aim of the manuscript

consists in providing an empirical rule for optimal imaging parameter identification with respect to

the tissues under investigation. Theoretical results are validated on different datasets in order to show

the effectiveness of the presented study and of the proposed methodology.
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1. Introduction

Relaxation times define the rate of spin magnetic equilibrium recovery in nuclear magnetic

resonance (NMR) [1,2]. For each tissue, several relaxation times can be defined. Besides, the

main interest is in the evaluation of two of them: the spin-lattice and the spin-spin relaxation times,

commonly referred to as T1 and T2, respectively. Such time constants, together with the hydrogen

nuclei abundance, ρ, define the behavior of the signal generated by each resolution element.

It is largely known that the knowledge of relaxation times can provide interesting information

about imaged tissues. Concerning the medical diagnostic field, many pathologies have been found

to involve a significant variation of the relaxation time constants more than a variation of ρ, such

as Alzheimer’s disease [3], Parkinson’s disease [4] and cancer [5,6]. The evaluation of the tissue

relaxation times can be considered an excellent tool for improving clinical diagnosis.

Classic approaches for retrieving relaxation parameter maps of imaged tissue slices propose the

estimation of T1 and T2 separately. In particular, the “gold standard” for spin-lattice relaxation

time T1 estimation exploits inversion recovery (IR) sequences [7,8]. However, this approach is too

slow for in vivo clinical applications. Different evolutions have been proposed in the literature. In

particular, the exploitation of spoiled gradient-recalled echo (SPGR) sequences has shown interesting

results [9,10]. With respect to spin-spin relaxation time T2 estimation, a widely used imaging

sequence is the spin echo (SE) [11,12].
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The magnitude of the acquired signal is typically used for relaxation parameter

estimation [12–15]. Within this framework, the exponential curve fitting via the least squares (LS)

algorithm is the commonly adopted estimator [11,13]. Although being very easy to be implemented

and not computationally heavy, it has the disadvantage of producing biased estimations [11,16]. The

alternative consists in using a maximum likelihood estimator (MLE) [12]. The MLE is asymptotically

unbiased and optimal, but the function to be maximized, which is related to the statistical distribution

of the MRI amplitude data, is computationally heavy, as it contains the Bessel function [17].

Recently, new approaches based on the complex decomposition of acquired data have been

proposed [10,18]. The exploitation of the complex model leads to a main advantage concerning the

estimation: due to the circular Gaussian distribution of the complex noise, the LS-based estimator

coincides with the MLE and is asymptotically unbiased and optimal.

While much effort has been directed to improving the estimation procedures, only a little effort

has been directed to the choice of the optimal imaging parameter selection (i.e., the optimal choice

of the MRI scanner imaging parameters). In particular, in [19], the ideal repetition times have been

investigated in the case of saturation recovery spin-lattice measurements at 4.7 T, while in [20], the

optimization of T2 measurements in the case of bi-exponential systems is considered. Following the

approach proposed by [15], within this paper we investigate the possibility of finding the optimal

imaging parameter configuration for relaxation time estimation. As an alternative to [15], we

investigate the optimal configuration not only for the T2 time estimation, but for the joint T2 and

T1 estimation.

Since the SE sequence-based model allows the simultaneous estimation of both spin-spin and

spin-lattice relaxation times, we focus our attention on this imaging sequence. In any case, the

theoretical study reported in the following could be easily adapted to different imaging sequences.

Considering an SE sequence [2], the two imaging parameters involved in the acquisition procedure

are the repetition time, TR, and the echo time, TE . We briefly recall that these two parameters

allow the scanner to differently interact with tissues characterized by different T1 and T2 values. By

exploiting different TR and TE combinations, it is possible to emphasize the effect of one tissue

intrinsic parameter with respect to others, obtaining the well-known ρ-weighted, T1-weighted or

T2-weighted images.

Given the previously mentioned motivations, we present a deeper analysis of the complex SE

model considered in [18] extended to three parameters (i.e., ρ, T1 and T2). The analysis is conducted

exploiting the Cramer–Rao lower bounds (CRLBs) [16]. Since CRLBs provide the best achievable

performances in the unbiased estimation of one or more parameters, by minimizing them with respect

to the MR scanner imaging parameters, it is possible to find the optimal acquisition configuration for

the relaxation time estimation. Practically speaking, we look for the acquisition parameters that

allow achieving lower relaxation time estimation errors. The result of the study is the introduction of

a general empirical rule for determining the optimal (with respect to CRLBs) MRI scanner parameter

configuration. In particular, the identification of these parameters in the case of several tissues has

been conducted. The effectiveness of the theoretical results and of the empirical rule is validated and

verified on different datasets.
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The manuscript is organized as follows: in Section 2, the acquisition model for an MRI spin echo

sequence is presented, and in Section 3, the achievable performances of the estimation are analyzed

via the CRLBs. In Section 4, the CRLB-based empirical rule for the optimal acquisition parameter

configuration is presented. Finally, validation on different datasets is presented in Section 5, and

conclusions are drawn.

2. The Model

Let us consider an MRI acquisition system using a spin echo imaging sequence. The amplitude

of the recorded complex signal after the image formation process, i.e., after the computation of the

2D Fourier transform, is related to the tissue parameters, ρ, T1 and T2, via [2,21]:

f(θ) = ρ exp

(
−TE

T2

)(
1− exp

(
−TR

T1

))
(1)

where TE and TR are the echo and repetition time, respectively, which are two imaging parameters

that can be set in the MRI scanner, and θ = [ρ T1 T2]
T is the vector containing the tissue parameters in

which we are interested. Note that Equation (1) is valid in the case of a homogeneous imaged object.

In the case of clinical data, the presence of different hydrogen environments within each voxel has to

be taken into account. The acquisition model reported in Equation (1), which is a solution to Bloch

equations, assuming that TE is short with respect to TR, is related to the noise-free case and does not

take into account the dependency on the static magnetic field, B. Considering noise, in the complex

domain, the model becomes:

y = yR + iyI = f(θ) exp (iφ) + (nR + inI) (2)

where nR and nI are the real and imaginary parts of the noise samples, which are distributed as

independent circularly Gaussian variables [22], and φ represents the angle of the complex data [23,

24]. Thus, the statistical distributions of the real and imaginary parts of the acquired signal are:

fYR
(yR) =

1√
2πσ2

exp

(
−(yR − f(θ) cos(φ))2

2σ2

)

fYI
(yI) =

1√
2πσ2

exp

(
−(yI − f(θ) sin(φ))2

2σ2

)
(3)

where σ2 is the variance of real and imaginary noise components. Due to the independence of the

real and imaginary parts of noise, the joint statistical distribution of yR and yI is the product of the

two probability density functions of Equation (3).

Once N acquisitions with different TR and TE combinations have been recorded and collected in

the data vector y = [yR, yI ], with yR = [yR(1), · · · yR(N)] and yI = [yI(1), · · · yI(N)], we can

derive the likelihood function from the factorization of the Probability Density Functions (PDFs):

p(y;θ) =
N∏
k=1

(
1√
2πσ2

)2

exp

{
− [yR(k)− f(θ) cos(φ)]2

2σ2
− [yI(k)− f(θ) sin(φ)]2

2σ2

}
(4)
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Starting from the likelihood function of Equation (4), the CRLBs for θ are derived and analyzed

in the following sections.

3. Cramer–Rao Lower Bounds Evaluations

In order to evaluate the performances of the optimal estimator for the model presented in

Section 2, the Cramer–Rao lower bounds have to be computed. According to Statistical Estimation

Theory [16], given an observation model, the accuracy of any estimator can be evaluated according

to its mean and its variance. In particular, in order to be optimal, an estimator needs to have its

mean equal to the value to be estimated (i.e., unbiased estimator) and to have the smallest possible

variance. CRLBs represent the lower bound of the variance of any unbiased estimator, resulting

an interesting and powerful tool for evaluating the achievable performances of a considered model.

By computing the CRLBs for different configuration of the parameters involved in the acquisition

model, it is possible to find the best parameter configuration, the one that provides the minimum

values of CRLBs (i.e., the minimum achievable variances). Considering the vector parameter θ,

the minimum variance that any unbiased estimator of parameter θi can reach is provided by the i-th

diagonal element of the inverse of matrix I [16]:

var(θ̂i) ≥
[
I−1(θ)

]
ii

(5)

with I being the Fisher matrix, which is equal to:

I(θ) =

⎡
⎢⎢⎢⎣

−E
[
∂2 ln p(y;θ)

∂ρ2

]
−E

[
∂2 ln p(y;θ)

∂ρ∂T1

]
−E

[
∂2 ln p(y;θ)

∂ρ∂T2

]
−E

[
∂2 ln p(y;θ)

∂ρ∂T1

]
−E

[
∂2 ln p(y;θ)

∂T 2
1

]
−E

[
∂2 ln p(y;θ)
∂T1∂T2

]
−E

[
∂2 ln p(y;θ)

∂ρ∂T2

]
−E

[
∂2 ln p(y;θ)
∂T1∂T2

]
−E

[
∂2 ln p(y;θ)

∂T 2
2

]
⎤
⎥⎥⎥⎦ (6)

where E [·] is the expected value operator.

A closed form for the second order derivatives of Equation (6) has been derived and reported in

the Appendix. The closed form greatly improves the computational accuracy of the CRLB evaluation

and decreases the computational burden of the simulations reported in the following.

In order to experimentally compute the matrix of Equation (6), Monte Carlo simulations with 105

iterations have been considered for statistical average computation.

For the following evaluations, we considered a tissue, named A, with parameters θ =

[ρ T1 T2]
T = [2.5 1600 90]T . Note that within the paper, all relaxation times are expressed in

milliseconds, while the proton density is in percentage. The following simulations are reported and

analyzed in order to investigate CRLB dependency and behavior with respect to the signal-to-noise

ratio (SNR), the number of acquisitions and the scanner acquisition parameters.

3.1. CRLB vs. SNR

Let us start by computing CRLBs varying the noise standard deviation (i.e., the SNR). Sixteen

images have been considered, which refer to the all combinations of four TR and four TE values
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equally spaced in the intervals [500, 3500] ms and [80, 350] ms, respectively. Note that the lower

TE value has been set according to the minimum echo time for the SE sequence accepted by the

Philips Achieva 3.0 T, the MR scanner we worked on, while the maximum value of TR has been set

in order to limit the global acquisition time. The CRLBs in the case of different SNRs are shown in

Figure 1. As expected, the square root of the CRLBs related to all considered parameters decreases

with respect to SNR growth, i.e., high SNRs positively affect the estimator performances. In the

considered range of SNRs, no saturation appears. Very similar behaviors are obtained varying TR

and TE combinations. Globally, it can be stated that SNR linearly affects CRLBs, so in the following

the results of each simulation can be easily extended to any SNR configuration.

Figure 1. Square root of the Cramer–Rao lower bound (CRLB) for proton density

(blue), spin-lattice (T1) relaxation time (green) and spin-spin (T2) relaxation time (red)

for different signal-to-noise ratio values expressed in decibels (logarithmic scale). CRLB

values have been normalized for the parameter values in order to be plotted in the

same graph.

3.2. CRLB vs. the Number of Acquisitions

A second case study has been conducted in order to evaluate the advantage of increasing the

number of acquisitions. Two vectors of TR and TE , of a length of NR and NE , respectively, have

been generated in the [500, 3500] ms (for TR) and [80, 350] ms (for TE) intervals. The square root of

CRLBs, i.e., the minimum achievable standard deviations, are reported in Figure 2 for ρ, T1 and T2,

respectively, for different NR and NE combinations. The noise variance has been fixed in order to

obtain an SNR of 16 dB for the image with the lowest signal intensity (i.e., TR = 500 ms and TE = 80

ms). It can be noted that the number of TR values mainly affects the achievable performances with

respect to T1 estimation, while CRLBs of ρ and T2 are dependent on the number of both TE and TR

values, with a higher dependency on echo times. The results confirm the strict connections between

TR and T1 and also between TE and T2, as expected from the exponential terms of the SE signal
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model (Equation (1)). However, it is interesting to stress how the CRLB of ρ is very tightly related

to TE values rather than to TR ones.

Figure 2. The square root of the CRLB of proton density ρ (a), T1 relaxation time (b)

and T2 relaxation time (c) for different numbers of acquisitions.

(a) (b) (c)

3.3. CRLB vs. TR and TE Values

As a further case study, an evaluation of CRLBs with respect to TR and TE values with a fixed

number of acquisition has been performed. Four acquisitions have been considered, corresponding

to all the combinations of TR = [TR(1), TR(2)] and TE = [TE(1), TE(2)]. CRLBs have been

computed while varying TR(1) and TE(2) and considering TR(2) = 3, 500 ms and TE(1) = 80 ms,

again in the case of tissue A parameters. Results are reported in Figures 3. Figure 4a shows that

the ρ estimation would prefer low TR(1) and high TE(2) values. The behaviors of CRLBs for T1

and T2 differ remarkably from Figure 4a, as it can be noticed that the estimation of T1 is almost

unresponsive with respect to TE(2) values, as far as T2 estimation with respect to TR(1). In particular,

for the estimation of T1, the ideal TR(1) is as low as possible, while the ideal TE(2) for the estimation

of T2 is between 150 and 250 ms. For this experiment, a second dataset has also been considered:

the same simulation has been conducted in the case of a second tissue, named B, with parameters

θ = [ρ T1 T2]
T = [2.8 1800 60]T , in order to know if the results of Figure 3 are always valid or if they

are highly dependent on the considered tissue. The results are reported in Figure 4. It can be noticed

that the lower regions remain in the same position, although being increased in value, but for CRLBs

of ρ and T2, the ideal TE(2) range reduces to [130, 180] ms. This is mainly due to the lower T2 value

of tissue B with respect to tissue A. Thus, it can be concluded that the general trend is confirmed,

although the position of the global minimum is strictly related to the considered tissue. These two

simulations show that the choice of optimal parameters is strictly dependent on the relaxation times

of the imaged tissues. In the next section, we investigate the possibility of finding a rule for ideal

imaging parameter identification.
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Figure 3. The square root of the CRLB of proton density ρ (a), T1 relaxation time (b)

and T2 relaxation time (c) for different combinations of TR and TE values in the case of

ρ = 2.5, T1 = 1, 600 ms and T2 = 90 ms.

(a) (b) (c)

Figure 4. The square root of the CRLB of proton density ρ (a), T1 relaxation time (b)

and T2 relaxation time (c) for different combinations of TR and TE values in the case of

ρ = 2.8, T1 = 1, 800 ms and T2 = 60 ms.

(a) (b) (c)

4. Optimal Parameter Configuration

After the evaluation of ρ, T1 and T2 CRLB behaviors, an analysis dedicated to the computation of

optimal TR and TE combinations is presented. In the following, it will be shown that a proper imaging

configuration can greatly improve the performances with respect to such a choice. In particular, the

aim of this section is to identify the ideal imaging parameters with respect to imaged tissues.

Let us show how the optimal imaging parameters can be determined. Initially, we have focused

on the minimization of T2 CRLB, which consist in finding TE values that minimize the element (3, 3)

of the inverse of the Fisher matrix, I(θ), of Equation (6) for different spin-spin relaxation times T2.

The optimization has been performed by searching the three optimal TE values in the [82, 350] ms

range for a fixed value of TR. The evaluation has been done varying the tissue T2 relaxation times in

the [20, 200] ms range, obtaining the results shown in Figure 5. Some considerations can be drawn:
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• there is no TE value combination that is simultaneously ideal for tissues with different spin-spin

relaxation times. As a consequence, we can only find the TE combination that is ideal for a

specific tissue;

• by analyzing Figure 5, it can be noticed that the lowest TE value of the ideal configuration is

always equal to the lower bound of the considered variability range, which, in our case, was

fixed to 82 ms. As stated before, this value is the minimum echo time for the SE sequence

accepted by the Philips Achieva 3.0 T, the MR scanner we worked on;

• the two higher TE values, which are the red and the green lines of Figure 5, practically coincide.

This can be explained considering that we are interested in the estimation of relaxation times,

i.e., of decay rates. In order to achieve such a goal, it is crucial that the measurement of the

signal decrease, i.e., the ratio of the signal acquired in two different echo times. Therefore,

instead of values TE , it is only important the difference between them. A third echo time,

TE(3), equal to TE(2), allows us to compute twice the signal decay, which is the quantity in

which we are interested;

• the red and the green lines of Figure 5 show a clear trend: their values grow linearly when

increasing T2. In particular, we found that the distance with the blue line (i.e., lowest TE , 82

ms) is a little bit bigger than the value of the considered spin-spin relaxation time, T2. For

example, in the case of T2 = 100 ms, the ideal echo times were TE = [83, 197, 205] ms; the

last two values are approximately 110% of (TE(1) + T2). By considering the other simulated

T2 values, we found that this coefficient is 110% ± 10%. Within this range, the CRLB of T2

can be considered constant.

Figure 5. TE values that minimize the CRLB of T2 for tissues with different spin-spin

relaxation times, T2. Three values have been considered: the blue line is for the lowest

TE value, the red line for the highest one and green for the intermediate one.

From these simulations, we can derive an empirical rule for the optimal TE selection: the lower

one should be fixed to the minimum value accepted by the MR scanner, while the other values should

to be set in the range of 100%–120% of the value of (TE(1) + T2), considering the T2 of the tissue in

which we are interested.
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A similar evaluation has been conducted for the minimization of T1 CRLB varying MRI scanner

repetition times TR, with a fixed value of TE; the results are shown in Figure 6. The higher TR value

is fixed to the right edge of the considered variability range, which we set equal to 4, 000 ms. The

intermediate and low TRs have similar values, which, starting from 500 ms in the case of tissue with

T1 = 700 ms, grow almost linearly up to 1, 400 ms for tissues with higher T1 (about 3, 000 ms). It is

hard to determine an empirical rule in this case; anyway, we can say that a choice of around 1, 000

ms for TR(1) and TR(2) will fit a wide class of tissues, i.e., those with 1, 200 < T1 < 2, 000 ms.

Figure 6. TR values that minimize the CRLB of T1 for tissues with different spin-lattice

relaxation times, T1. Three values have been considered: the red line is for the highest

TR value, the blue line for the lowest one and green for the intermediate one.

Concluding this section, one more evaluation has been conducted. Instead of optimizing TR and

TE values separately, a joint minimization has been done. Nine acquisitions have been considered,

related to three repetition and three echo times. Among the three values, the lower and the higher

have been fixed to the search range bounds, so only the intermediate TE and TR values were variable.

Results are shown in Figure 7, respectively. It is evident from the figure that TE values can be

considered independent from T1, as far as TR from T2, proving the correctness of the separate

optimization of the echo and repetition times. In particular, from Figure 7a, we can state that tissues

with equal T2, but very different T1 values share the same three optimal echo times for T2 estimation,

and vice versa. That said, the behaviors of Figures 5 and 6, i.e., the minimization, one parameter at a

time, are confirmed.

In order to easily apply the obtained results, the ideal acquisition parameters for different tissues

have been computed exploiting CRLB minimization in the case of a 1.5 T and a 3 T MRI scanner. The

results are shown in Tables 1 and 2 for T1 and T2, respectively. According to the results reported in

Figure 7, the minimizations have been computed independently for spin-lattice and spin-spin

relaxation time estimation. Tissue relaxation times have been simulated according to reference values

present in the literature [25], which are reported in Table 3.
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In Table 4, optimal echo times in the case of gray matter T2 estimation for different minimum TE

are reported. It can be noticed that the lower optimal echo time is always the minimum and that the

empirical rule is confirmed.

Figure 7. Optimal TE(2) (a) and TR(2) (b) values considering nine acquisitions in the

case of tissues with different T1 and T2 relaxation times. It can be noticed that the TE(2)

value is substantially independent from tissue spin-lattice relaxation time T1, as far as

TR(2) from spin-spin relaxation time T2.

(a) (b)

Table 1. Optimal repetition times, TR, for T1 estimation in case of different tissues and

numbers of acquisitions at 1.5 T and 3 T.

Tissue
1.5T 3T

2 images 3 images 4 images 2 images 3 images 4 images

liver 490; 4000 490; 510; 4,000 380; 490; 510; 4,000 650; 4,000 570; 650; 4,000 570; 570; 650; 4,000

skeletal muscle 720; 4,000 720; 720; 4,000 680; 720; 720; 4,000 1,090; 4,000 990; 1,090; 4,000 870; 990; 1,090; 4,000

heart 840; 4,000 770; 840; 4,000 770; 790; 840; 4,000 1,060; 4,000 910; 1,060; 4,000 770; 910; 1,060; 4,000

kidney 570; 4,000 430; 570; 4,000 430; 460; 570; 4,000 910; 4,000 790; 910; 4,000 750; 790; 910; 4,000

cartilage 760; 4,000 690; 760; 4,000 630; 690; 760; 4,000 880; 4,000 770; 880; 4,000 770; 780; 880; 4,000

white matter 690; 4,000 690; 710; 4,000 640; 690; 710; 4,000 850; 4,000 780; 850; 4,000 730; 780; 850; 4,000

gray matter 920; 4000 840; 920; 4000 800; 840; 920; 4,000 1,150; 4,000 980; 1,150; 4,000 910; 980; 1,150; 4,000

optic nerve 960; 4,000 960; 1,060; 4,000 960; 1,060; 1,100; 4,000 970; 4,000 910; 970; 4,000 910; 970; 1,030; 4,000

spinal cord 600; 4,000 550; 600; 4,000 450; 550; 600; 4,000 760; 4,000 660; 760; 4,000 660; 700; 760; 4,000

blood 1,120; 4,000 840; 1,120; 4,000 830; 840; 1,120; 4,000 1,120; 4,000 1,040; 1,120; 4,000 1,030; 1,040; 1,120; 4,000

Note that the usefulness of a proper TR and TE selection, besides the lower estimation variance,

consists also in reducing the acquisition time. In order to make such an advantage evident, Table 5

reports the achievable performance in the case of 16 images (4 TR and 4 TE values) when moving

from equally spaced to optimized acquisition parameters. In particular, the last column of Table 5

shows that 12 acquisitions, with properly chosen parameters, can lead to better results with respect

to 16 equally spaced images, while definitely reducing the global acquisition time.



178

Table 2. Optimal echo times TE for T2 estimation in case of different tissues and numbers

of acquisitions at 1.5 T and 3 T.

Tissue
1.5T 3T

2 images 3 images 4 images 2 images 3 images 4 images

liver 82; 134 82; 134; 138 82; 134; 138; 146 82; 134 82; 134; 134 82; 134; 134; 142

skeletal muscle 82; 130 82; 130; 138 82; 130; 138; 1;400 82; 132 82; 132; 144 82; 132; 144; 146

heart 82; 124 82; 124; 134 82; 124; 134; 136 82; 132 82; 132; 140 82; 132; 140; 148

kidney 82; 158 82; 158; 168 82; 158; 168; 188 82; 144 82; 144; 154 82; 144; 154; 164

cartilage 82; 116 82; 116; 116 82; 116; 116; 122 82; 114 82; 112; 114 82; 112; 114; 120

white matter 82; 162 82; 162; 188 82; 162; 188; 208 82; 162 82; 162; 178 82; 162; 178; 214

gray matter 82; 210 82; 210; 244 82; 210; 244; 280 82; 192 82; 192; 218 82; 192; 218; 240

optic nerve 82; 192 82; 192; 222 82; 192; 222; 250 82; 168 82; 168; 196 82; 168; 196; 240

spinal cord 82; 160 82; 160; 192 82; 160; 192; 208 82; 174 82; 174; 190 82; 174; 190; 212

blood 82; 516 82; 516; 558 82; 516; 558; 620 82; 436 82; 436; 562 82; 436; 562; 588

Table 3. Mean spin-lattice and spin-spin relaxation times for the considered tissues at

1.5 T and 3 T.

Tissue
1.5T 3T

T1 T2 T1 T2

liver 576 46 818 42

skeletal muscle 1,008 44 1,412 50

heart 1,030 40 1,471 47

kidney 690 55 1,194 56

cartilage 1,038 44 1,156 43

white matter 884 72 1,084 69

gray matter 1,124 95 1,820 99

optic nerve 815 77 1,083 78

spinal cord 745 74 993 78

blood 1,441 290 1,932 275

Table 4. Optimal echo times for T2 estimation of gray matter for acquisitions at 1.5 T in

the case of different minimum TE values.

2 images 3 images 4 images

minimum TE = 82 ms 82, 210 82, 210, 244 82, 210, 244, 280

minimum TE = 50 ms 50, 182 50, 182, 212 50, 182, 212, 234

minimum TE = 20 ms 20, 158 20, 158, 180 20, 158, 180, 210

Table 5. CRLBs for equally and optimally spaced TR and TE values.

Tissue CRLB: 16 images CRLB: 16 images Improvement CRLB: 12 images Improvement
parameter Equispaced Optimized (%) Optimized (%)

ρ 0.1562 0.1291 17.34% 0.1506 3.58%

T1 3144 1483 52.83% 1.960 37.66%

T2 2.708 1.808 33.23% 2.144 20.83%
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5. Numerical Experiments

Within this section, some numerical results are shown in order to validate the advantage of the

optimal selection of the imaging parameters according to the previously reported theoretical studies.

A tissue with parameters [ρ T1 T2] = [5.5 775 44.5] has been considered. Three noisy datasets

(SNR = 30 dB) have been simulated, each one composed of four acquisitions. The parameters of

Dataset 1 have been chosen according to the results of Figures 5 and 6 in order to optimize the

estimation for the considered tissue. Datasets 2 and 3 have been generated with non-ideal parameters.

The dataset characteristics are summarized in Table 6.

Table 6. Acquisition parameters: three datasets composed of four images.

Repetition Times (s) Echo Times (ms) SNR (dB)

Dataset 1 0.55, 4.0 80, 140 30

Dataset 2 0.75, 4.0 80, 170 30

Dataset 3 0.90, 4.0 80, 200 30

To asses and validate the CRLB studies, the estimation of the relaxation times has been

implemented via Monte Carlo simulation. In particular, a maximum likelihood estimator (MLE)

has been set up in the complex domain. Considering that the noise is circularly Gaussian distributed,

MLE corresponds to a non-linear least squares (NLLS) estimator [18]. It is important to note that

the previously reported theoretical studies about the optimal selection of the imaging parameters are

valid for any unbiased estimator, since CRLBs are related only to the acquisition model. Among

different estimators, NLLS has been chosen thanks to its low computational times and complexity.

We recall that the choice of the optimal estimator is not the aim of this paper.

Table 7. Estimator performances: three datasets composed of four images.

Parameter True Value
Dataset 1 Dataset 2 Dataset 3

Mean Variance Mean Variance Mean Variance

ρ̂ 5.5 5.52 0.20 5.58 0.47 5.79 2.56

T̂1 775 776.1 1662 776.5 2615 776.5 3, 566

T̂2 44.5 44.54 3.58 44.49 7.95 44.32 20.82

The NLLS estimator for the ρ, T1 and T2 parameters has been implemented on the three datasets

of Table 6. A quantitative analysis of the results, in terms of estimation means and variances, has been

reported in Table 7. By analyzing it, it is possible to infer that the estimator means are very close,

while variances significantly vary from one dataset to the other. In particular, the smallest variances

are obtained in the case of Dataset 1. This fully agrees with the theoretical studies reported in

Section 4; as a matter of fact, Dataset 1 has been generated by using the previously developed optimal
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TE and TR parameter selection for the considered relaxation times. It is evident that choosing a

non-ideal imaging parameters configuration can lead to very inaccurate results. For example, the T2

estimator variance of Dataset 3 is approximately six times larger than the one of Dataset 1. In order

to visualize such results, the normalized standard deviations of ρ, T1 and T2 in the case of Datasets

1, 2 and 3 are reported in Figure 8.

Figure 8. Square root of the CRLB for proton density (blue), spin-lattice (T1) relaxation

time (green) and spin-spin (T2) relaxation time (red) for the dataset with different

acquisition parameters. CRLBs values have been normalized for the parameter values

in order to be plotted in the same graph.

The higher achievable accuracy in the case of optimal imaging parameters selection can also be

inferred from the empirical probability density functions of the estimators, reported in Figure 9. In

each image, the blue, the green and the red curves refer to Datasets 1, 2 and 3 of Table 6. As expected,

most of the presented estimators follow a Gaussian distribution, with a different width. Blue curves

obtained using Dataset 1, characterized by the optimal TR/TE values for the simulated tissue, are

always the narrowest (smallest variances). Moving to curves obtained from Datasets 2 and 3, the

estimation error becomes larger. Moreover, in the case of the ρ estimator, the results start showing

a bias in the case of Dataset 3, i.e., the one with the worst acquisition parameters, and the empirical

PDF does not look like a Gaussian function any more.
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Figure 9. The empirical probability density function of the ρ (a), T1 (b) and T2 (c)

estimators in the case of Dataset 1 (blue line), Dataset 2 (green line) and Dataset 3 (red

line). The true values are ρ = 5.5, T1 = 775 and T2 = 44.5, respectively.

(a) (b) (c)

Finally, one further simulation is presented. Signals from two different tissues have been

simulated, with parameters [ρ T1 T2] = [5 700 68] (spinal cord) and [ρ T1 T2] = [5 1190 115]

(gray matter). Two datasets composed of four acquisitions have been generated, with parameters

reported in Table 8. Taking into account the developed procedure, Dataset 1 parameters represent the

ideal configuration for the first tissue, while Dataset 2 is the ideal for the second one.

The empirical probability density functions for T1 and T2 estimators have been computed for both

datasets and are shown in Figures 10, respectively. Once again, The results validate the theoretical

study of Section 4. Estimation based on Dataset 1 (red line) shows lower variance in the case of spinal

cord, i.e., the tissue with the lowest relaxation times (the left peaks of Figures 10). Considering gray

matter, Dataset 2 (blue line) -based estimation gives better results, although the improvement of the

T1 estimator is not pronounced. Once again, the result highlights the need of properly tuning the

acquisition parameters.

Table 8. Acquisition parameters in the case of two tissues; the datasets are composed of

four images.

Repetition Times (s) Echo Times (ms) SNR (dB)

Dataset 1 0.55 4.0 82, 160 26

Dataset 2 0.80, 4.0 82, 250 26
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Figure 10. The empirical probability density function of the T1 (a) and T2 (b) estimators

in the case of Dataset 1 (blue line) and Dataset 2 (red line). Dataset 1 (blue line) imaging

parameters are ideal for tissues with lower T1 and T2. On the contrary, Dataset 2 (red

line) is ideal for the tissue with higher relaxation times.

(a) (b)

6. Conclusions

Within this paper, an analysis on the spin echo signal model in MR imaging has been addressed.

In particular, Cramer–Rao lower bounds for relaxation time estimation in the case of a complex

Gaussian acquisition model have been evaluated. Several CRLB-based evaluations have been

presented in order to investigate the possibility of finding the optimal, in terms of reconstruction

accuracy, imaging parameter configuration for the estimation of T1 and T2 maps. According to these

theoretical studies, an empirical rule together with the identification of the optimal imaging parameter

combination (echo and repetition times) in case of different tissues (different T1 and T2) has been

proposed. Moreover, the optimal acquisition parameters for several tissues have been computed for

both 1.5 T and 3 T acquisitions. The theoretical results have been numerically validated on different

datasets. It should be underlined that such optimal parameters are independent from the implemented

estimators, as CRLBs only depend on the signal model. Once the data have been acquired, different

estimators proposed in the literature can be applied. It is important to underline that the theoretical

studies reported within the paper can be easily adapted to different imaging sequences.

Appendix

From [16], CRLBs may also be expressed in a slightly different form with respect to

Equation (6). In particular, it yields:

− E

[
∂2 ln p(y;θ)

∂θ2

]
= E

[(
∂ ln p(y;θ)

∂θ

)2
]

(7)
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From Equation (4), the log-likelihood function related to N complex acquisitions is:

log[p(y;θ)]=−N log(2πσ2)− 1

2σ2

N∑
k=1

[
f 2(θ)+y2R(k)+y2I (k)−2f(θ)yR(k) cos(φ)−2f(θ)yI(k) sin(φ)

]

where subscript k refers to k-th acquisition, i.e., the MRI scan with parameters TR(k), TE(k).

The partial derivatives can be computed as:

∂ ln p(y;θ)

∂ρ
= − 1

2σ2

N∑
k=1

[
∂f 2(θ)

∂ρ
− 2

∂f(θ)

∂ρ
(yR(k) cos(φ) + yI(k) sin(φ))

]

∂ ln p(y;θ)

∂T1

= − 1

2σ2

N∑
k=1

[
∂f 2(θ)

∂T1

− 2
∂f(θ)

∂T1

(yR(k) cos(φ) + yI(k) sin(φ))

]

∂ ln p(y;θ)

∂T2

= − 1

2σ2

N∑
k=1

[
∂f 2(θ)

∂T2

− 2
∂f(θ)

∂T2

(yR(k) cos(φ) + yI(k) sin(φ))

]

where the first order derivatives are:

∂f(θ)

∂ρ
= exp

(
−TE

T2

)[
1− exp

(
TR

T1

)]
∂f 2(θ)

∂ρ
= 2ρ exp

(
−2TE

T2

)[
1− exp

(
TR

T1

)]2
∂f(θ)

∂T1

= −ρ
TR

T 2
1

exp

(
−TE

T2

)
exp

(
−TR

T1

)
∂f 2(θ)

∂T1

= −2ρ2
TR

T 2
1

exp

(
−2TE

T2

)
exp

(
−TR

T1

)[
1− exp

(
−TR

T1

)]
∂f(θ)

∂T2

= ρ
TE

T 2
2

exp

(
−TE

T2

)[
1− exp

(
TR

T1

)]
∂f 2(θ)

∂T2

= 2ρ2
TE

T 2
2

exp

(
−2TE

T2

)[
1− exp

(
TR

T1

)]2

In order to compute the expected value of Equation (7), Monte Carlo simulations have to

be implemented.
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Calibrationless Parallel Magnetic Resonance Imaging:  
A Joint Sparsity Model 

Angshul Majumdar, Kunal Narayan Chaudhury and Rabab Ward 

Abstract: State-of-the-art parallel MRI techniques either explicitly or implicitly require certain 
parameters to be estimated, e.g., the sensitivity map for SENSE, SMASH and interpolation weights 
for GRAPPA, SPIRiT. Thus all these techniques are sensitive to the calibration (parameter 
estimation) stage. In this work, we have proposed a parallel MRI technique that does not require any 
calibration but yields reconstruction results that are at par with (or even better than) state-of-the-art 
methods in parallel MRI. Our proposed method required solving non-convex analysis and synthesis 
prior joint-sparsity problems. This work also derives the algorithms for solving them. Experimental 
validation was carried out on two datasets—eight channel brain and eight channel Shepp-Logan 
phantom. Two sampling methods were used—Variable Density Random sampling and non-Cartesian 
Radial sampling. For the brain data, acceleration factor of 4 was used and for the other an 
acceleration factor of 6 was used. The reconstruction results were quantitatively evaluated based on 
the Normalised Mean Squared Error between the reconstructed image and the originals. The 
qualitative evaluation was based on the actual reconstructed images. We compared our work with 
four state-of-the-art parallel imaging techniques; two calibrated methods—CS SENSE and 
l1SPIRiT and two calibration free techniques—Distributed CS and SAKE. Our method yields 
better reconstruction results than all of them. 

Reprinted from Sensors. Cite as: Majumdar, A.; Chaudhury, K.N.; Ward, R. Calibrationless Parallel 
Magnetic Resonance Imaging: A Joint Sparsity Model. Sensors 2013, 13, 16714–16735. 

1. Introduction 

In parallel MRI (pMRI), the object under study is scanned by multiple receiver coils. In order to 
expedite scanning, the K-space is partially sampled at each of the channels. The problem is to 
reconstruct the image given the partial K-space samples. The problem is rendered even more 
challenging by the fact that, each of the receiver coils has their own sensitivity profiles depending 
on their field of view; these sensitivity profiles are not accurately known beforehand. 

In the past, all pMRI techniques required the sensitivity profile to be estimated either explicitly 
(SENSE [1], SMASH [2]) or implicitly (GRAPPA [3,4], SPIRiT [5]). All the aforementioned 
methods assume that the sensitivity maps are smooth and hence have a compact support in the 
Fourier domain. Thus, while acquiring the MRI scan, the centre of the K-space is densely sampled 
from which the sensitivity map is either explicitly estimated (SENSE or SMASH) or the interpolation 
weights (dependent on the sensitivity maps) are estimated (GRAPPA, SPIRiT). Unfortunately joint 
estimation of sensitivity maps (or related interpolation weights) is an ill-posed problem. 

All the aforementioned pMRI reconstruction methods proceed in two stages—(i) In the 
calibration stage, the sensitivity maps or the interpolation weights are estimated; (ii) Based on these 
estimates, the image is reconstructed in the reconstruction stage. The reconstruction accuracy of the 
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images is sensitive to the accuracy of the calibration stage. The calibration in turn depends on the 
choice of certain parameters, e.g., the window size—size of the central K-space region that has 
been fully sampled (for all the aforementioned methods) and the kernel size for estimating the 
interpolation weights (for GRAPPA and SPIRiT). These parameters are manually tuned and the 
best results are reported. The GRAPPA formulation has been studied in detail, and there is a study 
which claims to offer insights regarding the choice of GRAPPA reconstruction parameters [6]; 
however for other techniques such as SPIRiT and CS SENSE, there are no detailed studies on 
parameter tuning. 

In this work, we improve upon our previous work on calibration free reconstruction (see  
Section 2.2). Our method reconstructs each of the different multi-coil images, which are then 
combined by the sum-of-squares approach (used in GRAPPA and SPIRiT). We compare our 
method with state-of-the-art parallel MRI reconstruction methods; two of these are calibrated 
techniques—CS SENSE [7] and SPIRiT and the other two are calibration free methods—DCS and 
SAKE. Our proposed method outperforms all of them.  

Mathematically the sensitivity encoding of MR images is a modulation operation where the 
signal (image) is modulated by the sensitivity function (map) of the coils. All the aforesaid studies 
are based on the assumption the sensitivity map is smooth. Moreover the design on the receiver 
coils ensure that there sensitivity does not vanish anywhere, i.e., there is no portion of the sensitivity 
map that has zeroes. This is to ensure that each of the coils collects information about the entire 
object under scan and no portion of the object is “invisible” to any of the coils. The sensitivity maps 
can thus be represented as smooth functions without any singularities. When this assumption holds, 
the sensitivity maps will not affect the location of the singularities/discontinuities/edges in the image. 
Sparsifying transforms like wavelet and finite difference, capture the discontinuities in the images, 
i.e., the transform coefficients have high values at positions corresponding to the edges and zeros 
elsewhere. Since sensitivity encoding (modulation), do not affect the position of the discontinuities 
in the sensitivity encoded coil images, the positions of the high valued transform coefficients of the 
coil images will be the same for all. 

Our reconstruction method is based on the fact that the position of the high valued transform 
coefficients in the different sensitivity encoded coil images remain the same. Based on the precepts 
of Compressed Sensing (CS) we formulated the reconstruction as a row-sparse Multiple 
Measurement Vector (MMV) recovery problem. Our method produces one sensitivity encoded 
image corresponding to each receiver coil in a fashion similar to GRAPPA and SPiRIT. Both of 
these methods reconstruct the final image as a sum-of-squares of the sensitivity encoded images.  
In this paper, we will follow the same combination technique. 

Row-sparse MMV optimization can be either formulated as a synthesis prior or an analysis prior 
problem. However it is not known apriori which of these formulations will yield a better result. 
Even though the synthesis prior is more popular, it has been found that the analysis prior yields 
better results than the synthesis prior. Both of the analysis and the synthesis prior formulations can 
either be convex or non-convex. The Spectral Projected Gradient algorithm [8] can solve the 
convex synthesis prior problem efficiently. There is no efficient algorithm to solve the analysis 
prior problem. In the past, it has been found that for both synthesis and analysis prior, better 
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reconstruction results can be obtained with non-convex optimization [9–11]. Following previous 
studies, we intend to employ non-convex optimization for solving the reconstruction problem. 
Since algorithms for solving such optimization problems do not exist, in this work, we derive fast 
but simple algorithms to solve the non-convex synthesis and analysis prior problems. 

2. Proposed Reconstruction Technique 

The K-space data acquisition model for multi-coil parallel MRI scanner is given by: 

 (1)

where yi is the K-space data for the ith coil, F  is the Fourier mapping from the image space to the  
K-space (  is the set of sample points, for Cartesian sampling, F  can be expressed as RF, where R 
is a mask and F is the Fast Fourier Transform, but for non-Cartesian sampling, viz. Spiral, rosetta 
and radial, F  is a non-uniform Fourier transform), xi is the vectorized sensitivity encoded image  
(formed by row concatenation) corresponding to the ith coil, i is the noise and C is the total number 
of receiver coils. 

Since the receiver coils only partially sample the K-space, the number of K-space samples for  
each coil is less than the size of the image to be reconstructed. Thus, the reconstruction problem is 
under-determined. Following the works in CS based MR image reconstruction [12], one can 
reconstruct the individual coil images separately by exploiting their sparsity in some transform 
domain, i.e., each of the images can be reconstructed by solving, 

 (2)

where  is the wavelet transform i is the variance of noise times the number of pixels in  
the image. 

The analysis prior optimization directly solves for the images. The synthesis prior formulation 
solves for the transform coefficients. In situations where the sparsifying transform is orthogonal 
(Orthogonal: T  = I = T) or a tight-frame (Tight-frame: T  = I  T), the inverse problem 
Equation (2) can be solved via the following synthesis prior optimization: 

 (3)

where zi = xi are the sparse transform coefficients. 
However, such piecemeal reconstruction of coil images does not yield optimal results. In this paper,  

we will reconstruct all the coil images simultaneously by solving a MMV recovery problem. Equation 
(1) can be compactly represented in the MMV forms as follows: 

 (4)

where Y = [y1|…|yC], X = [x1|…|xC] and N = [ 1|…| C]. Here “|” denotes that the vectors are stacked  
as columns. In this work, we recover all the coil images X by solving the inverse problem  
Equation (4). 
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2.1. Joint Sparsity Formulation 

The multi-coil images (xi’s) are formed by sensitivity encoding of the original image (to be 
reconstructed). All previous studies in parallel MRI assume that the sensitivity maps are smooth 
and have a compact support in the Fourier domain. Since the sensitivity maps are smooth, they do 
not alter the positions of the edges of the images although they might change the absolute values. 

This can be clarified with a toy example. Figure 1a shows a prominent edge (say after sensitivity 
encoding by first coil) and Figure 1b shows a less prominent edge (say after sensitivity encoding by 
second coil). 

Figure 1. (a) Sharp edge and (b) Less prominent edge. 

(a) (b) 

If finite difference is used as the sparsifying transform, the discontinuities along the edges are 
captured, i.e., there are high values along the edges but zeroes elsewhere. The positions of the 
discontinuities are maintained, although the absolute values change as can be seen from Figure 2. 

Figure 2. (a) Finite differencing of sharp edge and (b) Finite differencing of less 
prominent edge. 

(a) (b) 
Based on this toy example, we consider the MMV formulation Equation (4). All the columns  

of X are images corresponding to different coils. Since the sensitivity maps of all the coils are 
smooth, the positions of the edges remain intact. For better clarity, we look at the images in a 
transform domain: 

 (5)

where  is the sparsifying transform than encodes the edges of the images, Z is the matrix formed 
by stacking the transform coefficients as columns. 

In Equation (5), each row corresponds to one position. Based on the discussion so far, since the 
positions of the edges in the different images do not change, the positions of the high valued 
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coefficients in the transform domain do not change either. Therefore for all the coil images the high 
valued transform coefficients appear at the same position. Thus the matrix Z is row-sparse, i.e., 
there are a few rows with high valued coefficients while most of the rows are zeros. 

We propose to solve Equation (4) by incorporating this row-sparsity information into the 
optimization problem. The analysis prior formulation for solving Equation (4) is as follows: 

 (6)

where 
2, 2

1

N pp j
p

j
Z Z  ( jZ  is the vector whose entries form the jth row of Z = X), ||.||Fdenotes 

the Frobenius norm of the matrix and  is the variance of noise multiplied by the length of the 
transform vector and the number of receiver coils (C in our case).  

The values of the inner (l2) and outer (lp) norms have been suggested in [13]. The choice of  
such values for the norms can be understood intuitively. The inner l2-norm over the rows enforces 
non-zero values on all the elements of the row vector whereas the outer lp-norm enforces  
row-sparsity, i.e., the selection of only a few rows [13]. 

The aforesaid problem Equation (5) is convex for p = 1. However, it has been found better MR 
image reconstruction results can be obtained if non-convex priors are used. 

The analysis prior optimization directly solves for the images. The synthesis prior formulation 
solves for the transform coefficients. In situations where the sparsifying transform is orthogonal or  
a tight-frame, the inverse problem Equation (4) can be solved via the following synthesis  
prior optimization: 

 (7)

where Z = X. 
The images are recovered by: 

 (8)

The final image (I) is obtained from the individual coil images by sum-of-squares combination 
in a fashion similar to GRAPPA and SPIRiT: 

 (9)

The analysis and the synthesis priors yield same results for orthogonal transforms but different 
results for redundant tight-frames. 

2.2. Connection with Previous Works 

In a recent work, a method similar to ours has been proposed [14]. The individual coil images 
were reconstructed by the solving the following optimization problem: 

 (10)

2
2,min  subject to ,  0 1p

p FX
X Y F X p

2

2,min  subject to ,  0 1p T
p FZ

Z Y F Z p

TX Z

1/ 2
2

1

C

i
i

I x

2
2,1min FX

Y F X X



 191 
 

 

This is actually the unconstrained version of our prior analysis problem Equation (6) with p = 1. 
The algorithm proposed in [14] to solve Equation (10) is ad hoc and is not derived from any 
optimization principle. It formulates an analysis prior problem and then suggests a synthesis prior 
type algorithm to solve it. Furthermore there is also the issue of choosing parameters  and ; For  
correct choice of parameters the constrained and the unconstrained versions yield the same results. 
Unfortunately, no analytical relationship exists between the two. It is easy to estimate  since it is 
dependent on the noise variance. But there is no known way to estimate  given the value of . One 
can only manually try different values of  and report the best possible results. However, such a 
technique is not guaranteed to give optimum results in practical scenarios. 

There have been other studies that used joint-sparsity models for parallel MRI  
reconstruction [15–17]. However, they are all modification of the basic SENSE method and require 
estimates of the coil sensitivities. They require explicit knowledge regarding the sensitivity maps 
and therefore are not calibration free techniques. The approach proposed here and those in the 
aforementioned studies are different. 

Prior to this work, we proposed a naive version of the CaLM MRI technique [18]. There in, 
instead of stacking the coil images/transform coefficients as columns of a MMV matrix (as done 
here), were concatenated to a long vector, i.e., instead of Equation (4) the data acquisition model 
was expressed as follows: 

 (11)

where:
1 10 0

... , 0 ... 0  and ...
0 0C C

y RF x
y E x

y RF x
  

In this formulation, the vector x will be group-sparse in transform domain for the same reasons 
it is row-sparse in the proposed formulation. In [18] a convex group-sparse recovery problem is 
proposed to recover the coil images. Even though the reconstruction philosophy is the same in [18] 
and the proposed approach; the approach proposed in this work is more general since we can 
handle both convex and non-convex formulations. Also the data acquisition model Equation (4) is 
more natural than Equation (11). 

In this work, we also do an in-depth analysis as to why the proposed technique is likely to be 
successful. None of the previous studies [14,18] have carried out such an analysis. Over all this 
work is a more generalized, thorough and in-depth extension to the prior studies. 

During the review, one of the reviewers pointed out to a few recent studies that do not require a 
calibration stage [19,20]. The formulation in [19] can be understood from the following diagram 
(Figure 3)—overlapping blocks from all the channels are vectorized and stacked as columns of a 
Hankel matrix A. 
  

y E x
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Figure 3. Formation of low-rank hankel matrix.  

 

The Hankel matrix thus formed is low-rank owing to local correlations. In [18] the low-rank 
structure is exploited to recover the coil images. This is a good intuitive approach, but the main 
problem with this approach is that the Hankel matrix thus formed is huge owing to overlap of the 
blocks. Estimating the low-rank matrix is an iterative process and at each iteration the SVD of this 
matrix needs to be computed. Computing the SVD for such a large matrix becomes infeasible in 
practice. This (low-rank) assumption (behind SAKE) follows from inuition but is not very practical 
for large scale problems especially for 3D volume reconstruction. 

SAKE is pegged on the idea that the coil images are correlated spatially; also the various 
channel images are correlated. Thus, the K-space samples are also correlated (The Fourier 
transform being orthogonal do not disturb the correlation). To overcome the computational issue of 
SAKE, the CLEAR technique was proposed in [20]. In CLEAR, a partial Hankel matrix is formed 
by considering a small section of the K-space. CLEAR assumes that the K-space is correlated 
locally. However, such an assumption does not follow readily from the mathematics of MRI 
acquisition—local correlation in the pixel domain does not translate to local correlation in the 
Fourier frequency domain. Thus, although CLEAR addresses the computational issues of SAKE,  
it introduces more severe problems—the reconstruction shows heavy artifacts owing to  
incorrect modeling. 

3. Theoretical Understanding of Proposed Approach 

A lot of practical CS problems exploit the sparsity of the natural signals in the wavelet basis in 
order to reconstruct them. The sparsity of the wavelet coefficients arises on account of the 
piecewise smooth (e.g., piecewise polynomial) structure of such signals, and the vanishing 
moments of wavelets. A precise way of describing this is that the action of any wavelet (t) can be 
regarded as a “smoothed” derivative operation [21], namely: 

 (12)

where the order of differentiation n is precisely the number of vanishing moments of (t). Here (t) 
is some low-pass function matched with the wavelet (t). As a result, large wavelet coefficients are 

( )
0 0( ) ( ) ( )( )nf t t t dt D f t
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obtained in the vicinity of singularities, while a relatively smaller response is obtained in the 
smooth portions of the signal. 

In this sub-section, we make some observations on how the sparsity of the piecewise smooth 
signal is affected by modulation. To keep it simple, we work with one-dimensional signals. Let f(t) 
be a piecewise smooth signal that is multiplied by a waveform m(t) to get the modulated signal  
g(t) = f(t)m(t). A natural question then is whether g(t) is sparse in the wavelet domain, and if so, 
does it have the same sparsity signature as f(t)? By sparsity signature, we simply mean the set of 
points where the wavelet coefficients are larger than some threshold. The actual size of the 
response could, however, be very different. Simulation results confirm that this is indeed the case, 
provided that m(t) and some of its derivatives is non-vanishing. These observations can be 
explained more precisely. 

Note that if f(t) and g(t) are singular at the same set of points, then they clearly have the same 
sparsity signature. The questions then is can the modulation operation create new discontinuities or 
erase some of the existing ones? It is clear that g(t) cannot have a discontinuity if both f(t) and m(t)  
are smooth. 

Therefore, the only situation of interest is that in which f(t) has a discontinuity and we ask as to 
under what conditions on m(t) will g(t) exhibit a discontinuity? For the simplest case of jump 
discontinuity, we easily see the following. 

Proposition 1 (Jump singularity). Suppose f(t) has a jump discontinuity at t = t0, and m(t) is 
smooth. Then g(t) has a jump at t0 if and only if m(t0) is non-zero (see Figure. 4). 

Note that by smooth we mean that m(t) is continuous and has sufficient derivatives. On the other 
hand, f(t) has a jump at t0 in the sense that f(t) is smooth away from t0, but has different left and 
right limits at t0, that is, f(t) tends to different values as t approaches t0 from the left and right of t0. 
As a simple example, consider the Heaviside function with a transition at t0. 

In practice this proposition demands that the sensitivity map (modulation function) should be 
smooth and non-vanishing. The fact that the sensitivity map is smooth is well known and is the 
basis of all studies in parallel MRI. But we make the additional demand that the sensitivity map 
should be non-vanishing as well. Ideally this constraint is satisfied by the design of the scanner—
there is no portion of the subject which is completely blind to a particular channel; thus the 
sensitivity profile for all the channels are non-vanishing. 

Note that higher-order singularities can arise when two smooth functions are glued together.  
For example, consider the function obtained by gluing the zero function and a polynomial: 

 (13)

It is clear that f(t) is continuous. In fact, f(t) has n derivatives. However, the n-th derivative f(n)(t) 
has a jump at t0. As a result, the wavelet transform of f(t), obtained using a wavelet with sufficient 
vanishing moments, is sparse with a large non-zero response around t0. 

0  0
( )

 0n

if t
f t
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So what is the effect of modulation on the wavelet transform of such signals? Of course, one 
would expect g(t) to have at most n derivatives. The only way it could have more derivatives is if 
the corresponding derivatives of m(t) vanish at t0. 

Proposition 2 (Higher-order singularity). Suppose f(t) has n derivatives at t = t0, but its n-th 
derivative is discontinuous at t0. Then g(t) can have m > n derivatives at t0 if and only if m(k)(t0) = 0 
for n  k  m  1. Otherwise, the g(t) would have at most n derivatives at t0. 

Combined with Equation (12), the implication of this observation is that if the wavelet at least n 
vanishing moments, then the wavelet transforms of both f(t) and g(t) would exhibit a large response 
around t0, unless the n-th and larger derivatives of m(t) are zero at t0 (see Figures 4 and 5). In 
summary, if it can be guaranteed that m(t) and its derivatives are always positive (or negative), then 
the wavelet coefficients of g(t) would have the same sparsity signature as that of f(t). 

Figure 4. (Left)—Modulation function m(t); (Middle)—Signal f(t); (Right)—
Modulated  
signal m(t)f(t).  
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Figure 5. (Left)—Modulation function m(t); (Middle)—Signal f(t); (Right)—
Modulated signal m(t)f(t).  

 

 

For parallel MRI reconstruction, the sensitivity map modulates the underlying signal (MR 
image). The sensitivity maps are assumed to be smooth and can be modeled as polynomials [22]. 
The design of the scanner ensures that there are no singularities in the sensitivity maps; physically 
this ensures that each receiver coil has information about the full image. Based on the discussion in 
this sub-section, this guarantees that the jump discontinuities in the MR image are preserved after 
sensitivity encoding. Hence, the positions of the high valued wavelet transform coefficients will 
remain unchanged before and after sensitivity encoding. 

We show a toy example. We considered a function f(t) = (1 + t2) (2 heaviside(t)-4 heaviside(t-
T)). Which was modulated by two polynomials of small order; the modulation functions are: 

 

The original function and its modulated versions are shown in Figure 6.  

Figure 6. Original and modulated signals. (Top) to (bottom): f(t); m1(t) × f(t); m2(t) × 
f(t). 
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We compute the wavelet transforms of the original and the modulated signals. These are shown 
in Figure 7. Daubechies wavelets of order 16 is used and the decomposition scale is 7. 

Figure 7. Wavelet transform of original and modulated signals. (Top) to (bottom):  
f(t); m1(t) × f(t); m2(t) × f(t).  

 

It can be seen from Figure 6 that the sparsity signatures are exactly the same. The wavelet 
transform of the original and the modulated signals have high valued coefficients at the same 
positions; but the actual values at these positions are varying. 

4. Optimization Algorithms 

The Majorization-Minimization (MM) approach [23] is employed to derive solution to the 
following problems: 

Synthesis:  (14a)

Analysis:  (14b)

For the synthesis prior X = Z, H = F  and for analysis prior, A =  and H = F . 
Instead of solving the aforesaid constrained problems, we propose solving their  

unconstrained counterparts, 

 (15a)

 
(15b)

The constrained and the unconstrained formulations are equivalent for proper choice of the 
Lagrangian . Unfortunately for most practical problems it is not possible to determine  explicitly 
by analytical means. Therefore, instead of ‘guessing’ , given the value of  (as in [14]), we will 
reach the solution of the constrained problem by iteratively solving a series of unconstrained 
problems with decreasing values of . Such cooling techniques are successful since the Pareto 
curve for the said problem is smooth [24]; similar cooling algorithms have been successfully used 
in the past for solving Compressed Sensing problems [24–26]. 
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4.1. Solving the Unconstrained Problems 

We solve this problem by the Majorization-Minimization (MM) approach [23]. The generic MM 
algorithm is as follows, 

Let J(x) be the (scalar) function to be minimized 

1. Set k = 0 and initialize x0. 
Repeat step 2–4 until suitable a stopping criterion is met. 
2. Choose Gk(x) such that 

a. Gk(x)  J(x) for all x. 
b. Gk(xk) = J(xk). 

3. Set xk + 1 as the minimizer for Gk(x). 
4. Set k = k + 1, go to step 2. 

For this paper, the problems to be solved are Equations (15a) and (15b). They do not have a 
closed form solution and therefore must be solved iteratively. At each iteration, we chose 

 (16a)

 (16b)
( )
1 ( )kG x  and ( )

2 ( )kG x  satisfies the condition for MM algorithm when   max eigvalue(HTH). 
Equations (16a) and (16b) can alternately be expressed as, 

 (17a)

 
(17b)

where K1 and K2 are terms independent of X. 
Minimizing Equations (17a) and (17b) are the same as the following, 

 (18a)

 
(18b)

where ( ) ( ) ( )1 ( )k k T kB X H Y HX .  

These updates Equation (18) are known as the Landweber iterations. 
For the synthesis prior problem, we need to solve Equation (18a) at each iteration. Taking the 

derivative of ( )
1 ( )kG X  we get, 
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Setting the derivative to zero and re-arranging, we get: 

 (19)

This can be solved by the following soft-thresholding: 

 (20)

Equations (18a) and (20) suggest a compact solution for the unconstrained synthesis prior 
problem. This is given in the following algorithm. 

Algorithm 1: Unconstrained Synthesis Prior 
Initialize: 

 

Repeat until convergence: 

 

 

Solving the analysis prior problem requires minimization of Equation (18b) in each iteration. 
Taking the derivative of ( )

2 ( )iG X  ( )
2 ( )iG X  we get: 

 (21)

where 2( )

2
( )

pi jdiag W
2( )

2
( )

pi jdiag W  and W = AX. 

Setting the gradient to zero we get: 

 (22)

It is not possible to solve Equation (22) directly as the sparsifying transform (A) in most cases is 
available as a fast operator and not as an explicit matrix. To overcome this problem, the matrix 
inversion lemma is used to simplify it: 

 

From Equation (22), we have using the above identity: 

 

Adding cz to both sides and subtracting AATz from both sides gives the equivalent equation  
we get: 

( )B X signum X

( 1) ( ) ( )( ) max(0, )k k kX signum B B

(0) 0X

( ) ( ) ( )1 ( )k k T kB X H Y HX

( 1) ( ) ( )( )max(0, )k k kX signum B B

( )
( )2 ( )k
i TdG X X B A AX

dX

( )( )T kI A A X B

1 1 1( ) ( )T T TI A A I A AA A
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 (23)

(24)

where c  max eigvalue(ATA). 

This leads to the following algorithm for solving the analysis prior joint-sparse  
optimization problem. 

Algorithm 2: Unconstrained Analysis Prior 
Initialize: 

 

Repeat until convergence: 

 

 

4.2. Solving the Constrained Problem via Cooling 

We have derived algorithms to solve the unconstrained problems. As mentioned before, the 
constrained and the unconstrained forms are equivalent for proper choice of  and . However, 
there is no analytical relationship between them in general. When faced with a similar situation, we 
employed the cooling technique following previous studies [24–26]. 

The cooling technique solves the constrained problem in two loops. The outer loop decreases the 
value of . The inner loop solves the unconstrained problem for a specific value . As  is 
progressively decreased, the solution of the unconstrained problem reaches the desired solution. 
Such a cooling technique works because the pareto curve between the objective function and the 
constraint is smooth. The cooling algorithm for the synthesis and analysis prior are: 

Algorithm 3: Synthesis Prior Algorithm 
Initialize: 

;  < max(PTx) 

Choose a decrease factor (DecFac) for cooling  
Outer Loop: While1 

 

Inner Loop: While2 

( 1) 1 1 ( ) ( ) ( )( ) ( ( ))k k k T kZ cI cZ A B A Z

( 1) ( ) ( )k k T kX B A Z

(0) 0X

( ) ( ) ( )1 ( )i i T iB X H Y HX

( 1) 1 1 ( ) ( ) ( )( ) ( ( ))i i i T iZ cI cZ A B A Z

( 1) ( ) ( )i i T iX B A Z

(0) 0X

2|| ||Fy Hx
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Compute: 

 

Compute: 

 

End While2 (inner loop ends) 

 

End While1 (outer loop ends) 
 

Algorithm 4: Analysis Prior Algorithm 
Initialize: 

;  < max(PTx) 

Choose a decrease factor (DecFac) for cooling  
Outer Loop: While1 

 

Inner Loop: While2 

 

Compute: 

 

Update: 

 

Update: 
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End While2 (inner loop ends) 

 

End While1 (outer loop ends) 

In this work, we proposed solving the reconstruction problem via non-convex optimization 
algorithms. Theoretically one may argue about the convergence of such algorithms to local 
minima. However, in practice it has never been a problem. In previous studies [9–11,27], non-
convexity never posed to be problem for MRI reconstruction. 

5. Experimental Evaluation 

There are two sets of ground-truth data used for our experimental evaluation (Figure 7). The brain 
data and the Shepp-Logan phantom have been used previously in [4]. The brain data is a fully sampled 
T1 weighted scan of a healthy volunteer. The volunteer was scanned using Spoiled Gradient Echo 
sequence with the following parameters—echo time = 8 ms; repetition time = 17.6 ms; flip angle =  
20 degrees. The scan was performed on a GE Sigma-Excite 1.5-T scanner, using an eight-channel 
receiver coil. The 8-channel data for Shepp-Logan phantom was simulated. The ground-truth is 
formed by sum-of-squares reconstruction of the multi-channel images. 

Figure 7. Groundtruth images: Brain and Shepp-Logan Phantom. 

 

In this work, we show results for two different K-space sampling schemes (Figure 8)—Variable 
Density Random Sampling (Cartesian) and Radial Sampling (non-Cartesian). In VD Random 
(VDR) Sampling, the center of the K-space is densely sampled, while the rest of the K-space is 
sparsely sampled by randomly omitting lines in the phase encoding direction. This is widely used 
sampling method for parallel MRI. Radial sampling is one of the fastest sampling methods [28,29] 
and has been previously used in parallel MRI [30]. For the brain image, the acceleration factor of 4 
is used, for the Shepp-Logan phantom, acceleration factor of 6 is used for both Variable Density 
random sampling and radial sampling. 
  

DecFac
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Figure 8. (a) VD Random Sampling, (b) Radial sampling. 

 
(a) (b) 

We compare our proposed method with two state-of-the art calibrated methods—L1SPIRiT [4] 
(frequency domain method) and CS SENSE [6] (image domain method) and two calibration  
free techniques DCS [14] and SAKE [19]. For our proposed method, the mapping from  
non-Cartesian K-space to the Cartesian image space is the Non-Uniform Fast Fourier Transform 
(NUFFT) [31,32]. 

For CS SENSE the sensitivity profiles are estimated in the fashion shown in [30]. A  
Kaiser-Bessel window at the center of the K-space is densely sampled, from which a low resolution 
image for each coil is obtained. These images are combined by sum-of-squares. The sensitivity 
map is computed by dividing the low resolution image of the corresponding coil by the combined 
sum-of-squares image. 

Our proposed method and the DCS based method propounded in [14] do not require any 
parameter estimation. In [14], the reconstruction is solved via Equation (10). However,  
as mentioned earlier, it is not possible to determine the parameter  analytically. For this work,  
we determine the value of  as specified in [14]—1/500 of the maximum (in absolute value)  
of the zero-filled image for the first 50 iterations, and 1/100 of the maximum value for the  
last 10 iterations. Sixty iterations were used to generate the final image. 

For our non-convex formulation, we found that the best results were obtained for p = 0.5  
(this value of p has also been suggested in [11]). The quantitative reconstruction results are shown 
in Table 1. Normalized Mean Squared Error (NMSE) is the metric used for evaluation. The best 
reconstruction (lowest error) results are shown in bold. 

Table 1. Comparison of reconstruction accuracies for calibration-free techniques. 

Image  Brain Phantom 
Type of Sampling  VDR Radial VDR Radial 

l1SPIRiT [4] 0.13 0.07 0.13 0.09 
CS SENSE [5] 0.16 0.28 0.14 0.04 

DCS reconstruction [13] 0.25 0.19 0.29 0.17 
SAKE [19] 0.14 0.14 0.13 0.10 

Proposed non-convex synthesis prior 0.08 0.03 0.15 0.01 
Proposed non-convex analysis prior 0.06 0.03 0.13 0.00 
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The DCS reconstruction yields the worse results. This is expected—DCS is an ad hoc algorithm 
and consequently it fails. Our proposed non-convex analysis prior formulation yields the best 
results. The synthesis prior formulation is slightly worse off than the analysis prior. The SAKE 
technique does not yield as good results as our proposed technique. CS SENSE and l1SPIRiT yield 
better results than SAKE, but they have to be thoroughly calibrated and hence are not robust. 

Although NMSE is an often used metric for evaluating the reconstruction accuracy, it does not 
always reflect the qualitative aspects of reconstruction. For qualitative evaluation we show the 
reconstructed images in Figure 9. Owing to limitations in space we only show the results for 
variable density random sampling. The qualitative results more or less corroborate the quantitative 
results. With 6-fold undersampling, all the methods apart from our proposed analysis prior 
formulation yields significant reconstruction artifacts. 

Figure 9. Reconstruction for Variable Density Random sampling. From Top to Bottom: 
DCS Reconstruction, l1SPIRiT, CS SENSE, SAKE, Proposed Non-Convex Synthesis 
Prior, Proposed Non-Convex Analysis Prior. 
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Figure 9. Cont. 

 

 

 

In order to elucidate the reconstruction even more, we show the difference (between groundtruth 
and reconstructed) images for the brain image. The difference images are shown in Figure 10. The 
contrast of the difference images have been enhances five times for visual clarity. The difference 
images corroborate our previous findings. We see that the DCS reconstruction yields the worst 
results. CS SENSE and SAKE yields almost similar difference images; l1SPIRiT slightly improves 
upon CS SENSE and SAKE. Our analysis prior formulation yields the best results; the synthesis 
prior is better than l1SPIRiT bust is slightly worse than the analysis prior. 
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Figure 10. Difference Images. (a) DCS; (b) CS SENSE; (c) SAKE; (d) l1SPIRiT;  
(e) non-convex synthesis prior; (f) non-convex analysis prior. 

 
(a) (b) (c) 

 
(d) (e) (f) 

6. Conclusions 

State-of-the-art parallel MRI techniques either implicitly or explicitly require a calibration stage 
to estimate the sensitivity maps (for SENSE, SMASH and related techniques) or interpolation 
weights (for GRAPPA, SPIRiT and related techniques). Thus, all these methods are sensitive to the 
calibration stage. In recent times there is a concerted effort in developing calibration free 
reconstruction techniques. In this paper we improve upon a previous technique calibration free 
reconstruction technique [18]. 

We compare our proposed technique with other calibrated and calibration free methods. We find 
that our proposed non-convex analysis prior formulation always yields the best results. However 
there are two shortcomings with the proposed method. The first one is more of a constraint than a 
shortcoming. Our technique does not work with uniform periodic undersampling. This is because, 
our solution approach requires solving an under-determined problem Equation (4) and is based on 
the tenets of Compressed Sensing; and Compressed Sensing demands that the sampling scheme 
should be randomized.  

The second problem with our work is on the assumption that the modulation function is smooth 
that does not change the number of discontinuities in the image. However, the function can 
introduce new discontinuities if the function is zero in certain positions. Ideally this is taken care of 
during the design of the scanner, the FOV is designed such that no area of the subject is completely 
blind to the channel. However, if the SNR the modulation function can be effectively zero.  
This would violate the row-sparsity assumption and our method would fail to produce good results. 
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