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Abstract: The purpose of the study is to understand the carbon emissions in the coal supply chains of a
mining city. The paper employed a conceptual methodology for the estimation of carbon emissions in
the four processes of coal mining, selection and washing, transportation and consumption. The results
show that the total carbon emission of the coal supply chain in Wu’an is up to 3.51 × 1010 kg and
is mainly sourced from the coal mining and consumption, respectively accounting for 13.10% and
84.62%, which indicates that deep coal processing plays a more critical determinant in coal production
and consumption. Among the pillar industries, the carbon emissions from the steel industry accounts
for 85.41% of the total in the coal consumption process, which indicates that the structure of carbon
emissions is dependent on the local industrial structure. Additionally, the carbon directly from CO2

accounts for 89.46%. Our study is not only to be able to supply references for the formulation strategy
of a low carbon city, but also to provide a new approach to urban development patterns with a new
view for coal resource management.

Keywords: coal supply chain; carbon emission; whole process; mining city; China

1. Introduction

Over the recent decades, global carbon emissions have been experiencing a rapid increase owing
to continued incredible economic growth and soaring carbon-intensive fossil-fuel consumption [1–3].
Such a significant increment of carbon emissions may induce climate change, sea level rise, and global
temperature increases and shoreline erosion, which bring environmental impacts [4,5]. The IPCC
(Intergovernmental Panel on Climate Change) affirms that greenhouse gases (GHG), in particular
carbon emissions, from human activities has been the dominant reason for the observed global
warming since the mid-20th century [6]. As one manifestation generated by industrialization, the loss
of coal reserves has become one cause of man-made environmental liabilities [7], and its production
concerns the mitigation of climate change [8]. Currently, coal provides about 30% of global primary
energy needs, and remains a key primary energy resource globally [9,10], which consequently creates
a big source of greenhouse gas emissions [11]. Environmentally, the country inventories of greenhouse
gas emission sources and sinks are requested and commenced with the carbon emission of fossil
fuels [12,13]. Crossing the national scale, like the US and Australia [14,15], to the local scale, like
the Northwest of the UK [16], Beijing [17], etc., the calculation of carbon emissions generated by
the consumption of fossil fuels has been treated as a key governmental task and is the concern of
international scientific communities [18].

Energies 2017, 10, 1855; doi:10.3390/en10111855 www.mdpi.com/journal/energies1
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As a commodity, coal is experiencing the whole process from its production to consumption.
The process in this cycle requires inputs and produces outputs, which include both materials and
energy, and it transforms and dissipates energy in different ways [19]. To generate energy, the
operation phase is extended to the mining and transportation of coal (upstream processes) as well
as waste disposal and the recovery of land (downstream processes) [20]. However, at the same time,
the various unfavorable environmental effects are simultaneously produced [21], including carbon
emissions and their induced disasters [22]. Responding to the whole process of coal exploration and
utilization, the carbon footprint is traced and measured by coal supply chains from mining, selection
and washing, transportation, distribution and consumption [23,24], especially in the process of power
generation [25,26]. Besides, the research into carbon emissions from energy consumption lists is
gradually transited to the side view of product consumption [27–29], and the relevant method for
carbon emissions is adopted to estimate the emission coefficient of each stage in the coal-extracted
and -fired process [30,31]. Clearly, the carbon emissions associated with the coal industry completely
follow the whole process from production to consumption [32].

The measure method, material balance method and discharge coefficient method are the three
major adopted ways to estimate the carbon emissions from coal and other energy sources [33].
In general, there are two methods to calculate the coal bed methane emissions in the coal mining
procedure: one is the IPCC guidelines for national greenhouse gas inventories, which combines the
coal bed methane with the coal production [34], and the other is the measure method, including the
gas concentration–depth relationship method, mine gas emission method and analogy method [35].
Accordingly, the model analysis method becomes the most effective method due to the complexity of
research that carbon emission sources are related to all aspects of human production and living [36–39].
Provably, the framework of carbon emissions in coal power generation, which is composed of coal
mining, coal transporting, coal combustion and waste disposal, has been modeled and examined [40].

As reported, it can be argued that the perspectives and objects of these researchers are mainly
focused on a single aspect, such as coal-fired electricity or the steel industry chain rather than all
industrial sectors which use coal as the main energy power [20,41–44]. Currently, many countries are
involved in this research field, including China [45]. In the process of industrialization and urbanization
in China, coal consumption accounts for 70% of energy consumption [46], and a characteristic
significance exists in that it concentrates on the electricity, steel, cement and chemical industries.
Moreover, in the foreseeable future, the coal will remain the dominating fuel and there is a great
potential that its demand will be set to increase [47]. Therefore, understanding the carbon flows within
the human–environment nexus will help to promote human well-being while protecting the earth’s
living systems [48]; besides, the carbon emissions in coal supply chains is of great importance for
climate change mitigation and associated policy-making in developing countries. Based on these
research gaps and possible contributions to urban sustainability, we choose Wu’an, a typical Chinese
mining city, as a study case, and attempt to (1) establish the link of carbon emissions and coal supply
chains; (2) measure and quantify the carbon emission in coal supply chains from coal mining, selection
and washing, transportation, and consumption; and (3) create an understanding of land use changes
in mitigating carbon emissions in the process of coal transportation. Our study, which regards the
four main coal consumption sectors as a whole object in the coal consumption link, can improve the
accuracy and rationality of the coal supply chain system.

2. Materials and Methods

2.1. General Situation of the Study Area

Wu’an, a mining city, belonging to the Hebei Province of China, lies at the eastern foot of the
Taihang Mountains, and is located at 113◦45′–114◦22′ E, 36◦28′–37◦02′ N (Figure 1), which has a surface
area of 1819 km2. Wu’an is rich in mineral resources, such as coal, iron, cobalt, aluminum. The total
coal reserve is up to 2.3 × 109 t, pig iron is as high as 1.61 × 107 t, crude steel is 1.66 × 107 t, and
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cement is 1.85 × 107 t. The rapid industrial development increases the demand for coal resources and
results in environmental deterioration.

Figure 1. Location of Wu’an in the Hebei Province of China.

2.2. Data Sources

The data in this study is categorized into three types. The first type is statistical data, including
the consumption of coal, cement, electric power, steel, fertilizer production in various industries for
the estimation of carbon emissions and local meteorological data for the correction of carbon density.
The second type is raster data, including multi-phase remote sensing images, which are used to
extract land use types for estimating the underlying indirect carbon emissions from coal transportation.
Another type is retrieved from the IPCC guideline for national GHG inventories, including carbon
emission coefficients, low calorific values, carbon coefficients of fossil energy, etc. [34].

2.3. Research Methods

2.3.1. Trace of Coal Supply Chains

In a mining city, the whole process of coal production and utilization is actually tied to a
supply chain, which in our study is composed of the complete activities, including coal mining,
coal selection and washing, coal transportation and finally delivered users or enterprises to finish
the final consumption of coal products according to the consumer requirements. The electricity, steel,
cement and chemical industries were selected as the four main coal consumers in Wu’an according to
a local industrial structure and field investigation. Accordingly, the illustration of carbon emission
accounts and sources in the coal supply chains of Wu’an mainly follow the whole process from coal
production to consumption (Figure 2). The estimate of CO2, N2O and CH4 emissions is involved in the
process. Thus, our study is to make it clear that where the greenhouse gases come from, what role
the whole process of coal production and utilization plays and which process is the determinant for
carbon emissions in a mining city.

3
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Figure 2. Coal supply chains in Wu’an.

The exploitation method, transportation path, and consumption type are the important sectors
that affect carbon emissions in the complete coal supply chain. In the process of coal mining and
selection and washing, the main carbon sources are from coal, electricity and energy consumption, and
also include coalbed methane released in the mining process [45]. The carbon emissions in the coal
transportation process mainly come from energy consumption and carbon sequestration by vegetation
loss, as the construction of transport networks used by coal transportation has caused damage to the
surrounding vegetation. In the coal consumption section, the carbon resources are mainly from fossil
energy consumption, power consumption and chemical reaction to raw material production.

As shown in Figure 2, there are four main carbon-emitting processes in the coal supply chain of
Wu’an: coal mining, coal selection and washing, coal transportation, and coal consumption. The carbon
emissions in the coal supply chain are measured and summed by the carbon emissions of these four
processes (Equation (1)).

Etc = Em + Esw + Et + Ec (1)

where Etc is the total carbon emissions in coal supply chains, Em is the carbon emissions in the mining
process, Esw is the carbon emissions in the coal selection and washing process, Et is the carbon emissions
in the coal transportation process, and Ec is the carbon emissions in the coal consumption process.

2.3.2. Inventory of Carbon Emissions in Coal Supply Chains

Carbon Emissions in the Coal Mining Process

The carbon in the coal mining process is emitted from a coalbed carbon leak, energy consumption
and motive power for machinery. The total carbon emissions in this process are calculated by Equation (2).

Em = Ecl + Eec + Eep (2)

where Em is the total carbon emissions in mining process, Ecl is the coalbed carbon leak in this process,
Eec is the carbon emissions caused by energy consumption, Eep is the carbon emissions caused by
electricity consumption which provides motive power for running machinery.

4
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(1) Coalbed carbon leaks in the coal mining process

According to the IPCC guideline for national greenhouse gas inventories [34], the coalbed methane
emissions in the coal mining process is calculated by the Equation (3).

Ecl = Pc × EFj × TFj × GWPj (3)

where Ecl is the energy consumed in the extraction of coal in the mining process, Pc is the amount of
coal production, EFj is the emission factor of greenhouse gas j (Table 1), TFj is the transfer factor of
greenhouse gas j under 20 ◦C and standard atmospheric pressure, GWPj is the ratio of the greenhouse
effect of a unit weight of greenhouse gas j emission (Table 2), named global warming potential of
greenhouse gas j emission. The GWP value is used in the Kyoto Protocol of the United Nations
Framework Convention on Climate Change as a metric for weighing the climatic effect of the emission
of different GHGs.

Table 1. The factors influencing carbon emissions in coal production.

Mining Type Mining Depth (m) Emission Factors (m3/t)

Underground coal mine
<200 10
<400 18
>400 25

Open strip mines
<25 0.3
<50 1.2
>50 2

Table 2. GWP values of greenhouse gases *.

GHG GWP Default Values (g CO2 Equivalent/g GHG)

CO2 1
CH4 23
N2O 296

* The data was retrieved from the Third Assessment Report of the Intergovernmental Panel On climate Change [6].

(2) Carbon emissions caused by energy consumption

Underground mining is the main approach in Wu’an. The extraction of coal resources generally
depends on energy consumption, including direct energy consumption such as the burning of fossil
fuels for boilers [49] and the indirect electricity consumption for mining equipment [30]. They are
estimated by Equations (4) and (5).

DEec = c f f i × NHVi × cci × ori × rc (4)

where DEec is the direct carbon emission caused by energy consumption in the coal mining process,
cffi is the amount of combusted fossil fuel i, NHVi is the net heating value of combusted fossil fuel i,
cci is the carbon content of combusted fossil fuel i, ori is the oxidation ratio of fossil fuel i, rc is the
conversion ratio between CO2 and C (44/12). This paper extracts the parameters from the “2006 IPCC
Guidelines for National Greenhouse Gas Inventories” [34,50] (Table 3).

IEec = Ce × Pc × Li (5)

where IEec is the indirect carbon emission caused by energy consumption in coal mining process, Ce is
the electricity consumption, Pc is the coal equivalent consumption for 1 kWh power, Li is the emission
coefficient of greenhouse gases. The emission coefficient of CO2 is 840.1914 g CO2/kWh, and that of
N2O is 0.053352 g CO2/kWh [30].
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Table 3. Net heating values and carbon contents of combusted fossil fuels.

Type Lower Calorific Value (kJ/kg kJ/m3) Carbon Content (kg/GJ)

Raw coal 20,908 25.8
Coke 28,435 29.2

Washed coal 26,344 26.2
Crude oil 41,816 20
Gasoline 43,070 18.9
Kerosene 43,070 19.6

Diesel fuel 42,652 20.2
Natural gas 38,931 15.3

Carbon Emissions in the Coal Selection and Washing Process

Coal spontaneous combustion to a certain degree happens in the process of coal selection and
washing [31], besides, electricity consumption also drives the equipment operations in that process,
which both induce carbon emissions [43]. Similarly, the carbon is sourced from the two sources of
direct and indirect emissions. The Equations (4) and (5) are similarly referenced for the calculation.

Carbon Emissions in the Coal Transportation Process

Mining and land use activities within the transport network are associated with energy
consumption and carbon emissions. The sources are mainly from the combustion of fossil fuels
for driving transport vehicles and the reduction of carbon sequestration capacity caused by vegetation
loss along transportation lines, respectively regarded as direct and indirect carbon emissions.

(1) Direct carbon emissions in the coal transportation process

The calculation of direct carbon emissions is based on the coal transport modes and their
corresponding consumption of fossil fuels for driving vehicles. The main means of coal transportation
are railway and road in Wu’an and diesel fuels are combusted in the process of railway transport,
while the road transport generally uses medium-duty trucks, which also provide the momentum by
diesel fuels. The direct carbon emissions in coal transportation are calculated by Equation (6).

DEct =
n

∑
i=1

Pc × pi × li × f ci × NHVi × cci × ori (6)

where DEct is the direct carbon emission in the coal transportation process, Pc is the amount of coal
production, pi is the proportion of the transport capacity of mode i to the total, li is the average transport
length of mode i, fci is the fuel consumption of mode i, NHVi is the net heating value of diesel fuels
consumed by mode i, cci is the carbon content of diesel fuels consumed by mode i, and ori is the
oxidation ratio of diesel fuels consumed by mode i.

According to the local survey, the ratio of transport volumes by railway and road is 1:3.
The transport lengths of railways and roads are 164.78 km and 386.22 km, respectively, which were
extracted from the transport network maps. The NHV of diesel fuels is 42,652 kJ/kg (Table 3). The fuel
consumption of a diesel locomotive is 24.6 kg/(104 t·km) [30]. In general, the fuel consumption of road
transport trucks is around 500–700 kg/(104 t·km) [51], and the value in this study is 650 kg/(104 t·km)
according to local transport and vehicle conditions. The carbon content of diesel fuels is 20.2 kg/GJ
(Table 3). The oxidation ratio is assumed as 100% (default value).

6



Energies 2017, 10, 1855

(2) Indirect carbon emissions in the coal transportation process

The carbon emissions caused by ground vegetation destruction has a profound impact on carbon
fluxes [52]. The carbon sequestration capacity of vegetation is lost owing to the land use conversion
within coal transport networks [53]. Clearly, land use change is a massive source of carbon emissions
and a significant contributor to carbon emissions [54–56]. In Wu’an, long-term coal transportation
accelerates the conversion of vegetative cover to bare land, which results in reducing the original
vegetation carbon sequestration capacity. Thus, the calculation of carbon sequestration reduction
relies on the land transfer matrix, followed by the steps [57]: (1) classify land use types by remote
sensing images; (2) extract the transport networks from land use maps; (3) treat railway and road as
the center and select 1000 m as the buffer distance acting on the surrounding land types to obtain the
land transfer matrix (Figures 3 and 4). The loss of carbon sequestration by land use change along coal
transport lines is measured by Equation (7).

Lcs = ΔAi−j × k =
(

Ai − Aj
)× k (7)

Lcs is the loss of carbon sequestration in coal transportation process, ΔAi−j is the total area of land
use type i that is converted to all other land use types j, k is the carbon density of corresponding land
type. For cropland subjected to a cycle of planting to harvest within one year, the substantial carbon
accumulation by vegetative cover is ignored. Additionally, water bodies play an insignificant role
in carbon sequestration, so this part is also ignored. Thus, the carbon densities of forest and pasture
are substantially needed, which are determined by the local context (temperature, precipitation, light
intensity, etc.) and reported literatures [58–60].

(a) 2010 (b) 2014 

Figure 3. Land use within buffer zones along the railways of Wu’an in (a) 2010 and (b) 2014.
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(a) 2010 (b) 2014 

Figure 4. Land use within buffer zones along the roads of Wu’an in (a) 2010 and (b) 2014.

Carbon Emissions in the Coal Consumption Process

According to the Wu’an context, the electricity, steel, cement and chemical industries were selected
as the coal consumption objects for further study. To avoid double counting, the carbon emissions
caused by power consumption in these non-electricity industries will no longer be calculated separately,
and the electricity industry is treated as a separate object. The calculation of carbon emissions in
different industries are delineated as follows:

(1) Electricity industry

The electricity industry is currently the major driver of coal demand in China. The carbon emission
is sourced from the two aspects of coal combustion for power generation and residue disposal. In our
study, the estimate of carbon emissions similarly follows Equations (4) and (5).

(2) Steel industry

According to a variety of carbon sources in the steel industry, the carbon emissions come from the
combustion of fossil fuels, chemical reactions in the production process, and electricity consumption
for driving production. The estimate of the first carbon source is calculated by Equation (4), and
raw coal, cleaned coal, coke, diesel fuel and gasoline are involved in the process. The estimate of the
third carbon source is included in the calculation of the electricity industry, so this part is ignored.
The estimate of the second carbon source is estimated by the reduction reaction for generating carbon
dioxide. In general, 70% of consumed coal is used for coking, and 75% of coke is for combustion, and
the rest (25%) is regarded as the reducing agent. The reduction reaction [43] and carbon emissions
follow Equations (8) and (9)

C + FexOy = CO + Fe, CO + FexOy = Fe + CO2 (8)

Esi = Mra × EF (9)

where Esi is the carbon emission by the reduction reaction in steel production process, Mra is the mass
of reducing agent (25% of coke consumption), and EF is the emission factor (here it is 3.1 [12]).

(3) Cement industry

The carbon emissions in the cement industry are sourced from the decomposition of limestone,
the combustion of fossil fuels, and electricity consumption for driving production. The estimate of the
first carbon source is calculated by Equation (10) [61], and the estimate of the second carbon source is

8
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estimated by Equation (4) (raw coal and diesel fuel involved), and the last source is estimated in the
electricity industry.

Eci = Pcm × pck × pl × rc (10)

Eci is the carbon emission by the decomposition of limestone in cement industry, Pcm is the
production of cement, pck is the proportion of clinker in limestone (here it is 61%), pl is the proportion
of lime in the clinker (here it is 68% [61]), and rc is the conversion ratio between CO2 and lime (44/56).

(4) Chemical industry

In our study, the carbon emissions in the chemical industry are sourced from the consumption
of fertilizers and electricity consumption for driving production. Similarly, the estimate of electricity
consumption is involved in the electricity industry, and the use of fertilizers generates carbon in the
steps of production and transportation, expressed by Equation (11).

Echi = Cf × k f (11)

Echi is the carbon emission caused by the consumption of fertilizers in the chemical industry, Cf
is the consumption of fertilizers, and kf is the summed coefficient of carbon emissions in the steps of
production and transportation (here it is 857.54 g/kg [62]).

2.3.3. Analysis and Interpretation

To cater for the research objectives, we employed the comparative analysis method and the
statistical analysis method to recognize the critical devotion(s) to carbon emissions in the coal supply
chains. This study conducted three layers for comparative and statistical analyses of separate process
types, industrial types and greenhouse gas types. The results are mainly characterized by the structure
of carbon emissions in these layers, and the possible causes and effects are analyzed to link the coal
supply chain.

3. Results and Analysis

3.1. Calculation of Carbon Emissions in Coal Supply Chains

3.1.1. Carbon Emissions in the Coal Mining Process

According to the carbon sources in coal mining, the carbon emissions were calculated from
coalbed carbon leaks and energy consumption.

(1) By coalbed carbon leak

The coal mining process generally leaks CH4 and CO2. In 2014, the production of coal in Wu’an
was 9.44 million tons, and the mining depth was more than 400 m. According to the Equation (3), the
emissions of CH4 and CO2 are estimated as follows:

CH4: 9.44 × 106 × 25 × 0.67 = 1.58 × 108 kg CH4 = 1.58 × 108 × 23 kg CO2 = 3.64 × 109 kg CO2

CO2: 9.44 × 106 × 25 × 0.8 = 1.89 × 108 kg CO2

Total: 3.64 × 109 + 1.89 × 108 = 3.83 × 109 kg CO2

(2) By energy consumption

As analyzed above, the energy consumption in the coal mining process mainly comes from two
sources: coal consumption for heating boilers in the mining area and electricity consumption for the
mining equipment [45]. The two categories of carbon emissions are calculated by Equations (4) and (5).

• Coal consumption for heating boilers:

CO2: 27.2 × 9.44 × 106 × 20,908 × 25.8 × 10−6 × 44/12 = 5.08 × 108 kg CO2
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• Electricity consumption for mining equipment:

CO2: 33.7 × 9.44 × 106 × 840.1914 × 10−3 = 2.67 × 108 kg CO2

N2O: 33.7 × 9.44 × 106 × 0.053352 × 10−3 = 1.70 × 104 kg N2O = 1.70 × 104 × 296 kg CO2 =
5.03 × 106 kg CO2

Total: 2.67 × 108 + 5.03 × 106 = 2.72 × 108 kg CO2

• Total:

CO2: 5.08 × 108 + 2.72 × 108 = 7.80 × 108 kg CO2

(3) Total carbon emissions in the coal mining process

The total carbon emission in coal mining process is summed by the emissions caused by coalbed
carbon leaks and energy consumption.

CO2: 3.83 × 109 + 7.80 × 108 = 4.61 × 109 kg CO2

3.1.2. Carbon Emissions in the Coal Selection and Washing Process

In coal selection and washing, the source of carbon emissions is from electricity consumption
by equipment and spontaneous coal combustion. It is estimated that, at the present stage in China,
the energy consumption per ton of raw coal for the selection and washing processes is approximately
3 kWh, and the spontaneous loss rate is approximately 1%. Therefore, the carbon emissions in this
process include:

• By coal combustion:

CO2: 9.44 × 109 × 1% × 20,908 × 25.8 × 10−6 × 44/12 = 1.87 × 108 kg CO2

• By electricity consumption:

CO2: 9.44 × 106 × 3 × 840.1914 × 10−3 = 2.38 × 107 kg CO2

N2O: 9.44 × 106 × 3 × 0.053352 × 10−3 = 1.51 × 103 kg CO2 = 1.51 × 103 × 296 kg CO2 =
4.50 × 105 kg CO2

Total: 2.38 × 107 + 4.50 × 105 = 2.43 × 107 kg CO2

• Total carbon emission in coal selection and washing process:

CO2: 1.87 × 108 + 2.43 × 107 = 2.11 × 108 kg CO2

3.1.3. Carbon Emissions in Coal Transportation Process

(1) Direct carbon emissions in coal transportation

• By railway transport:

CO2: 944 × 25% × 24.6 × 164.78 × 42,652 × 20.2 × 10−6 × 44/12 = 3.02 × 106 kg CO2

• By road transport:

CO2: 944 × 75% × 650 × 386.22 × 42,652 × 20.2 × 10−6 × 44/12 = 5.61 × 108 kg CO2

• Total:

CO2: 3.02 × 106 + 5.61 × 108 = 5.64 × 108 kg CO2

(2) Indirect carbon emissions in coal transportation

As mentioned above, the 1000 m buffer zones were made along transport lines, and the transfer
matrix of land use within buffer zones was extracted through the geographic information system (GIS)
(Table 4). It is clear that, before and after intensified mining activities, a lot of cropland, forest, pasture
and water bodies are encroached on by industrial and mining land as well as associated built-up land.
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Table 4. Railway/road buffer transfer matrix of land use.

Land Use Type Built-Up Land (ha) Industrial and Mining Land (ha)

Cropland 6.12/8.00 0.63/0.61
Forest 0/0.09 0/0

Pasture 2.26/3.32 1.09/0.91
Water body 0.54/0.99 0.06/0.12

Built-up land 20.16/37.77 3.19/3.03

According to the Equation (7), the carbon emissions by the reduction of vegetative cover are:

• By forest:

CO2: 0.09 × 73.24 × 103 × 44/12 = 2.42 × 104 kg CO2

• By pasture:

CO2: (2.26 + 1.09 + 3.32 + 0.91) × 6.20 × 103 × 44/12 = 1.72 × 105 kg CO2

• Total:

CO2: 2.42 × 104 + 1.72 × 105 = 1.96 × 105 kg CO2

(3) Total carbon emissions in the coal transportation process

The total carbon emissions in the coal transportation process are summed by direct and indirect
carbon emissions.

CO2: 5.64 × 108 + 1.96 × 105 = 5.64 × 108 kg CO2

3.1.4. Carbon Emissions in the Coal Consumption Process

(1) Electricity industry

The electricity consumption of Wu’an in 2014 was 346,028 × 104 kWh. Therefore, the carbon
emissions of the electricity industry are measured by:

CO2: 346,028 × 104 × 840.1914 × 10−3 = 2.91 × 109 kg CO2

N2O: 346,028 × 104 × 0.053352 × 10−3 = 1.85 × 105 kg N2O = 1.85 × 105 × 296 kg CO2 =
5.48 × 107 kg CO2

Total: 2.91 × 109 + 5.48 × 107 = 2.96 × 109 kg CO2

(2) Steel industry

• By the combustion of fossil fuels:

a. Raw coal:

CO2: 41.70 × 107 × 20,908 × 25.8 × 10−6 × 44/12 = 8.25 × 108 kg CO2

b. Cleaned coal:

CO2: 233.26 × 107 × 26,344 × 26.209 × 10−6 × 44/12 = 5.90 × 109 kg CO2

c. Coke:

CO2: 610.19 × 107 × 28,435 × 29.2 × 10−6 × 75% × 44/12 = 1.39 × 1010 kg CO2

d. Diesel fuel:

CO2: 1.08 × 107 × 42,652 × 20.2 × 10−6 × 44/12 = 3.41 × 107 kg CO2

e. Gasoline:

CO2: 0.00476 × 107 × 43,070 × 18.9 × 10−6 × 44/12 = 1.42 × 105 kg CO2

Total: 8.25 × 108 + 5.90 × 109 + 1.39 × 1010 + 3.41 × 107 + 1.42 × 105 = 2.07 × 1010 kg CO2

11



Energies 2017, 10, 1855

• By chemical reaction

CO2: 610.19 × 107 × 25% × 3.1 = 4.73 × 109 kg CO2

• Total carbon emissions in the steel industry (electricity consumption not included)

CO2: 2.07 × 1010 + 4.73 × 109 = 2.54 × 1010 kg CO2

(3) Cement industry

• By the combustion of fossil fuels

a. Raw coal:

CO2: 17.04 × 107 × 20,908 × 25.8 × 10−6 × 44/12 = 3.37 × 108 kg CO2

b. Diesel fuel:

CO2: 0.0179 × 107 × 42,652 × 20.2 × 10−6 × 44/12 = 5.65 × 105 kg CO2

Total: 3.37 × 108 + 5.65 × 105 = 3.38 × 108 kg CO2

• By the decomposition of limestone

CO2: 313.10 × 107 × 68% × 61% × 44/56 = 1.02 × 109 kg CO2

• Total carbon emissions in the cement industry (electricity consumption not included)

CO2: 3.38 × 108 + 1.02 × 109 = 1.36 × 109 kg CO2

(4) Chemical industry

The consumption of fertilizers in Wu’an in 2014 was 1.84 × 104 t. Therefore, the carbon emissions
of the chemical industry are measured by:

CO2: 1.84 × 107 × 836.08 × 10−3 = 1.54 × 107 kg CO2

(5) Total carbon emissions in the coal consumption process

CO2: 2.96 × 109 + 2.54 × 1010 + 1.36 × 109 + 1.54 × 107 = 2.97 × 1010 kg CO2

3.2. Inventory of Carbon Emissions in Coal Supply Chains

According to the measurement model of carbon emissions in coal supply chains, the carbon
emissions in different processes can be calculated and compared by using the normalized CO2

equivalents, and thereby the total and subtotal carbon emissions are obtained (Table 5).

Table 5. Carbon emissions in the coal supply chains of Wu’an.

Process
GHG
Type

GHG
Emission

(kg)

CO2

Equivalent
(kg)

Subtotal
(kg)

Subtotal’
(kg)

Total (kg)

Mining

Coalbed carbon leak
CO2 1.89 × 108 1.89 × 108

3.83 × 109

4.61 × 109

3.51 × 1010

CH4 1.58 × 108 3.64 × 109

Energy consumption CO2 7.75 × 108 7.75 × 108
7.80 × 108

N2O 1.70 × 104 5.03 × 106

Selecting and
washing

Coal combustion CO2 1.87 × 108 1.87 × 108 1.87 × 108

2.11 × 108

Electricity consumption CO2 2.38 × 107 2.38 × 107
2.43 × 107

N2O 1.51 × 103 4.50 × 105

Transportation
Direct emission CO2 5.64 × 108 5.64 × 108 5.64 × 108

5.64 × 108

Indirect emission CO2 1.96 × 105 1.96 × 105 1.96 × 105

Consumption

Electricity industry CO2 2.91 × 109 2.91 × 109
2.96 × 109

2.97 × 1010

N2O 1.85 × 105 5.48 × 107

Steel
industry

Combustion of fossil fuels CO2 2.07 × 1010 2.07 × 1010
2.54 × 1010

Chemical reaction CO2 4.73 × 109 4.73 × 109

Cement
industry

Combustion of fossil fuels CO2 3.38 × 108 3.38 × 108
1.36 × 109

Decomposition of limestone CO2 1.02 × 109 1.02 × 109

Chemical industry CO2 1.54 × 107 1.54 × 107 1.54 × 107
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3.3. Analysis and Interpretation

3.3.1. Analysis by Different Processes

Based on the streamlined assessment methodology above, it can be concluded that the total carbon
emissions of the coal supply chains in Wu’an is up to 3.51 × 1010 kg. Clearly, the carbon emissions in
the coal supply chains are mainly sourced from coal mining and consumption, respectively accounting
for 13.10% and 84.62% of the total (Table 6). That is to say, the end consumption of coal resources is the
greatest contributor to the carbon emissions of a mining city, which can be the entry point to mitigate
the negative effects. Besides, it was found that deep coal processing accelerates the conversion and
release of carbon contained in coal resources.

Table 6. Structure of carbon emissions in different processes.

Processes Carbon Emission (1010 kg) Proportion (%)

Mining 0.46 13.10
Selecting and washing 0.02 0.57

Transportation 0.06 1.71
Consumption 2.97 84.62

Total 3.51 100

3.3.2. Analysis by Different Industrial Types

Among the industries, the carbon emissions from the steel industry accounts for 85.41% of the
total in the coal consumption process, which indicates that the local pillar industry plays a critical
role in carbon emissions, see Table 7. Due to the support of the electricity industry for all production
operations, coal-fired power also plays a critical role in carbon emissions, and it may even last in Wu’an
for the long term. The structure of carbon emissions in different industries is characterized by industrial
and economic structures. If the carbon emissions from the electricity consumption in non-consumption
processes is categorized as the inventory of the “electricity industry”, the total carbon emissions in
this industry can reach 3.26 × 109 kg CO2 (mining process—2.72 × 108 kg, selecting and washing
process—2.43 × 107 kg and consumption process—2.96 × 109 kg) accounting for 10.85% (with an
increase of about 1%). Even in that case, the steel industry is still the biggest source among the pillar
industries in Wu’an, accounting for near 85%. Even so, the carbon emission generated by the steel
industry is sourced by the combustion of fossil fuels in the production, rather than the steel itself.
Clearly, the industrial structure in a mining city basically determines the structure of carbon emissions.

Table 7. Structure of carbon emissions in different industry types.

Industrial Types Carbon Emission (1010 kg) Proportion (%)

Electricity industry 0.296 9.95
Steel industry 2.540 85.41

Cement industry 0.136 4.57
Chemical industry 0.002 0.07

Total 2.974 100

3.3.3. Analysis by Different Greenhouse Gas Types

In Wu’an, the coal supply chain generally generates three main types of greenhouse gases,
including CH4, N2O and CO2. The carbon from CO2 accounts for 89.46% of the total, and the equivalent
CO2 converted from CH4 is also an important source for carbon emissions (Table 8). The majority of
these emissions results from direct coal combustion. Clearly, the direct carbon emissions are sourced
from carbon-related greenhouse gases.

13



Energies 2017, 10, 1855

Table 8. Structure of emitted greenhouse gases in the coal supply chains.

Greenhouse Gases Equivalent Carbon Emission (1010 kg) Proportion (%)

CO2 3.14 89.46
N2O 0.01 0.28
CH4 0.36 10.26
Total 3.51 100

4. Conclusions and Discussion

4.1. Main Achievements

In China, the emergence and development of mining cities mainly depends on coal supply chains,
which furnish the energy and economic momentum. Therefore, to achieve a low carbon economy in
coal supply chains is the emphasis of sustainable development in mining cities. This study employed a
conceptual methodology for the estimation of the whole process-based carbon emissions in a Chinese
mining city. The coal supply chain was established from the four processes of coal mining, selection
and washing, transportation and consumption. Furthermore, a more comprehensive coal consumption
system was established, and the coal consumers in our study were extended to the steel, cement and
chemical industries, rather than the simply calculation of coal-fired power plants. The research results
show that the end consumption of coal resources is the greatest contributor to the carbon emission of
Wu’an, and the local pillar industry plays a critical role.

Human requirements and activities determine land use [63,64], while land use is one of the
impact factors of key underlying carbon emissions in coal transportation. Especially in our study,
land use change and its impacts on carbon sequestration from coal transportation were considered in
the measurement. The analysis of the impact of transport networks on carbon sequestration capacity
is the difficulty of the research, but it is also the breakthrough and innovation which relies on the
correct interpretation of remote sensing images. We attempted to employ the land use transfer matrix
within transport network buffers through remote sensing (RS) and geographic information system
(GIS) platforms. Energy consumption is considered an important step to support regional carbon
emission mitigation policies. For the coal supply chain, the biggest carbon emissions contributor to
a mining city, understanding the carbon flows in the supply chain becomes a precondition for the
mitigation of greenhouse gas emissions and for providing systematic regulation and management by
the government conveniently.

4.2. Limitations and Uncertainties

The research on the carbon emissions in the coal supply chain is mainly sourced from the whole
coal-extracted and -fired process, which determines the carbon emission system of a mining city.
As reported, city carbon emissions mainly can be divided into the four types of direct emissions,
responsible emissions, indirect emissions and logistic emissions [65]. Based on the comparative
analysis, it was found that the coal supply chain also has the same four types of carbon emissions.
Direct emissions are represented as carbon emissions caused by local coal production and consumption.
Indirect emissions are the consumption of other products that are introduced into the supply chain.
At the same time, the coal production not only provides their own energy needs, but a part is
delivered to the surrounding towns for energy support, which is regarded as responsible emissions.
Moreover, there is also the logistics emission mainly reflected in the transit of coal freight services.
Our study adopts a relatively independent objective perspective to study the carbon emissions of a
coal supply chain that strips the responsible emissions and logistic emissions, and regards the direct
emissions and indirect emissions as the study objects from the entire range independently. This is an
innovation point of the article but also the limitation in a sense, a further study needs to pay close
attention to the two types of carbon emissions.
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After our field investigation in the coal-related industries, it was found that the power supply for
most of the large- and medium-scale industries is mostly sourced from themselves (self-generating
electricity). In order to know the entirety of carbon emissions in each process of coal supply chains,
this paper basically followed the original way of power generation in these industries. Thus, the
understanding of carbon emissions in the consumption process deserves further debate. However, the
analysis in Section 3.3.2 indicates that the structure of carbon emissions in our study is dependent
on the local industrial structure. In addition, as the data cannot be acquired, the coefficients in coal
mining and processing were estimated according to the relevant literatures. This may result in a certain
deviation in the calculation. Therefore, a further study needs to conduct investigations into the actual
production process of urban industries and local factors of the study area to improve the accuracy
and precision.

4.3. Implications for Environmental Management

With growing concerns over anthropogenic climate change, an appropriate understanding of the
carbon emission characteristics of coal supply chains from an environmental perspective is required.
Our study provided the results of carbon emissions in coal supply chains, from coal mining, selection
and washing, transportation to consumption, analyzed the carbon resources of each section and sought
reduction directions, which provides a basis for evaluating the clean production and consumption of
coal resources in a mining city.

In addition, China is the largest coal producer and consumer in the world and also the biggest
carbon emission country, caused by coal production and consumption. The coal field focused on
production is not only the main energy manufacturing unit, but also the energy consumption unit.
Coal production, processing and utilization generates a lot of GHGs that place a severe burden on the
environment, and the coal utilization problems of low efficiency and serious environmental destruction
become a great challenge for the coal industry and even the whole society. Environmentally, future
mineral extraction should be targeted at mineral production efficiency, and the coal supply chain
should be focused on unit GDP energy consumption and energy efficiency. Local government also
has to pay attention to the ecological damage and restoration of mineral extractions [66]. The accurate
calculation of carbon emissions in the each process of coal supply chains is an important indicator for
understanding the effect of coal-fired industries on global warming. Therefore, our study is not only
able to supply references for the formulation strategy of a low carbon city, but also to provide a new
approach to urban development patterns with a new view for coal resource management.
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26. Andrić, I.; Jamali-Zghal, N.; Santarelli, M.; Lacarrière, B.; Corre, O.L. Environmental performance assessment
of retrofitting existing coal fired power plants to co-firing with biomass: Carbon footprint and emergy
approach. J. Clean. Prod. 2015, 103, 13–27. [CrossRef]

16



Energies 2017, 10, 1855

27. Peters, G.P. From production-based to consumption-based national emission inventories. Ecol. Econ. 2008,
65, 13–23. [CrossRef]

28. Gavrilova, O.; Vilu, R. Production-based and consumption-based national greenhouse gas inventories:
An implication for estonia. Ecol. Econ. 2012, 75, 161–173. [CrossRef]

29. Mózner, Z.V. A consumption-based approach to carbon emission accounting—Sectoral differences and
environmental benefits. J. Clean. Prod. 2013, 42, 83–95. [CrossRef]

30. Xia, D.; Ren, Y.; Shi, L. Measurement of life-cycle carbon equivalent emissions of coal-energy chain. Stat. Res.
2010, 8, 13.

31. Xiao, B.; Zhang, A.L.; Chen, G.F. Life cycle inventory of clean coal-fired power generation in China.
Clean Coal Technol. 2005, 11, 1–4.

32. Troy, S.; Schreiber, A.; Zapp, P. Life cycle assessment of membrane-based carbon capture and storage.
Clean Technol. Environ. Policy 2016, 18, 1641–1654. [CrossRef]

33. Zhang, D. A Study on Estimation Method of Carbon Emission in Industry Branch; Beijing Forestry University:
Beijing, China, 2005.

34. Lubetsky, J.; Steiner, B.A.; Lanza, R. 2006 Intergovernmental Panel on Climate Change (IPCC) Guidelines for
National Greenhouse Gas Inventories; IPCC: Geneva, Switzerland, 2006.

35. Jiang, G.Q. Research on the Process and Measurement of Electric-Coalsupply Chain Carbon Emissions; Beijing
Jiaotong University: Beijing, China, 2013.

36. Du, Q.; Chen, Q.; Yang, R. Forecast carbon emissions of provinces in China based on logistic model.
Resour. Environ. Yangtze Basin 2013, 22, 143–151.

37. Hamilton, L.D.; Goldstein, G.A.; Lee, J.; Marcuse, W.; Morris, S.C.; Manne, A.S.; Wene, C.O. Markal-Macro:
An Overview; Brookhaven National Lab.: Upton, NY, USA, 1992.

38. Qiu, S.M.; Gu, P.L.; Hao, H. Study on increase and control of carbon dioxide emission from energy
consumption. J. China Coal Soc. 2002, 27, 412–416.

39. Wang, X.N.; Gu, K.P. Present condition of estimate method of carbon emission in China. Environ. Sci. Manag.
2006, 31, 78–80.

40. Bin, Y.E.; Qiang, L.U.; Ji, L.I.; Chang, K. Coal power ghg emission intensity model and its application.
J. Harbin Univ. Sci. Technol. 2011, 5, 27.

41. Weisser, D. A guide to life-cycle greenhouse gas (ghg) emissions from electric supply technologies. Energy
2007, 32, 1543–1559. [CrossRef]

42. Pehnt, M.; Henkel, J. Life cycle assessment of carbon dioxide capture and storage from lignite power plants.
Int. J. Greenh. Gas Control 2009, 3, 49–66. [CrossRef]

43. Hou, Y.; Liang, C.; Tian, X.; Pan, D. Study on chinese steel industry carbon footprint analysis and emission
reduction countermeasures. Ecol. Econ. 2012, 12, 22.

44. Hondo, H. Life cycle ghg emission analysis of power generation systems: Japanese case. Energy 2014,
30, 2042–2056. [CrossRef]

45. Yu, S.; Wei, Y.M.; Guo, H.; Ding, L. Carbon emission coefficient measurement of the coal-to-power energy
chain in China. Appl. Energy 2014, 114, 290–300. [CrossRef]

46. Review, B.P.S.; June, W.E. Bp Statistical Review of World Energy June 2011; Bp España: London, UK, 2011.
47. You, C.F.; Xu, X.C. Coal combustion and its pollution control in China. Energy 2010, 35, 4467–4472. [CrossRef]
48. Liu, Z.; Feng, K.; Hubacek, K.; Liang, S.; Anadon, L.D.; Zhang, C.; Guan, D. Four system boundaries for

carbon accounts. Ecol. Model. 2015, 318, 118–125. [CrossRef]
49. Geng, Y. Quantification and Characteristics of Provincial-Level Carbon Emission from Energy Consumption in China;

China University of Geosciences: Wuhan, China, 2011.
50. Zhao, R. A Study on Carbon Cycle and Land Control in Urban System; Nanjing University Press:

Nanjing, China, 2012.
51. Xia, D. The Research on Life Cycle Carbon Emissions Measurement of Electric Power Generation Side Based on the

Scenario Analysis Method; Chongqing University: Chongqing, China, 2010.
52. Ge, Q.S.; Dai, J.H.; He, F.N.; Yuan, P.; Wang, M.M. Land use changes and their relations with carbon cycles

over the past 300 a in China. Sci. China Earth Sci. 2008, 51, 871–884. [CrossRef]
53. Zhang, Y.; Yan, J.; Liu, L.; Bai, W.; Li, S.; Zheng, D. Impact of qinghai-xizang highway on land use and

landscape pattern change: From golmud to tanggulashan pass. Acta Geogr. Sin. 2002, 57, 253–266.

17



Energies 2017, 10, 1855

54. Watson, R.T. Land Use, Land-Use Change, and Forestry : A Special Report of the IPCC; Cambridge University:
Cambridge, UK, 2000.

55. Canadell, J.G.; Le Quéré, C.; Raupach, M.R.; Field, C.B.; Buitenhuis, E.T.; Ciais, P.; Conway, T.J.; Gillett, N.P.;
Houghton, R.A.; Marland, G. Contributions to accelerating atmospheric CO2 growth from economic activity,
carbon intensity, and efficiency of natural sinks. Proc. Natl. Acad. Sci. USA 2007, 104, 18866–18870. [CrossRef]
[PubMed]

56. Gullison, R.E.; Frumhoff, P.C.; Canadell, J.G.; Field, C.B.; Nepstad, D.C.; Hayhoe, K.; Avissar, R.; Curran, L.M.;
Friedlingstein, P.; Jones, C.D. Tropical forests and climate policy: New science underscores the value of a
climate policy initiative to reduce emissions from tropical deforestation. Environment 2007, 316, 985.

57. Lv, M. Impact Studies of Tourism Development on Land Use Pattern in Jilin Changbai Mountain National Nature
Reserve; Northeast Normal University: Changchun, China, 2010.

58. Kerang, L.I.; Wang, S.; Cao, M. Vegetation and soil carbon storage in China. Sci. China Ser. 2004, 47, 49–57.
59. Fang, J.; Liu, G.; Xu, S. Soil carbon pool in China and its global significance. J. Environ. Sci. 1996, 23, 249–254.
60. Fang, J.; Chen, A.; Peng, C.; Zhao, S.; Ci, L. Changes in forest biomass carbon storage in China between 1949

and 1998. Science 2001, 292, 2320–2322. [CrossRef] [PubMed]
61. Tong, H.F.; Cui, Y.S.; Wei-Shuang, Q.U.; Liu, Y. System dynamic scenarios analysis of CO2 emissions of

China’s cement industry. China Soft Sci. 2010, 3, 40–50.
62. West, T.O.; Marland, G. A synthesis of carbon sequestration, carbon emissions, and net carbon flux in

agriculture: Comparing tillage practices in the United States. Agric. Ecosyst. Environ. 2002, 91, 217–232.
[CrossRef]

63. Bacon, P.J.; Cain, J.D.; Howard, D.C. Belief network models of land manager decisions and land use change.
J. Environ. Manag. 2002, 65, 1–23. [CrossRef]

64. Mohamed, A.A.; Sharifi, M.A.; Keulen, H.V. An integrated agro-economic and agro-ecological methodology
for land use planning and policy analysis. Int. J. Appl. Earth Obs. Geoinform. 2000, 2, 87–103. [CrossRef]

65. Lebel, L.; Garden, P.; Banaticla, M.R.N.; Lasco, R.D.; Contreras, A.; Mitra, A.P.; Sharma, C.; Nguyen, H.T.;
Ooi, G.L.; Sari, A. Management into the development strategies of urbanizing regions in asia: Implications
of urban function, form, and role. J. Ind. Ecol. 2007, 11, 61–81. [CrossRef]

66. Zhang, J.; Fu, M.; Tao, J.; Huang, Y.; Hassani, F.P.; Bai, Z. Response of ecological storage and conservation
to land use transformation: A case study of a mining town in China. Ecol. Model. 2010, 221, 1427–1439.
[CrossRef]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

18



energies

Article

Research on CO2 Emission Reduction Mechanism of
China’s Iron and Steel Industry under Various
Emission Reduction Policies

Ye Duan 1, Nan Li 1, Hailin Mu 1,* and Shusen Gui 2

1 Key Laboratory of Ocean Energy Utilization and Energy Conservation of Ministry of Education,
Dalian University of Technology, Dalian 116024, China; dy200872083@mail.dlut.edu.cn (Y.D.);
nanli.energy@dlut.edu.cn (N.L.)

2 Faculty of Management and Economics, Dalian University of Technology, Dalian 116024, China;
dutgss@hotmail.com

* Correspondence: mhldut@126.com; Tel.: +86-411-8470-8095

Received: 11 October 2017; Accepted: 22 November 2017; Published: 1 December 2017

Abstract: In this paper, a two-stage dynamic game model of China’s iron and steel industry is
constructed. Carbon tax levy, product subsidy, carbon capture and sequestration (CCS) and other
factors are included in the emission reduction mechanism. The effects of emissions reduction and the
economic impact of China’s overall steel industry (and that of its six main regions) are investigated for
the first time under different scenarios. As new findings, we report the following: (1) Not all factors
declined. The overall social welfare, consumer surplus, output and emissions decrease with a gradual
increase in the reduction target, whereas the carbon tax value, unit value of product subsidies and
total subsidies show a rising trend; (2) A combination of multiple emissions reduction policies is
more effective than a single policy. With the implementation of a combined policy, regional output
polarization has eased; (3) Steel output does not exceed 950 million tons, far below the current peak.
These results will help the industry to formulate reasonable emissions reduction and output targets.
In short, in effort to eliminate industry poverty and to alleviate overcapacity, the industry should not
only adopt the various coordinated reduction policies, but also fully consider regional differences
and reduction needs.

Keywords: emission reduction mechanism research; China’s iron and steel industry; a two-stage
dynamic game; inter-regional product yield selection

1. Introduction

China has established the world’s most complete iron and steel industry chain system,
which provides most the iron and steel materials for the national economy [1]. In 2011, the output was
850 million tons and in 2015 it equaled 1.02 billion tons, after reaching a historical peak of 1.046 billion
tons in 2014. The domestic market share of steel is over 99%, effectively satisfying national economic
and social development.

Even so, the iron and steel industry faces non-neglected problems, especially the overcapacity.
In 2015, China’s steel production capacity reached 1.13 billion tons, far exceeding its 1.02 billion tons of
actual production. Steel production capacity has gradually shifted from regional, structural surplus to
absolute excess. The concentration degree has ceased to rise, and the first 10 iron and steel enterprises’
concentration degree fell from 49% in 2010 to 34% of 2015. Although energy consumption and pollutant
emissions of per ton steel are decreasing year over year, these changes cannot offset the increase in
energy consumption and total pollutants caused by the excessive steel output. In particular, in the
Beijing-Tianjin-Hebei region and the Yangtze River delta, the environmental carrying capacity has
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reached its limit. A large area of haze has spurred significant environmental pressure and negative
public opinion, forcing the government to enact more stringent industry policies and environmental
protection measures in the iron and steel industry.

Therefore, the prediction of a reasonable production interval and calculation of the emissions
level can provide data and reference support for eliminating excess capacity and formulating CO2

emissions reduction targets. This is one of the starting points and importance of this paper.
In addition, in the future, sole dependence on technology innovation will no longer fulfill

CO2 emissions reduction targets, and this will also increase enterprises’ investment. Therefore
reasonable carbon tax policies and government subsidies are imperative. In addition, to better control
emissions reduction, carbon capture and sequestration (CCS) represents another way to reduce CO2

on a large-scale. Over the next 15 to 30 years, China’s steel industry CCS demonstration projects will
be planned and put into production, so large-scale investment in CCS projects also concerns to the
enterprise and government. Therefore, reasonable reduction technologies and system policies can
provide a foundation for the subsequent development of regional emissions reduction policies and
economic impact assessment, hence the second aim of this paper.

The remainder of this paper is organized as follows: Section 2 provides a literature review focusing
on the carbon tax levy system and production subsidies mechanism research. Section 3 introduces
the two-stage game theory modeling, policy assumptions and data sources. In Section 4, based on
accounting data and statistical analysis, we present and discuss our results in detail. Section 5 provides
conclusions and policy recommendations for China’s iron and steel industry.

2. Literature Review

Many economic scholars have studied CO2 reduction policies, including carbon tax, carbon
trading, and carbon sink. Most carbon tax levy systems and production subsidies have focused on
the general equilibrium model. By setting different tax rate and output subsidy return conditions,
the emissions reduction effect and impact on the economy have been analyzed using the CGE model
(computable general equilibrium model, typically composed of a set of equations to describe supply,
demand and market relationships). Other academic models have been employed as well.

In the field of CO2 reduction, Jorgenson et al. [2,3] used the CGE model in pioneering research.
Manne et al. [4] introduced a carbon tax module via the MERGE model, in which they calculated and
analyzed the differences in cutting emissions costs in different regions of the world. Jorgenson and
Wilcoxen [5] predicted the effect of the energy tax by using a CGE model. Zhang [6] used the CGE
model to examine the economic implications of carbon abatement for the Chinese economy in the
first systematic and comprehensive attempt. Later Zhai and Li [7], Xie et al. [8,9] conducted the similar
study using the CGE model as well.

Since the beginning of the 21st century, the CGE model has been improved and developed.
This model has been applied to many countries, sectors and more policy scenarios. For example,
Kemferthe and Welsch [10] analyzed the economic effects of government carbon tax policy using
a dynamic CGE model to discuss different elasticities and tax-returning mechanisms between energy
and capital, energy and labor. Wendner [11] used a general equilibrium model to analyze the carbon
tax impact on the Austrian economy. Van Heerden et al. [12] found that the environment tax can
be given back to the industrial sector by reducing labor and capital taxes directly using a CGE
model. Abrell [13] analyzed the use of market-based emissions regulation instruments to address
CO2 emissions in transportation. Benavides et al. [14] examined the economy-wide implications
of a carbon tax applied in the Chilean electricity generation sector via both an energy sectorial
model and a dynamic stochastic general equilibrium model. Yahoo and Othman [15] evaluated the
economy-wide impacts of implementing two different types of CO2 emissions abatement policies in
Malaysia using market-based (i.e., carbon tax) and command-and-control mechanism (i.e., sectoral
emissions standards). These papers were directed at a particular country or sector, with a specific tax
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or subsidy value. By calculating the results using CGE models, researchers can gauge the economic
and environmental response.

Using the input-output table published by the Chinese Statistical Department, scholars have
analyzed the impact in China of imposing an energy tax and subsidy on the economy, energy,
environment and production sectors. This research has been extended to provinces and sectors.

Liang et al. [16] examined how to reduce carbon tax on the export of energy-intensive
industry international competitiveness by a CGE model. They suggested offering a tax break on
energy-intensive, labor-intensive export industries, and implementing a carbon tax return for other
industries Yang et al. [17] used a CGE model to quantitatively simulate the impact of energy
tax scenarios. They found that an energy tax can help to minimize the CO2 and SO2 emissions,
with increasing marginal emissions reduction costs. Wu et al. [18] developed the China regional
dynamic general equilibrium model and analyzed the marginal cost curve between various provinces
and cities from 2007 to 2020, then discussed carbon emissions trading and carbon tax policy choices.
Xu and Zhang [19] applied a multi-sectoral dynamic CGE model to analyze the impacts of a carbon
tax on China’s economy and carbon intensity at the rate of 40 yuan/t without tax relief as a baseline
scenario. They also compared the change trends of carbon intensity and the proportion of non-fossil
energy in primary energy consumption from the perspective of achieving the emissions reduction
targets in 2020 and 2030. Chen et al. [20] established an energy CGE model for Guangdong Province,
and simulated the energy-saving and emissions reduction effects from the enactment of an energy tax
or carbon tax at various tax rates, they also analyzed the mitigation effects on an economic system
given various tax refund plans. Ling et al. [21] built a multi-sectoral dynamic CGE model with a coal
resource tax module, to study the general impacts of such reform policy on the Chinese economy
and environment. However, due to specific parameter values and assumptions, along with the rapid
development of China’s economy, these studies’ results do not necessarily correspond to the actual
situation. Moreover, the social accounting matrix (SAM) requirement is higher and this data is not
published every year.

There have also been many papers on environmental regulations using game theoretic approaches.
Scholars have applied game theory to the study of carbon tax levy and subsidy mechanism. Extant
literatures have focused primarily on constructing a two-stage game model to establish the relationship
between the government and enterprise, and between different enterprises. In particular, scholars
have studied the optimal level of emissions and the optimal output of subsidy mechanisms.

Much of the early research on environmental regulations using game theoretic approach focused
on permits, standards and technological innovation. Montero [22] and Bruneau [23] compared
the incentives to invest in environmental research and development (R&D) offered by four policy
instruments—emissions standards, performance standards, tradeable permits, and auctioned permits-
and found the relationship between abatement, innovation, and the production process itself to be
critical to a sound understanding of these incentives. Then product differentiation, countervailing
incentives and other market-based instruments were incorporated into the theory, such as by
Requate [24,25], Puller [26] and Poyago-Theotoky [27,28].

In subsequent studies, scholars have applied the game theory approach to environmental regulations
and reduction mechanisms. Youssef et al. [29], Ouchida and Goto [30], and Moner-Colonques and
Rubio [31] looked into the society economic levels under different environmental policies. Demailly
and Quirion [32] quantified the impact of the European Emission Trading Scheme on two dimensions
of competitiveness, production and profitability, for the iron and steel industry. Under a mixed market
structure, Cato [33] proposed an emissions reduction mechanism based on a subsidy reduction, and
demonstrated that the mechanism could achieve an optimal social result. Eyland and Zaccour [34]
looked at the optimization of two different governments and their respective firms. Parametric values
inside the set [0, 1) were used to represent the possible extents of the border tax adjustment (BTA)
depending on both countries’ respective environmental policies allowing countries to have different
carbon policies. To examine the applicability of the “Pigouvian tax” in China’s present low-carbon
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economy, Ouchida and Goto [35] concluded that social welfare under a time-consistent emissions tax
(emissions subsidy) policy was always welfare-enhancing rather than laissez-faire. McDonald and
Poyago-Theotoky [36] found a counterintuitive positive relationship between R&D input spillovers and
emissions taxes and a U-shaped relationship between the optimal emissions tax and R&D spillover in
the d’Aspremont and Jacquemin (AJ henceforth) model. Lambertini et al. [37] explored the relationship
between competition and innovation when R&D investment attempts to reduce pollutant emissions.
They have uncovered an inverted U-shaped relationship between “green” innovation and competition.
It can be said that the application of game theory abroad has been more mature and systematic.

In China, there is also much research on environmental regulations from a game theory approach.
Li et al. [38] proposed a two-stage dynamic game model comprising two sub-games involving
a government-firm and firm-firm relationship. They also investigated the second-best emissions
tax and its revenues refunding scheme based on an output subsidy with exogenous abatement target.
Li et al. [39] constructed a two-stage dynamic game model based on two representative iron and
steel firms (eastern and western) to examine the effects of a uniform or discriminated emissions
tax levied by the central government on abatement costs, social economic welfare and the firms’
competitiveness. Zhang [40] built a three-stage game model between the government and enterprises
to analyze the feasibility and mode selection of carbon tax policy. In the process of supply chain
low-carbonization, a three-stage game model was constructed by Li et al. [41] between the government
and enterprises by considering carbon tax as one regulation mode. Qiao et al. [42] made the first attempt
to use non-cooperation game theory to study airlines’ carbon tax strategies in the EU. Xu et al. [43]
studied joint production and pricing problem in a manufacturing firm with multiple products under
cap-and-trade and carbon tax regulations, and compared the effects of the two regulations on the total
carbon emissions. However, because China has not yet implemented an emissions trading mechanism,
carbon tax mechanism, or other emissions reduction policies, research can only establish models and
make scenario assumptions.

Extant literature shows that the research on reduction mechanism is comparatively developed.
Firstly, the CGE model and game theory can provide policy references for emissions reduction.
Nevertheless, the CGE model used to study tax reduction mechanisms generally focuses on the specific
tax rate and output subsidy, to identify the corresponding reduction. Game theory seeks to assess the
optimal emissions level and output subsidy mechanism; therefore, this method is more suitable for the
government to observe the economic and environmental changes between countries and regions when
formulating a certain emissions reduction policy.

Secondly, we found that research has traditionally focused on national-level and overall sectors
(e.g., industry, service industry, agriculture), whereas research on the provincial level and a single
industry department is limited. Yet the steel industry is a foundational component of the China’s
national economy and one of the industrial sectors with the greatest CO2 emissions, which undertakes
important emissions reduction tasks to control the nation’s greenhouse gases.

Thirdly, the literature highlights models, but empirical analysis is lacking. The basic parameters
of empirical analysis (especially based on enterprises) are usually derived from existing data from
developed countries. In developing countries like China, there are significant regional differences and
regional economic development imbalances; thus, some areas’ parameters and data, including those of
the iron industry, need to be supplemented.

In addition, with the continuous development of China’s economy and the world’s constant
attention to environmental problems, the pressure around emissions reduction will only continue to
increase. A separate carbon tax or product subsidy policy would not meet the country’s economic
development and emissions reduction level needs. Projects such as CCS, carbon sinks and other
significant CO2 emissions reductions methods will likely be incorporated into the entire reduction
system. Therefore, game theory warrants attention in this respect.

In conclusion, a reasonable reduction policy is the primary focus of this paper. The paper organizes
energy, environment and economic data from the six main areas’ of the iron and steel industry
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in China. Combined with the corresponding long-term plan issued by the government, we consider
and integrate the carbon tax, production subsidies, CCS, and external loss of CO2 into the emissions
reduction mechanism to build a two-stage dynamic game model. Then, based on different periods of
the steel industry’s carbon emissions with decreased demand, we discuss the six main areas’ market
game behavior under different reduction targets, and investigate the differential effects of emissions
reduction scenarios and their economic impacts on the iron and steel industry.

3. Methods

3.1. Notations and Explanations

According to the regional division of China, China is divided into six regions: North China
(i.e., Beijing, Tianjin, Hebei, Shanxi, and Inner Mongolia), Northeast China (i.e., Liaoning, Jilin,
and Heilongjiang), East China (i.e., Shanghai, Jiangsu, Zhejiang, Anhui, Fujian, Jiangxi, and Shandong),
South Central China (i.e., Henan, Hubei, Hunan, Guangdong, Guangxi, and Hainan), Southwest China
(i.e., Chongqing, Sichuan, Guizhou, Yunnan, and Tibet), Northwest China (i.e., Shanxi, Gansu, Qinghai,
Ningxia, and Xinjiang). In this paper, regions are presented by subscripts: 1 represents North China,
2 represents Northeast China, and so on.

The main research focus of this paper includes the government and the above six regions,
the regional steel industry data is regarded as a steel enterprise entity). The government emissions
reduction policy is a double game problem. Firstly, there is a decomposition game between the
government and regional enterprises: government stipulates the emissions reduction target for
a certain period, after which the regional enterprises should determine their respective reduction
ranges according to their own cost curves. Secondly, there is a game of product output between the
six regions, and the different targets of the regional enterprises will affect their respective output levels
and market competitiveness.

Therefore, the resultant game order is as follows: in the first stage, the government set
corresponding reduction targets and reduction policies (e.g., carbon tax, product subsidies, CCS,
independent or mixed); in the second stage, on the premise of guaranteeing profit maximization,
the regional enterprises choose their respective reduction targets and output levels simultaneously.
Based on this idea, this paper adopts the inverse method to solve the two-stage game problem.
The notations used in this paper and their explanations are presented in Table 1.

Table 1. Notations and explanations used in this paper.

Notations Explanations

Q Steel production
P The price of steel
α The constant of the market inverse demand curve
β The primary coefficient of the market inverse demand curve
qi Steel production of region i
e The national CO2 emission intensity of per ton steel in 2010

e2015,i The region i CO2 emission intensity of per ton steel in 2015
ei The region i CO2 emission intensity of per ton steel at some stage
ri The decline range of CO2 emission intensity of per ton steel in region i at some stage
R The decline target of national CO2 emission intensity of per ton steel at some stage

MAC Marginal abatement cost curve in iron and steel industry
ai The primary coefficient of steel industry’s MAC in region i
bi The quadratic coefficient of steel industry’s MAC in region i
Ci The cost function of steel industry in region i

C0,i The production cost of steel industry in region i
T The total carbon tax
t The unit value of carbon tax

W Social welfare function
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Table 1. Cont.

Notations Explanations

CS Consumer surplus
PS Producer surplus
θ The external loss parameter of CO2
η The production subsidies
m The CO2 emission reduced by CCS demonstration project
A The primary coefficient of CCS demonstration project cost curve
B The constant of CCS demonstration project cost curve
πi The profit function of steel industry in region i
E The total CO2 emissions in iron and steel industry
S The total subsidy
M The total cost of CCS demonstration project

It is assumed that each regional enterprise produces homogeneous products and compete for
production in the product market. There is no regional variability and the prices of steel are the same.
The market reverse demand curve of the enterprise is P(Q). This paper describes the relationship
between product price and demand using a linear combination, and P′(Q) < 0, where P indicates

price, Q is total output, and Q =
6
∑

i=1
qi. At the same time, the paper assumes that in the future

equilibrium market, production and consumption are equal. The production cost of the enterprise is
different, while the marginal emissions reduction cost is incorporated into the cost function, namely
Ci(ri, qi), where ei = e2015,i(1 − ri). It is assumed that the cost function satisfies lim

ri=1
Ci(ri, qi) = +∞,

∂Ci/∂qi > 0, ∂2Ci/∂qi
2 > 0, ∂Ci/∂ri > 0, ∂2Ci/∂ri

2 > 0. D(E) represents an external macro loss to

the environment caused by CO2 emissions, D(E) = θ(E) = θ
6
∑

i=1
eiqi. In addition, because the CCS

cost curve is still in the valuation stage, and is directly related to the amount of CO2 trapped in the
transport storage, the curve approximation is proposed to synthesize the linear relation, M = am + b.

3.2. Modeling

3.2.1. Scenario Analysis

In this section, we discuss three scenarios due to policy uncertainties:

Case 1: Only carbon tax scenario

At present, carbon taxes are likely to be the only policy tool for reducing emissions targets,
due to policy and technological constraints.

Case 2: Mixed scenario, Carbon tax and subsidy

With the gradual increase in emission reduction targets, carbon tax reduction will seriously
compress producers’ profit, so subsidies based on product output may increase producers’
enthusiasm and ability to produce. This paper assumes that subsidies are derived from carbon taxes.
More specifically the carbon tax levy will be partially or entirely returned to the producer in the form
of subsidies.

Case 3: Mixed scenario, Carbon tax, subsidy, and CCS

As emissions reduction targets continue to grow, carbon tax and subsidies may not fulfill the
criteria for reducing emissions. At the same time, with advancing technology and increasing tax
pressure, CCS will be employed over the mid- and long-term as a means of large-scale CO2 emission
reduction. A mix of reduction policies will help achieve the CO2 emissions reduction target more easily.
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This paper assumes that the subsidy comes from carbon tax, and CCS demonstration project is funded
through government investment.

3.2.2. Two-Stage Dynamic Game Model

In the second phase of the game, the government sets emissions reduction targets and reduction
policies. Regional enterprises choose their own production and reduction targets, and the profit
function under different cases are as follows:

πcase1,i = P(Q)qi − Ciqi − Ti = (α − βQ)qi − qi(C0,i +
∫ ri

0
MAC

i
(r) dr)− teiqi (1)

πcase2,i = P(Q)qi − Ciqi − Ti + Si = (α − βQ)qi − qi(C0,i +
∫ ri

0
MAC

i
(r) dr)− teiqi + ηqi (2)

πcase3,i = P(Q)qi − Ciqi − Ti + Si = (α − βQ)qi − qi(C0,i +
∫ ri

0
MAC

i
(r) dr)− teiqi + ηqi (3)

where the marginal cost of reducing emissions is MAC = aie2015,iri + bi(e2015,iri)
2, and the region’s

steel industry carbon tax is calculated as Ti = teiqi = te2015,i(1 − ri)qi.
In the case of certain carbon tax and subsidy values, CO2 reduction and production yield is

maximized in each region, namely Max πi.
In this paper, due to the consideration of a various reduction policies, the social welfare function

is extended to include consumer surplus, producer surplus, carbon tax levy, product subsidies,
CCS investment, macro-environmental emissions losses, and so on. The specific forms are as follows:

WCase1 = CS + PS + T − D(E) =
∫ Q

0 P(q)dq − P(Q)Q +
6
∑

i=1
πcase1,i +

6
∑
1

Ti − θE

=
∫ Q

0 (α − βq)dq − (α − β
6
∑

i=1
qi)

6
∑

i=1
qi +

6
∑

i=1
πcase1,i +

6
∑

i=1
te2015,i(1 − ri)qi − θ

6
∑

i=1
e2015,i(1 − ri)qi

(4)

WCase2 = CS + PS + T − S − D(E) =
∫ Q

0 P(q)dq − P(Q)Q +
6
∑

i=1
πcase2,i +

6
∑
1

Ti − ηQ − θE

=
∫ Q

0 (α − βq)dq − (α − β
6
∑

i=1
qi)

6
∑

i=1
qi +

6
∑

i=1
πcase2,i +

6
∑

i=1
te2015,i(1 − ri)qi − η

6
∑

i=1
qi − θ

6
∑

i=1
e2015,i(1 − ri)qi

(5)

WCase3 = CS + PS + T − S − D(E)− M =
∫ Q

0 P(q)dq − P(Q)Q +
6
∑

i=1
πcase3,i +

6
∑
1

Ti − ηQ − θE − (Am + B)

=
∫ Q

0 (α − βq)dq − (α − β
6
∑

i=1
qi)

6
∑

i=1
qi +

6
∑

i=1
πcase3,i +

6
∑

i=1
te2015,i(1 − ri)qi − η

6
∑

i=1
qi − θ

6
∑

i=1
e2015,i(1 − ri)qi − (Am + B)

(6)

In the first stage of the game, based on the achievement of emissions reduction targets and the
response of regional enterprises to the government’s emissions reduction policies, the government
should formulate corresponding policies to maximize social welfare. The government’s policy can be
expressed as follows:

Case 1:
Max W

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

6
∑

i=1
e2015,i(1−ri)qi

6
∑

i=1
qi

= e(1 − R)

ri > 0
ei > 0
qi > 0
t ≥ 0
i = 1, 2, 3, 4, 5, 6

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(7)
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Case 2:
Max W

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

6
∑

i=1
e2015,i(1−ri)qi

6
∑

i=1
qi

= e(1 − R)

ri > 0
ei > 0
qi > 0
t ≥ 0
η ≥ 0

0 ≤
η

6
∑

i=1
qi

6
∑

i=1
te2015,i(1−ri)qi

≤ 1

i = 1, 2, 3, 4, 5, 6

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8)

Case 3:
Max W

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

6
∑

i=1
e2015,i(1−ri)qi−m

6
∑

i=1
qi

= e(1 − R)
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η

6
∑

i=1
qi

6
∑
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te2015,i(1−ri)qi

≤ 1

1 × 106 ≤ m ≤ 2 × 106

i = 1, 2, 3, 4, 5, 6
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(9)

3.2.3. Policy Assumptions

To compare the effects of emissions reduction under different policies, this paper constructs
a selection model of the steel industry in six regions in China. Current research is lacking in this
area, and the target of emissions reduction and other policy planning is less and more ambiguous
in China than in other countries. Therefore, according to relevant policies and planning, the paper
assumes three reasonable policy scenarios. Each focuses on the decomposition of the intensity target
of CO2 emissions reduction in the steel industry under different policies, the influence of regional steel
industry output and the change in social welfare. The main assumptions are as follows:

1. Carbon tax scenario in 2020

In this scenario, we assume that by 2020, the steel industry’s CO2 intensity will fall by at least
15% compared to in 2010. Given that technological innovation alone will not be sufficient for high
carbon-intensity reduction, the carbon tax will be a necessary policy tool. The solution for this scenario
is similar to that of Case 1. Then, we calculate the corresponding results of social welfare and investigate
scenarios in which the intensity of CO2 emissions dropped from 15 to 20%.

2. Carbon tax and product subsidy scenario in 2025

In this scenario, we assume that by 2025, the CO2 intensity of the steel industry will fall by at least
20% compared to that in 2010. Again, because technological innovation alone will not be sufficient for
high carbon-intensity reduction, the carbon tax will be a necessary policy tool. However the carbon tax
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levy has greatly increased the industry’s investment, and product subsides to producers can reduce
the tax burden on producers while also meeting emissions demands. Thus, carbon tax and subsidy
will comprise a dual method in 2025. The solution in this scenario corresponds to that of Case 2.
Then, we calculate the social welfare results, and investigate scenarios in which the intensity of CO2

emissions dropped by 20–25%.

3. Carbon tax, product subsidy, and CCS demonstration project coexistence scenario in 2030

In contrast to 2010, we assume that the steel industry’s CO2 intensity will fall by at least 25%
by 2030. Again, because technological innovation alone will not be sufficient for high carbon-intensity
reduction, the carbon tax and product subsidies will be necessary policy tools. With the improving
CCS technology, large-scale CCS demonstration projects will be able to be applied to the steel industry.
As a result, carbon tax, product subsidy, and CCS demonstration projects (i.e., 1–2 million ton CO2 level)
will be considered in 2030. The solution to this scenario corresponds to that of case 3. Then, we calculate
the corresponding social welfare results, and investigate scenarios in which the intensity of CO2

emissions dropped by 25–30%.

3.3. Parameters and Data Sources

In this paper, the CO2 MAC (marginal abatement cost) results were derived from the CO2

shadow price calculations in 2005–2015. According to [44–46], in the directional distance model the
economic output is considered as desirable output, while CO2 emissions is the undesirable output.
An area’s production possibility is defined as: P(x) = {(y, b) : x can produce (y, b)}. According to
Färe’s [47] description of the directional distance function, we introduce the direction vector g = (gy, gb).
The output-based distance function can be defined as follows:

D
(
x, y, b; gy, gb

)
= max

{
β :

(
y + βgy, b − βgb

) ∈ P(x)} (10)

According to the method of nonparameter linear programming, the objective function is calculated
as follows:

Dk
(
xk, yk, bk; gy, gb

)
= maxβk

s.t.
n
∑

j=1
λjxj ≤xk,

n
∑

j=1
λjyj ≥ yk + βkgy,

n
∑

j=1
λjbj = bk − βkgb,

λj ≥ 0, j = 1, 2, . . . n

(11)

According to Lee [48], the undesirable output shadow price calculation formula can be written as:

q = p × ∂D(x, y∗, b∗)/∂b∗

∂D(x, y∗, b∗)/∂y∗ × σb
σy

(12)

Then, according to the six regions’ respective shadow price, the MACs of each region were fitted.
The main parameters of each region are shown in Table 2.

The external macroscopic loss parameters of CO2 emissions refer to Giorgio Guenno and Silvia
Tiezzi [49], converted into 14.55 yuan per ton of CO2.

In 2030, we assume that the steel industry will plan to build 1-2 million ton demonstration
projects funded by the government. The cost curve refers to [50–53], and the linear curve is
M = 204.96m + 11.53 × 106, m ∈ [

1 × 106, 2 × 106]ton. The unit is RMB.
Provincial steel production data, economic data, and employee data were collected from the China

Statistical Yearbook [54–65], China’s Industrial Statistics Yearbook [66–77], and the China Steel Industry
yearbook from 2005 to 2016 [78–89]. Energy consumption data came from the China Energy Statistics
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Yearbook [90–101] and each province’s Statistical Yearbook from 2005 to 2016. Economic data were
calculated at the 2010 year price. In addition, CO2 emissions in industrial production (IPPU CO2) are
included in this paper which also produce large amounts of CO2. Therefore, CO2 emissions accounting,
emissions intensity and descent amplitude are based on energy consumption + IPPU CO2 emissions.

Table 2. The result of parameter fitting in formula.

Notations Value Unit

α 15,668.39 Yuan
β 1.117 × 10−5

e 2.79 t CO2/t
θ 14.55 Yuan/t CO2
m [1 × 106, 2 × 106] t
A 204.96
B 1.153 × 107 Yuan

Due to data availability, the steel industry’s relevant energy consumption and economic data
were derived from the ferrous metal smelting and calendering processing industry in the Statistical
Yearbook. The CO2 accounting of fossil energy consumption and IPPU refer to IPCC2006 [102] and
Duan et al. [103].

4. Results and Discussions

4.1. The Results of Parameter Fitting

The production cost takes into account the current trend of steel development in China, based
on average production costs of 2010–2015. The descent amplitude of different regions is controlled at
5–30%. The parameter fitting conditions are shown in Tables 2 and 3.

Table 3. The result of parameter fitting in different regions.

Notations Unit i = 1 i = 2 i = 3 i = 4 i = 5 i = 6

e2015,i t CO2/t 2.34 3.53 2.81 2.85 3.40 4.49

ai 954.57 886.60 2847.60 325.81 78.91 178.12

bi 702.15 567.70 9983.42 832.07 91.47 251.25

C0,i Yuan
2020 3660.25 5469.57 3734.81 3910.43 5246.81 4759.35
2025 3108.44 4646.29 2986.07 3326.32 4724.05 4520.52
2030 2799.50 3944.25 2685.82 2997.62 4008.86 3844.57

4.2. Empirical Analysis

In the second stage of the game, the regional emissions and intensity of the steel industry are
determined by its first-order conditions:

∂πi/∂qi = 0
∂πi/∂ri = 0

(13)

The relationship between steel production, the descending amplitude and t, η of each region is
obtained by solving the simultaneous equations. The equilibrium yield and emissions reduction of the
second stage in different situations can be determined by t, η.

Then we put the equilibrium output and emission reduction determined by t, η into the
first stage to get the expression formula of social economic welfare (W). In the first stage of the
game, the government maximizes the level of social economic welfare determined by t, η. Finally,
we get W and other corresponding conclusions.
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4.2.1. 2020 Scenario

In 2020, the carbon tax will be the only emissions reduction policy. With the gradual rise of
in reduction targets, the carbon tax value and its total scale have increased gradually. In particular,
the carbon tax value has risen rapidly from 65.88 yuan/t to 114.69 yuan/t, and the total carbon tax
levy rose 61.84%.

Total output, overall social welfare function, consumer surplus, producer surplus and emissions
loss have all shown a downward trend, the total output remained at around 0.835-0.846 million tons.
Compared with 1.123 billion tons in 2015, output will have dropped by more than 20%, suggesting that
in terms of satisfying social welfare functions, the demand for China’s steel industry market will also
decrease significantly by 2020. This is in line with the current economic situation and the development
of the steel industry. With the gradual rise in reduction targets, the total output, social welfare function,
consumer surplus, producer surplus, and emissions losses are projected to fall by 1.22%, 0.37%, 2.43%,
1.17% and 7.03% respectively.

For the sub-regions, to reach the 15–20% target, the selection of emissions intensity and production
yield are taken between regions. Emissions reduction efforts have increased in line with more ambitious
reduction goals, but there are notable inter-regional differences. In the southwest and northwest regions,
the intensity of emissions reduction is more than 20% in most cases. With an overall reduction target of
20%, the reduction in southwest China is the largest, at 25.81%. The reduction range is comparatively
smaller in East China, North China and other places (approximately 6–10%) due to differences in
production costs and emissions intensity. With the gradual increase in emissions reduction targets,
except for in North China (0.44%), steel outputs in the rest regions of China are declining. The Northeast
region has fallen especially significantly, by more than 8%. The results are shown in Tables 4 and 5 and
Figures 1–3.

Table 4. The result of overall iron and steel industry in 2020 scenario.

Emission Reduction Target 15% 16% 17% 18% 19% 20%

Carbon tax value (Yuan) 65.88 74.75 84.06 93.83 104.03 114.69
Production (100 million tons) 8.4584 8.4394 8.4194 8.3987 8.3773 8.3552

Rate of change, production (with 15% as the base) - −0.23% −0.46% −0.71% −0.96% −1.22%
Rate of change, social welfare (with 15% as the base) - −0.06% −0.13% −0.20% −0.29% −0.37%

Rate of change, producer surplus (with 15% as the base) - −0.22% −0.44% −0.68% −0.92% −1.17%

Table 5. The result of regions’ iron and steel industry in 2020 scenario.

Emission Reduction Target 15% 16% 17% 18% 19% 20%

Production (100 million tons)

North China 2.1579 2.1598 2.1617 2.1636 2.1655 2.1674
Northeast China 0.4705 0.4636 0.4564 0.4488 0.4409 0.4327

East China 2.0304 2.0289 2.0273 2.0255 2.0235 2.0213
South Central China 1.9103 1.9096 1.9088 1.9080 1.9072 1.9063

Southwest China 0.8197 0.8174 0.8151 0.8128 0.8106 0.8084
Northwest China 1.0700 1.0602 1.0501 1.0399 1.0296 1.0192

Rate of change, production
(with 15% as the base)

North China - 0.09% 0.18% 0.27% 0.35% 0.44%
Northeast China - −1.46% −2.99% −4.60% −6.28% −8.04%

East China - −0.07% −0.15% −0.24% −0.34% −0.44%
South Central China - −0.04% −0.08% −0.12% −0.16% −0.21%

Southwest China - −0.28% −0.56% −0.84% −1.11% −1.39%
Northwest China - −0.92% −1.86% −2.81% −3.78% −4.75%

The decline range of emission
intensity (with data in 2015

as the base)

North China 6.23% 6.99% 7.77% 8.56% 9.38% 10.22%
Northeast China 6.48% 7.24% 8.02% 8.82% 9.63% 10.46%

East China 6.84% 7.49% 8.15% 8.80% 9.45% 10.11%
South Central China 11.16% 12.17% 13.17% 14.17% 15.17% 16.17%

Southwest China 19.41% 20.72% 22.01% 23.29% 24.55% 25.81%
Northwest China 17.53% 19.03% 20.52% 22.00% 23.48% 24.95%
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Figure 1. The change rate of total output, social welfare function, producer surplus with different
reduction targets in 2020 scenario.

Figure 2. The change rate of regions’ steel yield with different reduction targets in 2020 scenario.
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Figure 3. The regions’ decline range of emission intensity with different reduction targets in 2020 scenario.

4.2.2. 2025 Scenario

In 2025, emissions reduction policies should include carbon taxes and product subsidies. With the
gradual increase in reduction targets, carbon tax and the total scale of carbon tax, unit subsidy value
and total subsidies will increase as well. The carbon tax value will have risen from 114.64 yuan/t to
178.04 yuan/t, and the levy of the total carbon tax also rises 45.19%. The unit subsidy value will have
risen from 289 yuan/t to 421 yuan/t, and the total subsidy rises 45.28%. However, the carbon tax is
not fully subsidized to steel companies, a very small surplus remains.

Total production will remain at around 900 million tons, although the pressure to reduce emissions
will continue to rise to a 20–25% range compared with a modest increase in output in 2020. In this
scenario, and with the gradual rise in reduction targets, total output, total social welfare, consumer
surplus, producer surplus, and emissions losses should fall by 0.27%, 0.22%, 0.54%, 0.46%, and 6.51%
respectively, and a slower rate of decline in 2020. Even when the target of reducing emissions
increases, the producer surplus does the same, this suggests that although the target is more ambitious,
CO2 emissions tax subsidies for the enterprise can increase producers’ enthusiasm for production,
and help to increase total output and other corresponding indicators.

For the sub-region to reach the 20–25% target, emissions intensity and production yield are taken
between regions. Emissions reduction efforts have increased in line with more ambitious reduction
goals, but there are again notable inter-regional differences. In Southwest and Northwest China,
the intensity of emissions reduction will have exceeded 25% in most cases. With an overall drop target
of 25%, the reduction in Northwest China is the largest, at 32.6%. Relatively speaking, the reduction
is smaller in East China, North China and other places, only 10–15%. It is slightly higher in South
Central China, at 16–21%. In terms of output, the difference in production costs and the intensity of
emissions reduction, combined with carbon tax and return subsidies, render significant changes in
yield. The output in North China, East China, South Central China and Southwest China show a rising
trend, whereas declines Northeast and Northwest China by approximately 4%. The results are shown
in Tables 6 and 7 and Figures 4–6.
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Table 6. The result of overall iron and steel industry in 2025 scenario.

Emission Reduction Target 20% 21% 22% 23% 24% 25%

Carbon tax value (Yuan) 114.64 126.34 138.52 151.18 164.43 178.04
Unit value of subsidy (Yuan) 289.00 314.50 340.50 367.00 394.00 421.00
Production (100 million tons) 9.0203 9.0160 9.0114 9.0065 9.0013 8.9985

Rate of change, production (with 20% as the base) - −0.05% −0.10% −0.15% −0.21% −0.27%
Rate of change, social welfare (with 20% as the base) - −0.03% −0.07% −0.12% −0.17% −0.22%

Rate of change, producer surplus (with 20% as the base) - 0.10% 0.20% 0.29% 0.38% 0.46%

Table 7. The result of regions’ iron and steel industry in 2025 scenario.

Emission Reduction Target 20% 21% 22% 23% 24% 25%

Production (100 million tons)

North China 2.2551 2.2603 2.2656 2.2709 2.2763 2.2816
Northeast China 0.7635 0.7577 0.7516 0.7452 0.7384 0.7313
East China 2.2818 2.2825 2.2831 2.2836 2.2838 2.2838
South Central China 2.0230 2.0253 2.0276 2.0299 2.0322 2.0344
Southwest China 0.8701 0.8711 0.8722 0.8734 0.8747 0.8762
Northwest China 0.8268 0.8191 0.8113 0.8036 0.7959 0.7884

Rate of change, production
(with 20% as the base)

North China - 0.23% 0.47% 0.70% 0.94% 1.17%
Northeast China - −0.76% −1.56% −2.40% −3.29% −4.21%
East China - 0.03% 0.06% 0.08% 0.09% 0.09%
South Central China - 0.11% 0.23% 0.34% 0.45% 0.57%
Southwest China - 0.11% 0.24% 0.38% 0.53% 0.70%
Northwest China - −0.94% −1.88% −2.81% −3.74% −4.65%

The decline range of emission
intensity (with data in 2015

as the base)

North China 0.1021 0.1111 0.1202 0.1295 0.1390 0.1485
Northeast China 0.1046 0.1134 0.1224 0.1314 0.1407 0.1499
East China 0.1010 0.1079 0.1148 0.1216 0.1285 0.1354
South Central China 0.1616 0.1721 0.1825 0.1929 0.2034 0.2138
Southwest China 0.2581 0.2713 0.2843 0.2974 0.3104 0.3232
Northwest China 0.2494 0.2649 0.2802 0.2955 0.3109 0.3260

Figure 4. The change rate of total output, social welfare function, producer surplus with different
reduction targets in 2025 scenario.
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Figure 5. The change rate of regions’ steel yield with different reduction targets in 2025 scenario.

Figure 6. The regions’ decline range of emission intensity with different reduction targets in 2025 scenario.

4.2.3. 2030 Scenario

In 2030, emissions reduction policies should include carbon taxes, product subsidies, and CCS
demonstration projects. With the gradual increase in reduction targets, come increases in the carbon
tax and its total scale, unit subsidy value and total subsidies. The carbon tax value is projected to
rise from 192.29 yuan/t to 266.17 yuan/t, and the total carbon tax should increase 28.79%. The unit
subsidy value will have risen from 455 yuan/t to 588 yuan/t, and the total subsidy rose 28.78%.
However, the carbon tax is not fully subsidized to steel companies, there is still a very small surplus.
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The CO2 emissions from the CCS demonstration project also show an increase, with the target of 30%
(M = 1.9 million tons) and a 44.24% increase in funding for CCS projects.

Total production should remain at around 935 million-938 million tons, although the pressure
continues to increase to 25–30%, compared with a modest increase in production in 2020.
In this scenario, with the gradual increase of reduction targets, total output, social welfare function,
consumer surplus, producer surplus, and emissions losses are projected to fall by 0.35%, 0.46%, 0.69%,
0.06%, and 6.96% respectively, which also occurs alongside an increasing emissions reduction target.
The producer surplus will increase as well. This shows that although the target is more ambitious,
CO2 emissions tax subsidies to enterprises and CCS can increase producers’ enthusiasm for production,
and help to increase total output and other corresponding indicators.

In order for sub-regions to reach the 25–30% target, emission intensity and production yield
are taken between regions. Emissions reduction efforts have increased in line with more ambitious
reduction goals, but there are again notable inter-regional differences. In Southwest and Northwest
China, the intensity of emission reduction exceeds 33% in most cases. With an overall drop target of
30%, the reduction in the Northwest region is the largest, at 41.31%. By comparison, the emissions
reduction in East China is the smallest (14–17%). The drop range in Northeast China, North China and
other places is only 15–20%. It is slightly higher in South Central China at 22–27%. In terms of output,
the difference in production costs and the intensity emissions reduction, combined with the carbon
tax and return subsidies, affect yield changes. The output in North China, South Central China and
Southwest China show a rising trend, whereas it is declining in Northeast, East and Northwest China.
The Northeast region is projected to fall by more than 4%. The results are shown in Tables 8 and 9 and
Figures 7–9.

Table 8. The result of overall iron and steel industry in 2030 scenario.

Emission Reduction Target 25% 26% 27% 28% 29% 30%

Carbon tax value (Yuan) 192.29 206.24 220.58 235.27 250.39 266.17
Unit value of subsidy (Yuan) 455.00 481.50 508.00 534.50 561.00 588.00

The CO2 emission reduced by CCS demonstration
project (million tons) 1.30 1.30 1.40 1.70 2.00 1.90

Production (100 million tons) 9.3831 9.3773 9.3710 9.3646 9.3577 9.3505
Rate of change, production (with 25% as the base) - −0.06% −0.13% −0.20% −0.27% −0.35%

Rate of change, social welfare (with 25% as the base) - −0.08% −0.16% −0.25% −0.35% −0.46%
Rate of change, producer surplus (with 25% as the base) - 0.03% 0.05% 0.06% 0.06% 0.06%

Table 9. The result of regions’ iron and steel industry in 2030 scenario.

Emission Reduction Target 25% 26% 27% 28% 29% 30%

Production (100 million tons)

North China 2.1759 2.1810 2.1860 2.1910 2.1959 2.2009
Northeast China 0.9648 0.9574 0.9499 0.9420 0.9339 0.9254
East China 2.1704 2.1699 2.1692 2.1683 2.1671 2.1656
South Central China 1.9433 1.9455 1.9476 1.9496 1.9516 1.9525
Southwest China 1.1304 1.1320 1.1338 1.1356 1.1376 1.1397
Northwest China 0.9984 0.9914 0.9846 0.9780 0.9716 0.9654

Rate of change, production
(with 25% as the base)

North China - 0.23% 0.46% 0.69% 0.92% 1.15%
Northeast China - −0.76% −1.54% −2.35% −3.19% −4.07%
East China - −0.02% −0.05% −0.10% −0.15% −0.22%
South Central China - 0.11% 0.22% 0.32% 0.42% 0.52%
Southwest China - 0.15% 0.30% 0.46% 0.64% 0.83%
Northwest China - −0.70% −1.38% −2.04% −2.68% −3.31%

The decline range of emission
intensity (with data in 2015

as the base)

North China 0.1583 0.1676 0.1770 0.1865 0.1960 0.2058
Northeast China 0.1594 0.1684 0.1775 0.1866 0.1957 0.2051
East China 0.1423 0.1488 0.1554 0.1618 0.1683 0.1749
South Central China 0.2242 0.2341 0.2439 0.2536 0.2634 0.2732
Southwest China 0.3362 0.3484 0.3605 0.3726 0.3846 0.3967
Northwest China 0.3413 0.3558 0.3702 0.3844 0.3987 0.4131
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Figure 7. The change rate of total output, social welfare function, producer surplus with different
reduction targets in 2030 scenario.

Figure 8. The change rate of regions’ steel yield with different reduction targets in 2030 scenario.
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Figure 9. The regions’ decline range of emission intensity with different reduction targets in 2030 scenario.

4.3. Discussion of Results

Current research on the future iron and steel industry emissions reduction targets is scarce,
therefore, this paper does not discuss optimal emissions intensity. Only the aforementioned
three scenarios were analyzed. Moreover, because of certain assumptions in the model, there were
some gaps between the calculations and the actual results, but some trends and rules can still be found
and identified.

On a national scale, with the gradual increase in reduction targets, the overall social welfare,
consumer surplus, output and emission losses appear to be decreasing. The trend of carbon tax value,
total carbon tax, unit value of output subsidies and total subsidies are rising. The change in producer
surplus is irregular due to the comprehensive influence of production cost, production yield, carbon
tax and subsidies.

Judging by the change range of the results, if only one emission reduction policy is considered,
the overall social welfare, consumer surplus, output and loss are sharper than the results of multiple
reduction policies. The adoption of a variety of reduction policies can compensate for the weakness
associated with a single reduction in production costs, slow down the increase range in production
costs, so as to reduce the overall range of changes. The total carbon tax and subsides are closely related
to the unit value of carbon tax and the value of subsidy. Given the gradual increase in reduction targets,
the change of total carbon tax and total subsidy range are significant.

For sub-region, which differ in production costs and emissions reduction costs, the optimal
emissions range and output choices are related to the carbon tax value and subsides in different
scenarios. Therefore, the result of each situation are quite different. According to the relevant national
policy [1]: North and East China should focus on the mitigation of regional environmental pressure,
relying on dominant enterprises. Through the reduction of restructuring, significantly reduce the
excess steel capacity significantly and achieve regional reduction targets. The Midwest and Northeast
old industrial base should rely on enterprises’ regional comparative advantage, implement regional
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integration, and reduce the number of entrepreneurs and excess steel production capacity. Steel output
is be expected to peak in 2015–2020 intervals.

Our calculations show that, in three cases, output reduces by 150 to 200 million tons compared to
that in 2015, with total output of about 900 million tons. After implementing of different carbon
emissions reduction policies, production in North and East China should decrease about 1/3,
South Central China production should remain in 180–200 million tons. The Northeast, Southwest,
and Northwest region will increase but a much smaller rate compared to the reduction in North and
East China. Although East and North China are still the main steel producing areas (about 50%), the
output transition between the regions is from polarization to average. The polarization phenomenon
appears to be easing, the regional maximum production ratio has declined from 10:1 to about 3:1.
The results show a certain reference value in this calculation. Judging from the policy analysis aimed
at “resolving excess capacity, prohibiting new capacity, production and consumption will enter the
peak to the downward period” [1], the model and results have a certain reference value.

5. Conclusions

In light of the medium-and long-range plan promulgated by the government, a two-stage dynamic
game model was constructed which incorporated the carbon tax, product subsidy, CCS, and other
factors into the system of emission reduction mechanism. Then, we examined the resultant effects
and economic impacts on six regions and China’s overall steel industry. The model is the abstraction
and assumption of a practical problem, so the calculation results may exist a little deviate from the
actual situation, which makes the research result have some deviations. This paper emphasizes the
change trends of corresponding indicators with increasing governmental pressure to reduce emissions.
The main conclusions are as follows:

(I) Under a certain emissions reduction policy, with the gradual increase in reduction targets, the
overall social welfare, consumer surplus, output and emissions losses are trending downward.
The carbon tax unit value, total carbon tax, output subsidy unit value, and total subsidies
demonstrate a rising trend.

(II) With the increasing target of reducing emissions, a variety of emissions reduction policies are more
effective than a single reduction policy, which can slow down the indicators’ decreasing range.

(III) For enterprises in the sub-regions, each region needs to choose its own reduction range and
output. With the gradual increase in reduction targets, regional output has not shown a complete
downward trend. Regional output has instead increased in some places likely duo to production
function, carbon tax, subsidy and other comprehensive factors.

(IV) In the future, East and North China are expected to remain the primary producing areas, however,
the proportion of production in the Northeast, Southwest and Northwest regions could rise.
With the implementation of various emissions reduction policies, regional output polarization
has eased.

Based on the above results and conclusions, when formulating emissions reduction targets and
ancillary emissions reduction policies, the Chinese steel industry should use technological advances
(i.e., lower production costs) along with several reasonable emissions reduction measures to achieve
reduction targets into consideration. CCS can be implemented when the targets are too extreme and the
CCS technology reaches a certain level. In future research, the impact of emissions reduction measures
on the Chinese steel industry economy will be considered in the context of large-scale investment in
CCS projects.

Secondly, China’s steel industry is currently at overcapacity, that is, production capacity is far
greater than the actual consumption. This paper’s calculations show that when the market equilibrium
is reached, the output and consumption of steel will be lower than they are at present.

Therefore, to alleviate the overcapacity contradiction and bring relief to the entire industry,
China’s steel industry needs to ban new steel production and push obsolete companies and

37



Energies 2017, 10, 2026

backward-producing enterprises out of the market as soon as possible. In the future, the government
could levy more emission tax, reduce subsidies and conduct related policy research to address
backward capacity, high-pollution emissions enterprises. These methods and impacts will be
considered in subsequent research.

Thirdly, to improve the steel layout, the government should consider market demand,
transportation, environment capacity and energy resources support conditions overall. Combined with
solutions to address excess capacity and deepen regional layout reduction adjustments, the government
should also encourage large-scale enterprises to reduce production capacity initiatively. Coastal areas’
government should change their ideas. The blind relocation of steel enterprises from inland to coastal
areas should be banned. And no longer layout the new coastal base. Based on the existing coastal base,
the government should implement the “group development” to improve the quality and efficiency.
Inland regions should take the regional market capacity and energy resources to support as the
double bottom line, and withdraw non-competitive enterprises resolutely. Based on existing leading
enterprises, the regional government should aim to integrate relief development, achieve a balance
between regional steel productions and reduce polarization.
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Abstract: Aiming at damping the inter-area oscillations of power systems, the present study proposes
a wide-area decentralized coordinated control framework, where the upper-level controller is
designed to coordinate the lower-level multiple FACTS devices. Based on the polytopic differential
inclusion method, the derived controller adopts a decentralized structure and it is guaranteed to
be robust to meet the demand of operation under multiple operating conditions. Since time delay
of wide area signal transmission is inevitable, in what follows, the quantum evolution algorithm
(QEA) method is introduced to find an optimal solution of the time-delay coordinated controller.
In this regard, the stability of the system with a prescribed time delay is guaranteed and the system
damping ratio is increased. Effectiveness and applicability of the proposed controller design methods
have been demonstrated through numerical simulations.

Keywords: wide-area measurement system; FACTS devices; coordinated control; time delay;
damping controllers; robustness

1. Introduction

With the rapid development of power systems, in recent years, the complexity of system structure
and operating modes has been greatly increased [1] and the continuous and increasing demand of
electrical energy consumption has greatly influenced the power system performance. In the operation
of power systems, the insufficient damping of electromechanical oscillations is known to be a major
constraint [2]. Such oscillations can be distinguished into two types, local oscillations that occur
when generators in the same area oscillate with respect to each other and inter-area oscillations
occurring among machines in different areas. If no adequate damping is available, the oscillations may
cause operational limitations of power transmission capacity, or bring about the system separation,
which in some cases may lead to blackouts [3–5].

Flexible AC Transmission System (FACTS) devices, including static var compensator (SVC),
thyristor controlled series compensator (TCSC), static synchronous compensator (STATCOM) and so
on, possess the rapid and reliable regulation property [6]. Since the construction of modern power
grid demands the improvement of power flow distribution, system stability and transmission capacity
in a flexible and reliable way, FACTS devices have been put into practical application and achieved
satisfying control effects either act by modulating the reactive power or the active power or both [7].
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FACTS controllers are located in the network where the controllability and observability of the
inter-area oscillations are better. Generally speaking, FACTS devices exist in the power system are
individually designed and installed for different targets due to local control and lack of coordination.
Accordingly, a coordinated action among various FACTS devices is needed for the damping of
inter-area oscillations and how to coordinately control the multi-FACTS devices to achieve greater
effectiveness and at the same time, avoid adverse interaction that may occur between FACTS controllers
have become an important research topic. Combined with modern control theory, the multi-FACTS
coordinated control (MFCC) aiming at different control objectives has gained rich achievements over
the past years [8,9]. In order to further improve system stability with the help of global information
from wide-area measurement systems (WAMS) [10], more recently, the study of wide-area coordinated
control is gradually increasing. However, it is noted that the study of MFCC based on WAMS
is comparatively less, among which, reference [11] designs a controller that coordinates multiple
robust FACTS damping controllers based on a BMI sequential approach. It indicates that MFCC can
remarkably enhance system stability and at the same time, eliminate the negative interaction among
devices and they also demonstrate the necessity of coordination.

Among the existing literature of MFCC, the control strategies are normally designed over
a single dynamic model obtained from the linearization of system equations around one of
the specific equilibria. Since system parameter matrices will change along with the variation of
operating conditions, the derived control strategy should be guaranteed for each operating condition
simultaneously, which leads to the complicatedness of calculation process. In this regard, how to meet
the demand of operation under multiple cases is an important issue to be solved. On the other hand,
time delays caused by the usage of communication networks to transfer the remote signal in the data
transferring process is inevitable in WAMS, which will degrade the system performance or may even
cause instability of the closed-loop system [12,13]. As a consequence, in a coordinated control strategy,
it is of great significance to minimize the effect of time-delay [14]. Common methods of designing
controllers to deal with the delay impact include equivalent treatment of time delay, robust control
based on Linear Matrix Inequality (LMI) [15,16] and so on. However, for such robust coordinated
controllers, the effect of time delay has seldom been taken into account in the previous literatures.

Based on the above considerations, the present study proposes a wide-area decentralized
coordinated control framework for multiple FACTS devices. Aiming at realizing different control
objectives, the upper-level coordinated controller is designed as both a robust dynamic output feedback
controller and a time-delay output feedback controller. The polytopic differential inclusion method is
introduced such that the derived dynamic output feedback controller is robust to various operating
conditions. Moreover, the system damping ratio has been taken into account in the controller design
strategy such that the system is capable to be operated under strong damping modes. In order to design
the time-delay MFCC such that the stability of the system with a prescribed time delay is guaranteed,
the sufficient condition of time-delay stability criterion proposed in [17] can be utilized. However,
since the unknown objective parameters are coupled in the matrix inequalities, they cannot be solved
by the LMI control toolbox in Matlab (R2016a, MathWorks, Natick, MA, USA). Aimed at deriving
the controller parameter matrix, the quantum evolution algorithm (QEA) method is introduced to
find an optimal solution. In this regard, the stability of the system with a prescribed time delay is
guaranteed and the system damping ratio is increased. Validity and applicability of the proposed
coordinated control algorithms are demonstrated in a two-area four-generator system. Simulation
results demonstrate that the under robust coordinated control, the controlled power system successfully
runs in strong damping modes in four different operating conditions and the algorithm exhibits good
control effect in a wide range of time-delay.

2. Problem Formulation

In order to make preparation for the MFCC design, this section presents the MFCC framework
based on WAMS. In the proposed framework, as is shown in Figure 1, a coordinated controller receives
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the WAMS information and carries out calculation based on the state and output variable measured by
WAMS data platform. The control instruction is then derived to be assigned to each FACTS device.

Figure 1. Coordinated control among FACTS devices based on WAMS.

By allocating the derived control signal as auxiliary input variables, the coordinated control
among FACTS devices is then realized. For each FACTS device, the coordinated control variable u
is received as a part of the controller input signal. It will be transmitted to the controller together
with the local variable. Compared with local control, the wide-area coordination scheme is able to
achieve global control through coordination control in a better way but it requires the entire system
information, which may to some extent, influence the speed and accuracy of control.

In what follows, we give a brief description of some aspects involved in the power system model
used in this work. For the sake of simplicity, the dynamic devices considered in this study mainly
include generators and FACTS devices.

2.1. Generator Model

The generator is represented as a dynamic model equipped with a rapid excitation, whose model
is described as: •
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•
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for i = 1, 2, . . . , n, where n is the number of synchronous generators. Referred to the generator i, δi is the
rotor angle, ωi is the rotor speed with respect to a synchronous reference, E′

qi
is the quadrature-axis

transient voltage, Ef di
is the field voltage, Vt is the terminal bus voltage magnitude. The definitions of

the electrical quantities in Equation (1) can be found in [18].

2.2. TCSC Model

TCSC is a device constituted by a series capacitor bank with fixed value and a Thyristor-Controlled
Reactor (TCR) [19]. It is installed directly in the transmission system and its equivalent reactance can
be varied by adjusting the fire angle of the thyristors. In order to guarantee the additional damping
supply to the inter-area oscillations of interest, a supplementary controller is required. TCSC is usually
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represented by a first order linear model in small signal stability studies [20], which is also adopted in
the present study. The block diagram of the adopted TCSC with a supplementary controller is given
in Figure 2.

Figure 2. Dynamic model of TCSC.

The dynamic model based on Figure 2 can be written as:⎧⎪⎨⎪⎩
.
B1 = Ki(Pref − Pt)

B2 = B1 + Kp(Pref − Pt).
BTCSC = (B2 + BTCSC0)/T0

(2)

where BTCSC is the deviation of the equivalent TCSC reactance with respect to the nominal value,
BTCSC0 is the reference for the desired reactance deviation (from its nominal value) in steady state,
B2 is the stabilizing signal from the proposed supplementary controller, B1 is an intermediate variable
and T0 is the device time constant. Kp and Ki are the gains of the PI control loop; Pref and Pt are the
active power reference and the active power of the TCSC control line, respectively.

2.3. SVC Model

SVC is one of the most widely applied FACTS devices which can maintain voltage stability and
at the same time, improve the system damping. In this study, the control block of SVC mathematical
formulation is shown in Figure 3.

Figure 3. Dynamic model of SVC.

whose dynamical model is described as:{ .
B1 = 1

T1
[−B1 + K(Vref − Vt)]

.
BSVC = 1

T0
[B1 − BSVC]

(3)

where BSVC is the equivalent susceptance output of SVC, BSVC0 is the steady-state susceptance of
SVC, B1 is an intermediate variable and K is the gain of controller measurement. T1 and T0 are time
constants, Vref is the reference voltage and Vt is the measurement voltage of the SVC control point.

By integrating Equations (1)–(3), we derive the power system model composed by multiple
generators and FACTS devices. After linearization around an equilibrium point, the state-space
power system model can be represented by a linear time invariant (LTI) model given by a set of
linear equations: { .

x = Ax + Bu
y = Cx

(4)
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where x is the n-dimensional state vector, u is the p-dimensional system control input vector and
y is the q-dimensional system output vector. A, B, C are given system parameter matrices with
appropriate dimensions.

Aiming at realizing different control objectives, in this study, the upper-level wide-area
coordinated controller is firstly designed as a robust dynamic output feedback controller. By further
taking the time-delay into account, a time-delay output feedback controller is then proposed.

3. Main Results

During the practical operation of power systems, the state matrix A in Equation (4) may vary along
with the changing of operating modes. In order to ensure the controller robustness to the variation of
operating conditions, in this section, the wide-area MFCC adopts the dynamic output feedback control
strategy for better dynamic characteristics, which is given as:{ .

xC = ACxC + BCy
u = CCxC

(5)

where xC is the n-dimensional state vector of controller and AC, BC, CC are parameter matrices to be
determined. Combining with the system dynamical Equation (4), the closed-loop controlled system is
derived as: .

x̃ = Ãx̃ (6)

where:

x̃ =

[
x

xC

]
, Ã =

[
A BCC

BCC AC

]
(7)

3.1. Robust MFCC Design

Based on the Lyapunov method [21], the problem of stabilizing system Equation (4) by the output
feedback controller Equation (5) can be solved if and only if there exist matrices AC, BC, CC and P̃ > 0
for system Equation (6) such that the following matrix inequality holds:

ÃT P̃ + P̃Ã < 0 (8)

In system Equations (6) and (7), the parameter matrix Ã varies along with the variation of
operating conditions. If system stability under different operating conditions is satisfied simultaneously,
matrix inequality Equation (8) should be guaranteed for each operating condition, which leads to the
complicatedness of calculation process. In order to solve the above-mentioned problem, the robust
damping controller design method proposed in [22] treats the operating condition variation as
uncertainties of nominal systems and the polytopic modeling method is introduced aiming at satisfying
the robustness requirements.

Here, a polytopic model is composed by a series of p typical operating points. More specifically,
under the ith operating condition, parameter matrices of system Equation (6) are presented as Ai,
i = 1, · · · , p, which forms vertices of the polytope. The parameter matrices of state equations under
the above p operating conditions compose a set:

Φ = {A1, A2, · · · , Am} (9)

Construct a polytope Ω whose vertices are composed by elements of set Φ:

Ω =

{
m

∑
i=1

si Ai, Ai ∈ Φ,
m

∑
i=1

si = 1, si ∈ R, si ≥ 0

}
(10)
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Then for each vertex system, the closed-loop control system with a dynamic output feedback
controller can be written as:

.
x̃ = Ãi x̃, Ãi =

[
Ai BCC

BCC AC

]
(11)

where variables are defined the same as in Equations (6) and (7). In this regard, Equation (8) can be
interpreted as finding a positive definite matrix P̃ and appropriate control parameter matrices AC, BC,
CC such that the following inequalities hold for i = 1, · · · , p:

ÃT
i P̃ + P̃Ãi < 0 (12)

Based on the polytopic property, unknown matrices AC, BC, CC that satisfy Equation (12) can
simultaneously stabilize, not limited to the chosen p vertex systems but all of the linear models
included in the polytope. In other words, calculation procedure can be greatly simplified by utilizing
the polytopic model [22].

Remark 1. Power systems are huge dimensional nonlinear dynamical systems and the system state-space
matrices dimensions derived from linearization may leads to great difficulties in calculation. In practice,
only several particular modes are useful for analysis, thus reducing the original systems into lower dimensional
systems is commonly adopted as the first step to controller design and in this regard, critical system operating
modes can be remained. In this study, the Hankel reduction method [23] is chosen for system reduction, which
ensures that the errors of system Hankel singular value are in a relatively small range between the non-reduced
and reduced systems.

In practical situations, power systems may possibly be operated under weak damping modes.
Generally speaking, if and only if the damping ratios of all operation modes are larger than the
damping ratio threshold ζ0 (which is practically chosen as 0.03 or 0.05), then the system is said to
be operated under a strong damping mode. However, condition Equation (12) does not guarantee
a global minimum damping ratio of the system. Accordingly, stability criterion based on damping
ratio can be realized by the pole placing method given in Theorem 1 [24].

Theorem 1. For a given minimum damping ratio ζmin of closed-loop system Equations (6) and (7), if and only
if there exists a positive definite matrix P̃ such that the following matrix inequality holds[

sin σ(ÃT P̃ + P̃Ã) cos σ(ÃT P̃ − P̃Ã)

∗ sin σ(ÃT P̃ + P̃Ã)

]
< 0 (13)

where σ = arccosζ0, then system Equations (6) and (7) is said to be asymptotically stable and meanwhile,
ζmin ≥ ζ0 is guaranteed.

Remark 2. Due to the long distances among the generators and FACTS devices, it is desirable to implement
a decentralized structure for damping controllers [25]. On the other hand, in matrix inequality Equation (13),
the parameter matrix Ã that includes unknown controller parameter matrix variables AC, BC, CC is coupled
with the unknown matrix variable P̃. Accordingly, Equation (13) turns out to be nonlinear and can only be
solved by iteration, which leads to calculation time consumption and low efficiency. In this regard, reference [26]
proposes a decoupling method of decentralized coordinated controller design, which transforms Equation (13)
into an LMI that is conveniently solvable through Matlab LMI control toolbox.

In this study, the above-mentioned method is extended to the design of a robust MFCC algorithm
for multiple operating modes, which is carried out in the next theorem. Choose p typical operating
points and carry out Hankel order reduction, then we derive the state matrix parameters Ai, B and C
of the closed-loop control system Equation (11) for i = 1, · · · , p.

48



Energies 2017, 10, 2130

Theorem 2. If there exist a positive symmetric matrix Y > 0, symmetric matrices P, X and matrices L, F, S
such that LMIs Equations (14) and (15) holds for i = 1, · · · , p[

sin σ(AiY + YAT
i + BL + LT BT) cos σ(YAT

i − AiY + LT BT − BL)
∗ sin σ(AiY + YAT

i + BL + LT BT)

]
< 0 (14)

[
P P
P X

]
> 0,

⎡⎢⎢⎢⎣
Θ11 Θ12 Θ13 Θ14

∗ Θ22 ΘT
14 Θ24

∗ ∗ Θ11 Θ12

∗ ∗ ∗ Θ22

⎤⎥⎥⎥⎦ < 0 (15)

where Θ11 = sin σ(PWi + WT
i P), Θ12 = sin σ(PAi + WT

i X + CT FT + S), Θ13 = cos σ(WT
i P − PWi),

Θ14 = cos σ(−PAi +WT
i X+CT FT +S), Θ22 = sin σ(XAi +WT

i X+ FC+CT FT), Θ24 = cos σ(−XAi +

AT
i X − FC + CT FT), with Wi = Ai + BCC, then the close-loop system with coordinated controller is said to be

asymptotically stable under operating modes i = 1, · · · , p and the MFCC parameter variables can be obtained
by AC = U−1ST P−T P, BC = (P − X)−1F, CC = LY−1.

Proof. Set AC, BC, CC as diagonal matrices, then the controller added to each generator is related to its
own input and output. Define diagonal matrices

P̃ =

[
X U

UT Xc

]
, P̃−1 =

[
Y V

VT Yc

]
(16)

and matrix variables M = VAT
CUT , P = Y−1, F = UBC, S = Y−1M, L = CCVT . In combination with

Equation (13), Equation (15) is equivalent to the following LMIs

AY + YAT + BL + LT BT < 0 (17)[
PA + PBCC + AT P + CT

C BCP PA + ATX + CT
C BTX + CT FT + S

∗ ATX + XA + FC + CT FT

]
< 0 (18)

where * denotes the symmetric part of the matrix, thus completes the proof. �

3.2. Time-Delay MFCC Design

As is previously mentioned, time delay degrades the dynamic performance and even violates the
stability of a control system. However, the wide-area robust coordinated control algorithm proposed in
the previous subsection has not taken the influence of time-delay into consideration. If the time-delay
is relatively large, the controller may no longer stabilize the system. Moreover, during the design
procedure of a wide-area measurement based controller, it is of great importance to estimate the
maximum allowed time delay τ0 that will not cause the loss of system stability. Aiming at eliminating
the time-delay effect, in what follows, the time-delay MFCC will be designed as a dynamic and static
output feedback controller, respectively.

A. Dynamic output feedback controller design

Suppose there is a constant time delay τ existing in the system output feedback of the output
dynamic feedback controller Equation (5), namely, the controller is given by{ .

xC(t) = ACxC(t) + BCy(t − τ)

u(t) = CCxC(t)
(19)

The closed-loop system that includes the power system with FACTS devices, the time-delay MFCC
given in Equation (19), and the wide-area signal transmission time delay τ is shown as in Figure 4.
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Figure 4. Closed-loop time-delay system under dynamic output feedback control.

By combining with the system equation, the closed-loop power system with time-delay is in the
following form

.
x̃(t) = A0 x̃(t) + Aτ x̃(t − τ) (20)

where x̃ is the same as in Equation (7) and the parameter matrices

A0 =

[
A BCC

AC 0

]
, Aτ =

[
0 0

BCC 0

]
(21)

The following theorem can be used to determine the time-delay margin τ0.

Theorem 3. For the time-delay system Equation (20), if there exist positive definite matrices P, Q, V and
a matrix W such that the following LMI holds

⎡⎢⎢⎢⎣
(A0 + Aτ)

T P + P(A0 + Aτ) + WT Aτ + AT
τ W + Q −WT Aτ AT

0 AT
τ V 0

∗ −Q AT
τ AT

τ V 0
∗ ∗ −V 0
∗ ∗ ∗ −V

⎤⎥⎥⎥⎦ < −τ0

⎡⎢⎢⎢⎣
0 0 0 (W + P)
∗ 0 0 0
∗ ∗ 0 0
∗ ∗ ∗ 0

⎤⎥⎥⎥⎦ (22)

then for all τ < τ0, system (17) is asymptotically stable.

The proof of Theorem 3 can be found in [15]. By solving Equation (22) through the LMI control
toolbox, the time-delay margin τ0 can be conveniently derived.

B. Static output feedback controller considering time-varying delay

In order to eliminate the time delay effect, the MFCC designed in this part adopts a static output
feedback control structure, where the system output variable y is the controller input. Then the output
feedback coordinated controller considering time delay is given as

u(t) = Ky(t − τ(t)) (23)

where K is the coefficient matrix of controller, τ(t) is a time-varying delay, which is a continuous
function of time and satisfies

0 ≤ τ(t) ≤ α,
∣∣ .
τ(t)

∣∣ ≤ β ≤ 1 (24)

where α and β are upper bounds of time delay and its rate, respectively. For a constant time delay,
β = 0, τ(t) = τ = α.
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The closed-loop system that includes the power system with FACTS devices, the time-delay MFCC
given in Equation (24), and the time-varying wide-area signal transmission delay τ(t) is shown as in
Figure 5. State equations of the closed-loop power system model with time-delay can be described by

.
x(t) = Ax(t) + Adx(t − τ(t)) (25)

where Ad = BKC and the main task of designing a time-delay coordinated controller is to find
a suitable K that stabilizes system Equation (25).

Figure 5. Closed-loop time-delay system under static output feedback control.

In order to guarantee the stability of time-delay system Equation (25), many methods have
been proposed based on the Lyapunov theory. Among these methods, the free-weighting matrices
method proposed in [27] has less conservativeness and the main idea is recalled briefly in the
following theorems.

Theorem 4. If there exist matrices P = PT > 0, Q = QT > 0, Z = ZT > 0, X =

[
X11 X12

∗ X22

]
≥ 0,

and any matrices N1 and N2 with appropriate dimensions such that the following matrix inequalities hold⎡⎢⎣ PA + AT P + N1 + NT
1 + Q + αX11 PAd − N1 + NT

2 + αX12 αATZ
∗ −N2 − NT

2 − (1 − β)Q + αX22 αAT
d Z

∗ ∗ −αZ

⎤⎥⎦ < 0 (26)

⎡⎢⎣ X11 X12 N2

∗ X22 N1

∗ ∗ Z

⎤⎥⎦ ≥ 0 (27)

then the system Equation (25) with time-varying delay is said to be asymptotically stable.

For a time-invariant delay system, set X12 = 0, X22 = 0 and T = 0 in Theorem 4, then we yield
the following Corollary 1.

Corollary 1. If there exist matrices P = PT > 0, Q = QT > 0, Z = ZT > 0, X ≥ 0, and any matrix N with
appropriate dimension such that the following matrix inequalities hold⎡⎢⎣ PA + AT P + N + NT + Q + τX PAd − N τATZ

∗ −Q τAT
d Z

∗ ∗ −τZ

⎤⎥⎦ < 0 (28)
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[
X N
∗ Z

]
≥ 0 (29)

then the system Equation (25) with a constant time delay is said to be asymptotically stable.

Remark 3. Theorem 4 and Corollary 1 present sufficient conditions to determine the stability of closed-loop
systems with time-varying and constant time delay, respectively. However, since the unknown parameters are
coupled in nonlinear matrix Equations (26) and (28), they cannot be solved by the LMI control toolbox in Matlab
(R2016a, MathWorks, Natick, MA, USA). In fact, Corollary 1 only provides a sufficient condition of stability
of Equation (6) for a given τ. In order to derive the controller parameter K, the QEA optimum algorithm is
introduced in the following part.

Based on the concept and principles of quantum computing such as a quantum bit and
superposition of states, QEA has been widely applied to seek the appropriate controller coefficients in
control systems (one can refer to [28] for more detailed information). QEA combines the features of
the quantum computation and the evolutionary algorithms, which has unique advantages in deriving
the optimal solution, that is, the small population scale, fast convergence and capability of global
optimization and so on. The basic QEA optimization procedure is shown as in Figure 6.

Figure 6. QEA optimization procedure.

After the iteration, the optimal value of the objective function can be derived within certain
evolution algebra. Details of the algorithm and iterative parameter setting methods can be found
in [20], where one only needs to set the range of K during application.

During the application of the QEA optimization, the constraint condition can be set as the
existence of solution of Equations (26) and (27), such that the asymptotically stability of the obtained
system is guaranteed. In what follows, for the sake of simplicity, the time-delay is chosen to be
a constant number, and accordingly, the constraint condition can be set as the existence of solution of
Equations (28) and (29) in Corollary 1. However, since multiple sets of feasible solutions may exist,
therefore, by taking the practical demand of power systems into consideration, the objective function
here is set to maximize the minimum system damping ratio. In this regard, the larger the minimum
system damping ratio is, the more stable the system will be. At the same time, in order to make
the control strategy reasonable, we set a minimum threshold of damping ratio (e.g., 7%). Once the
threshold is exceeded, the optimization procedure will come to an end.

Before solving system damping ratio, the eigenvalue λ should be derived. The characteristic
equation of time-delay system Equation (25) is

det(λI − A − Ade−τλ) = 0 (30)

Equation (24) cannot be solved directly since it is a transcendental equation. To this end, in
this study, the PDE discretization method is adopted for the approximation analysis. The delay
differential equations of system Equation (25) can be converted to a set of Hyperbolic Partial Differential
Equations (H-PDE) under the interconnected boundary conditions. As a consequence, the eigenvalues
of the augmented matrix that obtained through fine discretization on PDE approximate to those of
Equation (28). One can find more specific algorithm introduced in [29]. It should be noted that the
number of Chebyshev discrete nodes needs to be set in this algorithm. Since we only focus on the
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electromechanical modes, it would be precise enough by setting this number within the range of 20~30.
In summary, the flow chart of time-delay MFCC design algorithm is shown in Figure 7.

Figure 7. Flow chart of the controller design algorithm.

4. Numerical Simulations

In order to demonstrate the effectiveness of the two MFCC design algorithms proposed in
the previous sections, consider the following two-area four-generator system shown as in Figure 8,
where the system parameters are the same as in [18]. Since the voltage of Bus 7 is the lowest based on
current system operation, an SVC is equipped to increase voltage and at the same time, a TCSC
is equipped in the bus of inter-area system tie-line to remain the stability of power and damp
inter-area oscillations.

Figure 8. A four-machine, two area test system equipped with TCSC and SVC.

In virtue of the standard parameter tuning method for SISO controller design [30], the parameters
of the SVC can be derived as K = 100, T1 = 0.05, T0 = 0.01; while the parameters of the TCSC can be
derived as KP = 0.8, Ki = 10, T0 = 0.01. Characteristics under the above basic operation mode is derived
as follows.

It is known from Table 1 that there is an inter-area oscillation mode of low damping in the
system, thus in what follows, the proposed MFCC will be applied to improve the system damping
and the effectiveness will be verified. Choose the velocity difference Δω1 and Δω3 of the most

53



Energies 2017, 10, 2130

relevant generators GEN1 and GEN3 for the system output, which is derived through the network
communication system and carry out calculation.

Table 1. Modes Characteristics under the basic operation mode.

Modes −0.018 ± j3.528 −0.728 ± j6.324 −0.789 ± j6.356
Frequency/Hz 0.562 1.006 1.012
Damping Ratio 0.524% 11.443% 12.319%

Since system Equation (6) is a 24th-order dynamic model, it brings about great difficulties to the
calculation of coordinated controllers. In order to speed up calculation, the Hankel reduction method
introduced in Section 3.1 is applied to reduce the system into a 7th-order model. Comparison of the
singular value before and after system reduction is shown in Figure 9. It can be observed from Figure 8
that the two curves almost perfectly in a wide range of frequencies.

Figure 9. Comparison of Singular Values Before and After System Reduction.

In what follows, the effectiveness of the robust coordinated controller will be verified under
three different operating conditions, built from variations of the load levels (shown as Load 1 and
Load 2 in Figure 4) in both areas. The base case was also taken as a vertex system, the other two vertex
systems are selected as increasing Load 1 by 100 MW while decreasing Load 2 by 100 MW, as well
as decreasing Load 1 by 100 MW while increasing Load 2 by 100 MW, respectively. In this regard,
the electromechanical modes under these three operating modes are given in Table 2.

Table 2. Modes Characteristics under three different cases.

Description Modes Frequency/Hz Damping Ratio

Case 1 Base Case
−0.018 ± j3.528 0.562 0.524%
−0.728 ± j6.324 1.006 11.443%
−0.789 ± j6.356 1.012 12.319%

Case 2 Load 1: −100 MW
Load 2: +100 MW

−0.008 ± j3.362 0.535 0.231%
−0.728 ± j6.291 1.002 11.495%
−0.779 ± j6.340 1.009 12.194%

Case 3
Load 1: +100 MW
Load 2: −100 MW

−0.028 ± j3.628 0.578 0.7614%
−0.725 ± j6.350 1.011 11.339%
−0.795 ± j6.364 1.012 12.402%
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It can be observed from Table 2 that, there exists weak damping of inter-area oscillation
modes under the three operating modes. Set the damping ratio threshold as ζ0 = 0.1. The FACTS
coordinated controller design algorithm in Theorem 2 is utilized to increase the system damping
ratio, which guarantees that the minimum damping ratio is larger than 0.1. By solving Equations (14)
and (15), the controller transfer function is derived as follows:

H11(s) =
−0.181 × 103(s + 2.543 ± 6.240j)(s + 1.327 ± 1.769j)(s + 0.042)(s + 0.856)
(s + 3.165 ± 6.160j)(s + 2.807 ± 3.079j)(s + 1.55642 ± 1.219j)(s − 0.017)

H12(s) =
−1.055 × 103(s + 2.240 ± 6.772j)(s + 2.432 ± 4.172j)(s + 0.320)(s + 0.025)
(s + 3.165 ± 6.160j)(s + 2.807 ± 3.079j)(s + 1.55642 ± 1.219j)(s − 0.017)

H21(s) =
0.135 × 103(s + 0.630 ± 6.553j)(s + 1.626 ± 2.041j)(s + 0.030)(s + 1.260)
(s + 3.165 ± 6.160j)(s + 2.807 ± 3.079j)(s + 1.55642 ± 1.219j)(s − 0.017)

H22(s) =
1.475 × 103(s + 1.700 ± 7.307j)(s + 2.421 ± 3.526j)(s + 0.015)(s + 0.409)
(s + 3.165 ± 6.160j)(s + 2.807 ± 3.079j)(s + 1.55642 ± 1.219j)(s − 0.017)

(31)

where H11(s) and H12(s) are the transfer functions from the input value of the coordinated controller
Δω1 to the SVC and TCSC controller input, respectively; while H21(s) and H22(s) are the transfer
function from the input value of the coordinated controller Δω3 to the SVC and TCSC controller
input, respectively.

Effectiveness of the control strategy is verified in the following operating conditions. The new
electromechanical modes of the system under FACTS coordinated control are given in the following
table and it can be observed from Table 3 that, the damping ratios under each electromechanical mode
are larger than 10%, which satisfies the requirement of controller design.

Table 3. Characteristics of modes in three load cases with FACTS coordination.

Description Modes Frequency/Hz Damping Ratio

Case 1 Base Case
−0.675 ± j3.482 0.554 19.0319%
−0.715 ± j6.401 1.018 7 11.0982%
−0.816 ± j6.241 0.993 3 12.958%

Case 2 Load 1: −100 MW
Load 2: +100 MW

−0.699 ± j3.329 0.529 9 20.5334%
−0.711 ± j6.371 1.013 9 11.0872%
−0.809 ± j6.232 0.991 8 12.8706%

Case 3
Load 1: +100 MW
Load 2: −100 MW

−0.633 ± j3.552 0.565 3 17.5471%
−0.716 ± j6.420 1.021 8 11.0898%
−0.817 ± j6.247 0.994 2 12.9673%

Moreover, the time delay margin can be calculated by the LMI Equation (22) given in Theorem 3.
In virtue of the LMI robust control toolbox of Matlab (R2016a, MathWorks, Natick, MA, USA),
the minimum time delay margin under each operation conditions of the controller are derived as
τ0 ≈ 350 ms. The theoretical results can be verified through exerting a large perturbation on the system.
Choose a three-phase short-cut fault at bus 8 at 1 s, which is cleared at 1.1 s. Figure 10 depicts the time
variation of inter-area tie-line power oscillations for different time delays of 100 ms, 200 ms, 300 ms
and 330 ms, respectively.

It can be observed from Figure 9 that, the designed MFCC is tolerant to time delay less than
350 ms under different operating modes, which satisfies the demand of WAMS signal transmission.

In what follows, the effectiveness of the time-delay coordinated controller will be demonstrated.
Assume that signal transmission time delay through WAMS is about 200 ms and the range of
parameters in the QEA is set as [10, 10]. The minimum damping ratio threshold value is chosen as
7%. By carrying out the time-delay MFCC algorithm in Section 3.2, we arrive at the final optimization
result of controller parameter K.
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Figure 10. Power oscillation of the tie-line under different delay in three load cases.

In order to demonstrate the effectiveness of the derived controller, set the system disturbance
as follows: increase the reference voltage of SVC by 0.01 p.u. at 1 s; and reduce it by 0.01 p.u. at 2 s.
Figure 10 shows the curve of the inter-area tie-line power response, which compares the simulation
results with and without coordinated control. It can be observed from Figure 11 that, since the
minimum threshold of damping ratio is set, the system under coordinated control is able to be
operated under strong damping mode with the controller K obtained by the algorithm proposed in this
study. In consequence, considering the existence of signal transmission delay, the control performance
of the MFCC is better than the individual control of FACTS without coordination.

Figure 11. Power oscillation of the tie-line under 200 ms delay.

In order to determine the time-delay margin within which the coordinated controller can stabilize
the system, Figure 11 depicts the curves of the minimum damping ratio of coordinated control system
under different time delays, where the dashed horizontal line 0.0276 is the minimum damping ratio of
system without coordinated control. It can be observed from Figure 12 that, since the MFCC algorithm
is designed based on the time-delay of 200 ms, the minimum damping ratio reaches its maximum value
under this time delay, which is about 0.07. Define the damping ratio above 0.03 as strong damping
ratio, then for time delay less than 570 ms, the system will be operated under strong damping modes.
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If the time delay is less than 600 ms, coordinated control can make the system damping better than that
of control without coordination. It indicates that the algorithm proposed in this part has a relatively
large delay margin, which guarantees that the system can be stabilized by the designed controller
within the margin, that is, it demands less for the WAMS signal delay estimate.

Figure 12. Ratio of power system under different delays.

5. Conclusions

The present study proposes a wide-area decentralized coordinated control framework for power
systems with multiple FACTS devices, where the upper-level coordinated controller is designed as both
a robust dynamic output feedback controller and a time-delay output feedback controller. The polytopic
differential inclusion method is introduced during the dynamic output feedback controller design
procedure and the derived controller is capable to be operated under strong damping modes and
also remain robust to various operating conditions. The time-delay MFCC is designed in virtue of the
output feedback signals from WAMS. In order to find an optimal solution, the quantum evolution
algorithm (QEA) method is introduced. In this regard, the stability of the system with a prescribed
time delay is guaranteed and the system damping ratio is increased. Validity and applicability of
the proposed coordinated control algorithms are demonstrated in a two-area four-generator system.
Simulation results demonstrate that the under robust coordinated control, the controlled power system
successfully runs in strong damping modes in four different operating conditions and the algorithm
exhibits good control effect in a wide range of time-delay.
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Abstract: This study examines how the dynamic efficiency of public policy influences the export
performance of bioenergy technologies in the short and long run using panel data over the 1995–2012
period for 16 countries that are members of the OECD. Various dynamic panel framework tests to
check data characteristics are performed. The study found evidence of co-movement among the
series, and set up the panel vector error correction mechanism to evaluate the short- and long-run
Granger-causality between the following variables: dynamic efficiency of public policy, export,
and environmental policy stringency. This study highlighted positive effects of the dynamic efficiency
of public policy and environmental policy efforts on exports in both the short and long run. This study
proposes policy considerations based on its results.

Keywords: bioenergy technology; dynamic efficiency of public policy; export performance; panel
data approach

1. Introduction

To date, numerous studies have addressed the role of public policy in the promotion of renewable
energy technologies (RETs). In the literature, two research fields have emerged—an experimental
setting for discussions on policy efficiency, and empirical research on the relationship between
government policy and export. Studies on the measurement of the efficiency of government policy
in the RET sector have tried to define efficiency; discuss various policy input and output factors for
particular policy measures; and evaluate the efficiency of a number of public policies in terms of
cost reduction, price reduction of power, power capacity enhancement, and electricity generation,
among others, which are triggered by policy inputs. These studies are conducted through comparative
analyses (e.g., [1–3]), estimations (e.g., [4,5]), and descriptive analyses [6]. Nonetheless, research on the
dynamic efficiency of public policy remains at a conceptual level [7]. In other words, the literature
does not provide quantitative indicators of the dynamic efficiency of RET policies. Empirical studies
(e.g., [8,9]) have shown that government policy positively affects the export performance of bioenergy
technologies. However, most RETs are at an immature phase in terms of industrial development,
and need continuous innovation [10]. Moreover, public support is one of main forces of innovation
in the biofuels sector [11–13]. Consequently, the investigation of mechanisms, from public policy to
increased exports through innovation creation, remains a challenge.

There are different rationales for supporting RETs—including bioenergy technologies—in which
long-term cost reduction has been central to RET policies of each country examined [14]. Despite
such policy efforts, many RETs, as immature technologies [10], are poised for further and perhaps
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significant cost reduction and performance improvement [15]. This implies that successes in the RET
sector, such as market penetration and larger market shares, mainly depend on creating the potential
for technological innovation and diffusion through reduced costs [16]. In the works by Del Río [3]
and Del Río and Bleda [17], the ability of policy instruments to induce a continuous incentive for
technological improvement and cost reduction of existing RETs—the dynamic efficiency of a RET
policy—is very important for the promotion of exports and industrial growth. Dynamic efficiency is a
synergy that promotes industries’ or firms’ performance. Efficiency that constantly boosts the ability to
innovate is considered dynamic [18], implying continuous innovative efficiency [19,20], which, in turn,
implies using the lowest amount of inputs in producing any given outputs [21]. Empirical results show
that there is no systematic relationship between the level of policy input to support industrial activities
(e.g., R&D expenditure) and public policy outcomes (e.g., market performance) [22,23], while others
indicate that the dynamic efficiency of public policy is more important than the amount of policy input
for promoting industrial performance and growth [24].

Nonetheless, there is no study that empirically investigates the relevance of the dynamic efficiency
(or continuous innovative efficiency) of public policy instruments in promoting the export performance
in the bioenergy technologies sector. After a review of the extant literature, this study aims to address
this gap by empirically testing the role of the dynamic efficiency of public policy on the export
performance of bioenergy technologies using panel data.

For an empirical contribution in line with the extant literature, the current study considers
four relevant aspects that may strongly influence the direction and robustness of empirical results
vis-à-vis the relationship between the dynamic efficiency of policy and exports. First, this study uses
export performance, instead of export competitiveness indexes, in line with studies such as Jha [8],
Sung [9], Costantini and Crespi [25], and Sung and Song [26] that show that export performance is
significantly affected by public policy. Second, although there are studies on the dynamic efficiency
of public policy, they remain at a conceptual level [7]. Thus, this study evaluates the changes in
the dynamic efficiency of public policy for supporting the bioenergy technology sector using the
Malmquist productivity growth index analysis (MPGI) proposed by Färe et al. [27]. It incorporates
these changes into the model, which coincides with the dynamic panel approach adopted in the
current study. Third, this study includes environmental policy in the model to control for potential
omitted variables that may influence the relationship between the dynamic efficiency of public
policy and the export flow dynamics of bioenergy technologies. Environmental policy positively
influences technological innovation [12,13,28] that triggers higher efficiency in the production
process—productivity growth [29]—through various complementarity mechanisms [25,28,30,31].
This then leads to the promotion of export specialization and the enhancement of comparative
advantages for manufacturing goods [32] like bioenergy technologies, as well as components that
are regarded as environment-related products and technologies. Fourth, since most panel data are
heterogeneous and non-stationary co-integrated, and improvements in export performance tend to
become evident after an enhancement of the dynamic efficiency of public policy, this study takes
a dynamic approach. In this respect, Hirshleifer et al. [20] found that there is a time lag between
dynamic efficiency and firm performance; there are dynamic effects in export performance, dynamic
efficiency, and environmental policy (implying that inputs in period t are, to some extent, invested in
promoting output in period t + 1), as well as in their interactions [9,33]. When employing a dynamic
panel approach, notably, it is important to account for possible structural breaks and cross-sectional
dependency that influence the applicability of tests for the presence of stationarity and cointegration.
Moreover, the choice of the empirical model that can be set up to test for the Granger-causality of the
short- and/or long-run relationships among the variables to be examined depends on the results of
the panel unit-root and cointegration tests. Specifically, a panel vector autoregression (VAR) model is
needed to test the short-run linear causality (only in presence of panel unit-roots), while a panel vector
error correction model (VECM) is suitable to evaluate the short- and long-run directions of causality
among variables (with evidence of panel unit-roots and cointegration). In addition, sample size and
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data characteristics (e.g., cross-sectional dependence, heteroscedasticity, simultaneity, etc.) should be
taken into account in the estimation of the empirical model.

This study starts by contextualizing the relationship between the dynamic efficiency of public
policy for and exports of bioenergy technologies based on the extant literature. Then, the model, data,
and empirical methodology employed are presented, followed by the description of the empirical
results and their interpretation. Finally, the main findings are summarized, and the implications and
limitations of the study are outlined.

2. Conceptual Framework: Dynamic Efficiency of Public Policy and Exports

In open economies, government policy promotes the export performance of bioenergy
technologies (e.g., [8,9]); wind; solar; and several aggregated RETs (e.g., [25,26,28,31,32]), which
leads to growth of the RET industry [5,34] and, generally, the economy [35]. This growth provides the
rationale for government policy to promote the technological development of firms directly, as it boosts
their R&D activities, further increases their market shares, and ultimately reduces the prices of their
products [36]. In relation to immature technologies like RETs, public policies act on both the demand
and the supply sides to spur innovation [11–13]. By empirically demonstrating that both demand-pull
and technology-push policies are valid supports for stimulating innovation, Costantini et al. [13]
confirmed that these two types of public policies are important in the biofuels sector. This is because
every government considers supporting innovation in the RET sector continuously as a major policy
initiative toward achieving environmentally sound and sustainable development by addressing aspects
of energy security, environmental protection, and economic growth [37]. Government policy, as one of
the strongest extrinsic political forces, proactively facilitates various innovation activities to create both
local and export markets for RETs [28] for helping firms in the industry to become isomorphic with the
government’s expectations. The positive effects of innovation on export performance become mostly
evident in extant empirical studies (e.g., [38,39]) using heterogeneous firm trade theory [40].

The aforementioned points indicate that the influences of public policies on export performance
must be explored by simultaneously taking into account policy inputs (demand-pull and
technology-push supports) and policy output (innovation). Therefore, the study aims to explore
the relevance of dynamic efficiency (or continuous innovative efficiency) of public policy in improving
the export performance of the bioenergy technologies sector, instead of tackling policy inputs and
outputs separately. According to Johnstone et al. [11], Johnstone et al. [12], and Costantini et al. [13],
in the RET sector, innovation (policy output) measured by the number of patent application is
triggered by government policy (policy inputs) when the government constantly provides incentives
for technological improvements. This means that the steady implementation of innovation-friendly
policy—either dynamic [3,17] or continuously innovative efficiency [19,20]—is important for promoting
growth in the RET sector.

Firms try to increase their profits through innovation [41]. However, innovation stakeholders,
including firms, may not be able to utilize the full innovation potential without public intervention [42],
which is especially relevant for immature technologies, like RETs, which face large systemic barriers in
innovation creation [43]. Furthermore, renewable energy entrepreneurs often tend to pursue short-term,
individually oriented strategies instead of strategies that are more oriented toward the build-up of
innovation systems [44]. In this context, inefficiency in public policy may change the risk-return
relationship in the RETs investment, and consequently affect investors’ behaviors [45]. Additionally,
such changes in the risk-return relationship can shrink the industry’s investment environment, leading
manufacturers to disrupt the smooth functioning of various activities, thus decreasing productivity
in the RETs sector [46]. However, the dynamic efficiency of public policy plays a crucial role in
continuously pushing firms to change their methods of innovation, pull the manufacturers in order to
adjust innovation methods, and exercise full innovation potential to meet the markets’ needs. Hence,
dynamic efficiency can be defined as a tool that can encourage entrepreneurial alertness to valuable
knowledge, thereby enabling firms to discover and increase awareness of the phenomenon [47].
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This indicates that the degree of dynamic efficiency of public policy is closely related to the extent
of encouraging entrepreneurship. One of the ways in which this relationship manifests is by
strengthening the linkages between stakeholders, where, for example, a policy calls for “special
and innovative mechanisms for fostering the academia-research-industry partnership.” For other
examples, see Abhyankar [48] (p. 15), and Cumming and Li [49] (pp. 346–349).

Entrepreneurship, encouraged by such collaboration through the steady implementation of
innovation-friendly policy, is regarded as a productive factor in that it provides a systemic coordinating
function facilitating the allocation of resources to their highly valued uses [50,51]. This makes a pivotal
contribution toward enhancing a firm’s ability to succeed in an ever-changing and increasingly
competitive global marketplace. Furthermore, from the perspective of economics and policy science,
the dynamic efficiency of public policy closely relates to continuous policy-driven cost reductions
through innovation, leading to the achievement of economies of scale and higher competitiveness.
This suggests that an enhancement in the dynamic efficiency of public policy—innovation influence of
public policy [52]—can play a key role in increasing the international competitiveness of RETs.

3. The Model

The model to test the effect of dynamic efficiency of public policy on the export performance is
expressed as follows:

EXit = α1j +
n

∑
p=1

βi1pEXit−p +
n

∑
p=1

βi2pDEit−p +
n

∑
p=1

βi3pEPSit−p + ηit + εit (1)

where, i = 1, . . . , N is the country; t = 1, . . . , T is the time period; ηit is the country-specific effect; and
εit is the error term. EX is the natural logarithm of export performance. DE is the dynamic efficiency that
represents changes in the dynamic efficiency of public policies to support the bioenergy technologies
sector; it was measured using the MPGI analysis proposed by Färe et al. [27], and calculated using
data envelopment analysis (DEA) under the assumption of variable returns to scale. DEA is a
non-parametric method used because of its transparency, ability to handle multiple inputs, conditions
that do not require specific assumptions about a specific functional form of production function [53],
and appropriateness—considering the objective of the study. According to Färe et al. [27], Barros and
Alvese [54], and Price and Weyman-Jones [55], the productivity growth between t and t + 1 in Figure 1
can be measured in terms of the change from the input-output bundle z(t) to the input-output bundle
z(t + 1).

 

Figure 1. Malmquist Productivity Growth Index. (Source: [54]).

The production frontier represents the efficient levels of policy output (y) that can be produced
from a given level of policy input (x). When the public policy of a country is efficient in period t,
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it produces the maximum output attainable along the frontier. Each country on input-output bundle
z(t) in period t is not efficient as they use more than the minimum amount of policy input to
produce a given level of policy output. To make the production efficient, the input-output bundle
z(t) needs to be reduced by the horizontal distance ratio (= ON/OS). The frontier can shift over time.
The input-output bundle z(t + 1) should be multiplied by the horizontal distance ratio (= OR/OQ) to
achieve comparable efficiency. Since the frontier has shifted, the bundle z(t + 1) is inefficient in period
t + 1. To make the bundle z(t + 1) efficient in period t + 1, it should be reduced by the horizontal
distance ratio (= OP/OQ). The relative movement of a production observation over time may occur
because countries are catching up with their own frontier or because the frontier shifts upwards over
time. The MPGI is the ratio of the two distances in periods t and t + 1. To break down the index in
catching up (MC) and shifting up (MF) effects, MPGI is rescaled by multiplying the top and bottom
by OR/OQ: OR·ON

OQ·OS =
[

OP·ON
OQ·OS

]
· OR

OP = MC · MF.
A variety of policy instruments to promote the RET industry have been implemented in many

countries. The development path of policy support for RETs has been similar in all European
countries [56]. The first wave of policies that started in the late 1970s and early 1980s focused on
public R&D and investment incentives, along with voluntary programs and obligations. A second
wave of policies in the 1990s mainly concentrated on feed-in tariffs and tax incentives. The following
decade, instead, was characterized by the implementation of quota systems based on renewable energy
certificates. China has introduced many policy instruments to support the RET industry since the early
1980s. In this context, feed-in tariffs, financial subsidies like public R&D and investment incentives,
and other forms of technological support emerged as favorable policy instruments [57]. The US
has also employed many policy instruments since 1978. The main policies included investment
subsidies like R&D and tax incentives, and generation incentives like feed-in tariffs and quota
systems [58]. The policy instruments for technology diffusion are often classified by scholars into two
broad categories: market-pull (also referred to as demand-pull) and supply-push (also referred to
as technology-push) approaches [59]. The stimulus for new RETs through technology-push policy
measures mainly comes from R&D investments, most commonly made by the government. As for
market-pull measures, feed-in tariffs are the most common and effective policy measure currently being
implemented (or revised) in both developed and developing countries. Thus, overall, public R&D
expenditures and feed-in tariffs are considered as the most important and prominent drivers in spurring
RETs innovation and diffusion [60]. This study uses two policy input factors—technology-push and
demand-pull policy instruments [3,17,60]—and one output factor—innovation outcome [11–13,20,25],
which are directly related to bioenergy technologies. Public R&D expenditure is taken as a proxy
for the technology-push policy [5,9,11,28]. Extant literature, such as Johnstone et al. [11], uses a
dummy variable to capture the effect of the implementation of a feed-in tariff. The dummy variable
is not continuous and suitable as a policy input factor. The contribution of bioenergy to the total
energy supply is taken as a proxy for a directed feed-in tariff, owing to the lack of a reference
database. This represents the demand-pull policy [9]. It follows from the logic that a feed-in
tariff positively affects the percentage of renewable energy in the grid (contribution of bioenergy
to the total energy supply and the feed-in tariff, constituting a composite variable, are highly
correlated at 0.7 [8]). The number of patent applications is taken as a proxy for the innovation
outcome [11,13,61]. The number of patent applications of bioenergy technologies and the contribution
of bioenergy to total energy supply are measured in terms of flow. The public R&D expenditure
of bioenergy technologies is measured in terms of stock. The R&D stock of each country i at
the time t (RADSit) is computed from public R&D expenditures through the perpetual inventory
model—RADSit = (1 − δ)RADSi,t−1 + RADi,t−x—where δ (the depreciation rate) is set at 10% and x
(the time lag) is set at five years [9]. Based on the review of previous studies, such as Söderholm and
Klaassen [16], Bosetti et al. [61], Kobos et al. [62], Popp et al. [63], and Bointner [64], the current study
assumes a five-year time lag and a depreciation rate of 10% for the R&D stock estimation. We measure
the initial value of the stock by dividing the average of the first four observations of R&D expenditure
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in bioenergy technologies by the sum of the R&D depreciation rate of 10% and an estimate of the
R&D growth rate of each country during the period, for the years for which the R&D expenditure
data are available in each country up to 2012. In calculating the dynamic efficiency, this study uses
each country i’s patent applications in year t, and the contribution of bioenergy to the total energy
supply in year t. Each country i’s R&D stock in fiscal year ending in year t − 2 is used based on the
approach by Popp [65], Johnstone et al. [11], and Hirshleifer et al. [20]. As the dynamic efficiency,
MPGI, is often zero, we used DE as the natural log of one plus MPGI in the model. It is based on
a study that uses the natural log of one plus a firm’s innovative efficiency that is measured as the
ratio of its patents and scaled by its R&D capital [20]. EPS is the natural logarithm of a composite
index of environmental policy stringency (EPS) in the energy sector developed by the OECD [66].
The ESP indicator includes a market- and non-market-based component [67]. The former groups
market-based policy instruments that assign an explicit price to the externalities, while the latter
clusters command-and-control instruments. Following Costantini and Crespi [25], Costantini and
Mazzanti [28], and Groba [31,32], the current study uses both broad (general) and sector-specific
proxies for environmental policy stringency to control the nexus between environmental policy and
export. However, in analyzing specific sectors (as in this study), using a broad proxy may not capture
the true relationships [31]. Therefore, we used the environmental policy stringency based on policies
in the energy sector.

4. Data and Methodology

The data used in this study consist of annual measures for each country over the 18-year
period from 1995 to 2012 for 16 OECD countries (for the countries, see Table 1). Data on bioenergy
technology exports were obtained from the Personal Computer Trade Analysis System (PC-TAS)
database released by the International Trade Centre based on the topologies of bioenergy technologies
and components proposed by Jha [8] using the Harmonized Commodity Description and Coding
System 1996. The public R&D expenditures of bioenergy technologies are obtained from the freely
available database of the International Energy Agency’s Energy Technology Research and Development
section. The contribution of bioenergy to the total energy supply for each country is calculated from
data obtained from the IEA’s Renewable and Waste Energy Supply Database and the US Energy
Information Administration’s International Energy Statistics. The patent counts were generated for the
International Patent Classification codes for bioenergy using the OECD Patent Statistical Database.
The codes include C10L 5/42 (solid fuels based on materials of non-mineral origin or vegetables),
F02B 43/08 (engines operating on gaseous fuels obtained from solid fuel—wood), C10L 1/4C (liquid
carbonaceous fuel—organic compounds), and B01J 4/16C (anion exchange—use of materials, cellulose,
or wood). Only patent applications deposited at the European Patent Office were included, following
Johnstone et al. [11]. Exports and R&D stock are calculated at 2009 prices and international purchasing
power parity levels.

In a panel context, a test for determining the relationship among the variables considered is
conducted. In estimating the panel, it is important to check for the possibility of a structural break
or cross-sectional dependence. First, the Jarque-Bera [68] test for normality, the cumulative sum of
recursive residuals (CUSUM), and the cumulative sum of recursive residuals of squares (CUSUMQ)
tests for structural breaks [69] in each individual time series are performed. Second, to detect the
presence of cross-sectional dependence, the study employs the Lagrange Multiplier (LM) tests of
Breusch and Pagan [70]. It is suitable when T(time) > N(number of cross − section) (as is the case
in this study). Third, panel unit-root tests to investigate the order of integration of the series in
the panel data are performed. A number of panel unit-root tests are proposed in the literature
(e.g., [71–73]). The alternative that can be applied in a test for stationarity in panel data depends on
whether the panels allow for both structural breaks and cross-sectional dependence or either one of
them. Fourth, if the panel unit-root exists, this study conducts panel cointegration tests based on the
methodologies by Pedroni [74], Banerjee and Carrioni-i-Silvestre [75], or Westerlund [76] to confirm

65



Energies 2017, 10, 2131

a long-term relationship among the variables, while taking explicitly into account the results of the
Jarque-Bera [68] test, CUSUM and CUSUMQ tests, and LM tests of Breusch and Pagan [70]. Finally,
the study sets an empirical model based on the results of the panel unit-root and cointegration tests,
whereupon the short- and/or long-run estimations are performed while accounting for sample size
and panel data characteristics (e.g., cross-sectional dependence, heteroscedasticity, simultaneity).

5. Empirical Analysis

5.1. Testing Panel Frameworks

We performed the Jarque-Bera’s [68] test for normality. The test results in Table 1 show that these
series do not deviate substantially from the normal distribution, except for the dynamic efficiency
variables of Canada and Denmark, and the environmental policy stringency variable of Japan.

Table 1. Descriptive Statistics (Variables in Natural Logarithm).

Country Variable Mean SD MIN MAX Skewness Kurtosis J-B

Australia
EX 6.330 0.476 5.730 7.153 0.326 1.596 1.679
DE 0.464 0.435 0.000 1.160 0.230 1.591 1.556
EPS 0.345 0.621 −0.780 1.313 −0.269 2.295 0.557

Austria
EX 5.990 0.903 4.362 7.020 −0.429 1.956 1.294
DE 0.437 0.508 0.000 1.479 0.774 2.312 2.037
EPS 0.898 0.204 0.617 1.202 0.023 1.619 1.351

Canada
EX 6.501 0.624 5.110 7.284 −0.775 2.828 1.727
DE 0.453 0.515 0.000 2.037 1.675 6.207 15.240 ***
EPS 0.422 0.738 −0.780 1.349 −0.103 1.524 1.572

Denmark
EX 5.625 0.850 4.273 7.311 0.123 2.216 0.478
DE 0.828 0.283 0.529 1.655 1.502 5.319 10.230 ***
EPS 1.031 0.247 0.682 1.404 0.169 1.889 0.954

Finland
EX 4.832 0.604 4.078 5.862 0.470 1.632 1.953
DE 0.470 0.515 0.000 1.699 0.775 2.749 1.750
EPS 0.831 0.337 0.303 1.246 −0.236 1.482 1.789

France
EX 7.713 0.575 6.524 8.410 −0.476 2.294 0.995
DE 0.725 0.359 0.000 1.350 −0.407 3.315 0.541
EPS 0.740 0.442 0.136 1.308 −0.012 1.333 1.969

Germany
EX 8.530 0.695 7.259 9.386 −0.595 2.230 1.423
DE 0.811 0.187 0.457 1.104 −0.367 2.199 0.835
EPS 0.914 0.189 0.617 1.144 −0.326 1.520 1.852

Italy
EX 7.527 0.444 6.833 8.129 0.026 1.430 1.748
DE 0.654 0.492 0.000 2.009 0.980 4.564 4.460
EPS 0.657 0.304 0.303 1.044 0.166 1.204 2.361

Japan
EX 8.440 0.380 7.588 8.907 −0.863 2.958 2.115
DE 0.529 0.411 0.000 1.127 −0.036 1.901 0.858
EPS 0.555 0.258 0.287 1.252 1.592 4.924 9.808 ***

The
Netherlands

EX 7.468 1.055 4.909 8.176 −1.090 3.642 3.661
DE 0.706 0.468 0.000 1.544 −0.099 2.160 0.527
EPS 0.813 0.395 0.206 1.419 0.434 1.577 1.439

Norway
EX 4.807 1.103 2.276 6.392 −0.914 3.177 2.392
DE 0.575 0.511 0.000 1.676 0.434 2.297 0.884
EPS 0.542 0.445 0.020 1.181 0.245 1.583 1.592

Spain
EX 6.140 0.822 4.434 7.369 −0.243 2.347 0.469
DE 0.543 0.401 0.000 1.081 −0.435 1.562 2.002
EPS 0.847 0.218 0.446 1.098 −0.573 2.169 1.421

Sweden
EX 5.993 0.650 4.529 6.797 −0.738 2.587 1.665
DE 0.729 0.566 0.000 2.282 1.108 4.334 4.742
EPS 0.802 0.411 0.040 1.206 −0.968 2.352 2.952

66



Energies 2017, 10, 2131

Table 1. Cont.

Country Variable Mean SD MIN MAX Skewness Kurtosis J-B

Switzerland
EX 6.413 0.387 5.566 6.992 −0.878 3.323 2.261
DE 0.780 0.458 0.000 1.452 −0.089 2.150 0.532
EPS 0.833 0.223 0.523 1.203 0.720 2.056 2.103

The United
Kingdom

EX 7.492 0.436 6.438 8.052 −1.126 3.808 4.062
DE 0.689 0.496 0.000 1.718 0.648 3.197 1.218
EPS 0.475 0.559 −0.207 1.285 −0.013 1.492 1.610

The Unites
States of
America

EX 8.529 0.642 7.354 9.497 −0.016 1.950 0.781
DE 0.778 0.203 0.445 1.193 0.231 2.639 0.243
EPS 0.485 0.410 0.048 1.152 0.434 1.415 2.314

Notes: *** denotes significance at the 1% level. The Jarque-Bera statistic is used to determine whether the data come
from a normal distribution. The null hypothesis is normality. J-B denotes the Jarque-Bera statistic.

The study also performs CUSUM and CUSMUSQ tests to detect whether systematic changes in
long-term coefficients of regression occur, and whether deviations from the short-term constancy of
regression coefficients are randomized and occasional. Apart from the CUSUM test results of Finland
and Italy and the CUSUMQ test results of Canada, the Netherlands, and Spain, the results of the tests
also suggest that almost all the series are stable over the observation period (for the full results, refer to
Figure S1 in the supplementary material available online).

The LM tests of Breusch and Pagan [70] based on the fixed-effects model are conducted to
detect the presence of cross-sectional dependence. In the pooled cross-section time series context,
the assumptions of the model’s error process (independently and identically distributed) may be
violated in several ways [77]. The error process may be homoskedastic within cross-sectional
units, but its variance may differ across units—a condition known as groupwise heteroscedasticity.
A modified Wald statistic for groupwise heteroscedasticity in the residuals of a fixed-effects regression
model is calculated, following Greene [78] (p. 598). The results of LM tests revealed that cross-sectional
dependence exists (Breusch-Pagan LM test of independence = 312.669, p = 0.000). The modified Wald
test result showed that there is no homoscedasticity within cross-sectional units (modified Wald test
for groupwise heteroscedasticity = 844.007, p = 0.000).

Table 2. Results of Panel Unit-root Tests.

Variables EX ΔEX DE ΔDE EPS ΔEPS

Pesaran CADF
test z (t-bar) stat.

(A) 0.522 −3.636 *** 0.695 −4.224 *** −2.081 * −2.194 **
(B) −1.169 −4.319 *** −0.292 −2.673 *** −2.304 −4.202 ***

Notes: The individual intercept and time trend are included in (A) and the individual intercept in (B). The lag
lengths for the panel test are based on those employed in the univariate ADF test. The normalized z-test statistic is
calculated by using the t-bar statistics. ***, **, and * denote significance at 1%, 5%, and 10%, respectively.

Having established that the series display cross-sectional correlation, we conduct Pesaran’s [73]
panel unit-root test that allows for the presence of cross-sectional dependence. The results of
Pesaran’s [73] test that include an intercept, as well as those with an intercept and a linear trend
for EX, DE, and EPS, as presented in Table 2, indicate that the hypothesis of the series containing a
unit root is confirmed, and that the first difference of the three variables is stationary.

The results of panel unit-root tests suggest that there can be co-movement among variables.
Hence, the current study implements Westerlund’s [76] heterogeneous panel cointegration tests, which
allow for cross-sectional dependence.

Table 3 shows the results of Westerlund’s [76] panel cointegration tests that include an intercept,
as well as those with an intercept and a linear trend. The results demonstrate that, overall, there is
at least some evidence of co-movement among the variables for bioenergy technologies, showing
significance in both cases, with the constant (statistic Gt, Gα, Pt, and Pα) and with the constant and the
trend (statistic Gt and Pt).
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Table 3. Results of Panel Cointegration Tests.

Statistics
With Trend Without Trend

Value Z Robust p-Value Value Z Robust p-Value

Gt −3.004 −2.262 0.057 −2.796 −3.304 0.011
Ga −7.136 3.545 0.198 −8.303 3.545 0.011
Pt −10.829 −1.861 0.062 −11.519 −4.515 0.009
Pt −6.446 2.392 0.268 −8.249 1.706 0.017

Notes: The lag and lead lengths are set to 1 and 0, respectively. To control for cross-sectional dependence, robust
critical values are obtained through 5000 bootstrap replications.

5.2. Model Specification and Empirical Test

Presence of cointegration indicates that the Engle and Granger [79] approach can be used to
estimate an error correction model. Hence, this study performs dynamic panel causality tests based on
the vector error correction model (VECM) to evaluate the short- and long-run directions of causality
between the examined variables. Granger causality is not a relationship between causes and effects,
but a method for testing the predictability of a series. It is defined in terms of predictive ability [80]
based on the following premises: (i) a cause occurs before its effect, and (ii) knowledge of a cause
improves the prediction of its effect [79]. The Granger causality model used in this study is based on
the panel VECM. It can be expressed as follows:

ΔEXit =
n−1

∑
p=1

β11pΔEXit−p +
n−1

∑
p=1

β12pΔDEit−p +
n−1

∑
p=1

β13pΔEPSit−p + γ1iECTit−1 + Δε1it (2)

ΔDEit =
n−1

∑
p=1

β21pΔEXit−p +
n−1

∑
p=1

β22pΔDEit−p +
n−1

∑
p=1

β23pΔEPSit−p + γ2iECTit−1 + Δε2it (3)

ΔEPSit =
n−1

∑
p=1

β31pΔEXit−p +
n−1

∑
p=1

β32pΔDEit−p +
n−1

∑
p=1

β33pΔEPSit−p + γ3iECTit−1 + Δε3it (4)

where Δ is the first difference operator; EX is the natural logarithm of exports; DE is the natural
logarithm of one plus MPGI, which represents the dynamic efficiency of public policy of bioenergy;
EPS is the natural logarithm of environmental policy stringency based on energy sector; ECTit−1 is
the error correction term lagged by one period coming from the lagged residuals derived from the
long-run cointegrated relationship; bij are the short-run adjustment coefficients; and εit are error terms.

This study uses a single estimator proposed by Kao and Chiang [81], called dynamic ordinary
lease squares (DOLS), to estimate the long-term equilibrium coefficients. The DOLS estimator is
fully parametric, computationally convenient, and more precise than other single equation estimators
in estimating the long-run relationship. By including the past and future values of the differenced
I(1) regressors, it corrects the serial correlation in the error and the endogeneity of regressors that
are normally present in the long-run relationship between the variables. In this way, it produces
an unbiased estimate of the long-run parameters. Considering these points, we used the DOLS to
estimate long-run coefficients in a cointegrated panel regression. However, to estimate the long- and
short-run parameters of the panel VECM, Pesaran et al.’s [82] pooled mean group [PMG] estimator is
used. The PMG requires reparameterization into the error correction form; it combines both pooling
and averaging in its estimation procedure. It is considered an intermediated estimator that can
allow the evaluation of two different Granger causality relationships—a short-run causality that tests
the significance of coefficients related to the lagged difference between the variables in question
(heterogeneous short-run dynamics) and a long-run causality related to the coefficient of the error
correction term in the panel VECM (identical long-run dynamics). Despite these advantages of the
DOLS and PMG estimators, they cannot allow for cross-sectional dependence. Hence, cross-sectional
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dependence is another challenge that must be addressed for producing accurate and efficient parameter
estimates. According to Roodman [83] and Sarafidis et al. [84], cross-sectional dependence among
errors can be eliminated by including time dummies or cross-sectionally demeaning the data.
We created year-dummy control variables to prevent cross-individual correlation [83,84].

The DOLS results in Table 4 show that DE and EPS have positive effects on EX at the 1%
significant level. This means that a 1% increase in the dynamic efficiency of public policy and a 1%
increase in the environmental policy stringency will increase the export by 0.939% and 0.426% in the
long run, respectively.

Table 4. Panel DOLS Long-run Estimates (Panel with Time Dummies).

Estimators
Variables

DE EPS

Coefficients 0.939 (8.18) [0.115] 0.426 (2.870) [0.148]

Notes: The results are those of model tests, wherein EX is the dependent variable. Numbers in parentheses are
t-statistics. Numbers in square brackets represent standard errors.

Since the variables are cointegrated, the PMG estimator is used to perform Granger-causality
tests for the DE export nexus in the sector of bioenergy technologies. However, in the VECM
Equations (2)–(4), differencing introduces a simultaneity problem because the lagged endogenous
variables on the right-hand side correlate with the new differenced error term.

In addition, the genuine errors across industries are heteroscedastic. This leads us to use
instrumental variables (IV) [85] or the generalized method of moments (GMM) [86] to efficiently
estimate coefficients. However, with these techniques, under certain conditions, the variance of the
estimates may increase asymptotically and generate considerable bias. This occurs if the sample is
finite (as in this study) [87]. When T(time) → ∞ , the least squares dummy variable (LSDV) estimator
is consistent, and it is biased at a negligible degree [88]. However, when T is smaller than 30, Judson
and Owen [89] showed that the LSDV estimator has a bias of up to 20% of the time value coefficient
of interest.

When T is smaller than 30 (as in this study), a bias-corrected LSDV (LSDVC) estimator
outperforms IV, GMM, and LSDV estimation techniques for the balanced [89] and unbalanced
panels [90] in terms of bias and root mean squared error of the short- and long-term coefficient
estimates, regardless of the initiating estimator. An important advantage of using the LSDVC estimator
is that its performance is independent of the ratio of the fixed effects’ variance to the error term’s
variance. Moreover, the LSDVC can be the most accurate estimator in the absence of endogenous
independent variables and second order serial correlation.

Thus, Equations (2)–(4) are estimated using LSDVC. The equations include the error correction
term and one-period lagged dependent and independent variables. The results from the two
estimators—Ander Hsiao (AH) and Arellano Bond (AB)—in Table 5 are similar in terms of estimated
parameters and corresponding p-values. However, the LSDVC estimation initiated by the AB estimator
(part II of Table 5) exhibits smaller p-values compared to the one that initially uses AH (part I of
Table 5), since the former estimator is more efficient [91].

The panel vector error correction results (Panel A and B in part II of Table 5) show that, in the
short run, DE and EPS in period t − 1 positively influence EX in period t at the 1% significance level.
However, there is no short-run path-dependent process between EPS and DE, or from EX to DE
and EPS. This study also highlights the presence of positive, significant (at the 1% level) short-run
relationships between the contemporaneous and the one-period lagged EX and EPS in two out of
three equations; additionally, the joint tests of EX and EPS (not reported for conciseness) show that the
export performance is positively correlated with a country’s environmental policy stringency.
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The coefficient of ECT, wherein ΔEPSit is the dependent variable (Equation (4)), is negative
(−0.080) and significant, indicating that EPS could be a key adjustment factor as the system departs
from the long-run equilibrium. However, the coefficients of ECT in Equations (2) and (3) are positive
and insignificant (or significant), indicating that EX and GDP cannot be considered as adjustment
factors for closing the gap with respect to the long-run relationship between the two variables.

6. Discussion

6.1. Summary and Policy Implications

The current study investigated the relationship between dynamic efficiency of public policy and
export performance in the bioenergy technologies sector using panel data for 16 OECD countries
over the 1995–2012 period. The study used the panel VECM as an empirical model to test causal
relationships, while considering the results of various panel framework analyses to check the
characteristics of the data. The parameter of long-term dynamic efficiency of public policy is calculated
using the DOLS. The PMG estimator is used to estimate the long- and short-run parameters in the
dynamic panel through the following Granger-causality tests: (1) LSDVC estimations were conducted
to avoid autocorrelation and endogeneity problems in the model and to overcome the limit of the finite
sample; (2) subsequently, based on the LSDVC estimation results, causality is determined by running
Wald tests on the coefficients of the variables.

The main results of this study and their implications are as follows.
First, this study finds convincing evidence of a positive long-run relationship between the

dynamic efficiency of public policy and export performance. Specifically, from the DOLS results,
it emerges that a 1% increase in the dynamic efficiency of public policy will increase exports by
0.939% in the long run. This study also highlights a positive short-run linear causal relationship.
These relationships suggest that governments should continue to focus on a reliable and flexible
long-term dynamic efficiency of the bioenergy technology policy fostering exports, while building
reliable and positive short-term dynamic efficiency of public export policies. Moreover, these policies
should be harmonized with the long-term policy goals. Dynamic efficiency of public policy in the RET
sector involves the extent to which public policy (policy input) can encourage firms to make more
proactive efforts to foster innovation (policy output). This requires governments to provide continuous
incentives and create favorable conditions for technological improvement or innovation [11–13].
It is important to note that public policy does not lead to an immediate knowledge increase [92].
Following the implementation of any energy policy, facilitating knowledge increases requires time;
additionally, scientific capacity, as an important driver of innovation [11], is somewhat inelastic
to knowledge increases to a certain extent [64]. Further, both uncertainty and/or inefficiency in
public policies reduce private incentives to invest [45,93], thus compromising the smooth running of
various entrepreneurial activities. They decrease productivity in the RET sector [46]. In this context,
the steady and continuous provision and creation of incentives and favorable conditions for facilitating
an increase in knowledge-based technological capacity in the long run becomes essential, in the
sense that such stability and continuity may leverage complementary private investments [61,94]
to develop and diffuse RETs [38]. This would contribute to the RET industry growth [5,34] by creating
both local and export markets. Therefore, policymakers should make great efforts to monitor and
evaluate the development and export specialization position of bioenergy technologies, and explicitly
consider the monitoring and evaluation results in the implementation of public policies. Since the
bioenergy technology sector is influenced by various policies not restricted to the energy, industrial,
environmental, and competition fronts [95], such efforts need to be undertaken in all these domains.

Second, since the coefficient of the error correction term in Equation (4) using EPS as the dependent
variable is negative and significant, this study finds evidence that environmental policy could be a key
adjustment factor for closing the gap with respect to the long-run equilibrium between exports and the
dynamic efficiency of public policy. In Equation (4), this study also shows that exports have a positive
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effect on environmental policy stringency in the short run. Exports could deviate from the long-run
equilibrium because of shocks in the short run; however, after the shock, they eventually converge
to the equilibrium in subsequent periods. In such a framework, the long-run export dynamics are
driven by both the changes in environmental policy and the stable nature of the long-run equilibrium.
The adjustment factor, thus, reflects the speed of adjustment toward the equilibrium in case of deviation.
Furthermore, based on the Granger representation theorem, a negative and significant adjustment
coefficient implies a long-run relationship between the variables, which, in this study, it is confirmed
for export performance, dynamic efficiency of public policy, and environmental policy stringency.
The results also show that the short-run environmental policy plays an important role in promoting
steady and stable export growth in the long run, by converging quickly to equilibrium with about
8% of the discrepancy corrected in each period. This suggests that it is possible for governments to
achieve environmentally sound and sustainable development by enhancing export competitiveness,
promoting the growth of the bioenergy technologies sector, and increasing environmental sustainability
(e.g., greenhouse gas emissions’ reduction) at the same time. Hence, wherever possible, policymakers
should formulate and implement policy strategies related to the bioenergy technologies sector aiming to
implement mechanisms able to build a positive relationship between export and environmental policy
efforts, especially taking into account their path-dependent processes (i.e., a dynamic learning effect).

Third, this study shows that environmental policy stringency has a positive effect on export
performance. As seen in the DOLS results, this also suggests that the environmental policy of the
energy sector can drive the exports of bioenergy technologies in the long run. Specifically, stringent
environmental policy may not necessarily be detrimental to industrial productivity if policymakers
adequately take into account the dynamic dimension of the Porter and Van der Linde hypothesis [96].
According to Porter and Van der Linde [29], increasing the number of stringent environmental
policies will lead to innovations that would reduce inefficiencies, thus eventually reducing costs.
This implies that due emphasis should be placed on the role played by environmental regulations in
the energy sector in order to promote the export performance of bioenergy technologies. Governments
remain the most important and strongest stakeholders that can influence industries to improve their
environmental performance by using both market- and non-market-based instruments. According
to Botta and Kózluk [66], who developed the composite index of environmental policy stringency
(EPS) adopted in this study, market-based policies include instruments that can be used for punishing
environmentally harmful activities (e.g., taxes on pollutants), while non-market measures aim to
reward environmentally-friendly activities (e.g., incentives). In this context, this study’s finding
suggests that governments need to develop and implement environmental policy measures to promote
various activities based on an understanding of the voluntary, eco-friendly, and innovative initiatives
independently undertaken by firms and industries themselves.

Fourth, this study shows that there is no short-run bidirectional causal relationship between
dynamic efficiency of public policy and environmental policy stringency. The study also highlights that
there is no casual linear relationship running from exports to the dynamic efficiency of public policy and
to the environmental policy stringency. These findings do not necessarily imply that a growth in exports
cannot contribute to an increase in the dynamic efficiency of public policy and promote environmental
policy efforts at all, but rather that, due to various factors, such contribution has not been significant.
In reality, there are many relevant factors, such as public sector functioning, social conditions,
and politics, which may affect the dynamic efficiency of public policy [57] and environmental policy
efforts. In such a context, the findings of this study suggest that, at least in the short run, policymakers
should make great efforts to understand the interaction between these relevant factors and the dynamic
efficiency of public policy and environmental policy efforts by conducting various qualitative and
quantitative studies.
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6.2. Limitations and Future Research

Although this study contributes to an understanding of the importance of maintaining a
consistent innovation-friendly policy—maintaining policy dynamic efficiency—for promoting exports
of bioenergy technologies, it has several limitations. First, this study does not control for the variable
related to policy strategies (e.g., industry-specific export promotion [97]) that is a relevant factor,
and likely to affect the extant of exports. Hence, future research should consider it. Second, this study
focuses on the role of the dynamic efficiency of public policy in ways that only consider output
in terms of economic aspects in the promotion of exports of bioenergy technologies. However,
according to Shen et al. [37], policies to promote the renewable energy technology sector also have
a non-economic goal of environmental protection, which requires the examination of undesirable
factors in efficiency evaluation and the consideration of eco-innovations. This can be achieved by
including the contribution of bioenergy policies toward sustainability by reducing the environmental
burdens in the overall evaluation. Further research should address these issues. Third, despite their
influence on the renewable energy technology sector, this study does not control for the presence of
other renewable energy technology policies (e.g., voluntary programs, obligations, tradable certificates,
tax credits, etc.) [11], as well as economic and social factors (e.g., social acceptance, energy price, FDI,
and private innovation) [98–101]. Further research should account for these omitted variables.
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Abstract: The significant fluctuation of industrial electricity consumption has a high impact on
power load, which makes the research on recurrence intervals between extreme events of theoretical
and practical significance. The study uses a high-frequency data of heavy and light industries and
employs recurrence interval analysis in different thresholds. We find that the reoccurrence interval
of volatility can fit with the stretched exponential function and the probability density functions of
recurrence intervals in various thresholds shows a scaling behavior. Then, the conditional probability
density function and the multifractal detrended fluctuation analysis demonstrate the existence of
short-range correlation, long-range correlation, and multifractal properties, respectively. We further
construct a hazard function, introduce recurrence intervals into VaR calculation and establish a
functional relationship between average recurrence interval and threshold. Following this result, we
also shed light on policy discussion for multi-industrial electricity supply management.

Keywords: electricity fluctuation; recurrence interval analysis; risk estimation

1. Introduction

Over the past few decades, China has snowballed and surpassed Japan in 2010 to become the
world’s second-largest economy [1]. As for energy consumption, China’s electricity consumption has
also exceeded the United States in 2011 and ranked number one in the world [2]. In 2016, China’s total
electricity consumption was 5.92 trillion kWh with an annual growth rate of 5.0%. Figure 1 shows
the proportion of electricity consumption of each industry in China. Compared to 2015, electricity
consumption of the tertiary industry increased by 11.2% and continued to maintain a high growth rate,
indicating that service consumption led the growth of China’s economy. The electricity consumption
of urban and rural household industry, secondary industry, and manufacturing industry increased by
10.8%, 2.9%, and 2.5%, respectively. For the four major energy-consuming sectors (Steel, Nonferrous
Metals, Building Materials, Chemistry), the electricity consumption barely increased. Such non-increase
is because it is apparently for equipment manufacturing, emerging technologies, and mass consumer
goods industries, reflecting that the readjustment and upgrading of the industrial structure have a
positive effect and the power consumption structure is continuously optimized. By the end of 2016,
China’s total power generation installed capacity was 1.65 billion kW with an annual increase of 8.2%,
which further aggravated overcapacity in some areas. The non-fossil energy generation continued to
increase, and the utilization of thermal power equipment further reduced to 4165 hours, which is the
lowest since 1964. In summary, the overall electricity supply and demand in China was loose with a
relative surplus in some areas [3]. Regarding price, the electricity price for industries is negotiated
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in most times which varies in different regions. For example, we can see from Figure 2 that the
price in developed areas such as Shanghai is higher than that in developing areas like Xinjiang (See
http://www.askci.com/news/chanye/20161020/13442871189.shtml).

 

Figure 1. China’s electricity consumption of each industry in 2016.

 

Figure 2. Price of industrial electricity in various provinces of China in late August 2016 (Unit: Yuan).

At the same time, the complexity of power consumption structure was also rising all over the
country, which made regional electricity management a huge challenge both for public administrations
and for power supply corporations. Therefore, since the year 2015, China has started a new round of
electricity reform, which mainly included projects like power transmission, distribution price reform,
energy market construction, electricity trading institution establishment and electricity supply reform.
All of these projects require China’s electricity supply companies to rebuild their organization structure
and upgrade management plans to deal with more intense market competition. Accurately predicting
the trend and change of regional/sector electricity consumption by energy consumption modeling can
help electricity companies optimize their management strategies, reduce operation cost and prevent
potential power supply risks, and can also help the nation save resources, avoid waste and reduce
infrastructure over-investment.

As shown in Figure 1, China’s energy consumption concentrated in the industrial sector.
For enterprises belonging to different industry sectors (i.e., heavy industry or light industry), the power
loads have quite a different magnitude. As is well known, people are more interested in large electricity
fluctuations than small ones. For example, in a particular area, if the power load of light industry
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enterprise reaches its peak, the power supply network in the area will not feel the pressure. However,
if a heavy industry enterprise exceeds its peak power, this may pose an enormous risk of grid paralysis
or even serious accidents, which would usually spread and cause an immeasurable damage and
suffering to the society. Such differences require power supply companies to differentiate their load
management strategies for different industries. Hence, analysis and comparison of heavy/light
industrial electricity consumption patterns, especially the extreme electricity events will provide a
theoretical foundation and practical guidance, which can help power supply companies avoid grave
accidents, ensure the stability of power supply operation and keep power transfer equipment safe.

Due to the availability of real-time power load data, forecasting extreme events in electricity
market becomes possible. In this paper, we use 15-min high-frequency electricity load data from two
companies (one belongs to heavy industry, another belongs to light industry) for the city of Nanjing in
China to study the recurrence pattern between fluctuations. The questions we tried to answer are as
follows: How to describe the volatility behavior? If a massive volatility occurred, will it happen again
or not? When will the next significant fluctuation occur? How to estimate the occurrence probability
and the time interval between two extreme events?

Our study, therefore, contributes to the literature in the following perspectives. First, among
plenty studies that have done in the electric field, research on the electricity consumption pattern
between heavy and light industry is rare. So far as we know, this is the first paper to focus on
the industrial difference of power load from a policy perspective. Second, as a major city with a
fast-growing economy in China, Nanjing, the capital of Jiangsu province, has an urgent demand for
energy especially electricity. Research on Nanjing can be a useful guide for other emerging first-tier
cities in China. Most previous studies on Jiangsu area only use daily data [4–7] while here we use
high-frequency data which can help to capture more specific properties. Finally, different from many
studies using power law to model rare events in many fields [8–13] including electricity markets [14,15],
we use the stretched exponential function to analyze the extreme events [16–18]. Unlike the power-law
which displays a linear relationship in log-log plots, stretched exponential function has a significant
curvature in log-log plots which can better describe the natural phenomena in nature and economy [19].

The rest of this paper is arranged as follows: Section 2 reviews current studies. Section 3 describes
the method and presents basic statistics of the data set. Section 4 initials an empirical research, including
distribution function, scaling properties, memory effect and risk estimation. Section 5 delivers
management policy implications discussions for China’s power supply company. Section 6 concludes.

2. Literature Review

Currently, plenty of models have been applied to forecast electricity load, and most of them can
be classified into three categories: regression, data series analysis, and neural network.

Regression analysis considered power load as a dependent variable of other factors, such as
weather or holidays [20], and tried to construct a function relationship between electricity load and
other influence factors [21]. Such results were confirmed by the reality in some residential areas [22].
With technology evolving, a decomposition model was applied, and many vital factors were pinned
in the evolution progress [23]. Also, GDP [24], income [24], seasonal variations [25], etc. were
all confirmed to be relevant to electricity load forecast by regression analyses. In the 21st century,
the emergence of smart technology could help researchers grab high-frequency data from a personal
level and add human behavior into a regression model to improve the forecast accuracy [26,27]. Briefly,
regression analysis aimed to describe the quantitative relationship between the observed variables in
statistics, however, it could not capture the spatiotemporal variation and is sometimes restricted by the
data volume.

Time series analysis considered that the electricity load pattern was a time series signal, which
could be used to predict the future load with historical data [28]. With technology development, various
time series models have been proposed [29]. Carmine et al. [30] applied time-series analysis model
to the electricity consumption of public transportation in Sofia (Bulgaria) in 2011, 2012 and 2013 and
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detected a periodic pattern, which could be used to improve electricity management. Dong et al. [31]
proposed a hybrid model to predict residential load hour and day ahead with five different algorithms
and the results improved prediction accuracy. Liang and Liang [32] proposed a mathematical hybrid
method to analyze electricity demand in China and predicted the demand evolution in the next five
years from 2016 to 2020. Though the predictable time spectrum of time series analyses varies from
one hour to several years, the claim to the accuracy of historical data was very high. The algorithm
might be complex and unstable in some cases. Additionally, when applying in short-term power load
forecast, it was not sensitive to weather factors and not able to solve the inaccuracy problem caused by
meteorological factors.

Artificial neural networks (ANNs) could estimate future loads with previous data without the
presumption of the functional relationship between electricity load and other relative variables [29].
Compared with traditional methods, ANN was better at dealing with nonlinear relationships [33].
At present, the neural network was well applied in various fields including electric load forecasting [34–37].
Moreover, the integration of ANN and other methods has become a research hotspot. ANN was
integrated with fuzzy logic [38], genetic algorithm [39], wavelet analysis [40,41], chaos theory [42],
grey system [43], etc. However, ANN has its limitations: it is hard to avoid learning deficiency or
over-fit phenomena, and the convergence speed is slow and easy to fall into local minima.

In this paper, we will use a different method: recurrence interval analysis (RIA), which belongs
to time series analysis, to investigate the fluctuation characteristics of heavy/light industries. RIA
has been widely used to analyze extreme events in many fields, for example, climate [44], earthquake
activities [45,46], heartbeat monitoring [47,48] and financial volatility [49,50]. These events occur with
a high magnitude and low probability. For a long time in the past, extreme events were assumed to be
spontaneous, namely mutually uncorrelated. Nevertheless, researchers show that extreme events do
not occur independently; contrarily, they gather and happen in a relatively short period. RIA focuses
on the electricity fluctuation rather than the power load, which is good at depicting the volatility
pattern and estimating the risk. Assuming occurrence probability of future events is constant and
dependent on past events, RIA can estimate the probability of the events to happen again in the future.
Here, Recurrence interval means the time interval between two consecutive events beyond (under) one
certain threshold, which can be positive or negative. It is also powerful to characterize the fluctuation
behaviors in different magnitudes [51] and sometimes even to construct a relationship among them.

3. Data Description

The data in this paper is extracted from the transformer of each corresponding area in
15-min frequency, and we chose two enterprises, which represented heavy and light industries,
respectively. In the national economy, heavy and light industries refer to the sectors which provide
capital and consumption goods, respectively. Heavy industry includes steel industry, metallurgical
industry, machinery, energy (electricity, oil, coal, natural gas, etc.), chemistry and materials science.
These industries provide technical equipment, power and raw materials for all branches of the national
economy. Light industry mainly includes foodstuff, textile, leather, papermaking, daily chemical
industry, culture, education and sporting goods industry. According to the data from National Bureau
of Statistics of China, the finished goods of heavy and light industry were 2.608 and 1.341 trillion yuan
in 2015, respectively (See http://data.stats.gov.cn/easyquery.htm?cn=C01&zb=A0E010D&sj=2015).
In this paper, we select a steel/textile enterprise to represent the heavy/light industry. The sample
period was from 1 January 2016 through 31 December 2016 and finally we ended up with
35,316 electricity load observations. The returns of time series are calculated by taking differences of
the load as:

r(t) = l(t)− l(t − Δt) (1)

where l(t) is the electricity load (unit: kW) of the tth time and Δt = 15 because the data is 15-min
frequent. Figure 3 shows the returns of heavy/light industries and Figure 4 is the frequency distribution
of fluctuation. The statistics are summarized in Table 1.
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Figures 3 and 4 and Table 1 show that the returns are not normally distributed. One has a sharp
peak, and another has platy kurtosis. Though their average and standard deviation values have
magnitude difference, the two industries also have common properties, like skewness. From Figure 3,
it is clear that there are zero values in Figure 4b, which means in a specified period, the light industry
enterprise was not in operation. When combining with Table 1, we can see that even a large company
could not operate continually, which is the reason why the minimum values are both zero and why we
used different values to describe fluctuation.

 

Figure 3. Returns of heavy/light industries. (a) Heavy return; (b) Low return.

 
Figure 4. Frequency distribution of fluctuation. (a) Heavy; (b) Light.

Table 1. Statistics of the returns of heavy/light industries.

Average Maximum Minimum Std. Skewness Kurtosis Nobs

Light 10.21 47.40 0 8.18 0.84 3.20 35,316
Heavy 1.54 × 104 3.70 × 104 0 8.70 × 103 0.61 1.91 35,316

The x-ray of Figure 5 is the value of threshold q, and y-ray is the number of extreme events of
q; q measures the volatility of the normalized r(t). Due to magnitude discrepancy of electricity
consumption between heavy and light industries, we normalize the fluctuation for comparison
purposes and the results are shown in Figure 5. It can be clearly seen that the number decreases
with an increasing q, indicating that a larger fluctuation has less occurring probability, which is in
accordance with reality. The slope is getting smaller when q increases for each curve, and there is an
intersection point in the figure, indicating that small fluctuations more likely happen in heavy industry
and larger volatilities more likely happen in light industry.
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Figure 5. Number of extreme events of different threshold q.

4. Results

4.1. Probability Density Function

Consider τ as the recurrence interval when threshold is q, the overwhelming consensus is that the
recurrence intervals of volatility are distributed as a stretched exponential.

f (x) = ατe−(βτx)γ

(2)

In Equation (2), τ is the mean recurrence interval that depends on the threshold q, where the
probability distribution function of recurrence interval τ is Pq(τ), and α, β, γ are the parameters [16–18],
where α and β are the coefficients related to the threshold q, while γ is the correlation exponent
reflecting the long term memory of the recurrence intervals.

We normalize the returns of each series by dividing its standard deviation: R(t) = r(t)

[Er(t)2−E2r(t)]
1/2 ,

where [Er(t)2 − E2r(t)]
1/2

is the standard deviation of r(t). For each threshold q, we can obtain a data
set of recurrence interval τ, and then get the probability density function of τ. The q here is positive
(q > 0) because our interest is the overload operation of the electrical system. The empirical parameters
of the probability distribution function Pq(τ), calculated by maximum likelihood estimation are shown
in Table 2.

Table 2. Estimates of the coefficients of stretched exponential functions.

Industry q α β γ

Heavy

1.0 0.031 0.090 0.684
1.2 0.025 0.075 0.648
1.4 0.018 0.058 0.587
1.6 0.012 0.041 0.519
1.8 0.008 0.029 0.448

Light

1.0 6.880 261.870 0.171
1.2 5.072 193.056 0.170
1.4 3.684 149.838 0.168
1.6 2.542 115.224 0.165
1.8 1.564 87.587 0.163

Note that the coefficients of the exponent γ of large enterprises are in the range between 0.448 and
0.684, while the corresponding exponents of the light enterprises are much smaller within the interval
(0.163, 0.171). It is obvious that the long-term memory effect in the recurrence intervals of electricity
usage in large enterprises dies out faster than that in light companies.
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Figure 6 shows that first, for large fluctuations, Pq(τ) decays slowly, indicating that with q rises,
recurrence intervals will be longer, in accordance with the fact that large fluctuations have more long
intervals and less short intervals than small fluctuations. Second, when threshold q is fixed, Pq(τ)

decreases with increasing recurrence interval τ. This implies that when the previous fluctuation
occurred t units of time ago, if Δt1 < Δt2, the probability Pq(τ) of the next fluctuation to occur after
Δt1 is larger than Δt2. The result suggests that if the enterprise suffers a huge electricity load rise, the
enterprise should be aware that the probability that if another large load rise occurs within a shorter
time interval it is likely to be larger with a longer time interval. Moreover, when recurrence interval is
fixed, Pq(τ) increases with q. If an extreme event occurs, the probability that another extreme event
occurs will be higher for a larger threshold q. Last, comparing Figure 6a,b, we can find for a same
threshold q, Pq(τ) decreased faster along with τ for heavy enterprises than low enterprises, indicating
that the probability of large fluctuations of heavy enterprise is less than light enterprise, which in
accordance with the fact that heavy industry is less risk-taking to large volatility than light industry.

 

Figure 6. Empirical probability distribution of recurrence intervals with different thresholds. (a) Heavy;
(b) Light.

From Figure 6, it can be seen that with q rising, recurrence intervals will be longer, in agreement
with the fact that large fluctuations have more long intervals and less short intervals than small
fluctuations, which means for large fluctuations, there is a higher probability that the time intervals
between two consecutive events will increase.

Besides, by the observations in Table 2 and Figure 6, we find all the probability density function
curves have similar shapes, which make us wonder whether there is a scaling behavior between
these probability density functions? To examine that, we use Yamasaki et al.’s [52] method. Not only
discovering the scaling behavior of events of different thresholds, but it can also efficiently solve the
problem of insufficient data.

fq(τ/τ) = Pq(τ)τ (3)

where τ/τ is scaled recurrence interval and Pq(τ)τ is scaled PDFs. When threshold q changes,
τ changes and there is (dτ)/(dq) > 0, indicating that with volatility increases, the mean time of
recurrence interval increases, which is consistent with the fact. If fq(τ/τ) is independent to q, then
there will be a unique function f (x), for different threshold q.

fq(x) = f (x) (4)

Namely, the scaled probability distribution fq(τ/τ) will converge to the single curve f (τ/τ) and
recurrence intervals have a scaling behavior. To test that, we picture the scatter diagram of fq(τ/τ) as
the function of τ/τ in Figure 7. It can be seen that for different thresholds q, Pq(τ)τ converge to one
curve regardless of which enterprise it belongs, indicating that there exists a scaling behavior and we
can deduce the behavior characteristics of large fluctuations by those of small fluctuations.

84



Energies 2018, 11, 106

  

Figure 7. Scaled probability distributions of recurrence intervals with different thresholds. (a) Heavy;
(b) Light.

4.2. Memory Effect

4.2.1. Short-Term Memory

Short-term memory means that small τ tends to follow small τ0, and big τ tends to follow big
τ0. The conditional probability density functions Pq(τ|τ0) [52] can be used to reflect the occurrence
probability of a recurrence interval τ immediately after the recurrence interval τ0. If there is no
short-term memory, Pq(τ|τ0) is independent of τ0. However, due to the insufficiency of interval
sample, it is impossible to calculate Pq(τ|τ0) for a single value τ0. In order to obtain more data,
we adopt a method based on the idea of coarse-graining [53–55] and calculate Pq(τ|τ0) for values
of τ0 in a certain interval instead of a single value τ0. Specifically, for a given threshold q, all the
recurrence intervals in the set T are sorted in an increasing order, and then we divide the set T into
four non-overlapping subsets with the same size,

T = T1 ∪ T2 ∪ T3 ∪ T4, Ti ∩ Tj = φ, i = j (5)

where T1 contains the smallest quarter while T4 contains the largest. Then we estimate the conditional
probability density functions:

Pq(τ|Ti) = Pq(τ|τ0 ∈ Ti) (6)

If there is no short-term memory, we should find

Pq(τ|Ti) = Pq(τ|Ti), i = j (7)

Figure 8 shows the results of Pq(τ|τ0)τ as a function of τ/τ for τ0 in the smallest subset T1 (filled
symbols) and the largest subset T4 (open symbols). Obviously, no matter for heavy or light enterprises,
Pq(τ|Ti) = Pq(τ|Ti). We also find that Pq(τ|τ0 ∈ T1) is bigger than Pq(τ|τ0 ∈ T4) for small τ/τ, while
for big τ/τ, Pq(τ|τ0 ∈ T1) is smaller than Pq(τ|τ0 ∈ T4) in Figure 8a,b. There exists very short-term
memory in the recurrence intervals.

 

Figure 8. Conditional probability density functions Pq(τ|τ0) with τ0 ∈ T1 (filled symbols) and τ0 ∈ T4

(open symbols). (a) Heavy; (b) Light.
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4.2.2. Long-Term Memory

Experience shows that scaling behavior and short-term memory is usually a foreshadowing of
the long-term memory [56,57]. To figure out whether there exists long-term memory in electricity
use of the high/light industries, we adopt the MF-DFA (multifractal detrended fluctuation analysis)
method [56,58–60].

The conventional DFA method invented by Peng et al. (1994) [61], which is used to investigate the
statistical self-affinity in time series analysis, but limited to scale the second order statistical moment of
one-dimensional fractal time series by computing Hurst exponent.

In mathematics, a fractal is an abstract object used to describe and simulate naturally occurring
objects. Artificially created fractals can exhibit similar patterns at increasingly small scales. So far
several models applied in electricity market are proposed based on fractal theory [62–65]. With the
study objects becoming increasingly diverse and complicated, fractal with a single exponent (the fractal
dimension) is not capable of describing the dynamics in reality, like coastlines length, stock market time
series, heartbeat dynamics, real-world scenes, etc. A continuous spectrum of exponents (singularity
spectrum) is needed and then emerges the multifractal [66–69]. A multifractal system is a generalization
of a fractal system and can be discovered in nature, which we can apply in a variety of practical
situations such as electricity demand [70,71].

In 2002, Kantelhardt et al. [72] combined multifractal with DFA and put forward the MF-DFA,
which can describe the multifractal characteristics of time sequence and computes the H(p) for all
p-order statistical moments. As one practical method to test whether a non-stationary time series
has multifractal characteristics, MF-DFA is widely applied in the financial markets [68], molecular
biology [73], disaster prevention and control [69], power pricing analysis [74,75] and electricity
market [71,76]. Assume the sample X = {xk, k = 1, 2, . . . , N}, the specific steps of this algorithm are
as follows.

(1) Calculate the accumulated deviation N times of the original data and construct new time series:

Y =

{
y(i) =

i

∑
k=1

(xk − x), k = 1, 2, . . . , N

}
(8)

where x is the average of X.
(2) Divide new series Y into forward and backward direction, separately; the length of each unit

is s, end up with 2Ns non-overlapping section with equal length, and Ns = int(N/s), int() is
integer-valued function, which avoids information loss if N cannot be divisible by s.

(3) Use least square method for each new subinterval v(v = 1, 2, . . . , 2Ns) to curve-fitting, get
first-order or multi-order local trend function yv(j). When v = 1, 2, . . . , Ns, calculate residual
sequence of subinterval v, when v = Ns + 1, . . . , 2 Ns,

Zv(j) =
1
s

s

∑
j=1

{Y[N − (v − Ns)s + i]− yv(j)} (9)

(4) Calculate p-order volatility function of sequence

F2(s, v) =
1
s

s

∑
j=1

Zv
2(j), v = 1, 2, . . . , 2 Ns (10)

Fp(s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
{ 1

2Ns

2Ns
∑

v=1
[F2(s, v)p/2]}

1/p

, p = 0

exp
{

1
4Ns

2Ns
∑

v=1

[
F2(s, v)

]}
, p = 0

(11)
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when p = 2, it is standard DFA.
(5) Based on Equation (10), we know Fp(s) is positively correlated with s, with log-log coordinate,

we have
Fp(s) ∼ shp (12)

where hp is Hurst exponent, for non-stationary time series, only when 0.5 < hp < 1, this series
has a long-term correlation, indicating that the system has the fluctuation pattern in long-term
evolution. When hp is the function of p, X(t) has multiple fractal characteristics.

In Figure 9, there are ten subfigures, and each subfigure has four sub-subfigures, which show the
results of MF-DFA, respectively. It can be seen that the p-order Hurst exponent of each line is higher
than 0.5 in a certain area, suggesting that long-term correlations and multifractal characteristics exist
in the recurrence intervals. When hp < 0.5; it means the volatility is of anti-continuity.

Figure 9. Cont.
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Figure 9. MF-DFA of heavy/light industry in different thresholds. (a1) Heavy, q = 1.0; (a2) Heavy,
q = 1.2; (a3) Heavy, q = 1.4; (a4) Heavy, q = 1.6; (a5) Heavy, q = 1.8; (b1) Light, q = 1.0; (b2) Light, q = 1.2;
(b3) Light, q = 1.4; (b4) Light, q = 1.6; (b5) Light, q = 1.8.

4.3. Risk Estimation

The hazard probability function Wq(Δt|t) is an important method to estimate risk in recurrence
interval analysis. Considering the fact that t units of time have passed since last large volatility is
greater than q occurred, what fascinates us is the probability that the next large volatility greater than q
will occur within Δt units of time. The hazard probability function is as follows:

Wq(Δt|t) =
∫ t+Δt

t Pq(τ)dτ∫ ∞
t Pq(τ)dτ

(13)

we can calculate the theoretical value of Pq(τ) with the parameters given in Table 2 if the distribution
Pq(τ) fits with a stretched exponential index, and calculate the empirical value by rewriting
Wq(Δt|t) into:
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Wq(Δt|t) = count
(
t < τq ≤ t + Δt

)
count

(
τq > t

) (14)

where “count
(
τq > t

)
” is the number of recurrence intervals greater than t and “count

(
t < τq ≤ t + Δt

)
”

is the number of recurrence intervals greater than t and less than t + Δt for a given q.
Figure 10 is the hazard function; the symbols are empirical values and the curves are the theoretical

values of Wq(Δt = 15|t). We can observe that they are fitted very nicely and the discrepancy between
empirical and theoretical curves decreases when t increases. Furthermore, Wq(Δt = 15|t) decreases
with increasing t, confirming that recurrence intervals exhibit clustering behaviors and long-term
memory between volatilities and theoretical values will overestimate the risk in a short time period.
For a given threshold q, we can calculate the recurrence probability of extreme events.

For risk estimation, value at risk (VaR) is widely applied. Here we use loss probability density
function to define the risk at rising q:

∫ q
−∞ P(R)dR = P∗, where P(R) is the probability density function

of normalized series R(t), and P∗ is the rise probability. The mean recurrence interval τq is:

τq =
1

Nq

τq

∑
i=1

τq,i (15)

  

 

Figure 10. Cont.
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Figure 10. Theoretical (curves) and empirical (color symbols) value of Wq(Δt = 15|t) (x-rays are t,
y-rays are values of Wq(Δt = 15|t)).

Nq is the number of recurrence intervals below the threshold q, ∑
τq
i=1 τq,i is the total number of

recurrence returns. Then the relation between mean recurrence interval and VaR can be expressed as:

1/τq =
∫ q

−∞
P(R)dR =

number of R(t) below q
total number of R(t)

(16)

Equation (16) means that one/τq defines the rise probability of q which is depicted in Figure 11.
If one wants to know the risk level at 1% probability of rise they can find the q for 1/τq = 1%, which
is the VaR one is looking for.

Figure 11. The reciprocal of mean recurrence interval one/τq as a function of threshold q (q = 1 : 6).
(a) Heavy; (b) Light.
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5. Discussion

In the context of China’s new round of power reform, according to the empirical analysis above,
we propose several suggestions for power supply companies in various regions of China to promote
future management.

Firstly, based on the analysis of probability density function and risk estimation, we can see
that the power load of light industry is more likely to fluctuate than for heavy industry in China.
Such fluctuation difference means that the power companies need more intensive and meticulous
maintenance of the electricity load in the light industry, which is supported by all analyses including
the risk analysis. However, since the power load consumed by the heavy industry is much higher
than that of the light industry at the same time interval, the management of the heavy industry should
be more biased towards safety checks of the pre-process and the normative constraint of the overall
operation flow instead of increasing the times of maintenance of the electricity load.

Secondly, power enterprises can make load and customer management based on the analysis
of load data. Power companies can increase the communication with their clients, plan the line
redundancy, enlarge load redundancy of the existing heavy industry and eliminate the risk of
equipment damage caused by capacity loads. Also, the electric power enterprise should incorporate
the improvement of electricity utilization rate into management assessment, through the introduction
of clean energy and distributed energy, and improve energy supply structure, to cope with the effects
of the large power enterprises’ sudden peak with least environment negative externalities.

Thirdly, existing power companies should pay more attention to the fluctuation characteristics of
different industries to realize optimal management expenditure. As we demonstrated in Section 4,
the enterprises of two distinct industries in this study have some similarities in fluctuation pattern,
which makes it possible to use similar management strategies for maintaining related equipment.
Moreover, the difference between the two enterprises’ load peaks allows the power companies to
design different maintenance teams to eliminate frequency to optimize the cost of management
and maintenance.

Finally, an electric power company can make use of the correlation between small and large
fluctuations, especially small fluctuations, and provide them as a value-added services to the existing
large power customer to increase corporate earnings in this competitive market. For example, using
the current fluctuation trends, the power enterprises can fully expect the changes of large fluctuations
according to the characteristics of small fluctuations in the relevant industries. Based on pre-judgment,
power companies can design different energy storage or line maintenance and support strategies,
pack these strategies into different packages, and offer them to energy consumers in the form of
value-added services. It can improve the efficiency of regional energy utilization, optimize local
network and equipment management of electric circuitry, and also can bring extra income for the
electric power company and improve the survivability of the electric power enterprises under the
market reform.

6. Conclusions

The paper uses recurrence interval analysis to investigate the property of recurrence intervals
of electricity fluctuations of heavy/low industries in China for different thresholds using 15-min
high-frequency data, attempting to understand the behaviors of large volatilities in different industries.

First, we observe the distribution functions of recurrence and find the results that for different
thresholds, the probability density function fits the stretched exponential function. We found that
there is scaling behavior in the distributions for different thresholds after the recurrence intervals
are scaled with the mean recurrence interval. Then we use conditional probability density function
and MF-DFA to investigate the short-term, long-term memory and multi-fractural characteristics
separately, indicating that the clusters of recurrence intervals of volatilities are not only caused by
present conditions, but also long-term correlations. Later, we apply recurrence interval analysis to
evaluate the risk of heavy/light industries, which provide relatively accurate estimates of hazard and
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forge a link between loss possibility and VaR. Finally, we propose management suggestions to Chinese
energy supply companies based on all previous analyses.

Of course, this paper still has deficiencies. For example, other forecasting methods could be
used or more enterprises from heavy/light industry could be chosen to test the robustness of research
results. These deficiencies could be perfected by subsequent researchers to help energy company
administrators evaluate risk.
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Abstract: Over half of China’s total energy consumption is attributed to rural buildings. However,
unlike the research into urban areas, few studies have explored the problems of building energy
efficiency (BEE) in rural China. This study aims to establish an appropriate strategic plan for
promoting rural BEE (RBEE) in China by conducting a strength-weakness-opportunity-threat (SWOT)
analysis. Analysis data are obtained from multiple sources, including a comprehensive literature
review, governmental reports, related regulations, and semi-structured interviews with a number of
critical stakeholders. A matrix of the SWOT analysis is derived to reveal the drivers and barriers in
the course of implementing RBEE. Five critical strategies are proposed. We also attempt to explore
the internal and external conditions of RBEE in China, which can contribute to the customization and
prioritization of policy recommendations for the Chinese government.

Keywords: SWOT analysis; building energy efficiency; rural area; strategic planning

1. Introduction

The improvements in rural residents’ earnings and living conditions have remarkably increased
the building energy consumption in rural China, which accounts for approximately 40% of the total
energy consumption of the country [1]. Most rural buildings are characterized by poor thermal
insulation performance, which can barely meet the basic living standards of rural residents. Since the
Chinese government launched the so-called “New Countryside Initiative” in 2005, local governments
have been focusing on the construction of rural infrastructure and new housing types to realize
the targets of economic prosperity and built environment improvement. In this context, improving
rural building energy efficiency (RBEE) has emerged as a crucial issue. The Chinese government has
gradually recognized the importance of RBEE, which is considered a major opportunity for improving
national building energy efficiency (BEE) [2]. In March 2017, the Ministry of Housing and Urban-Rural
Development (MOHURD) launched the “13th Five-Year Plan for Building Energy Saving and Green
Building Development”. The objective is for the energy consumption of rural buildings to make a
breakthrough in economically developed areas and for key development areas to adopt over 10%
energy-saving measures [3].

Unlike urban BEE, RBEE is still in the initial stage of development. Furthermore, urban BEE has
witnessed significant progress in the last two decades. The practices related to BEE are mostly
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concentrated on the large-scale public, commercial, and urban residential buildings, with rural
buildings receiving relatively little attention [4]. Moreover, rural buildings have not been included in
the scope of mandatory criteria for BEE. Consequently, a significant gap in BEE exists between urban
and rural regions.

Accelerating the promotion of RBEE has a potential strategic impact on reducing energy
consumption and improving the living conditions of rural residents in the long run. The government
plays an important role in implementing RBEE in the initial stage due to the externality and asymmetric
information in the BEE market [5]. Therefore, strategic planning and the implementation of actions are
urgently needed. Although the government has introduced ambitious energy efficiency targets
in rural regions, the formulation of an applicable strategic plan remains unclear. The present
study can contribute to the government’s further understanding of the current situation and help
in identifying the main problems and implementing effective measures [6]. Earlier studies have
been conducted on RBEE, with the focus being the overview of the developments in RBEE [2,7],
the assessment of RBEE [8], the critical factors to improve RBEE [9], and energy-saving optimization
for the performance parameters of rural building shapes [4]. Research on the overview of the strengths,
weaknesses, opportunities, and threats in RBEE is lacking. Thus, we aim to systematically express
the status quo of RBEE and conduct a strength-weakness-opportunity-threat (SWOT) analysis of
RBEE on the basis of a literature review, governmental reports, and semi-structured interviews.
The established SWOT analysis strategic matrix on RBEE will enable the formulation of a strategic
plan for government authorities.

2. RBEE in China

2.1. Characteristics of Rural Residential Buildings

Rural buildings are dramatically different from urban ones. Most rural buildings are traditional
one-story or two-story stand-alone buildings with courtyards built on collective land for farmers [10],
whereas urban buildings are commonly high-rise apartments [2]. For the longest time, farmers
have constructed rural buildings by relying on their experiences, not on building construction codes.
Therefore, the quality of the design and construction of rural buildings is lower than that of their
urban counterparts. Research on building energy-saving technologies is mostly conducted for urban
buildings. Energy conservation goals and mandatory standards also mainly target urban buildings.

Unlike urban housing, which has undergone rapid privatization, rural housing in China exhibits
unique characteristics [11]. For example, in land ownership, rural residential lands are owned by
village collectives, and an individual rural household can freely apply for one piece of residential
land [10]. Therefore, current policies further entitle rural households with decision-making power in
housing construction. Rural residents are wholly responsible for financing, constructing, managing,
and maintaining their homes. Nevertheless, these houses cannot be traded in the market, and transfer
is legally limited within villagers in the same household registration. All these characteristics imply
that strategic planning for urban BEE cannot be replicated for RBEE.

Field investigation of real cases was conducted to clearly indicate the huge difference between
urban and rural buildings. Two typical buildings in urban and rural Shandong, an eastern province of
China, are illustrated in Figure 1. This traditional rural building was built in the countryside of Qufu,
known as the hometown of Confucius, while high-rise housing was constructed in Jinan, the capital
city of Shandong province. There are significant differences in terms of layout, building design style,
cost, construction process, and, ultimately, levels of comfort and building energy efficiency.
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Figure 1. Different types of dwelling in the countryside and city. (a) a traditional village in Qufu,
the hometown of Confucius in Shandong province; (b) the high-rise housing in Jinan, the capital of
Shandong province, which was completed in 2015.

2.2. Current Situation of RBEE

With the development of rural regions in China, the energy consumption of rural buildings has
gradually increased and accounted for a large proportion of the total. RBEE is not only a crucial
issue of the New Socialist Countryside (NSC) and New Urbanization Initiative (NUI), but also an
important field in energy efficiency and greenhouse gases that must not be overlooked. For instance,
Wang, et al. [12] expressed that improving the living environment is an important indicator of the NSC.
In March 2014, the “National New-Type Urbanization Plan (2014–2020)” was jointly launched by the
Central Committee of the Communist Party of China and the State Council [13] to realize the sustainable
development of rural energy. A series of studies have been conducted on energy consumption and
greenhouse gas emissions at the global scale [14,15], which can significantly influence the development
of the world economy; at the national scale [16], including China; at the urban scale [17–19], including
Beijing and Macao; and at the building scale [20,21] with embodied energy consumption involved.
However, rural regions have largely been neglected.

The data on energy consumption in rural buildings have been steadily expanding in recent years,
as can be seen in a report on the development of Chinese building energy conservation in 2016 issued
by the Science and Technology Development Promotion Center of the MOHURD. This report indicated
that building energy consumption had increased from approximately 127 trillion ton coal equivalent
to 161 trillion ton coal equivalent in the period of 2009–2013 [22] (Figure 2). The average annual
growth reached 5.47%. In 2013, the energy consumption of rural buildings in China increased to
approximately 20.3% of the total. An increase in residents’ income can be expected to boost the amount
of energy consumption.

Problems have also gradually emerged in rural buildings. Most rural buildings in China
lack energy-saving measures due to the limited knowledge about energy-saving technologies and
experiences. For example, in northern China, a majority of rural buildings feature few insulation
measures, poor air tightness for the doors and windows, and inefficient heating devices. The rate
of energy utilization in rural buildings is only approximately one-third of that in urban buildings
because of the poor thermal performance of the rural building envelope. A significant amount of
heat is lost, and thermal comfort is inferior. Villages have no unified planning. Buildings also lack
reasonable orientation. For instance, the adverse east–west orientation of buildings is undesirable for
acquiring substantial amounts of sunlight and ventilation, thermal insulation in winter, and ventilation
in summer, and it leads to considerable energy loss. The Statistics of Survey from the Tsinghua
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University and MOHURD in 2011 stated that the problems in RBEE include the absence of specialized
planning, design, and construction, as well as necessary inspections and supervision of materials
and the construction process, all of which lead to severe waste in land, materials, funds, and energy.
Therefore, BEE should be promoted urgently in rural regions.

Figure 2. Amount of energy consumption in rural China in 2009–2013 (trillion ton).

3. Research Methodology

A SWOT analysis approach is used to study the strategic planning of enterprises or industries.
This approach was initially adopted in business and marketing disciplines, and it has gradually
been applied to various fields. For example, Ke, et al. [23] conducted a SWOT analysis for domestic
private enterprises dealing with the development of infrastructure projects in China and concluded
that the methodology is a useful tool for assessing continuous changes. SWOT analysis has been
employed in renewable energy management [24–26], construction waste management [6], off-site
construction [27], and building energy conservation [28]. Thus, SWOT analysis is a good approach for
strategic planning research.

In the present study, SWOT analysis was employed to identify the factors that affect the promotion
of RBEE. Weaknesses and threats could be overcome by following the principles of maximizing
strengths and taking advantage of opportunities. A framework of the SWOT analysis (Figure 3) was
proposed on the basis of the work in Reference [27]. In step 1, a generic framework was formulated to
identify the RBEE factors. On the basis of the research of Shen, et al. [29], we classified the factors as
those that affect RBEE’s strengths and weaknesses (SW), including management ability, technological
ability, financial ability, organization, and operations; and those that affect RBEE’s opportunities and
threats (OT), including social and political environments, economic environment, market opportunities,
and competition mechanism.

In step 2, a list of strengths, weakness, opportunities, and threats of RBEE was derived from
the literature review, governmental reports, and semi-structured interviews. The questions for the
semi-structured interviews were modified and finalized after a brainstorming discussion among the
researchers. The main research questions designed for the semi-structured interviews are presented in
Table 1. Ten interviewees from Shandong Province, which comprised two officials in the government
sector, two village leaders, two rural residents, one university researcher, one designer, one project
manager, and one green building material supplier, were selected. All of the participants were
stakeholders in RBEE with a relatively in-depth understanding of energy consumption in rural regions.
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Semi-structured interviews were carried out in February 2017, and each interview session lasted for
30–40 min. Table 2 shows the profile of the interviewees.

Figure 3. The basic flow of research [27].

Table 1. Main questions for semi-structured interviews.

Code Question Explanation

Q1
What are the opportunities for Rural
Building Energy Efficiency (RBEE)?

What are the external prospects that can be taken
advantage of for RBEE?

What is the governmental guidance for promoting RBEE?

Q2 What are the threats to RBEE? What are the external negative factors that restrict the
development of RBEE?

Q3 What are the strengths of RBEE? What are the benefits of promoting RBEE?

Q4 What are the weaknesses of RBEE? What are the internal negative factors that restrict the
development of RBEE?

Table 2. Profile of the interviewees.

N Position Company Number

1 Project manager Safety construction company in Changqing County in East China 1
2 Village leader Zhou Village in Zhangqiu County 2
3 Rural resident Zhou Village in Zhangqiu County 2
4 Researcher Shandong Jianzhu University 1
5 Designer Tong Yuan Design Company 1
6 Green building material supplier Thermal insulation material company 1
7 Official Department of Village and Town 1
8 Official Department of Energy Conservation Science and Technology 1
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The answers to the questions were abstracted to establish a list of SWOT analysis factors. On the
basis of the literature review and governmental reports, the SWOT factors related to RBEE were initially
identified. In step 3, six experts were invited to evaluate the reliability of the SWOT factors. In the
evaluation, unsuitable factors, such as the number of migrants to cities, were removed, and important
factors, such as low income of rural residents, were added. The final list of SWOT factors was finally
attained after the evaluation. On the basis of the aforementioned analysis, we adopted a research
method for integrating stakeholder analysis into the SWOT analysis. In step 4, five concrete strategic
action plans were proposed for the government to promote RBEE.

4. SWOT Analysis of RBEE in Rural China

The SWOT analysis begins with “O + T” and ends with “S + W”. The matrix of the SWOT
analysis is established according to the literature review, governmental reports, and semi-structured
interviews, as shown in Table 3, which sets forth the identified SWOT factors, types, and sources of
origin [27]. The opportunities, threats, strengths, and weaknesses are discussed in detail to deepen the
understanding of the current situation of RBEE in China.

Table 3. The matrix of strength-weakness-opportunity-threat (SWOT) analysis.

Analysis SWOT Type Source

“O + T” Analysis

O1—top-to-bottom policy support G
MOHURD, 13th Five-Year for Building
Energy-Saving and Green Building Plan
(2016–2020)

O2—new socialist initiatives in
the countryside G, L

Yang, et al. [30], Proposal of the Central Committee
of the Chinese Communist Party for the 11th
Five-Year Plan for national economic and social
development

O3—appeals for enhancing RBEE G, L Wu, et al. [31], Development of Chinese BEE
Report in 2016

T1—lack of policies and standards L, I Sha and Wu [32]

T2—unreasonable energy
structure L, I, G

Zhang, et al. [33], Guidance on Expanding BEE
Pilot Project in 2009, official from the Department
of Energy Conservation Science and Technology

T3—lack of supervising
mechanism I, G

An official from the Department of Village and
Town, 13th Five-Year Plan for Building
Energy-Saving and Green Building Development

“S + W” Analysis

S1—significant energy efficiency
potential L, I, G

He, Yang, Ye, Mou and Zhou [1], Li, et al. [34], an
official from the Department of Village and Town,
notice of carrying out the green rural housing
construction in 2013

S2—abundant renewable energy
resources L, G Zhang, et al. [35], Development of Chinese BEE

Report in 2016
S3—requirements for improving
living comfort L, I Wu, Liu and Qin [31], rural resident, village leaders

W1—poor building energy-saving
consciousness L, I Ai, et al. [36], an official from the Department of

Village and Town in Shandong Province
W2—inadequate knowledge and
information L, I Wimala, et al. [37], village leaders

W3—low-income level of rural
residents L, I Sha and Wu [32], village leaders

NOTE: Literature review (L); semi-structured interviews (I); governmental reports (G).

4.1. Opportunities

4.1.1. O1—Top-to-Bottom Policy Support

In the contexts of environmental degradation and energy crisis, “ecological civilization
construction”, especially in rural regions, is noted as a crucial topic in the report of the 19th National
Congress of Communist Party in China. The BEE in rural regions has received considerable attention
from governmental reports. Governmental reports related to RBEE are shown in Table 4. RBEE is
expected to attain significant top-to-bottom policy support in the future.
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Table 4. Governmental reports related to RBEE.

Year Regulations Issuers Contents Regarding RBEE

2009
Accelerating the implementation
of renewable energy building
applications in rural areas

MOF, MOHURD

Renewable energy resources used in rural
schools, rural residential buildings,
village or town governmental offices, and
health centers

2009
Guidance on Expanding BEE Pilot
Project for Dangerous Rural
Reconstruction

MOHURD

Focusing on energy-saving measures for
building envelopes in walls, doors, roofs,
and windows to improve the thermal
comfort of rural residential buildings

2013 Green Building Action Plan Office of the State
Council

Promoting green rural housing
construction, preparing technical guides
for green buildings in villages or towns,
freely providing technical services

2013 Notice of carrying out green rural
housing construction

MOIIT,
MOHURD

Exploring green rural housing
construction method and technology;
popularizing native green buildings;
promoting green building materials to the
countryside; demonstrating project of
green rural housing

2015
Action Plan to Promote the
Production and Application of
Green Building Materials

MOIIT,
MOHURD

Promoting green building materials to the
countryside; preparing a green material
product catalog for green rural housing

2017
13th Five-Year Plan for Building
Energy-Saving and Green
Building Development

MOHURD

Economically developed areas and key
development areas should make a
breakthrough in RBEE, and the
proportion of energy-saving measures
should be over 10%

Note: Ministry of Finance (MOF); Office of the State Council (OOSC); Ministry of Housing and Urban–Rural
Development (MOHURD); Ministry of Industry and Information Technology (MOIIT).

4.1.2. O2—New Socialist Initiatives in the Countryside

Influenced by the long-term dual systems in China, the developments in urban and rural regions
are unbalanced, and most rural residents remain relatively poor. In this context, new socialist
initiatives in the countryside were introduced as part of the national strategic plan in the 1950s.
However, such initiatives had not essentially played a significant role until the proposal of the Central
Committee of the Chinese Communist Party on the 11th Five-Year Plan for National Economic and
Social Development was issued.

In 2017, the central government proposed a national strategy called “Rural Revitalization”,
which aimed to construct an eco-friendly, livable, luxurious, and flourishing industrial countryside.
The government is expected to attach high importance to the “problems of agricultural and rural areas”
in the new era of socialism. The living environment will be markedly improved with the new socialist
initiatives in the countryside. Driven by the construction of new socialist initiatives in the countryside
at the national level, great opportunities for RBEE can be expected.

4.1.3. O3—Appeals for Enhancing RBEE

The “13th Five-Year Plan for National Economic and Social Development (2016–2020)” in China
requires reducing the energy consumption per unit of gross domestic product (GDP) by 15% and the
CO2 emission per unit of GDP by 18%. Reducing the energy consumption in the construction industry
is crucial to realize the macro goal. Furthermore, addressing the high energy consumption and low
energy efficiency of rural buildings is an urgent appeal. With the development of urbanization and
agricultural modernization, a growing number of rural residents are likely to pursue a high-quality
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living environment. Echoed by the semi-structure interviews in the current work, enhancing RBEE is
the best choice to realize the target of “beautiful countryside construction” at the national level.

4.2. Threats

4.2.1. T1—Lack of Policies and Standards

The legal environment is the major factor that affects the implementation of BEE [38]. Although the
local government implemented the Energy Conservation Law in 2008, specific details related to buildings
are lacking. Moreover, the existing standard system for BEE design remains imperfect. Most of
the standards focus on urban buildings. Only one national standard exists for rural regions, that is,
“The design standard for energy efficiency of rural residential buildings”, which was launched in 2012 [8].
Several actions have been implemented in relation to RBEE, and they include “Promoting Renewable
Energy in Rural Areas”, “Dangerous Residential Reconstruction based on Energy-Saving Retrofitting”,
and “New Types of Green Construction Materials for the Countryside” [9]. Nevertheless, all these actions
cover relatively limited rural regions. Most provinces and regions have yet to officially carry out energy
efficiency actions [39]. The lack of policies and standards hinders the development of RBEE.

4.2.2. T2—Unreasonable Energy Structure

The energy structure in rural China is more unreasonable than that in the urban areas [40].
In rural households, traditional biomass is the dominant fuel, accounting for over 75% of the rural
building energy use in 2005 [2]. With growing earnings of rural residents, they gradually switch from
traditional biomass to commercial energy, especially coal. The energy structure in rural buildings
remains dominated by coal and electricity. The proportions of electricity and coal are 41% and 44%,
respectively, as depicted in Figure 4. Coal is used for terminal consumption in rural buildings, but it
results in low energy efficiency and severe environmental pollution. Therefore, the unreasonable
energy structure is a significant threat to the sustainable development of RBEE.

Figure 4. Energy structure in rural Chinese buildings in 2013 [22].

The findings of a survey by the Building Energy Efficiency Research Center of Tsinghua University
(BEERCTU) in 2006–2007 revealed that the energy consumption in rural regions accounts for 37%
of the total [41]. Nonrenewable energy, such as coal and electricity, and renewable energy, such as
firewood and straw, contribute to 60% and 40% of the total, respectively. Ninety million tons of

105



Energies 2018, 11, 851

standard coal are consumed annually for heating in northern rural areas [42]. Coal is the main fuel
in the energy structure, and it puts great pressure on sustainable development and environmental
protection. The unreasonable energy structure is thus an obvious threat to RBEE.

4.2.3. T3—Lack of Supervision Mechanism

The current rural market is chaotic. For example, scientific design standards and related supervisory
systems are lacking, and rural residents randomly build their own housing. Without any supervision
mechanism, rural residents do not voluntarily purchase new energy-efficient building materials [31].
Construction craftsmen, most of which have no professional training in construction and BEE technologies,
are hired temporarily. Thus, rural buildings barely have energy-efficient measures. Although the amount
of energy consumption for rural heating is 1.5–2 times that for urban heating, the survey of BEERCTU
revealed that the indoor temperature in rural areas is significantly lower than that in urban areas [43].
The “Guidance on Improving the Living Environment in Rural Regions” issued by the General Office
of the State Council of the People’s Republic of China in 2014 required the strengthening of the quality
and safety supervision of buildings and the improvement of the energy efficiency rate. Thus, the lack of
supervision mechanisms is a major obstacle to the development of RBEE.

4.3. Strengths

4.3.1. S1—Significant Energy Efficiency Potential

Energy-saving measures are rarely adopted in housing development due to the absence of
energy-saving technologies. Consequently, rural buildings present significant energy efficiency
potential. For example, external walls are too thin, and they are mainly made of solid clay
brick. This type of building material is inefficient for thermal insulation and energy conservation,
which requires a large volume of clay, and results in damages to the ecological environment. Moreover,
no insulation measures are adopted for external walls and roof. If the temperature rises by 14 degrees,
the amount of energy consumption will increase by 1 degree [31]. All of these characteristics result
in a considerable heating loss, high energy consumption, and an uncomfortable living environment.
According to calculations, only 32% of heating energy is effectively used [1]. Li, Shan, Yang and
Yang [34] concluded that when 30% and 50% of rural buildings were involved in energy-efficient
retrofitting, the amounts of carbon dioxide emission decreased to 1.14 and 1.9 billion tons, which made
up 2.2% and 3.8% of the total in 2008, respectively. Hence, if reasonable green technologies or measures
are largely adopted in rural buildings, significant energy efficiency potential will be acquired.

4.3.2. S2—Abundant Renewable Energy Resources

As a result of the depletion of fossil energy resources and the increase of environmental pollution,
the utilization of renewable energy has attracted considerable attention from around the world.
Rural China is rich in renewable energy resources, including solar, geothermal, wind, and biomass
energy. All of them are clean, pollution-free, and widely distributed [8]. Annually, the utilization of
renewable energy resources in China is approximately 3 billion and 600 million tons standard coal,
and in 2009, the total energy consumption reached 3 billion and 100 million tons [44]. Abundant
renewable energy resources are available in China. For example, two-thirds of the country’s territories
can receive more than 2200 sunshine hours every year [45], and the same is especially true in vast
rural areas. They are also naturally endowed with plenty of biomass resources, which serve as a rich
source for biogas utilization. Biogas can be used for cooking and lighting for people’s daily activities,
and thus can greatly decrease indoor air pollution and reduce greenhouse gas emissions caused by the
direct combustion of firewood and coal. In sum, abundant renewable energy resources represent a
significant strength that favors the promotion of RBEE.
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4.3.3. S3—Requirements for Improving Living Comfort

Wu, Liu and Qin [31] conducted a survey in northern China and found that the increase in rural
residents’ income also gradually enhances the demand for quality of life. Rural residents thus pursue
high levels of comfort in terms of heating, cooking, etc. This condition is in accordance with our
findings from the semi-structured interviews.

Approximately 95% of the rural residents surveyed hold strong demands for heating in winter [39].
An indoor temperature below 12 ◦C is difficult to bear. In addition, several rural residents have shifted
their cooking mode from traditional firewood and straw, which is characterized by low energy
efficiency and poor indoor environment, to convenient commercial energy resources. Rural residents
also pursue large housing [2], with the average housing space increasing from 22.5 m2 in 2001 to
28.2 m2 in 2008 [31], thus implying a greater demand for energy consumption. In sum, the requirement
for improving living comfort can enhance rural residents’ willingness to consider RBEE.

4.4. Weaknesses

4.4.1. W1—Poor Energy Efficiency Awareness

Most rural buildings are built by rural residents themselves. Hence, the application of
energy-saving technologies is limited. The resulting poor performance of thermal insulation then leads
to uncontrollable energy losses. With the concepts of abundant resources and inexhaustible energy,
rural residents seldom pay attention to the issue of energy efficiency. They primarily focus on the
appearance and large size of living spaces for their homes. For example, when they accumulate funds
to build their homes, they are inclined to focus on aesthetic qualities and neglect energy efficiency [36].
Owing to the social norms termed as the “bandwagon effect” in rural regions, other rural residents
will behave in the same way. This behavior greatly restricts the popularization of energy efficiency in
rural China. Obviously, poor energy efficiency awareness is an obstacle for RBEE.

4.4.2. W2—Inadequate Knowledge and Information

Rural buildings in China are generally built without the aid of professional design and
construction practitioners. Most rural residents neglect the problems of energy efficiency because of
their lack of relevant knowledge and information. Unlike urban residents, rural residents mostly have
low education levels. Moreover, rural residents are unfamiliar with the benefits of BEE, leading to the
difficult promotion of RBEE. Limited channels are available to receive information about BEE, with the
main channels being TV broadcasts. From this top-to-bottom communication approach, a long period
is required for rural residents to receive timely information about the government’s technological
support and economic subsidies. Inadequate knowledge and information is an obvious weakness that
remarkably hinders the promotion of RBEE.

4.4.3. W3—Low Income of Rural Residents

Most rural residents in China are engaged in small-scale natural agriculture, which equates to a
relatively low income. In the context of rapid urbanization, an increasing number of rural residents
are moving to cities, with 16.4% of them aiming to work as construction workers and 21.1% of them
securing positions in the service industry [46]. Although their income has gradually increased, rural
residents significantly differ from urban residents. The income difference between rural and urban
residents from 2012 to 2016 based on 2017 statistical data is shown in Figure 5. The increasing gap
can be recognized starting in 2012. Currently, the income of some rural residents can only meet
their basic living needs. Rural residents’ own funds are utterly inadequate for BEE [32]. Such low
income prevents rural residents from purchasing expensive energy-saving lamps and energy-efficient
electric appliances or installing solar energy facilities. Therefore, the low income of rural residents is a
weakness in RBEE promotion.
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Figure 5. Incomes of urban and rural residents in 2012–2016.

5. Strategies for Promoting RBEE

A list of critical strategic plans for RBEE can be formulated according to the SWOT analysis matrix
in Table 5. The principles behind the proposal of these strategies are modified from Yuan [6] and
are described as “maximizing strengths and opportunities, transforming weaknesses to strengths,
and neutralizing threats”. The key strategies are comprehensively examined to underline the strategies
and planning.

Table 5. Strategic planning based on the SWOT analysis matrix for RBEE.

Environment Planning

External Environment

Opportunities (O)
1. Top-to-bottom policy support;
2. Construction of new socialist initiatives in the countryside;
3. Appeals for enhancing RBEE.

Threats (T)
1. Lack of policies and standards;
2. Unreasonable energy structure;
3. Lack of supervision mechanism.

Internal Environment

Strengths (S)
1. Significant energy efficiency potential;
2. Abundant renewable energy resources;
3. Requirements for improving living comfort.

Weaknesses (W)
1. Poor energy efficiency awareness;
2. Inadequate knowledge and information;
3. Low income of rural residents.

SO strategies
S2: Establishing technology Research and Development
(R&D) institutions in local regions;
S3: Promoting demonstration projects of RBEE.

WO strategies
S4: Carrying out RBEE training;
S5: Providing economic subsidies to rural residents.

ST strategies
S1: Formulating a carrot-and-stick policy governance
mechanism;
S3: Promoting demonstration projects of RBEE.

WT strategies
S1: Formulating a carrot-and-stick policy governance
mechanism;
S5: Providing economic subsidies to rural residents.
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5.1. Strategy 1—Formulating a Carrot-and-Stick Policy Governance Mechanism

A guidance policy plays a critical role in promoting RBEE. In the work of Wu and Yin [9],
a questionnaire survey was distributed to experts in 17 BEE institutions, and policies were noted to have
a more important role than technologies. According to different degrees of strictness of policies issued
by the government, the three BEE policy instruments are voluntary scheme instrument, economic
incentive instrument, and mandatory administration [47]. Only one standard code, the “Design
Standard of BEE in Rural Regions”, exists, but it is not mandatory. Stakeholders hardly comply with
construction codes due to the lack of capital support and technical guidance in implemented standards.
Thus, an appropriate governance mechanism should be established.

The “carrot-and-stick” strategies are among the best choices. A countryside-oriented policy
governance mechanism is required to guarantee the implementation of technological and financing
strategies. Mandatory administration and economic incentive instruments are equally critical. On the
one hand, the government should establish a penalty system that forbids rural residents from using
solid clay bricks. On the other hand, the government should formulate an economic incentive system
that encompasses preferential policies in terms of governmental subsidies. This system should be
interest-free to encourage rural residents to adopt inexpensive and practical green technologies or
renewable energy sources.

5.2. Strategy 2—Establishing Technology R&D Institutions in Local Regions

Research on building energy-saving technologies has mainly focused on cities, and the energy
conservation goals and mandatory standards issued by the government are mostly targeted at urban
buildings. The construction specifications for rural buildings is remarkably different from those for
urban ones due to different lifestyles and economic conditions. A reasonable technology is an effective
channel to solve the problems in energy efficiency. Therefore, technology research, development,
and promotion are vital. Materials and construction techniques in rural regions are remarkably
distinct. Local governments should encourage local universities or institutions to establish R&D centers.
The centers can be combined with enterprises and universities to establish a platform of “production,
learning, and research” to work out low-cost and energy-efficient technological solutions, which suit
local climate conditions and geographic characteristics. Developing and utilizing renewable energy
resources in rural regions are also beneficial actions. In terms of climate and regional characteristics,
thermal insulation technology and “Kang” can be promoted in the northern countryside, which can
utilize solar energy for heating. In the southern countryside, eco-villages can be constructed through
the development of passive housing technology and biogas pools for cooking and heating.

5.3. Strategy 3—Promoting Demonstration Projects of RBEE

The central government has launched a series of energy-efficient pilot programs for public and
residential buildings in certain urban regions. The resulting experiences can be applied to RBEE.
For example, the Beijing government launched the action initiative “Management Method of the
Demonstration Project of Utilization of Innovative Wall Material for BEE in the Rural Residents” in
2007. By meeting stipulated conditions, rural residents could be awarded 20 thousand Chinese Yuan
to subsidize the incremental cost of innovative wall materials. Although the scope of demonstration
projects is limited to some developed rural regions, numerous rural residents will gradually know
about the economic benefits and advantages of a healthy living environment through demonstration
projects. These demonstration projects can be expanded to other regions. A prefabrication construction
approach can be employed in the demonstration projects to speed up the development of high-quality
structures and reduce energy consumption and carbon emissions [48]. Therefore, this approach shows
great promise when implemented in rural buildings.
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5.4. Strategy 4—Carrying out RBEE Training

Training is an effective approach to promote RBEE. Training can raise rural residents’ awareness
of RBEE and improve the energy efficiency skills of construction craftsmen. Conducting effective
training is especially difficult for rural residents due to their low level of education and traditional
lifestyle. Most of them are unfamiliar with the advantages of energy-efficient technologies. Thus,
the training channel and approach should differ from those used in the urban context. Conducting
hierarchical top-to-bottom training is practical. The central or local government first focuses on the
training of village organizations and their leaders. With complete knowledge about renewable energy
technologies, economic benefits, and governmental subsidies, these trained individuals can serve as
frontrunners in the promotion of RBEE. Village leaders often have the trust of rural residents because
they live and work collectively [2]. They can persuade rural residents to change the way they construct
new houses or retrofit existing ones through training meetings or oral presentations among rural
residents. Training in the area of rural energy efficiency is a prerequisite for construction craftsmen.
Local governments should organize these types of training free of charge for building craftsmen so
that they have the opportunity to learn about the latest innovative building materials, master green
construction technology, and utilize local renewable energy sources.

5.5. Strategy 5—Providing Economic Subsidies

To enhance energy efficiency and reduce energy consumption, the government should supply
economic incentives to encourage rural residents to adopt renewable energy instead of commercial
energy. The government should provide economic incentives to rural residents. Financial support is an
essential aspect of RBEE [8]. The cost of building an efficient rural housing is approximately 5% greater
than the cost of building a traditional one [2]. Constructing energy-efficient buildings without any
policy intervention is impossible for rural residents due to the externality of BEE. In cooperation with
MOF, MOHURD issued a standard for subsidies provided for the use of renewable energy resources in
2009. Under this standard, rural residents can receive 60 Yuan and 15 Yuan per square meter when
they apply ground source heat pumps and integrated solar thermal systems, respectively. If individual
rural residents use a solar energy bathroom and solar energy housing, 60% of their incremental cost
can be compensated for. The subsidy standards can be adjusted according to the costs incurred in
the application of rural renewable energy. In addition, a new energy utilization system for rural
buildings must be established. The system should implement energy-saving technologies suitable
for rural regions, adjust energy structure, and adopt abundant renewable energy resources, such as
solar energy, biomass, and biogas, to improve the livelihood quality of rural residents. The central
or local government should supply rural residents with economic incentive strategies to support the
utilization of renewable energy.

In the initial stage, the government should set up special funds for R&D centers. A specific
percentage of grants and allowances should be allocated to boost the budget for R&D that favors green
building material production and for standardized module design companies suited for local climate
conditions. In addition, the government can provide preferential tax policies, including sales tax and
corporate income tax, to renewable energy equipment manufacturers and green building material
suppliers. Nevertheless, the policies heavily depend on financial funds. Private firms can be invited
to participate in the promotion of RBEE. For instance, public-private partnerships are recommended
because they can effectively address limited governmental funds. Employing the approach of energy
performance contracting can also lead to a win-win between the government and private investors.

6. Conclusions

Driven by the national strategy of constructing new socialist initiatives in the countryside,
the conduct of research into BEE in rural China is crucial. With the high energy consumption,
low energy efficiency, and poor living comfort in rural China, the improvement of RBEE is an area
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worth exploring. We analyzed the current situation and characteristics of RBEE. On the basis of
the literature review, governmental reports, and semi-structured interviews, we performed a SWOT
analysis to investigate the opportunities, threats, strengths, and weaknesses of RBEE.

Three opportunities, namely, “top-to-bottom policy support”, “construction of new socialist
initiatives in the countryside”, and “appeal for enhancing RBEE”, were identified. The major threats
were found to be “lack of policies and standards”, “unreasonable energy structure”, and “lack
of supervising mechanism”. The typical strengths for RBEE included “poor energy efficiency
consciousness”, “abundant renewable energy resources”, and “requirements for improving living
comfort”. The major weaknesses comprised “poor energy efficiency consciousness”, “inadequate
knowledge and information”, and “low-income level of rural residents”. Corresponding strategies were
proposed on the basis of the analysis. These strategies involve “formulating a carrot-and-stick policy
governance mechanism”, “establishing technology R&D institutions in local regions”, “promoting
demonstration projects of RBEE”, “carrying out RBEE training”, and “providing economic subsidies to
rural residents”. These findings may expand our understanding of the current situation of RBEE in
China and provide a valuable strategic plan for improving RBEE.

The process of BEE in the countryside lags far behind that in cities [32]. With its specific features
discussed above, RBEE is remarkably distinct from urban BEE. Replicating experiences in the urban
context for the rural setting is unreasonable. Therefore, the proposed strategies can be adopted by
policymakers to promote RBEE development in the near future. In the context of new urbanization
initiatives, existing residential buildings in rural China should be retrofitted to offer significant
opportunities to reduce energy consumption and greenhouse gas emissions [49]. The present research
mainly focused on the BEE of newly constructed rural buildings. However, the energy efficiency
potentials of existing buildings in a real-world situation should not be ignored. Extant studies can
offer valuable references [50–54]. Therefore, future studies should consider exploring suitable BEE
strategies for existing buildings in rural China.
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Abstract: This paper investigates the co-movement and asymmetric interactions between energy
and grain prices, based on the evidence from the crude oil and corn markets, the most important
energy and grain markets, respectively. Time series analysis indicates that there is a consistent trend
between the crude oil price and corn price with a significant positive correlation coefficient 0.7471
during the sampling period, from January 2008 to February 2016. In addition, we find that there is
a long-run equilibrium relationship between the two commodities’ prices. Moreover, while linear
Granger causality tests suggest that there is a two-way Granger causality relationship between the
price changes in the two markets, non-linear Granger causality tests suggest that there is only a
one-way causality relationship from corn to oil price. However, both linear and non-linear Granger
causality tests indicate the asymmetry of causality relationship between the two markets (the price
change in corn market can more significantly Granger cause the change in crude oil market). Further
analysis suggests that the contribution of the corn market to price discovery in a large commodity
market is larger than that of the crude oil market.

Keywords: crude oil market; corn market; asymmetry; price discovery

1. Introduction

In recent years, the energy policies around the world tend to become more environment-friendly
and there is an increasing focus on renewable energy. In this respect, one of the most remarkable
developments in the energy sector is the rapid development of biofuels. Biofuel policy has been in
place in the United States (US) since the Energy Policy Act of 1978, which was conceived by the US
Congress as a response to the OPEC-induced oil shock. In 1990, with the concerns about climate
change and pollution, the US Congress conceived the Clean Air Act of 1990, requiring that the gasoline
must contain a minimum percentage of oxygen. Ethanol and methyl tertiary-butyl ether (MTBE) are
both additives into regular gasoline, and MTBE was more popular because it was cheaper and more
available and easier to transport and distribute. However, after the hidden costs and health risks of
MTBE were convinced, the US Congress passed the Energy Policy Act of 2005. The new renewable
fuel standards established by the Energy Policy Act of 2005 make ethanol the only available gasoline
additive and the new standard became applicable in May 2006, which consequently lead to the ethanol
production boom in the United States.

Along with the booming of ethanol, there are more and more corns that are used for ethanol
production in the United States. As shown in Figure 1, corns used for fuel ethanol account for more
than 35% of the whole production of corn in the US since 2010, competing with the traditional uses of
corns (including for food and livestock feed). Meanwhile, fuel ethanol production and consumption in
the US also takes off and the fuel ethanol plays an increasingly important role in the transportation
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sector. The market share of the fuel ethanol consumption, which is calculated by dividing the volume
of ethanol consumption by the sum of motor gasoline and ethanol consumption, has reached 9.51% by
the year 2015.

Source: USDA, US Bioenergy Statistics. (Notes: The data are collected in Marketing Year, e.g., ‘2014’
means from September 2014 to August 2015).

Figure 1. Corn used for ethanol in the US.

Since the ethanol boom in the US in 2006, the interaction between the energy market and the
agriculture market has become much stronger. Agriculture uses energy products directly in the
form of gasoline, diesel and electricity as the fuel of the farm machinery. Meanwhile, the agriculture
sector also uses energy-based input such as fertilizer and pesticides. Higher energy prices can make
agricultural goods more expensive by raising the costs of production (including fuel, fertilizer, chemicals
and other inputs) and transportation. Besides, crude oil and corn are naturally linked through the
substitution possibility between gasoline and bio-ethanol. Higher oil prices would stimulate the
growth of corn-based biofuels production and the expansion of the demand for corns, which can
consequently boost the corn price.

Furthermore, along with the globalization, the gradual liberalization of financial markets, the rapid
development of advanced communication technologies, and the financialization of commodity markets,
different goods and assets have become more and more interlinked. For instance, crude oil and corn
prices are both affected by the US dollar exchange rate, local military conflicts, monetary policy
pursued by central banks and the increased demand for basic materials from rapidly growing emerging
markets [1,2].

Giving that there is a close link between the energy sector and the agricultural sector, it would be
of great significance to investigate the long- and short-run dynamic relationship between the energy
and agriculture commodity markets. Due to their different attributes, the energy and agricultural
products may respond differently to the same economic, political or natural shocks. The extreme
weather and climate events, and natural disasters, for instance, may have more significant effects on
the agriculture commodity market. For example, the severe drought in 2002–2003 in Australia, one
of the world’s largest wheat producers, significantly cut down the global wheat production, thereby
raising the wheat price dramatically, while the effect on the crude oil price is less significant.

Understanding the relationship between the energy and agriculture commodity markets will be
useful for farmers, investors and even politicians. Commodity price shocks and varying degrees of
fluctuations pose serious policy challenges to the decision-makers. Sharp movements in commodity
prices have serious impacts in terms of trade, real income and fiscal position of countries that depend on
these commodities. Therefore, a better understanding of the recent dynamics of energy and agriculture
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markets could assist decision-makers for a better macroeconomic policies and regulations of the
commodity markets, which motivates this study.

In this paper, we use the crude oil market as the representation of the energy market, and the corn
market as the representation of the agriculture market, due to the fact that corn is the most widely
produced feed grain in the United States and is the most important feedstock in the extraction of the
fuel ethanol. Meanwhile, corn is one of the most heavily-traded contracts in the agricultural commodity
market. Focusing on the relationship between crude oil and corn markets, we investigate the long-
and short-term interaction between crude oil and corn prices and examine whether there is (linear
and non-linear) Granger causality relationships between the two commodity markets. Moreover, we
calculate the two markets’ respective contribution to the price discovery of large commodity markets.
Our results show that there is a long-run equilibrium relationship between the crude oil and corn
markets. Moreover, while linear Granger causality tests suggest that there is a two-way Granger
causality relationship between the returns in the two markets, non-linear Granger causality tests
suggest that there is only unilateral causality running from the corn market to the crude oil market.
Nevertheless, both linear and non-linear Granger causality tests indicate the asymmetry of the causality
relationship between the two markets (the change in the corn market more significantly Granger causes
the change in the crude oil market). Further analysis suggests that the contribution of the corn market
to the price discovery in large commodity markets is larger than that of the crude oil market.

The reminder of the paper is organized as follows. Section 2 presents a review of the literature.
Section 3 provides a description of the data. Then, we present the empirical methodologies in
Section 4. Section 5 analyzes the empirical results of this study, including the long-term equilibrium
and short-term adjustment between the crude oil and corn prices, the linear and non-linear Granger
causality between the two markets, and their respective contribution to price discovery. Finally,
Section 6 gives some concluding remarks.

2. Literature Review

There is an increasing number of studies on the agriculture commodity market due to the increasing
concerns on agriculture supply security in the world, especially that in the developing world. A large
literature on prices of agriculture commodities has mainly focused on analyzing the co-integration
relationships between spot and futures prices and the basic conclusion is that, though a co-integration
relationship does exist, futures prices generally dominate spot prices in agriculture commodity markets.
For instance, Garbade and Silber [3] analyzed the price movements and price discovery in spot and
futures markets for seven storable commodities, including corn, wheat, oats, orange, copper, gold and
silver and they found that futures prices dominate spot price changes for most of these commodities.
Yang et al. [4] investigated the price discovery function for storable agriculture commodities (corn, oats,
soybeans, wheat, cotton and pork bellies) and non-storable agricultural commodities (hogs, live cattle,
feeder cattle) and found that although, in general, storability does not affect the future price discovery
function, future contracts can be used as a price discovery tool in all of these markets. Zapato et al. [5]
investigated the co-integrating relationship between the New York futures prices and the Dominican
Republic spot prices and found that the World Futures Sugar (WFS) price has a predictive power for
the spot price of a small sugar-producing country. Mattos and Garica [6] examined the relationship
between spot and futures prices in six agricultural markets of Brazil and found that the thinly traded
future contracts have some degree of long-run co-integration relationship with the spot price but the
highly-traded corn contracts show almost no interrelations between the future and spot prices.

While there is a large literature on world oil market focus on identifying the driving forces and
determinant factors behind the volatility of oil price, such as economic crisis, oil supply and demand,
OECD commercial inventory, OPEC behaviors, US dollar exchange rate, local military conflicts, natural
hazards and speculative trading activities [7–10], or on the linkage between crude oil and other financial
markets [11,12], there is an increasing number of studies on the linkage and relationship between
energy (mainly oil) and agriculture commodity markets. However, the results are mixed and there
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has been no consensus on the food-energy nexus. Some researchers indicate that the oil price has a
significant effect on the agriculture commodity price. Trujillo-Barrera et al. [13] focused on the volatility
spillovers in the US from energy to agricultural markets in the period 2006–2011. They discovered
significant spillovers from oil to corn and ethanol markets, which seems to be particularly strong in
high volatility periods for oil markets. They also identified significant volatility spillovers from corn to
ethanol markets. Using co-integration and a linear Granger causality test Avalos [14] exploits a natural
experiment arising from a significant change in 2006 on the nature of ethanol policies in the US to assess
the relationship between oil, corn and soybean prices. He finds that there are substantial changes in
the dynamic properties of corn and soybean prices and they are more closely related to oil prices, but
the predictive causality seems to run from the crops to oil prices. In contrast, some research indicates
that there is no direct relationship between oil and agricultural commodity prices. Zhang et al. [15],
using monthly data from March 1989 through July 2008, found that there is no long-term relationship
between oil and food (corn and soybeans) prices.

The studies on the mechanism of the linkage between oil and agricultural prices mainly focus on
three key channels: (i) oil as a production cost in agriculture; (ii) biofuels; and (iii) co-movement of
commodity prices with macroeconomic factors and financial indicators, according to Nazlioglu et al. [16],
where they provide a comprehensive review on the studies based on each linkage. For instance, in
terms of oil as an input for agriculture production, Baffes [17,18] investigated the spillover effect of
crude oil price changes on the prices of 35 internationally traded primary commodities and calculated
the pass-through of crude oil price changes to the overall non-energy commodity index, the fertilizer
index, agriculture and metals. They found that the highest pass-through of oil price changes is to the
fertilizer index followed by agriculture. Considering biofuels as the channel for the linkage between
oil and agriculture prices, the findings are mixed. Serra et al. [19] and Hassouneh et al. [20] examined
the price linkages and transmission patterns in the US and Spain, respectively, and they both found
long-run equilibrium relationships among the prices of biofuels and oil and strong links between
energy and food prices. However, Zhang et al. [15] investigated both short- and long-run relationships
between prices of fuel and agricultural commodities and found that there is no direct long-run price
relationship between fuel and agricultural commodity prices and there is only limited, if any, direct
short-run relationships. Recently, Sari et al. [21] investigated the roles of futures prices of crude oil,
gasoline, ethanol, corn, soybeans and sugar in the energy–grain nexus, taking into account the own-
and cross-market impacts for the lagged grain trading volume and the open interest in the energy and
grain markets. They reveal that the conventional view, which states that the impacts run from oil to
gasoline to ethanol to grains in the energy–grain nexus, does not hold well in the long-run because
the oil price is influenced by gasoline, soybeans and soybean oil. Besides, in the short-run, there is
a two-way feedback in both directions for all markets. The grain trading volume’s effect across the
oil and gasoline markets is more pronounced in the short-run than in the long-run. As for the third
channel for the linkage between oil and agriculture prices, i.e., macroeconomic policies and financial
indicators, Krichene [22] examined oil price movements between January 2000 and October 2007 and
argued that the rapid increase observed in oil and other commodity prices can be attributed to the
expansionary monetary policies during the early 2000s.

To sum up, it should be noted that the existing research related to energy and agriculture commodity
prices has focused more on the co-movement of the two markets rather than the asymmetric interactions
between the two markets or their asymmetric role in price discovery. Therefore, this study attempts
to investigate both the co-movement and asymmetric interactions between energy and grain prices,
based on the evidence from the crude oil and corn markets, which are the most important energy and
grain markets, respectively. By employing the time-series econometric methods, this paper analyzes
the co-integration and (linear and non-linear) causality relationship between the two markets and
their respective contribution to price discovery. Some recent studies share similar interest with this
paper. For instance, Nazlioglu [23] investigated the co-integration and (linear and non-linear) Granger
causality relationship between the world oil and agricultural commodity prices (corn, soybean and
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wheat) by using the weekly data spanning from 1994 to 2010. Her linear causality test indicates that
the oil prices and the agricultural commodity prices do not influence each other while the non-linear
causality analysis shows that there is a persistent unidirectional non-linear causality running from
the oil prices to the corn and to the soybean prices. Different from Nazlioglu [23], we used daily
data from January 2008 to February 2016, given that high frequency data may capture the dynamic
casual linkages between different commodity markets better. Our conclusions are very different
from that of Nazlioglu [23]. Moreover, we also conducted the price discovery (Permanent-Transitory
(PT) and Information Share (IS) models) analysis to further investigate the contribution of different
markets in price discovery of large commodity markets, which is absent in the previous studies on the
co-movement and transmission among energy and food commodity prices.

3. The Data

In this paper, we used daily time series spot price data for the crude oil and corn prices from
22 January 2008 to 29 February 2016 (this choice of the study period was restricted by our access to the
daily corn price from the Chicago Mercantile Exchange). The crude oil price is the Brent crude oil spot
price in US dollars per barrel from the US Energy Information Administration (EIA). The corn price is
the US No.2 yellow maize (corn) price in US cents per bushel from the Chicago Mercantile Exchange.
It can be seen in Figure 2 that the two markets do have some consistent trends in the sample period.
The correlation coefficient between the crude oil price and the corn price is 0.7471, indicating that they
could have co-movement and share common information in their price dynamics. The descriptive
description of the data is presented in Table 1.

Source: The crude oil price is the Brent crude oil spot price in US dollars per barrel from US Energy
Information Administration (EIA); the corn price is the US No.2 yellow maize (corn) price in US cents
per bushel from the Chicago Mercantile Exchange.

Figure 2. Daily crude oil spot price and the corn spot price.

Table 1. Descriptive Statistics.

Variable Obs Mean Std. Dev. Min Max

Crude oil price Po 1831 89.495 26.004 26.01 143.95
Corn price Pc 1831 4.972 1.528 2.695 8.49

Ln (Po) 1831 4.443 0.339 3.258 4.969
Ln (Pc) 1831 1.557 0.304 0.991 2.139

First-order diff. Ln (Po) 1830 −0.000490 0.024 −0.168 0.181
First-order diff. Ln (Pc) 1830 −0.000148 0.022 −0.121 0.109
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Figures 3 and 4 show the returns of the crude oil price and the corn price, respectively. Returns are
calculated as the first differences of the logarithms of the prices. During the periods of 2008–2009 and
2015–2016, the crude oil market has more dramatic volatility than the other periods in the sampling
period. As for the corn market, the fluctuation of return is higher in the first half of the sampling period.

Figure 3. Returns of the crude oil price (the first differences of the logarithm of the prices).

Figure 4. Returns of the corn price (the first differences of the logarithm of the prices).

We used the ADF (augmented Dickey–Fuller) test to check the stationarity of the logarithm of the
prices and the returns, as displayed in Table 2. The results of the ADF test show that the logarithm
of the two commodities’ prices are not stationary, but the first order difference of the (log) prices is
stationary, which implies that both price series are I(1), i.e., the returns of the oil and corn prices are
stationary. Therefore, we used the logarithm of the prices in the Vector Error Correction (VEC) Model.
In addition, the Vector Auto-Regression (VAR) Model was estimated in terms of the returns (the first
differences of the logarithm of the oil and corn prices) to avoid spurious regression and inferences.
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Table 2. T statistic values of ADF test for the crude oil price and the gold price.

lnPo
t lnPc

t

Level (log) price −0.530 (0.9822) −1.388 (0.8643)
First-order diff. (log) prices −41.467 (0.0000) −42.570 (0.0000).

Note: p-values are reported in parentheses.

4. Methodology

Given the importance of testing whether there exists a lead-and-lag price mechanism between
the two commodities for the whole large commodity market forecast, in this section, we first present
the methods to detect whether there is a co-integration relationship between the crude oil and corn
markets, and then we test both the linear and non-linear Granger causality between the returns of
crude oil and corn. Finally, we use the Permanent-Transitory (PT) model and Information Share (IS)
model to find out the contribution of the crude oil price and the corn price to the common effective
price of the co-integration system.

4.1. Co-Integration Test between the Crude Oil and Corn Markets

Non-stationary variables may obey a common long-run relationship, which means that there is
a stationary linear combination of these variables. If the linear combination does exist, we may say
that there is a co-integration relationship between these variables. To test whether there is a long-run
equilibrium relationship between the two commodities, we use the two-step procedure provided by
Engle and Granger [24]. The long-run equilibrium equations are:

LnPo
t = φ1 + θ1LnPc

t + z1t,
LnPc

t = φ2 + θ2LnPo
t + z2t,

(1)

where Po
t is the price of the crude oil, Pc

t is the price of the corn, and z1t and z2t are residuals, respectively.
If the stationarity test indicates that the residuals are stationary, a long-run equilibrium may exist
between the crude oil price and corn price.

4.2. Granger Causality Test

4.2.1. Linear Granger Causality Test

We use the stationary price returns of the commodities (logarithmic difference of original price
series) to detect the lead and lag relationship between the oil and the corn prices. Specifically, we
establish the VAR model:

ro
t = π10 +

p∑
i=1

ϕ1iro
t−i +

p∑
j=1

φ1jrc
t−j + ε1t,

rc
t = π20 +

p∑
i=1

ϕ2irc
t−i +

p∑
j=1

φ2jro
t−j + ε2t,

(2)

where ro
t = LnPo

t − LnPo
t−1 denotes the price returns of the crude oil, rc

t = LnPc
t − LnPc

t−1 denotes the
price returns of the corn, and p is the lag length of the equation, which is chosen according to the
Akaike Information Criterion (AIC) and should ensure that there is no autocorrelation in the ε1t and
ε2t. For the first equation, we will test the null hypothesis: φ11 = φ12 = · · · = φ1p = 0, if the null
hypothesis is rejected, the change in the corn price return linearly Granger causes the change in the
crude oil price return. Similarly, we test φ21 = φ22 = · · · = φ2p = 0 to investigate whether the oil price
return is the linear Granger causality of the corn price return.
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4.2.2. Non-Linear Granger Causality Test

Previous studies show that financial time series usually have remarkable non-linear dynamics.
However, the traditional linear Granger test can fail to identify the non-linear relationship between
variables, which implies significant bias can appear when employing the linear Granger method to test
the Granger causality between the variables that may potentially have a non-linear relationship. Baek
and Brock [25], and Hiemstra and Jones [26] proposed a method to conduct the non-linear Granger
causality test, which has been widely applied in the empirical studies in the economics and finance
fields. However, Diks and Panchenko [27] showed that the non-linear Granger causality test proposed
by Hiemstra and Jones [26] has the issue of over-rejection and therefore developed a non-parametric Tn

test to investigate whether there is non-linear Granger causality between variables. This non-parametric
test method has the advantage that it will consider the possible variations in conditional distribution
based on the chosen bandwidth so as to overcome the over-rejection problem in the H-J test, thereby
making the results of the test more robust and reliable. Therefore, we used the non-parametric Tn test
proposed by Diks and Panchenko [27] to investigate whether there are the non-linear Granger causality
relations between oil and corn prices. The basic idea of Tn test is as follows:

Let {X} and {Y} denote the residuals obtained from the two equations in the VAR model (2),
respectively. Suppose that XLx

t = (Xt−Lx+1, · · · · · · , Xt) and YLy
t =

(
Yt−Ly+1, · · · · · · , Yt

)
, where Lx, Ly > 0,

are the delay vectors. Let us examine the null hypothesis that the past observations of XLx
t do not

contain any additional information about Yt+1 (beyond that in YLy
t ), i.e.,

H0 : Yt+1

∣∣∣∣ (XLx
t ; YLy

t

)
∼ Yt+1

∣∣∣∣YLy
t . (3)

The null hypothesis implies that the (Lx + Ly + 1)-dimensional vector Wt =
(
XLx

t , YLy
t , Zt

)
, (where

Zt = Yt+1) has invariant distribution. If we ignore the time notation and let Lx = Ly = 1, the null
hypothesis implies that the distribution of Z given that (X, Y) = (x, y) is the same as that of Z given
Y = y, which implies that H0 can be restructured using the joint probability density function:

fX,Y,Z(x, y, z)
fY(y)

=
fX,Y(x, y)

fY(y)
· fX,Z(y, z)

fY(y)
. (4)

In other words, Equation (4) states that X and Z are independent, when Y = y for each fixed value
of y. Diks and Panchenko [27] show that the restated null hypothesis implies:

q ≡ E[ fX,Y,Z(X, Y, Z) fY(Y) − fX,Y(X, Y) fY,Z(Y, Z)] = 0. (5)

Let f̂W(Wi) denote a local density estimator of a dW-variate random vector W at Wi, i.e., f̂W(Wi) =

(2εn)
−dw(n− 1)−1∑

j, j�i IW
ij , where IW

ij = I
(
||Wi −Wj|| < εn

)
and I(·) is the indicator function and εn is

the bandwidth, which depends on the sample size n. Then, the non-parametric test statistic Tn can
be constructed as Equation (6), which can be used to conduct the non-linear Granger causality test
between variables:

Tn(εn) =
n− 1

n(n− 2)

∑
i

(
f̂X,Z,Y(Xi, Zi, Yi) f̂Y(Yi) − f̂X,Y(Xi, Yi) f̂Y,Z(Yi, Zi)

)
. (6)

For Lx = Ly = 1 and if εn = Cn−β
(
C > 0, 1

4 < β <
1
3

)
, Diks and Panchenko [27] prove that the test

statistic in Equation (6) satisfies:
√

n
(Tn(εn) − q)

Sn

D→ N(0, 1), (7)

where D→ denotes convergence in distribution and Sn is an estimator of the asymptotic variance of
Tn(·) [27].
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4.3. PT and IS Model for Price Discovery

Based on the results of the VEC model, we adapt two popular common factor models to investigate
the mechanisms of price discovery: The first model is the Permanent-Transitory (PT) model by Gonzalo
and Granger [28]; the second model is the Information Shares (IS) model by Hasbrouck [29]. We first
used the PT model to estimate the common long-memory components of the co-integration system
between the crude oil price and the corn price and the two markets’ contribution to the common factor,
which is a function of the coefficients of the error-correction model. Then, the IS model is employed to
measure the two markets’ information share, which is defined as the proportional contribution of that
market’s innovation to the innovation in the common efficient price.

4.3.1. Permanent-Transitory (PT) Model

As proved by Stock and Watson [30], if two time series are co-integrated, in other words,
zt = yt −Axt is stationary, there must exist a common factor ft.[

yt

xt

]
=

[
A
1

]
ft +
[

ỹt

x̃t

]
,

where yt and xt are I(1), ỹt and x̃t are I(0), ft is the common effective price, and might be the unobserved
factor and the driving force resulting in the co-integration relationship. Each time series Yt can be
decomposed into two components, Yt = ft + Ỹt, one is the permanent component ft, and the other is
the transitory component Ỹt, which can be called the noisy price of the market. The two components
convey different kinds of information.

There are several reasons why we are interested in ft. Firstly, if the model of the complete set of
variables is too complex, and if we are only interested in the long-run behavior, we can use a small
set of common long-run effective factors. Secondly, the estimation of the common factor allows us to
decompose a variable into two components that convey different kinds of information, the permanent
component (trend component) ft and the transitory components (cyclical component) Ỹt. Finally,
singling out the common factors allows us to investigate the relationship between the common factor
and other variables.

Based on the Vector Error Correction Model (VECM):

ΔLnPo
t = α1

(
LnPo

t−1 + βLnPc
t−1

)
+

q∑
i=1

γ1iΔLnPo
t−i +

q∑
i=1

θ1iΔLnPc
t−i + ε1t,

ΔLnPc
t = α2

(
LnPo

t−1 + βLnPc
t−1

)
+

q∑
i=1

γ2iΔLnPo
t−i +

q∑
i=1

θ2iΔLnPc
t−i + ε2t,

where α1 and α2 are the error-correction coefficients. β denotes the cointegrating coefficient. ε1t and ε2t

are serially uncorrelated innovations with zero mean.
In the equation Yt = ft + Ỹt, where Yt =

(
LnPo

t , LnPc
t

)′
, and ft = ΓYt, Γ = (γ1,γ2), ft can be

regarded as a weighted average of the prices of the two markets. In addition, Γ = (γ1,γ2) is the
coefficient vector of common factor, which can be considered as the weights of crude oil price and corn
price in the portfolio, and γ1 + γ2 = 1. Besides, as shown by Gozalo and Granger [28], Γ is orthogonal
to the error-correction coefficient (α1,α2)

′, in other words, α1γ1 + α2γ2 = 0. Therefore, along with the
condition γ1 + γ2 = 1, γ1 and γ2 can be solved out from the two equations above.

4.3.2. Information Shares (IS) Model

According to Hasbrouck [29], a market’s contribution to price discovery is its information share,
which is defined as the proportion of the efficient price innovation variance that can be attributed to
that market. Price variables can be expressed as the vector moving average (VMA) form:

ΔPt = Ψ(L)et,
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where et is a zero-mean vector of serially uncorrelated disturbances with covariance matrix Ω,

Ω =

[
σ2

1 ρσ1σ2

ρσ1σ2 σ2
2

]
,

where σ2
1 and σ2

2 are the variance of ε1t and ε2t, respectively; and ρ is the correlation coefficient between
ε1t and ε2t. Ψ is a polynomial in the lag operator. If the prices are cointegrated of order n-1, then all the
rows of Ψ(1) are identical, and Ψ(1)et constitutes the long-run impact of a disturbance on each of the
price. Letting ψ denote the common row vector, the price levels can be written as:

Pt = P0 + ιψ

⎛⎜⎜⎜⎜⎜⎝
t∑

s=1

es

⎞⎟⎟⎟⎟⎟⎠+ Ψ∗(L)et,

where ι = (1, 1)′. Additionally, Ψ∗(L) is a matrix polynomial in the lag operator. The second term
ιψ
(∑t

s=1 es
)

is the random-walk component that is common to all prices. The variance of the common
factor is Var(ψet) = ψΩψ′. The information share of a market is the proportion of value Var(ψet) that
is attributable to that market. If the covariance matrix Ω is diagonal, the information shares of the
crude oil market and the corn market are:

So =
ψ2

1σ
2
1

ψΩψ′ ,

Sc =
ψ2

2σ
2
2

ψΩψ′ .

Baillie et al. [31] investigated the relationship between the PT model and the IS model, and they
discovered that ψ1

ψ2
=

γ1
γ2

. Therefore, the information shares are:

So =
γ2

1σ
2
1

γ2
1σ

2
1 + γ2

2σ
2
2

,

Sc =
γ2

2σ
2
2

γ2
1σ

2
1 + γ2

2σ
2
2

.

However, if the covariance matrix is not diagonal, one can use Cholesky factorization to minimize
the correlation, where Ω = MM′,

M =

[
m11 0
m12 m22

]
=

⎡⎢⎢⎢⎢⎢⎣ σ1 0

ρσ2 σ2
(
1− ρ2

)1/2

⎤⎥⎥⎥⎥⎥⎦.
Therefore, the information shares can be written as:

So =
(γ1m11 + γ2m21)

2

(γ1m11 + γ2m21)
2 + (γ2m22)

2 ,

Sc =
(γ2m22)

2

(γ1m11 + γ2m21)
2 + (γ2m22)

2 ,

and So + Sc = 1.
The factorization imposes a greater share on the first price, unless m12 = 0, therefore, we need

to change the order of variables in the factorization procedure to get an upper and a lower limit of

124



Energies 2019, 12, 1373

the information share of a market price. The average of the lower bound and upper bound can be
regarded as a reasonable estimation of a market’s contribution to price discovery [11,31].

5. Empirical Results

In this section, empirical results are reported and discussed in three parts. The first part reports the
results from the VEC model, discussing the long-run equilibrium and the short-run adjustment of the
two markets. The next part is the lead and lag relationship between the two markets, i.e., the Granger
causality relationship between the crude oil and corn prices. The last part reports the two markets’
contribution to price discovery from the PT model and the IS model.

5.1. The Long-Run Equilibrium and the Short-Run Adjustment between the Crude Oil Market and the Corn Market

According to the results of the unit root test in Section 3 (see Table 2), we confirm that the Ln
(crude oil price) and the Ln (corn price) are both I(1). Then, we have to identify whether there is a
co-integration relationship between the crude oil price and the corn price. The results of the unit root
test of the error term from Equation (1) are displayed in Table 3.

Table 3. Estimation results of integration Equation (1) and the ADF test results of the residuals.

Dependent
Variables

φ θ F-Statistic
T Statistic of ADF

Test for z

LnPo
t 3.1901 (0.0000) 0.8043 (0.0000) 1974.48 (0.0000) −1.699 (0.0893)

LnPo
t −1.3100 (0.0000) 0.6454 (0.0000) 1974.48 (0.0000) −2.303 (0.0213)

The results show that both equations are jointly significant at the 1% level and that residuals are
stationary (at the 10% level and 5% level, respectively). Therefore, we know that there is a long-run
equilibrium relationship between the crude oil price and the corn price, which is likely due to the
common economic factors (e.g., the US dollar index) that affect the two markets and the possible
substitution of biofuel from coal and oil in some sectors (e.g., transport sector) of the world economy.
This result is consistent with a number of previous studies (see e.g., Harri et al. [32] where they identified
a long run equilibrium relationship between oil prices and all agricultural prices except wheat).

Based on the long-run equilibrium between the crude oil market and the corn market, we can
introduce a Vector Error Correction Model (VECM) to study the short-run adjustment between the two
markets. The estimation results of the VECM equations are presented in Table 4, where the optimal
maximum lag is determined by the principle of minimum AIC value.

Table 4. Estimation results of the Vector Error Correction Model (VECM) equations.

Dependent Variable: ΔLnPo
t Dependent Variable: ΔLnPc

t

ecm(−1) –0.004428 ***
(–2.75)

0.000767
(0.51)

ΔLnPo
t−1

0.006250
(0.26)

–0.041922 *
(–1.86)

ΔLnPc
t−1

0.067460 ***
(2.61)

0.016345
(0.68)

Constant –0.000038
(–0.07)

–0.000222
(0.41)

χ2 17.2294 *** 3.8113
R2 0.0094 0.0021

(T statistic in parentheses, *** p < 0.01, * p < 0.1).

The estimations of α1 and α2 are –0.004428 and 0.000767, respectively. The estimation of α1 is
significant at the 1% level in the ΔLnPo

t equation, while the estimation of the α2 is insignificant in the
ΔLnPc

t equation. This result indicates that the long-term equilibrium between the crude oil market and
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the corn market may significantly adjust the short-term price change of the two markets so that they do
not deviate from the long-term equilibrium path very far. Specifically, the adjustment to the short-term
price change of the crude oil is significant, while the adjustment to the short-term corn price change is
not significant. That is, when there is a deviation from the long-run relationship between the corn and
oil price, it seems that it is the crude oil price that will be adjusted to preserve the long-run relationship.

Besides, regarding the interactions between the two markets in terms of their price change,
the results show that the change of the corn price has a strongly positive effect on the change of crude
oil price, while the effect of the change of the oil price on the change of the corn price is found to be
less significant. While many studies in the literature report neutrality or a weak effect of agricultural
prices to oil price changes (see, e.g., Zhang et al. [15]; Zhang and Reed [33]), the positive effect of
the change in agricultural price on crude oil price has also been found in previous studies (see,
e.g., Nazlioglu and Soytas [34]). This might be related to the portfolio diversification strategies of
global investors/speculators and the increasing investment in agricultural commodities, which leads to
a higher integration between energy-finance and agricultural markets (Nazlioglu and Soytas [34]).

5.2. The Lead-And-Lag Relationship between the Crude Oil and Corn Market

We have shown that there is a long-run equilibrium relationship between the crude oil and corn
market. Now let us further investigate the spillover effect between the two markets and examine the
price or return lead-and-lag relationship between the two markets through Granger causality test.
Since it requires the concerned time series to be stationary, we use the first differences of the logarithm
of the prices (i.e., the return), which were proven to be stationary in Section 3.

5.2.1. The Linear Granger Causal Relationship

According to the principle of minimum AIC value, we chose the optimal lag order for the VAR
model like Equation (1) to be 1, which implies that the VAR model is actually specified as follows:

ro
t = β10 + β11ro

t−1 + γ11rc
t−1 + ε1t,

rc
t = β20 + β21rc

t−1 + γ21ro
t−1 + ε2t.

The estimation results of the VAR model are shown in Table 5. It can be seen that the return of
corn has a significantly positive effect on the return of crude oil, while the return of crude oil has a
negative effect on the return of corn.

Table 5. Estimation results of the Vector Auto-Regression (VAR) model.

Dependent Variable: ro
t Dependent Variable: rc

t

ro
t−1

0.00649
(0.27)

−0.04196 *
(−1.86)

rc
t−1

0.07280 ***
(2.82)

0.01542
(0.64)

Constant −0.00047
(−0.85)

−0.00015
(−0.28)

R2 0.0048 0.0019
No. of observations 1829 1829

(T statistic in parentheses, *** p < 0.01, * p < 0.1).

In a VAR model, each random disturbance influences all the endogenous variables. In addition,
random disturbances may exhibit their influence in some of the endogenous variables earlier and
others later. The Granger causality test can check a VAR for this type of temporal ordering, in other
words, the lead-and-lag relationship between the two markets. The results of the linear Granger
causality test are reported in Table 6. It can be seen that the change in the corn price return does
Granger cause the return of the crude oil at the 1% level. Additionally, the change in the crude oil
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price return also Granger causes the change in the corn price return at the 10% level. This implies that
the Granger causality relationship between the two markets is asymmetric: the price change in corn
market can more significantly Granger cause the change in the crude oil market. While many studies
in the literature find a bidirectional spillover effect between crude oil and agricultural commodity
markets through similar Granger causality tests (see, e.g., Nazlioglu and Soytas [34]), there are studies
which found only unidirectional volatility spillovers from corn to crude oil after the 2008–09 financial
crisis (see, e.g., Lu et al [35]). Our findings somehow lie between these two branches of literature.

Table 6. Results of the linear Granger causality test.

Null Hypothesis W Statistic p-Value

rc
t � ro

t 7.9674 0.005
ro

t � rc
t 3.4581 0.063

Note: � denotes that there is no linear Granger causality from the left market to the right market.

5.2.2. The Non-Linear Granger Causal Relationship

As mentioned above, the traditional linear Granger causality test can fail to identify the non-linear
relationship between variables, which is actually common in the economics and finance fields (Zhang
and Wei [11]). Therefore, here we conduct the non-linear Granger causality test based on the method
proposed by Diks and Panchenko [27], as described in Section 4.2.2. Following previous studies [15], we
present the results of the non-linear Granger test for different maximum lags (Lx = Ly = 1, 2, · · · · · · , 8),
as shown in Table 7.

Table 7. Results of the non-linear Granger causality test.

Null Hypothesis Lx=Ly Tn Statistic p-Value

Y � X
1

2.403 0.0081
X � Y 0.423 0.3363
Y � X

2
2.356 0.0092

X � Y 0.600 0.2743
Y � X

3
2.948 0.0016

X � Y 1.338 0.0905
Y � X

4
2.932 0.0017

X � Y 1.470 0.0707
Y � X

5
2.834 0.0023

X � Y 0.950 0.1711
Y � X

6
2.661 0.0039

X � Y 0.574 0.2830
Y � X

7
2.494 0.0063

X � Y 0.503 0.3076
Y � X

8
2.184 0.0145

X � Y 0.257 0.3985

Note: Y denotes residual series when the corn price return acts as the dependent variable in the VAR model and
X denotes the residual series when the crude oil price return acts as the dependent variable in the VAR model;
� denotes that there is no non-linear Granger causality from the left market to the right market.

It can be seen that the non-linear Granger test results generally support the Granger causality
relationship from the corn market to the crude oil market, while do not support the hypothesis of
Granger causality from the crude oil market to the corn market. This reinforces our previous conclusion
based on the linear Granger causality test that the Granger causality relationship between the two
markets is asymmetric and that the price change in corn market can more significantly Granger cause
the change in the crude oil market.

The finding that in the short run, impulses seem to flow from crop prices to oil prices, is consistent
with Avalos [14], where he employed co-integration and a linear Granger causality test to assess the
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relationship between oil, corn and soybean prices, through exploiting a natural experiment arising
from a significant change in the US biofuel policy in 2006. He found that the predictive causality seems
to run from the crop prices to oil prices, in reverse of the expected direction. Our results from the
non-linear Granger causality test reinforce the causality direction from crop prices to oil prices.

5.3. Analysis of the Two Markets’ Contribution to Price Discovery

As two of most important large commodity markets, their price movement can reflect the price
trends of the whole large commodity market. By investigating their respective contribution to price
discovery, it would be helpful for forecasting the price trend of the whole large commodity market.

5.3.1. Permanent-Transitory (PT) Model

As mentioned above, Stock and Watson [30] think the price vector can be divided into two
components, LnPt = ft + Ỹt, where ft denotes the common effective price in the two markets and Ỹt

is the transitory component. In our case, ft = γ1LnPo
t + γ2LnPc

t , where two equations γ1 + γ2 = 1
and α1 γ1 + α2γ2 = 1 hold. According to the estimation of the vector error correction coefficient (see
Table 4), α̂1 = −0.004428 and α̂2 = 0.000767. Then γ1 and γ2 can be solved from the two equations:
γ1 = 0.1476, γ2 = 0.8524, which means that the contribution of the crude oil market is 14.76%, and the
contribution of the corn market is 85.24%, i.e., the contribution of the corn market is much larger than
the crude oil price. The common effective price ft = γ1LnPo

t + γ2LnPc
t can then be obtained, as shown

in Figure 5.

Figure 5. The crude oil price, corn price and their common effective price

5.3.2. Information Shares (IS) Model

Based on the results of the PT model, we constructed an IS model and calculated the information
shares of the two markets. With the estimation of ρ = 0.2350, σ1 = 0.02375, and σ2 = 0.02218, one can
then calculate the information shares with two different orders of variables (whether crude oil price or
corn price works as the first variable, see details in Section 4) as follows:

Case 1 (when oil price works as the first variable):

M =

[
m11 0
m21 m22

]
=

⎡⎢⎢⎢⎢⎢⎣ σ1 0

ρσ2 σ2
(
1− ρ2

)1/2

⎤⎥⎥⎥⎥⎥⎦.
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m11 = σ1 = 0.02375, m21 = ρσ2 = 0.0052123, and m22 = σ2
(
1− ρ2

)1/2
= 0.02156, which implies

that information shares of the markets are:

So =
(γ1m11 + γ2m21)

2

(γ1m11 + γ2m21)
2 + (γ2m22)

2 = 0.1576,

Sc =
(γ2m22)

2

(γ1m11 + γ2m21)
2 + (γ2m22)

2 = 0.8424.

Case 2 (when corn price works as the first variable):

M =

[
m11 0
m21 m22

]
=

⎡⎢⎢⎢⎢⎢⎣ σ2 0

ρσ1 σ1
(
1− ρ2

)1/2

⎤⎥⎥⎥⎥⎥⎦.
m11 = σ2 = 0.02218, m21 = ρσ1 = 0.005581, m22 = σ2

(
1− ρ2

)1/2
= 0.02156, which implies:

Sc =
(γ2m11 + γ1m21)

2

(γ2m11 + γ1m21)
2 + (γ1m22)

2 = 0.9711,

So =
(γ1m22)

2

(γ2m11 + γ1m21)
2 + (γ1m22)

2 = 0.0289.

Following Ballie et al. [31] and Zhang and Wei [11], we take average of results in the above two
(orders of variables) cases to get a reasonable estimate of contributions to price discovery.

So = 0.0932,

Sc = 0.9068.

From the results, it can be noted that the PT model and IS model have similar results. Both models
suggest that the contribution of the corn market to the price discovery of the large commodity markets
is larger than that of the crude oil market (85.24% versus 14.76% in the PT model; 90.68% versus
9.32% in the IS model), which implies that among the price trends of the large commodity market,
the role of corn outweighs that of the crude oil. This indicates that as one of the most heavily traded
contracts in the agricultural commodity market, corn has gained an important market position and
wide acknowledgement of investors.

6. Conclusions

This paper investigates both the co-movement and asymmetric trends between energy and grain
prices, based on the evidence from the crude oil market and corn market, which are two of most
important representatives for large commodity markets. Using time-series econometric methods, we
analyzed the co-integration and (linear and non-linear) causality relationship between the two markets
and their respective contribution to price discovery based on daily data sampling from January 2008 to
February 2016.

We find that there is a consistent trend between the crude oil price and corn price with a significant
positive correlation coefficient 0.7471 during the sampling period. Additionally, co-integration analysis
suggests that there is a long-run equilibrium relationship between the two commodities’ prices, which
is likely due to the common economic factors (e.g., the US dollar index) that affect the two markets
and the possible substitution of biofuel from coal and oil in some sectors (e.g., transport sector) of the
world economy.
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Moreover, while linear Granger causality tests suggest that there is a two-way Granger causality
relationship between the two markets, non-linear Granger causality tests suggest that there is only
unilateral Granger causality running from the corn market to the oil market. However, both linear
and non-linear Granger causality tests indicate the asymmetry of the causality relationship between
the two markets. Specifically, the change in the corn market can more significantly Granger cause the
change in the crude oil market. Interestingly, our results are very different from those in Nazlioglu [23],
where she finds that the linear causality test suggests that the oil prices and the agricultural commodity
prices do not influence each other but the non-linear causality analysis shows that there is a persistent
unidirectional non-linear causality running from the oil prices to the corn and to the soybeans prices.
Actually, our results suggest that when we analyze the main factors driving the short-term price change
of crude oil, the volatility of the corn market is necessary to be considered as an important factor and
can provide a supplementary reference.

Furthermore, price discovery analysis based on both the PT model and IS model suggests that the
contribution of the corn market to the price discovery in large commodity markets is larger than that
of crude oil market (85.24% versus 14.76% in the PT model and 90.68% versus 9.32% in the IS model),
which implies that it would be helpful and important to take the main grain markets such as the corn
market into account when predicting the price trend of the whole large commodity market.

This study is not without limitations. For instance, we ignored a number of factors that might
affect the price dynamics of the energy and grain markets (e.g., demand shocks, climate negotiation
events, and so on). A direction for further research would be to identify the common factors that
have influence on both energy and grain markets and the factors that only affect one of the markets,
and to investigate how the co-movement and asymmetry of the energy and grain markets can be
affected by various economic, political and natural shocks (identified through structural break test) to
provide a more complete story regarding the price dynamics in the two markets. For instance, further
analysis with more variables incorporated, including nature disaster, OPEC behaviors, global demand
change, monetary policy and financialization of commodity prices and so on, would be a valuable area
to explore.
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Abstract: Vehicle ownership is one of the most important factors affecting fuel demand. Based on the
forecast of China’s vehicle ownership, this paper estimates China’s fuel demand in 2035 and explores
the impact of new energy vehicles replacing fossil fuel vehicles. The paper contributes to the existing
literature by taking into account the heterogeneity of provinces when using the Gompertz model to
forecast future vehicle ownership. On that basis, the fuel demand of each province in 2035 is calculated.
The results show that: (1) The vehicle ownership rate of each province conforms to the S-shape trend
with the growth of real GDP per capita. At present, most provinces are at a stage of accelerating
growth. However, the time for the vehicle ownership rate of each province to reach the inflection
point is quite different. (2) Without considering the replacement of new energy vehicles, China’s auto
fuel demand is expected to be 746.69 million tonnes (Mt) in 2035. Guangdong, Henan, and Shandong
are the top three provinces with the highest fuel demand due to economic and demographic factors.
The fuel demand is expected to be 76.76, 64.91, and 63.95 Mt, respectively. (3) Considering the
replacement of new energy vehicles, China’s fuel demand in 2035 will be 709.35, 634.68, and 560.02 Mt,
respectively, under the scenarios of slow, medium, and fast substitution—and the replacement levels
are 37.34, 112.01, and 186.67 Mt, respectively. Under the scenario of rapid substitution, the reduction
in fuel demand will reach 52.2% of China’s net oil imports in 2016. Therefore, the withdrawal of fuel
vehicles will greatly reduce the oil demand and the dependence on foreign oil of China. Faced with
the dual pressure of environmental crisis and energy crisis, the forecast results of this paper provide
practical reference for policy makers to rationally design the future fuel vehicle exit plan and solve
related environmental issues.

Keywords: vehicle ownership; Gompertz model; fuel demand

1. Introduction

China has become the world’s second-largest oil consumer after the United States. In 2016, China’s
oil consumption was 579 Mt, accounting for 13.1% of the world’s total oil consumption [1]. In the
same year, the net oil import of China was 358 Mt, and its foreign oil dependency rose to 61.8% [2].
The continued rising foreign oil dependency has seriously threatened China’s energy security [3].
The oil demand for road transportation is currently the largest oil consumer in China. In 2015, the
proportion of oil consumption in the road transportation sector accounted for 48.4% of the total [4].
In the past three decades, with the sustained and rapid development of China’s economy, vehicle
ownership keeps rising, while the proportion of new energy vehicles (NEVs) is still small, which has not
only increased China’s oil demand, but also exacerbated related environmental problems—especially
air pollution and climate change. To combat global climate change and to improve air quality, Norway,
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Netherlands, India, Germany, the United Kingdom, France, and other countries have proposed and
later decided to ban vehicles powered by fossil fuels, and encourage the replacement of fuel vehicles
with new energy vehicles. After that, in September 2017, the Vice Minister of the Ministry of Industry
and Information Technology (MIIT) of China said that MIIT has started relevant research and will
make such a timeline with relevant departments, at an auto industry event in Tianjin [5]. The timeline
is expected to be officially launched in 2035.

The development of NEVs is becoming a strategic choice for many countries to deal with climate
change and energy security, as well as to gain advantage in international competition. Thanks to the
technological advances, government subsidies, and restrictions on purchases in some cities, sales of
NEVs in China continue to rise rapidly, and the substitution effect of fossil fuel vehicles by NEVs
cannot be ignored any more. Therefore, it is of practical significance to quantitatively evaluate the
development trend of NEVs and their impact on China’s oil demand. Against the background of
increasing vehicle ownership, the rising oil dependency, and the accelerating replacement of fuel
vehicles with NEVs, this paper estimates China’s fuel demand in 2035 based on the prediction of future
vehicle ownership in China, and the impact of NEVs substitution on oil demand under three scenarios
of slow, medium, and fast substitution. The results may provide practical reference for policy makers
to rationally design the future fuel vehicle exit plan and solve related environmental issues.

The structure of the paper is arranged as follows: Section 2 reviews researches on the forecast of
vehicle ownership and fuel demand. Section 3 introduces the empirical model, parameter estimation,
and the data acquisition process of the paper. Section 4 presents the results and discussions. Section 5
conducts a robustness test of different replacement speeds. Lastly, Section 6 covers conclusions and
policy implications.

2. Related Literature

Energy demand analysis and forecast have always been an important research topic. The energy
demand forecasting model can be divided into the top-down model, the bottom-up model, and the
hybrid model. Zhao et al. [6] gave a detailed overview of the advantages and defects of the three
models, as well as their application in practice in various countries. The bottom-up model is generally
based on engineering technology. It can better describe the technologies and costs used in energy
production and energy consumption. It is also useful when analyzing and predicting various scenarios
of future technical changes. Thus, it is more frequently used in forecasting the transportation energy
demand. For example, Johansson and Schipper [7] developed a method to estimate the long-run
vehicle energy demand in the United States based on the estimated results of US vehicle ownership,
average fuel economy, and average mileage. After analyzing the composition of Japanese automobile
market, Palencia et al. [8] measured the fuel demand of Japanese light vehicles in the long-run.

In recent years, research on China’s automobile fuel demand is gradually enriched, among which
the most common methods are those combining vehicle ownership forecast with different technological
progress scenarios. Using the data of China’s road transport sector between 1997 and 2002, He et
al. [9] developed a bottom-up model to predict the fuel consumption and CO2 emissions in 2030
under three scenarios regarding motor vehicle fuel economy improvements. Zhang et al. [10] forecast
fuel demand of China in 2030 under three energy consumption decrease scenarios by establishing a
Long-range Energy Alternative Planning System (LEAP) model. The scenarios are: (1) ‘Business as
usual’; (2) ‘advanced fuel economy’; and (3) ‘alternative energy replacement’. Wang et al. [11] made a
scenario analysis of energy consumption and reductions in CO2 emissions in China’s transport sector
in 2050 by using the Transportation Mode-Technology-Energy-CO2 (TMOTEC) model, which is based
on discrete choice method and general transport cost simulation. Wu et al. [12] used the Gompertz
model to forecast China’s future vehicle ownership, and then measured the fuel demand of China’s
road transport sector in 2050.

As China’s vehicle ownership is still in a period of rapid growth and is not saturated, future vehicle
ownership, which is regarded as the basis of predicting fuel demand by many researchers [12–16],
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is the most important factor affecting China’s fuel demand. International experience shows that vehicle
ownership rate of a country increases slowly at the lowest income levels, followed by an increasing rate of
growth as income rises, and then slows down as saturation is approached. That is, the relationship between
vehicle ownership rate and GDP per capita can be represented by some sort of S-shape curve [12–15].
In terms of the model fitness of the S-shape curve for fuel demand forecasting, the Gompertz model
is proven to be more suitable for the prediction by some researchers [17–19] because of its excellent
applicability and general characteristics of the growth curve, compared with other S-shape models.

Most of the existing research focuses on fuel demand forecasting at the national level, while few
studies at the regional level. Due to the vast territory of China and the large differences in provincial
economic development, current vehicle ownership and its future trends between provinces are also
quite different. Existing research uses the S-shape growth model to predict future vehicle ownership
in China, but such a model does not fully consider provincial heterogeneity. It sets the saturation
level and the growth rate of different provinces to the same parameters, and assumes that all the
provinces follow the same growth trend, which has a large gap with the reality, thus not only affecting
the accuracy of the prediction, but also providing less reasonable information and basis for local policy
formulation. This paper takes into account provincial differences in population density, urbanization
rate, and economic development, and makes a more reasonable calculation of the saturation level and
variation parameters of the vehicle ownership rate in the forecasting model. Based on that, we forecast
China’s fuel demand in 2035 under different scenarios from the provincial level, thus making a more
detailed assessment of the substitution effect of NEVs on China’s oil demand.

3. Methodology

The research purpose of this paper is to evaluate the impact of fossil fuel vehicle exit on China’s
oil demand. For that, we predicted the fuel demand of China’s 31 provinces in 2035 in two steps
(Figure 1): (1) We established the Gompertz model based on the S-shape curve relationship between
vehicle ownership rate and GDP per capita to forecast the vehicle ownership rate of each province, and
then we took into account the population growth to predict vehicle ownership in all provinces in 2035.
In particular, we took account of the provincial heterogeneity in economic development, population
density, and urbanization rate when determining the saturation level of vehicle ownership in each
province. (2) Based on the forecast results of vehicle ownership of each province, with which we
combined the annual average vehicle miles traveled and fuel consumption rate of different types of
vehicles, we measured China’s fuel demand of each province in 2035 and the substitution effect of
NEVs with three different substitution speeds on China’s oil demand.

3.1. Vehicle Ownership Projection

Previous studies show that there is obvious positive correlation between vehicle ownership rate
and GDP per capita, and the growth rate of vehicle ownership rate with GDP per capita growth is not
stable, but follows an S-shape upward trend [12–15]. The internal logic is as follows: When the income
level is very low, the increase in income for the residents will be preferentially spent on daily necessities.
As resident income rises, together with the social transportation infrastructure improved, the demand
for automobiles will rise rapidly because residents have extra money after solving the problem of food
and clothing. Then, the growth of vehicle ownership rate will slow down and gradually approach
saturation when resident income reaches a certain level and most residents have their traffic needs met.
Finally, at an extremely high income level, residents will not have a larger number of cars, but replace
the old cars with new ones when necessary.

The S-shape curves for demand forecasting can be fit using different models, such as the Bass
model, the Logistic model, and the Gompertz model. All three curve models indicate that as the
independent variable increases, the growth rate of the dependent variable first has an increasing
growth, and then slows down, and finally approaches a saturation level. The Bass model is usually
used to describe the diffusion trend of a technological innovation. The Logistic model is applicable to
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describe the life cycle of a consumer product, with a curve symmetrical about the inflexion point and
time as the independent variable. The Gompertz model has similar features to the Logistic model, with
excellent applicability and general characteristics of the growth curve. However, its corresponding
S-shape curve is asymmetrical about the inflection point, and the independent variable may not be
time. Compared with the Bass model and the Logistic model, the Gompertz model is more suitable
for the prediction of vehicle ownership rate. The existing research also verifies that. Based on the
historical data of vehicle ownership in the United Kingdom, Muraleedharakurup et al. [17] confirmed
that the Gompertz model is better than the Logistic model and the Bass model in terms of forecasting
future hybrid vehicle adaptation. Similarly, Huo and Wang [18] performed regression analysis using
data of vehicle sales and stocks in China. The results also showed that the Gompertz model fit best
among the three models.

 
Figure 1. Fuel demand forecasting framework.

We draw on and expand the Gompertz model established by Dargay and Gately [20] to forecast
the vehicle ownership of the 31 provinces of China in 2035. We assume that the relationship between
vehicle ownership rate and GDP per capita can be expressed as the following:

Yit = Mite−aie−biPGDPit (1)

where i and t denote province and time, respectively; Yit is the vehicle ownership rate (measured
in vehicles per 1000 people) of province i at time t; PGDPit is the real GDP per capita (measured in
GDP per 1000 people) of province i at time t; Mit is the saturation level of the vehicle ownership
rate (measured in vehicles per 1000 people) of province i at time t; ai and bi are two parameters to
be estimated that determine the shape or curvature of the function. (Let the second derivative of
Equation (1) be equal to 0, and we can get the per capita GDP and the exact year of each province at
the inflexion point.) This model takes into account the provincial differences both in the saturation
level of vehicle ownership and in the time required to reach the saturation level in China.
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Equation (1) can be mathematically transformed as:

ln(lnMi − lnYit) = ln ai − biPGDPit (2)

In order to predict the vehicle ownership rate of each province in 2035, we use the data of 31
provinces in the past 20 years to establish the regression model to estimate the parameters ai and bi .
The model is as follows:

yit = αi + βiPGDPit + εit (3)

where yit = ln(lnMi − lnYit) , αi = lnai , βi = −bi , i = 1, 2, . . . , 31 , t = 1, 2, . . . , 20 . The random
error term εit satisfies the assumption of independence, zero conditional mean, and homoscedasticity.
As it can be seen from Figure 3, most provinces in China have not yet reached the level of vehicle
saturation, so it is necessary to set Mit , the saturation level of vehicle ownership rate in each province.
Regarding the setting of Mit , there is no unified and standard method for that by now. Gu et al. [21]
divided China’s 31 provinces into three groups by their urbanization rate in 2007 and assigned different
saturation levels to different groups in their prediction of China’s vehicle ownership. Based on the
saturation level of the US vehicle ownership rate, Dargay et al. [22] used the data on urbanization
rates and population densities to adjust the saturation levels of different countries when predicting
the vehicle ownership in 45 countries around the world. According to the domestic and foreign
research results, GDP per capita, urbanization rate, and population density are important factors
affecting the growth of the vehicle ownership rate in a region [23,24]. Considering the heterogeneity of
different provinces in China, we estimate the saturation levels of the vehicle ownership rate in different
provinces separately. For province i , the saturation level of its vehicle ownership rate at year t can be
expressed as:

Mit = δ0 + δ1PGDPit + δ2Urbanit + δ3Densityit + eit (4)

In Equation (4), PGDPit represents the real GDP per 1000 people; Urbanit indicates the urbanization
rate; Densityit is the population density. Besides, δ0 , δ1 , δ2, and δ3 are parameters of the model; eit is
the error term. As PGDP , Urban , and Density change over time, the maximum potential value of the
vehicle ownership rate in each province also changes with time. The descriptions of model parameters
are shown in Table 1.

Table 1. Descriptions of model parameters.

Parameter Description Method Calculation

Mit
Saturation level of

vehicle ownership rate
Linear

prediction

(1) Estimate the parameters of Equation (4)
using the historical data of EU15;

(2) Calculate Mit with the predicted GDP per
capita, urbanization rate, and population
density of each province in 2035.

ai, bi

Parameters
determining the shape

or curvature of the
S-shape curve

Regression
Analysis

Perform regression analysis between the vehicle
ownership rate and the real GDP per capita using
provincial data over the years.

δ0 , δ1 , δ2 ,
δ3

Parameters
determining Mit

Regression
Analysis

Perform regression analysis between the vehicle
ownership rate and the real GDP per capita,
urbanization rate, and population density using
historical data of EU15 over the years.

It can be demonstrated from Equation (4) that the parameters ( δ0 , δ1 , δ2 , δ3 ) in the above
model must be obtained first to obtain the vehicle saturation level of each province in 2035. China’s
vehicle ownership rate has not yet reached the saturation level, and it is impossible to use China’s
historical data to estimate these parameters. This paper uses the historical data of EU15 to measure the
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parameters in the model. This is mainly for two reasons: Firstly, countries or regions to be chosen
must have already reached or approached the saturation level of vehicle ownership rate in order to
meet the requirements in Equation (4). Around the world, countries and regions with a high vehicle
ownership rate include countries in North America and some other developed countries in Europe.
As it can be seen from Figure 2, the vehicle ownership rate in EU15 is relatively stable between 2005
and 2015. Secondly, to more accurately estimate the saturation level of China’s vehicle ownership rate,
it is necessary to select countries and regions with similar population distribution and geographical
structure to China to minimize the error. The population density of the United States and Canada in
North America is far less than China, while EU15 are more similar to China in terms of population
distribution and regional structure. (In 2016, China, the United States, Canada, and EU15 had a
population density of 143.1 peo./km2, 35.3 peo./km2, 4 peo./km2, and 125.6 peo./km2 respectively.)
Therefore, we finally chose the historical data of EU15 to measure the parameters in Equation (4).
After determining the parameters in Equation (4), the predicted real GDP per capita (2010 RMB),
urbanization rate, and population density of each province in 2035 need to be estimated to obtain the
saturation level of vehicle ownership rate. This paper assumes that the total population and GDP per
capita of each province increases at the average annual growth rate between 2013 and 2016. The urban
population grows linearly at the average number between 2013 and 2016. The land area of each
province remains constant until 2035.

After determining the saturation level of the vehicle ownership rate of each province, we can
estimate the parameters ai and bi in the Gompertz model by the regression model, using the historical
data of the vehicle ownership rate and real GDP per capita (2010 RMB) of the 31 provinces from 1997
to 2016. After that, we can get the forecast results of the vehicle ownership rate of each province in
2035. On the basis of the forecast vehicle ownership rate, this paper assumes that the total population
of each province increases at the average growth rate between 2013 and 2016, and obtains the forecast
results of vehicle ownership in each province in 2035.

Figure 2. Annual vehicle ownership per 1000 people of EU15. Source: OICA.

In the vehicle ownership forecasting model, the data involved includes real GDP per capita of
each province, the vehicle ownership rate of each province, and the saturation level of the vehicle
ownership rate of each province. Among them, real GDP per capita of each province over the years
comes from the China Statistical Yearbook from 1996 to 2017, deflated by the CPI, with 2010 as the base
year. The vehicle ownership rate is the ratio of vehicle ownership to total population, from the China
Automotive Market Yearbook and the China Statistical Yearbook over the years, respectively.

In the setting of the saturation level of the vehicle ownership rate, the data involved includes
vehicle ownership, the real GDP per capita (2010 RMB), the urbanization rate, and the population
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density in EU15 and in the 31 provinces of China. Among them, the data of vehicle ownership in EU15
comes from the International Organization of Motor Vehicle Manufacturers (OICA). The real GDP
per capita (2010 RMB), urbanization rate, and population density are from the World Bank database.
The historical data of vehicle ownership, real GDP per capita (2010 RMB), urbanization rate, and
population density of the 31 provinces over the years are from the provincial statistical yearbooks.

3.2. Fuel Demand Projection

Fuel demand is determined by vehicle population, average miles traveled, and fuel consumption
rates [18]. Since the average mileage and fuel economy of different types of vehicles vary greatly, we
further categorize them into eight types. Fuel demand of each type can be expressed as follows:

FCit =
∑

j

(
Yijt ×VMTijt × FRijt × FD

)
(5)

where FCit is the fuel consumption of province i in the year t ; Yijt denotes the vehicle type j ownership
of province i in the year t , and Yit =

∑
j Yijt , in million; VMTijt is the annual miles traveled by vehicle

type j of province i in the year t , in kilometers; FRijt is the fuel consumption rate of vehicle type j of
province i in the year t , in L/100 km; FD indicates the density of the fossil fuel, and the unit is kg/L.

The National Bureau of Statistics divides vehicles into passenger vehicles and trucks. The passenger
vehicles are further divided into large passenger vehicles (LPVs), medium passenger vehicles (MPVs),
small passenger vehicles (SPVs), and mini cars (MCs). Trucks are further divided into heavy-duty
trucks (HDTs), medium-duty trucks (MDTs), light-duty trucks (LDTs), and mini trucks (MTs). Based
on the type of fuel consumed by vehicles, each type is subdivided into petrol ones and diesel ones.
Since the population of diesel vehicles in MTs and MCs, and gasoline vehicles in LPVs and HDTs is
extremely small, it is feasible in our calculation to assume that all mini vehicles consume gasoline and
all heavy vehicles consume diesel.

The number of each vehicle type in each province is determined both by the total vehicle population
in the province and by the proportion of the vehicle type. In the past three years, the proportion of
each type of automobile in China has changed little [2]. Therefore, we assume that the proportion of
each vehicle type in each province remains constant from 2015 to 2035. Y is predicted by the Gompertz
model; VMT and FR come from the Annual Report on Automobile Energy-saving in China (2015).
The statistics show that the average annual mileage of each type of vehicle changed little in recent
years [25,26]. Hence we assume that VMT for each vehicle type is constant until 2035. FR reduces by
the average speed between 2004 and 2014. FD is based on National VI Standard (the fifth phase of the
national gasoline and diesel national standard). Involved parameters above are summarized in Table 2.

Table 2. Model parameters: Vehicle type, mileage, and fuel economy.

Passenger Vehicles Trucks

LPVs MPVs SPVs MCs HDTs MDTs LDTs MTs

Fuel Type 1 diesel diesel petrol petrol diesel diesel diesel petrol
Proportion 2 0.01 0.01 0.83 0.02 0.03 0.01 0.08 0.00

VMT (km) 54,000 52,000 19,000 26,000 55,000 35,000 28,000 19,500
FR (L/100 km) 15.13 11.09 4.39 4.39 24.06 11.80 5.33 3.69

1 The fuel of automobiles is divided into gasoline and diesel. Currently, most SPVs, MCs, and MTs in China
consume gasoline, while LPVs and HDTs are mainly powered by diesel. Other types of vehicles are mixed with
gasoline-powered and diesel-powered. Since diesel enjoys an obvious advantage in cost, fuel efficiency, and
cleanliness, dieselization of trucks and large and medium passenger vehicles is increasingly obvious. Therefore, we
assume that SPVs, MCs, and MTs continue consuming gasoline in 2035, while other vehicles are fueled by diesel. 2

Vehicles other than passenger vehicles and trucks account for less than 1%, so this paper ignores other vehicles
when forecasting the total fuel demand.
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4. Results and Analysis

4.1. Vehicle Ownership

Figure 3 shows the changes in the vehicle ownership rate with GDP per capita in different
provinces of China. It does not take much to see that the trend of each province basically conforms to
our assumption of the S-shape curve, and most provinces in China have not met the inflexion points
where the growth begins to slow. Most provinces are still in a period of accelerated growth.

 

Figure 3. Vehicle ownership per 1000 people versus GDP per 1000 people in China for 1997–2016. Note:
GDP data of each province is deflated by the CPI, with 2010 as the base year. All the data here comes
from the China Statistical Yearbook (1998–2017).

Then, using the panel data of EU15, we establish a fixed effect model to estimate the parameters
in Equation (4). The regression results are displayed in Table 3. The t-value is in the parentheses. R2

is 0.846, and the model has a good fitting degree. The regression results show that GDP per capita
and population density have significant positive correlations with the vehicle ownership rate. That
is, the more developed the economy and the denser the population, the higher the saturation level
of the vehicle ownership rate. The coefficient of urbanization rate δ2 is significantly negative, which
means that the higher the level of urbanization, the lower the saturation level of the vehicle ownership
rate. That is probably because regions with higher urbanization levels are usually equipped with more
developed public transportation and more improved traffic infrastructure.

Table 3. Regression results of Equation (4).

Coefficient Result

δ1 0.003 *** (6.92)
δ2 −1.863 ** (−3.21)
δ3 0.115 ** (2.85)
δ0 584.672 *** (14.19)
R2 0.846
N 165

Note: t-values are shown in the parentheses; *** p < 0.01, ** p < 0.05.

After determining the parameters of Equation (4), we can estimate the saturation level of the
vehicle ownership rate Mit in each province. The estimation results are shown in the sixth column
of Table 4. On that basis, parameters in the Gompertz model (3) is estimated from the data of the
provincial vehicle ownership rate and the real GDP per capita (2010 RMB) between 1997 and 2016.
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Then, we forecast the vehicle ownership rate of each province in 2035 based on the estimate results
above. The regression results and forecast results are shown in Table 4 and Figure 4. Taking the
population growth in to consideration, the projection results of vehicle ownership in each province in
2035 are shown in Figure 5. In particular, for the three municipalities Beijing, Shanghai, and Tianjin,
the saturation level of the vehicle ownership rate is more affected by the government’s control policies.
The automobile purchase restriction policies of the three cities have greatly limited the growth of
vehicle ownership. It could be demonstrated in Figure 3 that the vehicle ownership rate of the three
cities has already entered a stage of decelerating growth in recent years. Therefore, our study assumes
that the annual increase of automobiles is equal to the number of new license plates. (In fact, the
purchase restriction policy is only for passenger cars. However, for the three economically developed
cities, more than 90% of the increase in vehicle ownership can be accounted for by the increase of
passenger cars. Therefore, the annual increase of automobiles can be approximately seen as the number
of new license plates.) According to the current purchase restriction policy, the total number of new
license plates in Shanghai and Tianjin is maintained at around 100,000 per year, and the number of car
license plates in Beijing has dropped from 150,000 to 100,000 per year since 2018. In our forecast, it is
assumed that the number of new license plates will remain at this level in the three municipalities in
the future.

Table 4. Provincial projections of saturation level and vehicle ownership per 1000 people in 2035.

Province Abbr. βi(×10−4) αi ai bi(×10−4) Saturation Inflexion 2035

Beijing BJ −1.15 *** 1.15 *** 3.17 1.15 765 2016 288
Tianjin TJ −0.88 *** 1.26 *** 3.52 0.88 803 2029 204
Hebei HE −3.16 *** 1.63 *** 5.12 3.16 635 2037 220
Shanxi SX −3.13 *** 1.53 *** 4.60 3.13 613 2051 159

Inner Mongolia IM −1.67 *** 1.44 *** 4.22 1.67 586 2038 204
Liaoning LN −1.74 *** 1.47 *** 4.36 1.74 617 2040 183

Jilin JL −2.10 *** 1.50 *** 4.50 2.10 600 2029 297
Heilongjiang HL −2.69 *** 1.61 *** 5.00 2.69 592 2057 131

Shanghai SH −0.79 *** 1.55 *** 4.71 0.79 1030 2026 209
Jiangsu JS −1.65 *** 1.67 *** 5.32 1.65 674 2019 654

Zhejiang ZJ −2.22 *** 1.73 *** 5.61 2.22 652 2017 612
Anhui AH −3.00 *** 1.69 *** 5.43 3.00 644 2026 459
Fujian FJ −1.93 *** 1.68 *** 5.37 1.93 627 2021 589
Jiangxi JX −2.92 *** 1.71 *** 5.55 2.92 619 2025 474

Shandong SD −2.18 *** 1.65 *** 5.22 2.18 667 2022 519
Henan HA −2.96 *** 1.68 *** 5.38 2.96 655 2024 512
Hubei HB −2.01 *** 1.60 *** 4.96 2.01 624 2023 548
Hunan HN −2.37 *** 1.66 *** 5.26 2.37 626 2026 459

Guangdong GD −1.75 *** 1.54 *** 4.66 1.75 671 2022 578
Guangxi GX −3.04 *** 1.69 *** 5.41 3.04 611 2026 427
Hainan HI −2.56 *** 1.57 *** 4.81 2.56 618 2025 455

Chongqing CQ −2.06 *** 1.61 *** 5.00 2.06 634 2021 621
Sichuan SC −3.31 *** 1.69 *** 5.42 3.31 606 2024 352
Guizhou GZ −3.67 *** 1.62 *** 5.03 3.67 609 2020 503

Tibet XZ −3.24 *** 1.43 *** 4.20 3.24 585 2021 558
Shaanxi SN −2.41 *** 1.55 *** 4.73 2.41 607 2026 354
Gansu GS −4.15 *** 1.69 *** 5.40 4.15 591 2041 173

Qinghai QH −2.87 *** 1.50 *** 4.46 2.87 585 2025 352
Ningxia NX −2.97 *** 1.52 *** 4.59 2.97 598 2022 424
Xinjiang XJ −2.87 *** 1.50 *** 4.50 2.87 586 2069 142
Yunnan YN −3.85 *** 1.54 *** 4.68 3.85 600 2024 435

China CHN −2.49 *** 1.60 *** 4.95 2.49 602 2023 436

Note: *** p < 0.01.
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Figure 4. Provincial projections of vehicle ownership per 1000 people in 2035.

Figure 5. Provincial projections of vehicle ownership in 2035.

According to the results of regression and prediction, we can find that: (i) The two parameters a
and b in the Gompertz model are positive. Combined with Equations (2)–(4), it can be concluded that
with the growth of GDP per capita, its positive marginal effect on vehicle ownership rate will increase
first and then decrease. That is, as GDP per capita rises, the willingness of residents to increase the
proportion of their income for automobile purchase will increase firstly and then gradually decrease,
but it will still be positive. Besides, the larger b is, the smaller GDP per capita, corresponding to
the saturation level. (ii) Overall, the growth rate of China’s vehicle ownership rate will arrive at the
inflection point in 2023, which means that the growth of China’s vehicle ownership rate with GDP
per capita will slow down after 2023. In addition, except a few provinces such as Xinjiang, most
provinces in China will meet their inflexion points between 2020 and 2029. In other words, the vehicle
ownership rate in most provinces will be growing at a slower pace in 2035. (iii) The average vehicle
ownership rate of China in 2035 will be 436 vehicles per thousand people, which is nearly three times
the number of 118 vehicles per thousand people in 2015, with an average annual growth rate of 6.7%.
At the same time, the provincial differences in the vehicle ownership rate will continue to increase in
the future. In 2035, Jiangsu, Chongqing, and Zhejiang will have the highest vehicle ownership rates,
with 654, 621, and 612 vehicles per thousand people, respectively. Rapid growth is inseparable from
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the economic development and urban construction in these regions. While in Beijing and Shanghai,
where the economy is also very developed, their vehicle ownership rates have gradually approached
to saturation and grown with a narrow range due to the policy control. Heilongjiang, Xinjiang, and
Shanxi, the three provinces with the lowest vehicle ownership rate, will have only 131, 142, and 159
vehicles per thousand people in 2035. The low growth in these regions is mainly affected by their
geographical location and stagnant economic growth. (iv) Taking the total population into account, the
total number of vehicle ownership in China will reach 667 million in 2035, which is about three times
higher than the number of 163 million in 2015, with an average annual growth of 7.3%. Driven by
population or economy, Guangdong, Shandong, and Jiangsu will become the three provinces with
the highest vehicle ownership in China. Their vehicle ownership will reach 78.26, 59.23, and 48.84
million, respectively. While the least three provinces, Qinghai, Tibet, and Ningxia will have only 2.46,
2.68, and 3.49 million vehicles, respectively. At the same time, it can be easily found from Figure 5 that
Guangdong, Shandong, and Jiangsu, which have great potential for development, will be the main
driving forces for China’s automobile growth in the future. Part of that is because of the restriction
policy over the extremely densely populated areas, especially in Beijing and Shanghai.

4.2. Fuel Demand

On the basis of the forecast results of vehicle ownership of each province, we take into account
factors including the proportion of different vehicle types, annual average mileage, fuel consumption
rate, etc., and we get the forecast results of fuel consumption in each province in 2035 (Table 5). It can
be seen from the forecast results that: (1) The total national automobile fuel demand is estimated
to be 746.69 Mt (gasoline and diesel) in 2035, which is two times higher than the number of 230 Mt
in 2015, with an average annual growth of 5.7%. (2) Guangdong, Henan, and Shandong are the
three provinces with the highest demand for automobile fuel, which are 76.76, 64.91, and 63.95 Mt
respectively. Compared with the previous results of vehicle ownership in each province, we can find
that the ranking of vehicle ownership among the provinces is not exactly the same as the ranking of fuel
demand. This can be explained by the different structure of vehicle stock in each province. Take Henan
Province as an example: Henan has a lower vehicle ownership than Jiangsu and Shandong, but it has
a larger number of trucks than the other two provinces. The higher fuel consumption rate of trucks
increases the demand for automobile fuel in Henan Province (Figure 6). (3) Examining the percentage
of gasoline and diesel demand in different provinces (Figure 7), we can come to the conclusion that
more-developed regions usually have a higher demand for gasoline, while diesel often accounts for
a higher proportion in less-developed regions. In economically underdeveloped regions like Tibet,
Ningxia, and Xinjiang, where industry has a greater role in driving regional economic development,
residents have lower demand for passenger cars because of their lower incomes. Thus, there are more
trucks usually fueled by diesel in these regions. While in those relatively developed provinces, such
as Zhejiang, Beijing, and Guangdong, the regional economy is more driven by the service industry.
Therefore, the demand for passenger vehicles—especially cars—is much higher and the demand for
gasoline is greater in these regions.

Table 5. Provincial projections of fuel consumption structure in 2035.

Province
Vehicle

Ownership
(million)

Fuel
Demand
(Mtoe)

Fuel
Demand

(Mt)
Diesel Gasoline

Passenger
Vehicles

Trucks

Guangdong 78.26 70.35 76.76 34.40 42.36 50.05 26.71
Henan 52.83 60.33 64.91 36.61 28.30 31.93 32.98

Shandong 59.23 58.87 63.95 31.03 32.92 36.29 27.66
Jiangsu 54.85 52.38 57.13 25.82 31.30 35.64 21.49
Anhui 33.78 45.11 48.07 31.00 17.07 19.98 28.09
Hubei 35.40 37.37 40.33 21.79 18.53 22.25 18.07
Hunan 35.42 35.50 38.44 19.66 18.78 22.61 15.83
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Table 5. Cont.

Province
Vehicle

Ownership
(million)

Fuel
Demand
(Mtoe)

Fuel
Demand

(Mt)
Diesel Gasoline

Passenger
Vehicles

Trucks

Sichuan 32.79 32.21 34.98 17.00 17.98 20.54 14.44
Jiangxi 23.99 30.09 32.54 20.43 12.11 13.94 18.60

Zhejiang 38.00 30.47 33.20 11.81 21.39 23.47 9.73
Guangxi 24.19 26.99 29.02 16.51 12.51 14.53 14.49

Fujian 26.93 25.82 28.00 13.91 14.09 16.30 11.71
Chongqing 22.31 24.12 26.00 14.21 11.79 13.93 12.07

Yunnan 23.24 22.70 24.58 12.60 11.98 13.44 11.13
Hebei 18.48 21.01 22.63 12.60 10.02 10.82 11.80

Guizhou 19.66 19.95 21.53 11.56 9.97 11.73 9.80
Shaanxi 14.65 15.04 16.29 8.31 7.98 9.08 7.21
Liaoning 7.87 9.07 9.75 5.63 4.11 5.10 4.65

Jilin 7.79 8.75 9.42 5.25 4.17 4.98 4.44
Shanxi 6.39 7.25 7.81 4.30 3.51 3.86 3.95

Xinjiang 4.90 6.40 6.82 4.45 2.37 2.93 3.89
Beijing 7.44 6.19 6.81 2.58 4.23 5.33 1.48
Tibet 2.68 6.10 6.45 5.65 0.80 3.61 2.84

Heilongjiang 4.68 6.22 6.51 4.14 2.37 2.94 3.57
Inner Mongolia 5.45 5.69 6.15 3.21 2.94 3.25 2.90

Shanghai 5.13 5.38 5.82 2.99 2.83 3.66 2.15
Gansu 4.83 5.30 5.66 3.57 2.08 2.50 3.16

Ningxia 3.49 4.54 4.84 3.23 1.62 1.91 2.93
Hainan 4.86 4.56 4.93 2.43 2.49 3.18 1.75
Tianjin 4.64 4.10 4.49 1.92 2.57 2.98 1.51

Qinghai 2.46 2.67 2.87 1.64 1.22 1.46 1.41

China 666.61 690.51 746.69 390.28 356.41 414.23 332.45

Figure 6. Provincial projections of fuel consumption in 2035.

We compare the results of this paper with other research results, as shown in Table 6. The listed
studies have predicted the future vehicle ownership and fuel consumption in China. By comparing
the results, we can see that our forecast results are at the middle level. In particular, compared with
the study by Wu et al. [12], which also used the Gompertz model to predict the number of vehicle
ownership, the prediction result of this paper is higher than theirs, which may be due to fact that
Wu et al. [12] set the saturation level of vehicle ownership rate for China directly in their study, while
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we set the saturation level of vehicle ownership rate in each province separately. In comparison with
the study by Peng et al. [16], which also established a bottom-up model and forecast the vehicle
ownership provincially, our prediction results are slightly higher. There could be two reasons: Firstly,
in the setting of the saturation level of the vehicle ownership rate, Peng et al. [16] referred to the
saturation level of France, and set the saturation level of the provinces unlimited to the purchase
restriction policies to 376 vehicles per thousand people, while the limited provinces were uniformly
set to 250 vehicles per thousand people. In our study, we comprehensively considered the provincial
differences in economic status, population distribution, regional structure, and restriction policies, and
then reasonably measured the saturation level of the vehicle ownership rate in each province. Secondly,
Peng et al. [16] set the fuel consumption rate and the annual miles traveled by different vehicle types of
each province separately when establishing the bottom-up model. The refinement of these indicators
placed more emphasis on the influence of other factors, such as technological progress on fuel demand,
thus leading to a lower forecast result.

Figure 7. Provincial projections of gasoline and diesel consumption in 2035.

Table 6. Comparisons of projections of the fuel demand in China.

Source Year Projected
Vehicle Ownership

(Million)
Fuel Demand

(Mtoe)
Research

Level

Zhang et al. [10] 2030 867 600–992 National
Wang et al. [11] 2050 609–626 636 National
Wu et al. [12] 2050 300–463 380–586 National

Peng et al. [16] 2030 478 461–480 Provincial

Our study 2035 667 518–691 Provincial

4.3. Impact of Fossil Fuel Vehicle Exit on the Oil Demand

So far, we have not taken into account the substitution effects of NEVs, and we are going to
consider that in this part. According to the statistics of the Ministry of Public Security, there were
1.53 million NEVs at the end of 2017, accounting for only 0.7% of the total number of vehicles.

However, with the continuous advancement of NEV technology, the percentage of NEVs
represented by electric vehicles will continue growing before the exit timeline of fossil fuel vehicles is
officially launched in China, thus making the total fuel demand lower than we predicted before [10].
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Regarding the prediction of the percentage of NEVs, domestic and foreign researchers have
not reached an agreement. Bloomberg [27] and ExxonMobil [28] predicted the proportion of NEVs
worldwide in 2040, and their predictions were similar with 33% and 35%, respectively. As for the
proportion of China’s NEVs, MIIT [29] proposed the goal that NEVs should make up 10% of all the
automobiles in China by 2020. What is more, according to the International Energy Agency [30],
China’s NEVs will account for 25% of total vehicles by 2035.

Based on the research above, this paper calculates provincial fuel demand of Chinese vehicles in
2035, considering the substitution of NEVs. The substitution speeds in different provinces may vary
because of their different policy restrictions and state of supporting facilities. Taking these provincial
differences into account, we made a hierarchical cluster analysis and divided the 31 provinces of
China into three groups. In our study, four indicators were selected to reflect provincial differences
in the two aspects we mentioned above (Table 7). For the hierarchical cluster analysis, the method of
Ward [31] was selected because it outperforms other hierarchical cluster methods when outliers are
absent. Some researches on regional cluster analysis also demonstrate that Ward’s method gives the
best interpretative solution [32,33]. To eliminate the effects of different scales, we standardized the
four variables when making the cluster analysis. The dendrogram shows that the 31 provinces can be
grouped into three clusters. Related information of the three groups is summarized in Table 8. It shows
the mean values of the indicators in each cluster. It does not take much to see that clusters 1 and 2 are
more densely populated, more urbanized, and more economically developed provinces, which means
the local government is more capable of providing supporting facilities of NEVs, thus promoting the
growth of NEVs. Compared with cluster 2, cluster 1 includes regions with much more dense population,
with an average projected population density of 1206.4 people per square kilometer in 2035, which is
two times more than that of cluster 2. More dense population will surely boost the growth of NEVs.

Therefore, in our study, we assume three different substitution speeds for the three clusters.
The percentage of NEVs in 2035 will account for 25%, 15%. and 5% for clusters 1, 2, and 3, respectively.
The results are shown in Table 9. Under the substitution scenario, China’s automobile fuel demand
in 2035 will be 652.58 Mt. The fuel demand for clusters 1, 2, and 3 will be 132.13, 183.10, and 337.35
respectively. Besides, it is also shown in Table 9 that the average fuel demand for each province in
cluster 2 is much higher than two other clusters, which points out a feasible direction for future fuel
demand control.

Compared to that without substitution, the fuel demand in China in 2035 can be reduced by 94.11
Mt, which is equivalent to 26.3% of China’s net oil imports in 2016. This proportion will further expand
as the speed of fuel vehicle exit increases. Therefore, the exit of fossil fuel vehicles will greatly reduce
China’s foreign oil dependency and thus ensure China’s energy security.

Table 7. Indicators for cluster analysis.

Interpretation Indicator

Policy Restrictions Policy (D = 1 if restricted policy is implemented, and D = 0 if not)

State of supporting facilities
Population density

Urban rate
GDP per capita

Table 8. Summary of clusters.

Cluster Province N
Density

(peo./km2)
Urbanity

PerGDP (2010
RMB yuan)

Policy

1 BJ, TJ, HE, ZJ, GD, HI, GZ, SH 8 1206.4 82.59% 179,281.4 1
2 JS, FJ, SD, HB, CQ 5 531.35 83.19% 213,693.8 0

3
SX, IM, LN, JL, HL, AH, JX,

HA, HN, GX, SC, XZ, SN, GS,
QH, NX, XJ, YN

18 199.22 71.26% 73,064.7 0
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Table 9. Fuel demand with different substitution speeds.

Scenario

Fossil Fuel
Vehicle

Ownership
(million)

Fuel
Demand
(Mtoe)

Fuel
Demand

(Mt)
Diesel Gasoline

Passenger
Vehicles

Trucks

Baseline 666.61 690.51 746.69 390.28 356.41 414.23 332.46

CHN 578.12 603.81 652.58 344.03 308.55 358.83 293.75

Cluster 1
Total 132.35 121.21 132.13 60.23 71.90 83.42 48.71
Mean 16.54 15.15 16.52 7.53 8.99 10.43 6.09

Cluster 2 Total Mean
168.91 168.77 183.10 90.75 92.34 105.75 77.35
33.78 33.75 36.62 18.15 18.47 21.15 15.47

Cluster 3 Total Mean
276.86 313.83 337.35 193.04 144.30 169.66 167.69
15.38 17.44 18.74 10.72 8.02 9.43 9.32

5. Robustness Analysis of Different Substitution Speeds

We calculated automobile fuel demand in 2035 under three scenarios with slow, medium, and fast
substitution speeds. Assuming that under the three scenarios, the proportion of NEVs for provinces in
Cluster 1, 2, and 3 in 2035 is (25%, 15%, 5%), (30%, 20%, 10%), (35%, 25%, 15%), respectively. The results
are shown in Table 10 and Figure 8. Under the three scenarios, China’s automobile fuel demand in
2035 will be 653, 615, and 576 million tons, respectively. Compared go the case without considering
replacement, the total amount of gasoline and diesel can be reduced by 94, 132, and 169 million tons,
respectively, which is equivalent to 118, 165, and 211 million tons of crude oil assuming 80% of the
refined oil extraction ratio. The amount is about 32.9%, 46.1%, and 59.0% of China’s net crude oil
imports in 2016, respectively. The robustness analysis shows that China’s fuel demand will decrease
more under faster NEV substitution speeds, which is likely to happen when government implement
more favorable policies for NEVs and stricter policies for fossil fuel vehicles.

Table 10. Fuel vehicles and fuel demand under different substitution scenarios.

Scenario
Vehicle Ownership

(Million)
Fuel Demand (Mt)

Baseline 666.61 747

Slow

CHN 578.12 653

Cluster 1—25%
Total 132.35 132
Mean 16.54 17

Cluster 2—15%
Total 168.91 183
Mean 33.78 37

Cluster 3—5%
Total 276.86 337
Mean 15.38 19

Medium

CHN 544.78 615

Cluster 1—30%
Total 123.52 123
Mean 15.44 15

Cluster 2—20%
Total 158.97 172
Mean 31.79 34

Cluster 3—10%
Total 262.29 320
Mean 14.57 18

Fast

CHN 511.45 578

Cluster 1—35%
Total 114.70 115
Mean 14.34 14

Cluster 2—25%
Total 149.04 162
Mean 29.81 32

Cluster 3—15%
Total 247.72 302
Mean 13.76 17
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Figure 8. Fuel demand under different substitution scenarios (hundred million tons).

6. Conclusions

Vehicle ownership is one of the most important factors in determining fuel demand. As China’s
vehicle ownership is still in a period of rapid growth and has not reached saturation, detailed and
appropriate forecast of China’s vehicle ownership is necessary for the accurate prediction of oil demand
in China. Our analysis shows that the relationship between the vehicle ownership rate and real
GDP per capita in China conforms to the S-shape trend. Currently, most provinces are at a stage of
accelerated growth. According to our results, there are gaps between the saturation levels of vehicle
ownership rate among provinces, but they are acceptable compared to the time difference among
provinces to reach the inflexion points. In 2035, the predicted vehicle ownership rate of each province
will also be quite different, among which the top three highest vehicle ownership rates will be 654, 621,
and 612 vehicles per thousand in Jiangsu, Chongqing, and Zhejiang, respectively. Besides, the total
vehicle ownership of China will reach 667 million in 2035. And the top three provinces with the most
vehicle ownership will be Guangdong, Shandong, and Jiangsu, with 78.26, 59.23, and 51.84 million
vehicles, respectively. Without considering the impact of NEVs substitution, the total fuel demand
of China’s automobiles is expected to be 746.69 Mt in 2035. Guangdong, Henan, and Shandong will
be the three provinces with the most demand for automobile fuel, which will be 76.76, 64.91, and
63.95 Mt respectively. Taking the substitution effects of NEVs into consideration, China’s automobile
fuel demand in 2035 will be 652.58 Mt, and the amount replaced by NEVs will be 94.11 Mt, which is
equivalent to 26.3% of China’s net oil imports in 2016.

The study contributes to the literature by using a detailed bottom-up prediction model with
consideration of provincial heterogeneity in China, which helps generate more accurate forecast results.
Different from previous studies which assume homogenous saturation levels of each province, we take
into account the provincial differences and relate the growth pattern with provincial population density,
urbanization rate, and economic development. For a country like China with vast regional disparity,
this analysis can help policy makers formulate and implement more targeted and effective policies.
Furthermore, the method can be applied to other countries or regions with dramatic heterogeneity.

The paper also has important policy implications. It can be inferred from our prediction results
that the amount of oil saved by fossil fuel vehicle exit is huge. According to the forecast of IEA [30],
China’s net crude oil imports will reach the peak in 2040, with the net import of 13 million barrels,
about 678 Mt per day, which is equivalent to 542 Mt of refined oil, assuming 80% of the extraction
ratio. (The refined oil is produced by an industrial process plant where crude oil is transformed and
refined into more useful products such as gasoline, kerosene, diesel, and other alternative fuels, such
as ethanol gasoline and biodiesel, that meet the national product quality standards and have the same
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use, according to Article 4 of the Refined Oil Measures (No. 23, 2006, Ministry of Commerce of the
People’s Republic of China.)) Therefore, the exit of fossil fuel vehicles will greatly reduce China’s
foreign oil dependency, thus ensuring China’s energy security.

It should be pointed out that we assume the future fuel economy in China will improve at the
average rate between 2004 and 2014 in our study, which makes it possible that accelerated technological
progress may result in a lower actual fuel demand than our forecast. In addition, this paper does not
discuss the possible future changes in people’s vehicle purchase behavior. If great progress is made
in the technology, price, and supporting facilities of NEVs, or if new restrictive policies of fossil fuel
vehicles are introduced, such as car purchase restriction and subsidies for NEVs, the proportion of
NEVs will not be negligible any more, and the growth of automobile fuel demand in the future will
also be lower than our forecast results.

Based on our conclusions above, we propose the following two suggestions:
Firstly, according to the forecast results, China’s automobile fuel demand will continue growing

at an accelerated speed in the future if there is no control, thus exacerbating China’s environmental
problems and raising its dependency on foreign oil. In order to overcome such a situation, relevant
policies can be introduced to address the petroleum safety problems that may arise from the excessive
growth of vehicle ownership. Such policies may proceed from the perspective of promoting the
adjustment of automobile stock and fuel structure, and the improvement of fuel economy.

Secondly, corresponding policies should be developed considering the provincial differences.
As it has been demonstrated above, Guangdong, Henan, Shandong, and some other provinces will be
the main driving forces for China’s automobile fuel demand growth in the future. These provinces are
usually regions with rapid economic growth and large population base. Therefore, more focus ought
to be put on these regions to effectively alleviate the rapid growth of automobile fuel demand in China.
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