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Fluid flow and heat transfer processes play an important role in many areas of science and
engineering from the planetary scale (e.g., influencing weather and climate) to microscopic scales of
enhancing heat transfer by the use of nanofluids; they also underpin the performance of many energy
systems understood in the broadest possible sense. This topical special issue is dedicated to the recent
advances in this very broad field. The main criteria for paper acceptance were academic excellence,
originality and novelty of applications, methods or fundamental findings. All types of research
approaches were equally acceptable: experimental, theoretical, computational, and their mixtures;
the papers could be both of fundamental or applied nature, including industrial case studies. With such
a wide brief, it was naturally very difficult to define a finite list of relevant disciplines. However,
it was broadly anticipated that the authorship and ultimate readership would come from the fields of
mechanical, aerospace, chemical, process and petroleum, energy, earth, civil and flow instrumentation
engineering, but equally biological and medical sciences, as well as physics and mathematics; that is,
everywhere where “fluid flow and heat transfer” phenomena may play an important role or be
a subject of worthy research pursuits. Cross-disciplinary research and development studies were also
most welcomed.

The response to this special issue invitation was very impressive. We received 85 manuscripts.
A strict refereeing process adopted by the editorial team of Energies meant that only 25 papers made it
to the final special issue. Also, in the process, some papers were judged not suitable for the special
issue, but generally of suitable standard for the regular issues of Energies and those were transferred
over to alternative editors and subsequently published elsewhere. Publishing this special issue was of
course a team effort, and thanks are due to all involved, in particular a group of reviewers who have to
remain anonymous, my colleagues from the editorial board of Energies and the tireless editorial team
led by Ms. Julyn Li, without whom the special issue would have never succeeded.

For obvious reasons, the range of topics covered by the papers is very diverse. However, to help bring
an order to this motley collection of works, I have attempted to identify a few main themes in which the
contributions were made. These are listed below, the ultimate one being named “Miscellaneous Problems”
as a reflection of my futile attempts to associate these papers with other themes. This is by no means
a reflection on the academic excellence present in these papers.

The first theme can be arbitrarily defined as “Turbomachinery and boundary layer flow” to
include the following works:

• “Analysis of Different POD Processing Methods for SPIV-Measurements in Compressor Cascade
Tip Leakage Flow” by Shi et al. [1];

• “Unsteadiness of Tip Leakage Flow in the Detached-Eddy Simulation on a Transonic Rotor with
Vortex Breakdown Phenomenon” by Su et al. [2];

• “Effect of Rotor Thrust on the Average Tower Drag of Downwind Turbines” by Yoshida et al. [3];
• “POD Analysis of Entropy Generation in a Laminar Separation Boundary Layer” by Jin and Ma [4];
• “Experimental Investigation of Flow-Induced Motion and Energy Conversion of a T-Section

Prism” by Shao et al. [5].

Energies 2019, 12, 3044; doi:10.3390/en12163044 www.mdpi.com/journal/energies1
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Here, the traditional “turbomachinery” topic has been widened to include the aerodynamics of
wind turbines [3]. Usually turbomachinery incorporates boundary layer flows and boundary layer
separation processes which was the logic behind grouping paper [4] under this heading. The last paper
deals with flow-induced motion for harvesting of flow energy [5] which is related to vortex induced
vibrations and hence its loose association with boundary layer flows and separation.

The second theme is defined as “Heat transfer and heat exchangers”. This is relatively
self-explanatory and includes a mix of numerical and experimental works of both fundamental
and applied nature in heat transfer and design of heat exchangers. The contributions are as follows:

• “Flow Structure and Heat Transfer of Jet Impingement on a Rib-Roughened Flat Plate” by Alenezi
et al. [6];

• “Numerical Study on Thermal Hydraulic Performance of Supercritical LNG in Zigzag-Type
Channel PCHEs“ by Zhao et al. [7];

• “A Machine Learning Approach to Correlation Development Applied to Fin-Tube Bundle Heat
Exchangers” by Lindqvist et al. [8];

• “A Numerical Study on the Light-Weight Design of PTC Heater for an Electric Vehicle Heating
System” by Kang et al. [9];

• “Unsteady Simulation of a Full-Scale CANDU-6 Moderator with OpenFOAM” by Kim et al. [10].

The third group of contributions fits rather well the traditional field of multiphase flows,
specifically “Two-phase flow” (gas–liquid), due to the type of problems considered in the papers.
The contributions included:

• “Visualization Study on Thermo-Hydrodynamic Behaviors of a Flat Two-Phase Thermosyphon”
by Wang et al. [11];

• “Gas–Liquid Two-Phase Upward Flow through a Vertical Pipe: Influence of Pressure Drop on the
Measurement of Fluid Flow Rate” by Ganat et al. [12];

• “Investigation on the Handling Ability of Centrifugal Pumps under Air–Water Two-Phase Inflow:
Model and Experimental Validation” by Si et al. [13].

The fourth theme of research that emerged can be referred to as “Flow with micro- and nano-scale

features”. This includes the following papers:

• “Resonant Pulsing Frequency Effect for Much Smaller Bubble Formation with Fluidic Oscillation”
by Desai et al. [14];

• “Bubble Size and Bubble Concentration of a Microbubble Pump with Respect to Operating
Conditions” by Jeon et al. [15];

• “Spherical Shaped (Ag–Fe3O4/H2O) Hybrid Nanofluid Flow Squeezed between Two Riga Plates
with Nonlinear Thermal Radiation and Chemical Reaction Effects” by Ahmed et al. [16]

• “Numerical Study of the Magnetic Field Effect on Ferromagnetic Fluid Flow and Heat Transfer in
a Square Porous Cavity” by El-Amin et al. [17];

• “Experimental Study of Particle Deposition on Surface at Different Mainstream Velocity and
Temperature” by Zhang et al. [18].

There are two papers dealing with microbubbles present in the flow [14,15], a nanofluids
application [16], ferromagnetic fluid behaviour [17] and a particle deposition problem [18].

The fifth grouping includes only two papers. It is referred to as “Waste heat recovery”. It is
clearly an important and growing field in energy research, especially in the context of climate change
and efficiency drives in manufacturing industries to reduce carbon emissions. The two contributions
to this special issue include:

• “DevelopmentandAssessmentofTwo-StageThermoacousticElectricityGenerator”by Hamood et al. [19];
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• “Investigation of the Concepts to Increase the Dew Point Temperature for Thermal Energy
Recovery from Flue Gas, Using Aspen®” by Fedorova et al. [20].

Finally, the last grouping brings together “Miscellaneous problems”, purely on the basis that the
works submitted are within relatively niche fields that include a single paper each in this special issue.
The papers are devoted to fire spreading [21], pyrolysis [22], lubrication [23], water hammer effect [24]
and a refined method of calculating friction losses in pipes [25].

• “Experimental Study on the Fire-Spreading Characteristics and Heat Release Rates of Burning
Vehicles Using a Large-Scale Calorimeter” by Park et al. [21];

• “Macro and Meso Characteristics of In-Situ Oil Shale Pyrolysis Using Superheated Steam”
by Wang et al. [22];

• “A Numerical Study on Influence of Temperature on Lubricant Film Characteristics of the
Piston/Cylinder Interface in Axial Piston Pumps” by Song et al. [23]

• “Investigation on Water Hammer Control of Centrifugal Pumps in Water Supply Pipeline Systems”
by Wan et al. [24];

• “One-Log Call Iterative Solution of the Colebrook Equation for Flow Friction Based on Padé
Polynomials” by Praks and Brkić [25].

The guest editor and the editorial team of Energies hope that the readership will find the selection
of articles presented here a useful contribution to the broad field of fluid flow and heat transfer in the
context of energy systems.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Though the proper orthogonal decomposition (POD) method has been widely adopted in
flow analysis, few publications have systematically studied the influence of different POD processing
methods on the POD results. This paper investigates the effects of different decomposition regions
and decomposition dimensionalities on POD decomposition and reconstruction concerning the tip
flow in the compressor cascade. Stereoscopic particle image velocimetry (SPIV) measurements in
the blade channel are addressed to obtain the original flow field. Through vortex core identification,
development of the tip leakage vortex along the chord is described. Afterwards, each plane is
energetically decomposed by POD. Using the identified vortex core center as the geometric center, the
effects of different decomposition regions with respect to the vortex core are analyzed. Furthermore,
the effects of different single velocity-components as well as their combination are compared. The
effect of different decomposition regions on the mode 1 energy fraction mainly impacts the streamwise
velocity component. Though the addition of W velocity component in the decomposition does change
the spatial structures of high-order modes, it does not change the dynamic results of reconstruction
using a finite number of POD modes. UV global analysis is better for capturing the kinetic physics of
the tip leakage vortex (TLV) wandering.

Keywords: POD; tip leakage flow; decomposition region; decomposition dimensionalities; vortex
identification; SPIV

1. Introduction

The efficiency, the pressure rise and the stable operating range are three prominent parameters
for energy and power machinery, such as axial fans and compressors. The tip leakage flow (TLF),
driven by the pressure difference between the pressure side and suction side of the blade in the tip
region, plays a significant role in all three parameters mentioned above [1–3]. In recent years, the TLF,
especially the tip leakage vortex (TLV), has been found to be an inherently unsteady flow phenomenon,
with several distinct unsteady behaviors, including vortex wandering [4], vortex splitting [5,6] and
vortex breakdown [7,8]. Previous studies showed that these unsteady behaviors not only have
profound effects on the TLF mean characteristics, but also a close connection with some important flow
phenomena such as rotating stall [9,10], rotating instability [11], oscillations of the TLV [12] and vortex
shedding. Therefore, it is necessary to study the unsteady behaviors of the TLV to obtain a thorough
knowledge of it.

Stereoscopic particle image velocimetry (SPIV) has been extensively employed to investigate the
characteristics of the TLV for its ability to capture an instantaneous snapshot of tip flow structures at
various scales [5,8,13,14]. Additionally, multiple averaging methods are also applied, among which
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the time-averaged method is frequently used. Several stochastic and deterministic characteristics
of the TLV have been obtained through this method and statistics analysis [8,13,15]. Besides the
simple averaging (ensemble averaging), some researchers employed a triple decomposition to extract
the coherent wandering motion from the SPIV data [16]. Through this method, the TLV cores are
collocated by linearly shifting the instantaneous core positions to the mean vortex core. This method
was concluded to be superior to the simple averaging and recommended to analyze the characteristics
of a concentrated vortex [17]. Oweis and Ceccio [14] used a vortex reconstruction method in which
ideal Gaussian vortices were fitted to multiple vortices. As a result, they could reduce the effect
of primary vortex wandering and reveal changes in flow variability that are masked by the vortex
wandering process. However, the TLF is characterized by large-scale vortex and small-scale turbulence
motion together. Many important information of unsteady flow behaviors associated with scale may
be ignored using these averaging methods as a result.

The proper orthogonal decomposition (POD) method can decompose the examined flow field
into orthogonal modes in space and identify the dominant mode based on energy rank [18,19]. It has
been widely applied to both experimental and numerical data to identify some coherent structures,
such as impeller flow [20], cylinder engine flow [21], wind turbine wake [22] and Jet and vortex
actuator-induced flow [23]. Based on optimizing the mean square of the field variable, the POD
method can extract flow structures of different scales. It is a promising key technique to analyze
the flow structure, the kinematic and dynamic characteristics of the TLV in different length scales
and energy levels. Unfortunately, there is a lack of use of the POD method to analyze the unsteady
tip leakage flow. Recently, Li [24] introduced the POD method in turbine tip leakage flow analysis.
Using the POD method, dominant flow modes governing the unsteady evolution in the tip region are
successfully obtained. It is concluded that the POD method with advanced simulation approach can
bring an interesting view of what can be done to better understand the leakage flow. Since the rapid
development of numerical simulation and experimental techniques, the POD method is providing a
new perspective about the tip flow physics.

However, spatial modes and energy distribution can in practice be obtained by different POD
processing methods, such as using different decomposition dimensionalities [25,26] or different
decomposition regions [27]. In the tip region, the streamwise velocity component is much stronger
than the velocity components in the secondary flow direction. The TLV and wall boundary layer
would introduce velocity deficits as well. Thus, the velocity and kinetic energy deviation would
be quite diverse in different regions and different directions. This inevitably leads to different POD
decomposition and reconstruction results using different decomposition regions and decomposition
dimensionalities. Though the effects of many factors (POD algorithms [19], number of snapshots [25],
analyzed flow variable [28]) have been assessed extensively, few publications have systematically
studied the effects of decomposition regions and decomposition dimensionalities on the POD results.
A clarification of the impacts of these two factors on POD decomposition and reconstruction results
will help with a better and more efficient application of POD method in the TLF analysis.

In this paper, the effects of different decomposition regions and decomposition dimensionalities on
POD decomposition and reconstruction of the tip flow are clarified. First, in the blade channel along a
full chord length of a single compressor cascade, a SPIV measurement is addressed to obtain the original
flow field for the POD decomposition and reconstruction. Combined with vortex core identification,
development of the TLV along the chord is described. Then each plane is energetically decomposed
and reconstructed using POD. In order to avoid the influence of main flow disturbance and extract
more flow field structures associated with the TLV unsteady characteristics, POD decomposition
regions are selected with caution. Using the identified vortex core as geometric center, the effects of
different decomposition region with respect to the vortex core on POD decomposition are analyzed.
Furthermore, the influences of different single velocity-components as well as their combination in
POD decomposition are compared, so that to carry out a systematical studying on the effect of these
two factors on the POD decomposition. Finally, combined with vortex statistical analysis, the impacts
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of decomposition dimensionalities in the reconstructed flow field are discussed. It is expected that
findings presented in this paper will inspire other researchers who use POD to analyze the TLF.

This paper is organized as follows: firstly, the experimental apparatus and layout are introduced
as follows; secondly, an overview of POD method and vortex core identification is given; in the
following parts, the detailed comparison results are analyzed; the last section concludes this work.

2. Apparatus and Techniques

2.1. Experimental Facility and Test Conditions

The experiment is carried out in a low speed wind tunnel. The wind tunnel, as schematically
shown in Figure 1, has a rectangular exit section of 250 mm by 120 mm (width × height). The test
section of wind tunnel consists of a compressor cascade with seven blades, tip wall, hub wall and
profile side walls as indicated in Figure 2. The parameters of the cascade and test conditions are listed
in Table 1. During the experiment, the inlet velocity of the compressor cascade is kept at 30 m/s. At
this velocity, the turbulence intensity in the mainstream is about 2.6%. We also measured the inlet
boundary layer since it has a significant impact on the TLF roll-up procedure by interacting with the
incoming main flow (Figure 3). The thickness of the boundary layer on the tip wall is about 3 mm.

Figure 1. Schematic of the low-speed cascade wind tunnel.

 

Figure 2. Schematic of compressor cascade and the SPIV measurement configuration.

Table 1. Cascade parameters and test condition.

Items Details

Number of blades, N 7
Chord length, c 126.8 mm

Span, H 120 mm
Pitch, p 72 mm

Reynolds No., Re 2.81 × 105

Incidence angle 0 degree
Tip clearance/c 5%
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Figure 3. Velocity profiles at the hub and tip walls. Note that the y-axis is the vertical distance of test
points to the wall.

2.2. SPIV Technique

An advanced commercial SPIV system is employed to measure the TLF field in the blade
passage. As shown in Figure 2, the SPIV system is mainly composed of two 2048 × 2048 pixels,
12 bit frame-straddling based CCD cameras, a dual cavity Nd: YAG laser (200 mJ/pulse at a 15 Hz
repetition rate) and a laser arm. The system is 2D-3C (two dimensional, three components) with two
cameras located at different sides of the light sheet, which enables users to conduct the measurement
of all three velocity components of a 3D flow.

The measurement cross sections are set to be perpendicular to the chordwise direction in the
passage. 12 measurement locations along the chordwise direction (z-direction) are set, from L/c = 0 to
L/c = 1.1 with an interval of 10% chord length, as shown in Figure 4. At each measurement location, at
least 800 effective instantaneous images are recorded. The valid size of the cross section is about of
30 × 60 mm2, which covers nearly half spanwise range of the whole passage. The spatial resolution of
the calibrated image is about 0.039 mm/pixel.

 

Figure 4. Layout of SPIV measurement cross-sections.

For the data processing, the inter-frame time is set to 10 μs based on the velocity of inlet flow
and yields a maximum particle-image displacement of less than 8 pixels. A median-subtraction filter
algorithm is applied to all the images to remove non-uniformities in the background light intensity.
Subsequently, the particle-image is calculated by the software MicroVec V3 with the two-passes PIV
interrogation algorithm. The dimensions of the interrogation region are 64 × 64 pixels in the first pass,
and 32 × 32 pixels in the second pass. As a result, the spatial resolution of a single velocity vector is
1.26 mm × 1.26 mm. Once a vector field is calculated, vector validation algorithms must be used to
eliminate spurious vectors. In the present work, the relative bias from the average vector is used as a
post-processing criterion for eliminating questionable vectors, and the relative bias is set to be 50%.
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2.3. Discussion of Uncertainties

The measurement error of the SPIV technique, including both random errors and bias errors,
have been thoroughly discussed by many researchers [29–36]. Treated with caution during both
the experiment and the data processing, random errors can be effectively eliminated. Bias errors
depend crucially on the accuracy of particles displacement concerning the SPIV measurement in the
compressor cascade. Among bias errors, the one caused by peak locking [30,32] should be dominated.
In order to reduce this error, the least squares Gaussian sub-pixel fit for peak detection [5] is employed.
Figure 5 illustrates the histogram of the displacement of the particles at the L/c = 1.0 measurement
plane, which shows a well control of the peak locking effect during the SPIV experiments.

Figure 5. Histograms of the measured particle-image displacement at L/c = 1.0. (79,680 vectors in total,
dx and dy are the particle-image displacements in the x and y directions).

According to the analyses of Westerweel [34,36] and Raffle [30], the displacement errors of
the in-plane component in the SPIV measurement is about 0.05 pixel. Taking other uncertainties
(background noise, acceleration, velocity gradient) into consideration, the displacement errors of the
in-plane component are estimated as 0.1 pixels.

Based on the theoretical analysis by Zang and Prasad [37], as shown in Equation (1) the error ratio
between the out-of-plane and in-plane components depends on the camera included half angle:

Uz

Ux
=

Uz

Uy
= tanα (1)

where α is the camera included half angle; Ux, Uy and Uz are the uncertainties of the x, y and z velocity
components. In this paper, this angle is set to 45◦. Therefore, the displacement error of the out-of-plane
component is 0.1 pixels as well.

The relative uncertainty of instantaneous velocity in the u-component can be estimated from
the equation:

UB,uk
ij
=

Δ/K
uk

ij
(2)

where K is converge factor related to measured velocity distribution characteristics. It is set to 2.576
for a 99% confidence interval. uk

ij is the corresponding instantaneous velocity at the i, j grid node in
the kth snapshot. Δ is error bound calculated by Equation (3). Likewise, the relative uncertainties of
instantaneous velocity field in the v- and w-components can also be deduced:

Δ =
d

m·dt
(3)
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where d is estimated displacement error, m is image magnification and dt is the inter-frame time.
The measurement uncertainties of the time-averaged velocity, contain both the statistical factor

(type A uncertainty) and the factors unrelated with the statistical analysis (type B uncertainty).
Type A relative uncertainty of the time-averaged velocity can be estimated as [38]:

UA,uij =

√
1

N(N−1)

N
∑

k=1
(uk

ij − uij)
2

uij
(4)

where uij is the time-averaged velocity in the u-component at the i, j grid node, N is the number of
snapshots acquired, uk

ij is the corresponding instantaneous velocity in the kth snapshot. Similarly,
type A relative uncertainty of the time-averaged mean velocity in the other two components can also
be deduced.

In the compressor cascade, the main factor contributing to the type B uncertainty of the
time-averaged velocity(UB,uij ) is the time-averaged of the instantaneous velocity deviation shown in
Equation (2).

Thus, the combined standard relative uncertainty of the time-averaged velocity in the
u-component can be given as:

Uuij =
√
(UA,uij)

2 + (UB,uij)
2 (5)

The uncertainties of the time-averaged velocity can be calculated by the propagation of
error formula:

Uvelocity =

√√√√ (U·σU)
2
+ (V·σV)

2
+ (W·σW)

2

(U2
+ V2

+ W2
)

2 (6)

where σU,σV,σW are the uncertainties of the time-averaged velocity in u-, v- and w-component.
The uncertainties of instantaneous velocity and time-averaged velocity are shown in Figure 6. Since

the introduction of type A uncertainty, the uncertainty in the time-averaged velocity field is elevated. It
can be seen that the uncertainty of time-averaged velocity is about 0.5–2% in the mainstream region, and
it can achieve 6% near the tip wall. Moreover, it should be pointed out that in the tip region the accuracy
of the in-plane components is about 0.5–3% and for the out-of-plane component is about 5–10%, and
these results are not shown here for simplicity. Though the uncertainty of the out-of-plane component
is higher, the statistical results are worthful for qualitative analyses of the unsteady characteristics in
the compressor cascade, and constructive conclusions can be drawn from these results.

a)  b) 

Figure 6. Distribution of measurement relative uncertainties in percentage terms at L/c = 1.0, (a) the
instantaneous velocity, (b) the time-averaged velocity. The velocity is the resultant velocity of
components in the x-, y- and z- direction.
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2.4. PODMethod

In this paper, a set of instantaneous SPIV measured velocity field V(k) (snapshots) with total
number of K is decomposed into a linear combination of K spatial orthonormal basis function (POD
modes, ϕm) and the corresponding coefficients C(k)

m :

V(k) =
K

∑
m=1

C(k)
m ϕm (7)

with the constraints that the following function is minimized [39]:

K

∑
k=1

∥∥∥∥∥V(k) −
M

∑
m=1

C(k)
m ϕm

∥∥∥∥∥
2

→ min (8)

Considering the instantaneous snapshots V(k) made available from the SPIV measurement:

V(k) = (ui,j, vi,j, wi,j)
(k) (9)

where k is the snapshot index, u, v, w are the velocity components in x, y and z direction respectively, i,
j are the index of spatial position coordinates in the velocity distributions for a collocated setup, as
illustrated in Figure 7.

Figure 7. Example of discrete SPIV data on a uniform collocated grid.

Then the velocity component of every single snapshot V(k) is collated as following:

U =

⎡⎢⎢⎢⎢⎣
U(1)

U(2)

...
U(K)

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
u(1)

i=1,j=1 u(1)
i=1,j=2 · · · u(1)

i=1,j=ny
u(1)

i=2,j=1 · · · u(1)
i=nx,j=ny

u(2)
i=1,j=1 u(2)

i=1,j=2 · · · u(2)
i=1,j=ny

u(2)
i=2,j=1 · · · u(2)

i=nx,j=ny

· · · · · · · · · · · · · · · · · · · · ·
u(K)

i=1,j=1 u(K)
i=1,j=2 · · · u(K)

i=1,j=ny
u(K)

i=2,j=1 · · · u(K)
i=nx,j=ny

⎤⎥⎥⎥⎥⎥⎦ (10)

where nx × ny is the total number of the spatial positions.
The other two component-wise velocities are processed the same way and matrix V and matrix

W are obtained, respectively. Then, simultaneously using both u and v velocity components and
neglecting w, most researchers tend to define the spatial correlation matrix as follows [21,40]:

C =
1
K
(UUT + VVT) (11)

However, according to the works of Arányi [25] and Lengani [26], the results would be noticeably
different if a multi-dimensional field is analyzed component-wise instead of globally. In this paper,
we make a deeper quantitatively comparison of the decomposition results using different analysis
dimensionalities to clarify whether decomposition dimensionalities impact the whole modes or just
specific modes. Moreover, as the aim of most POD analyses is to reconstruct approximately the vector
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field, we also compare the reconstruction results based on two reconstruction criteria. Therefore, the
spatial correlation matrices (C) are defined according to different analysis dimensionalities (AD) as
shown in Table 2.

Table 2. Five spatial correlation matrices for different decomposition dimensionalities.

Processing Methods Global Analysis Component-Wise Analysis

AD UVW-simultaneously UV-simultaneously U V W

C 1
K (UUT + VVT + WWT) 1

K (UUT + VVT) 1
K UUT 1

K VVT 1
K WWT

The minimization problem described in Equation (8) is realized by solving the eigenvalue problem
of correlation matrix C:

Cβm = λmβm (12)

where Eigenvalues λm are arranged in descending order according to the magnitude of eigenvalues,
the basis function ϕm are obtained by projecting the snapshots onto the eigenvector βm.

The POD coefficients c(k)m are obtained by projecting the snapshots onto the basis function ϕm and
1
2 (c

(k)
m )

2
represents the energy contribution by the mth mode to the kth snapshot.

The K × K coefficient matrix c(k)m :

c(k)m =

⎡⎢⎢⎢⎢⎢⎣
c(1)1 c(1)2 · · · c(1)K

c(2)1 c(2)2 · · · c(2)K
...

...
...

...

c(K)
K c(K)

K · · · c(K)
K

⎤⎥⎥⎥⎥⎥⎦ (13)

The whole kinetic energy from all the snapshots captured by the mth mode is:

KE =
1
2

K

∑
m=1

(
K

∑
k=1

(C(k)
m )2) (14)

The fraction of the energy captured by the mth mode is:

kem =
1
2

K

∑
k=1

(C(k)
m )2/KE (15)

By setting the amplitude of higher-order modes to zero, a low order flow field contains the most
energetic modes is reconstructed:

V(k) =
M

∑
m=1

c(k)m ϕm (16)

where M is the reconstruction order less than K.

2.5. TLV Vortex Core Identification

The TLV is a concentrated vortex before splitting into several small vortices or breakdown. In order
to identify the TLV core correctly, some criteria, such as Q criterion, λ2 criterion and Δ criterion, have
been developed. The ability of the three criteria is similar to each other and none of them can be applied
without error to all situations. Since the reduced −λ2 criterion has been employed in compressor TLV
many times and can separates the TLV from the background high shear layer, here the reduced −λ2
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criterion is employed [41]. This reduced criterion is effective to identify the TLV core and is given by
Equation (17):

λ2 = (
∂Vx

∂x
)

2
+(

∂Vy

∂y

)2

+ 2 × ∂Vy

∂x
∂Vx

∂y
(17)

where x and y are coordinate axes in the measured cross section as demonstrated in Figure 4, and Vx

and Vy are the velocity components in the corresponding directions. In this paper, zero threshold of λ2

is selected to identify the border of the TLV core.
After the identification, the circulation and radius of the TLV core are quantitatively analyzed.

The circulation, which represents the strength of the vortex, is obtained by calculating the line integral
of velocity along the border. As shown in Figure 10, a red ellipse is used to fit the TLV core and the
center and the radius of the TLV core are calculated from this fitting ellipse. The five-pointed star
represents the center of the TLV core identified. The x-axis in the figure is the distance of the TLV
core center to the blade suction surface. The y-axis is the distance of the center to the cascade tip wall.
Detailed information about the identification program may be found in our previous study [42].

3. Results

3.1. Tip Flow Characteristics

Figure 8 lays out the time-averaged SPIV measurement results of the normalized streamwise
velocity and λ2. The trajectory of the TLV cores can be seen clearly from the λ2 distribution. The
concentrated TLV can be found after L/c = 0.5, which is an ambiguous result for the deficiency of SPIV
spatial resolution in the z-direction.

As the TLV propagates downstream, the TLV core radius and the absolute value of vortex
circulation expands rapidly (Quantitatively shown in Figure 9a). Figure 9a also quantitatively illustrates
that the TLV moves slowly away from the blade tip suction surface in the x-direction (Schematically
shown in Figure 9b from a bird’s eye view). In the y-direction, the TLV moves slowly away from the
tip wall. The variance tendencies of the positions of the TLV in the time-averaged flow fields conform
well with the SPIV results obtained in a laboratory-scale compressor at the design condition [5,6,42].

 

Figure 8. Cont.
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Figure 8. Combined maps of time-averaged SPIV measurement results in the blade passage. (a)
Normalized Streamwise Velocity; (b) λ2. The red dash lines on both maps sketch the trajectory of the
TLV cores.

(a) (b) 

Figure 9. (a) Statistics of identified TLV time-averaged parameters; (b) Schematic of TLV core trajectory.
Normalized pitch distance is the distance of the TLV core center to the blade suction surface in the
x-direction normalized by the span, normalized span distance is the distance of the TLV core center to
the tip wall in the y-direction normalized by the span.

In Figure 10 the instantaneous vortex cores from L/c = 0.7 to L/c = 1.1 in all the SPIV snapshots
are illustrated by single points. The vortex core center, border and border fitting ellipse of the
time-averaged vortex are also shown in Figure 10 for comparison. At L/c = 0.7 most instantaneous
TLV are near the core center of the time-averaged TLV. The position and circulation distribution of the
TLV is in a relatively concentrated form. With the development of the TLV core to the trailing edge, the
pitchwise and spanwise distribution range of the vortex expands. From L/c = 0.9 to L/c = 1.1, when
the TLV is shedding form the blade suction side, wandering of the TLV cores becomes significantly
stronger and the TLV motions cover a much wider area.
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(a) L/c = 0.7               (b) L/c = 0.8              (c) L/c = 0.9 

 

(d) L/c = 1.0               (e) L/c = 1.1 

Figure 10. Statistical distribution of the locations, area and circulation of identified TLV cores. The
color of the points shows the vortex circulation.

Figure 11 shows the standard deviation of normalized SPIV measured velocity. The flow velocity
in every single snapshot is normalized by the inlet average velocity. The standard deviation is
calculated as Equation (18) to show the unsteadiness of the TLV:

σ =

√√√√ 1
K − 1

K

∑
i=1

(
Vsi − Vs

Vinlet
)

2

(18)

where Vsi is the instantaneous velocity in every single snapshot, Vs is the time-averaged velocity.
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Figure 11. Standard deviation of normalized SPIV measured velocity in the blade passage. The velocity
is the resultant velocity of components in the x-, y- and z- direction.

As the vortex propagates downstream, the standard deviation of the normalized SPIV measured
velocity near the TLV core increases. In this paper, the unsteadiness of the TLV is mainly originated
from the TLV wandering as the vortex maintains a concentrate vortex and does not show any evidence
of vortex splitting or breakdown.

The aforementioned experimental results demonstrated the main characteristics of the TLV. In
the tip region, streamwise velocity component is much higher than velocity components in secondary
flow directions. The TLV and wall boundary layers would introduce velocity deficits as well. Thus, in
the compressor cascade, we should keep in mind that the decomposition regions and decomposition
dimensionalities would have significant impacts while use the POD method to further analyze the
TLV wandering characteristics. Therefore, the two factors should be investigated with caution to get
reasonable POD results.

3.2. Effect of Decomposition Region on the Energy Fraction of Mode 1

Since the TLV is a concentrated vortex, to focus on the unsteady characteristics caused by the
TLV wandering, circular decomposition regions are deliberately chosen. The decomposition regions
are concentric circles with the time-averaged TLV core center as their common center. The radius Rdr
of the decomposition regions are multiples of the time-averaged TLV core radius Rv. The borders of
decomposition regions are shown as dotted line in Figure 12.

Figure 12 b shows the instantaneous TLV cores center, the time-averaged TLV core center and
the time-averaged TLV core border. Figure 12c,d shows two instantaneous velocity snapshots chosen
randomly. The minimum decomposition region (Rdr/Rv = 2) covers most instantaneous vortex cores
centers. This selection of decomposition regions would keep most information of the TLV wandering
and turbulence fluctuation around the TLV while removes the interference of the main flow. While the
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decomposition region converge to the TLV core center with Rdr/Rv reducing from 7 to 2, the effect of
main flow on the POD results would be eliminated. Therefore, it is beneficial to extract more flow field
structure associated with the unsteady wandering of the TLV and turbulence fluctuation around it.

   
(a) time-averaged velocity vector (c) instantaneous velocity vector chosen randomly 

   
(b) instantaneous vortex cores scatter (d) instantaneous velocity vector chosen randomly 

Figure 12. Decomposition regions at L/c = 1.1.

Before the POD decomposition is performed, many researchers have addressed the difference
in POD results between subtracting the time-averaged flow field and not subtracting [25,43,44]. As
will be confirmed in the following, while the average is not removed, mode 1 is representative of the
time-averaged velocity field. Since the POD modes are all orthogonal, the higher-order modes would
be well estimates of the fluctuation. In this paper, the POD analysis is conducted without subtracting
the average in the snapshots.

The energy rank is the first information provided by the POD eigenvalues λm [45]. Among the
energy rank, the energy fraction of mode 1 is the most important. The total energy fraction of all other
higher-order modes can be obtained by Equation (19):

K
∑

m=2
λm

K
∑

m=1
λm

= 1 − λ1
K
∑

m=1
λm

(19)
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Therefore, the energy fraction of mode 1 reflects the relative contribution of fluctuation to the
whole energy of the flow field. The energy fraction of mode 1 can represent the level to which extent
the instantaneous fields approach the time-averaged result.

From L/c = 0.6 to L/c = 1.1, as the fluid propagates downstream, the energy fraction of mode
1 decreases as shown in Figure 13. It should be noted that the results are from POD decompostion
using three velocity vector components U, V and W simultaneously. The POD highlights that the flow
posses a higher energy in fluctuation as the vortex propagates downstream, consistent with the results
of the standard deviation previously observed in Figure 11. Figure 13 also shows that the deviation of
mode 1 energy fraction between L/c = 0.6 and L/c = 1.1 becomes evident as the decomposition region
converge to the TLV core. Indeed, the TLV experiences the process of vortex shedding from the blade
suction side and wanders much stronger at the downstream near the trailing edge.

 

Figure 13. Mode 1 energy fraction at different decomposition region sizes and different chord position.

At the same chordwise position, as the decomposition region size decreases, the energy fraction
of mode 1 decreases as well. The energy fraction of fine scale fluid structure, normally contained in the
higher-order modes, is weakened by the introduction of main flow. It proves that the decomposition
region chosen is beneficial to focus on the unsteady characteristics analysis of the TLV and turbulence
fluctuation around it.

To further investigate the effect of decomposition regions on energy distribution, four more
different analysis dimensionalities, such as UV global analysis, U component-wise analysis, V
component-wise analysis and W component-wise analysis, are used.

3.3. Effect of Decompostion Dimensionalities on the Energy Fraction of Mode 1

Figure 14 demonstrates the energy fraction of mode 1 at different decomposition region sizes and
different chord positions using four different analysis dimensionalities.

Note that the decomposition region sizes have marginal impact on the results associated with U
component-wise analysis, V component-wise analysis and UV global analysis. However, the impact
become considerable on the results associated with W component-wise and UVW global analysis
while both of the results have the same variability tendency. This corresponding to the fact that the
dominant flow direction is z-direction (streamwise) in this cascade while x-direction and y-direction
are the secondary flow directions where velocity amplitude is relatively low.

As the flow travels downstream, the energy fraction of mode 1 decreases dramatically. From L/c
= 0.6 to L/c = 1.1, the deviation of the energy fraction of mode 1 is nearly 10% in the U component-wise
analysis, and higher than 20% in V component-wise analysis and UV global analysis as shown in
Figure 14. While the W component is included, the deviation reduced to less than 5%. Therefore,
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the POD without the W component highlights the development of unsteady characteristics along
the streamwise direction. The figure also shows that, using POD without the W component, mode
1 energy fraction at L/c = 0.9 deviate from that at L/c = 1.1 by twice as much as the deviation from
L/c = 0.6 to L/c = 0.9. Near the trailing edge, the TLV is shedding from the blade suction surface, the
instantaneous fields diverge considerably from the time-averaged result. UV global analysis captures
this physics as the energy transferred from mode 1 expands significantly from L/c = 0.9 to L/c = 1.1.

  
(a) UV global analysis 

  

Figure 14. Mode 1 energy fraction at different decomposition region sizes and different chord position.

Therefore, the effect of decomposition region on the mode 1 energy fraction mainly impacts
the streamwise velocity component. When the decomposition region converges to the TLV core,
the fraction of streamwise velocity deficit region increases, the impact of main flow with uniform
streamwise velocity reduces, the unsteadiness caused by vortex wandering and turbulence fluctuation
becomes evident.

Thus, the decomposition region size in the following work is all Rdr/Rv = 3, in order to extract
more flow field structure associated with vortex wandering and turbulence fluctuation and to avoid
the effect of main flow disturbance on POD. The results of five decomposition dimensionalities in the
selected decomposition region are shown in Figure 15. It is interesting to note that the introduction of W
velocity component also changes the absolute amplitude of mode 1 energy fraction. The amplitudes of
mode 1 energy fraction are nearly equal in the results of UVW global analysis and W component-wise
analysis and they are much higher than the result in the other three analyses.

Based on the aforementioned discussions, we can draw a conclusion that there is a marked
difference among mode 1 energy fractions using different decomposition dimensionalities. If the aim of
the analysis is to approximately reconstruct the flow field, the effects of decomposition dimensionalities
on the spatial structures of POD modes and energy distribution should be urgent to clarify.
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Figure 15. Mode 1 energy fraction at different retained dimensionalities and different chord position
when the decomposition region size is Rdr/Rv = 3.

3.4. Effect of Decomposition Dimensionalities on POD Modes

3.4.1. Mode 1 and Its Relationship with the Time-Averaged Flow Field

To quantify the degree of similarity about two velocity vector fields, the relevance index Rp is
used. Rp is obtained by projecting one velocity vector field onto another velocity vector field [43]:

Rp =
(M1, M2)

‖M1‖ · ‖M2‖ (20)

where the denominator denotes the product of the L2 norm and the numerator is the inner product
of two velocity fields. Rp = 0 means the two velocity field are orthogonal, Rp = 1 if the direction of
two velocity vector field are identical, and Rp = −1 if the direction of two velocity vector field are
exactly opposite.

The flow patterns of mode 1 from all three decomposition dimensionalities are excellent estimates
of the time-averaged velocity field (shown in Figure 16). Moreover, the relevance indices Rp of all
three mode 1 and the time-averaged velocity field are nearly 1, which also conforms this conclusion
quantitatively. The results from other chordwise positions show the same correlation (not shown).

  
(a) time-averaged velocity field (b) mode 1 

  
(c) mode 2 (d) mode 3 

Figure 16. Time-averaged velocity vector field and spatial structures of mode 1, 2 and 3 in UV global
analysis at L/c = 1.1.For simplicity, the spatial structures of UVW global analysis and UV component
analysis have not shown.
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3.4.2. Higher-order Modes

Figure 17 reflects the relative contribution of the modes to the fluctuation energy of the flow field.
The modes from W component-wise analysis show a distribution that the energy of the 3rd mode is
similar to the 2nd mode. A completely different scenario characterized the POD energy distribution of
other four decomposition dimensionalities, especially UVW global analysis. The energy content of the
2nd POD mode appears sensibly higher than that characterizing the 3rd mode.

  
(a) U component-wise analysis (b) V component-wise analysis 

  
(c) W component-wise analysis (d) UV global analysis 

 
(e) UVW global analysis 

Figure 17. Relative energy of modes higher than 2 from all five different decomposition
dimensionalities.

Though the impact of W velocity component in mode 1 energy fraction is dominant as mentioned
above, the addition of W velocity component in POD decomposition does not change the relative energy
distribution of high-order modes. The 2nd and 3rd POD spatial modes from different decomposition
dimensionalities have been checked. No matter which decomposition dimensionality used, two large
well-defined vortex-like structures can be observed in the 2nd POD spatial modes (shown in Figure 16).
However, the 3rd POD spatial modes are totally different from each other.

To further study the impact of decomposition dimensionalities in the high-order modes, the
velocity correlation coefficients account for correlation of each mode from different decomposition
dimensionalities are shown in Figure 18. The correlation coefficients of the 2nd POD mode are nearly 1,
which verified that the 2nd POD mode is unaffected. The correlation coefficients of modes order higher
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than 3 are weak. In all, the three different decomposition dimensionalities lead to almost the same 2nd
mode while significant difference can be observed in modes which order are higher than 2.

 

Figure 18. The velocity correlation of high-order modes from different decomposition dimensionalities
at L/c = 1.1.

3.5. Effect of Decomposition Dimensionalities on POD Reconstruction

In the tip region, the flow is inherently unsteady. A single POD mode usually cannot bear a
significant amount of energy and is not able to completely describe the original flow structures. An
ensemble of POD modes is demanded to describe a particular dynamics. To study the dynamics of the
TLV wandering, it is of great interest to analyze the vortex distribution characteristics with random
noise being removed. In this section, to study the effect of different decomposition dimensionalities on
the reconstructed flow field, the modes required to represent 95% energy of the original flow field and
vortex distribution characteristics in the reconstructed flow field are compared.

3.5.1. Modes Required to Represent 95% Energy of the Original Flow Field

At the same chordwise position, modes required to represent 95% energy of the original flow
field from UVW global analysis and W component-wise analysis are much less than that from
other three processing methods. It also proves that the addition of W velocity component in the
decomposition changes the energy fraction of every single mode and results in more energy gathering
in the low-order modes.

From L/c = 0.6 to L/c = 1.1, an interesting feature in the POD reconstruction is that the modes
required are dramatically increased using the U and V velocity components while maintain almost
the same using the W velocity component (Figure 19). As the vortex propagates downstream, more
and more modes are required to adequately represent the flow field in the x-direction and y-direction.
Combining with the discussion in Section 3.3, UV global analysis is better for capturing the kinetic
physics of the TLV because it is expected that more high-order modes will be present as the flow travels
downstream due to vortex wandering and vortex shedding.

 

Figure 19. The modes required to represent 95% energy of the original flow field using five different
POD processing methods.
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3.5.2. Effect of Decomposition Dimensionalities on the Vortex Distribution Characteristics

Two criteria of reconstructing flow field using POD modes is studied in this paper. Reconstruction
using a finite number of modes [28,46,47] and reconstruction using modes that represent specific energy
portion of the original flow field [45,48,49]. To compare the effect of decomposition dimensionalities
on the vortex distribution characteristics in the reconstructed flow field, every single snapshot is
reconstructed according to above two criteria.

Results from the reconstruction relying on the same retained energy in the reconstructed flow
field are shown in Figure 20. Figure 21 quantitatively shows the proportion of the TLV core parameters.
They together demonstrate the geometric and kinematic characteristics of the TLV in the reconstructed
flow field. Since the modes required to reconstruct 95% energy of the original flow field is much less in
UVW global analysis, the TLV shows more concentrated distribution characteristics in Figure 20.
In the reconstructed flow field from UV global analysis and UV component analysis, the TLV
cores are decentralized and have the similar distribution characteristics with the original flow field.
The histogram of vortex distribution from UVW global analysis is symmetric that the mean value
provides a good estimate for the center of the data. The histograms from UV global analysis and
UV component analysis have the same shape, and are for a distribution that are skewed left. The
reconstruction relying on the retained energy in the reconstructed flow field is sensitive to different
decomposition dimensionalities.

  
(a) Original flow field (b) UVW global analysis 

  
(c) UV global analysis (d) UV component analysis 

Figure 20. Vortex distribution in the reconstructed flow field that represents 95% energy of the original
flow field at L/c = 1.1. The color of the points shows the vortex circulation.

Figures 22 and 23 show the corresponding reconstruction results using the first ten modes. The
vortex distributions in the reconstructed flow field using different decomposition dimensionalities
show the same concentrated characteristics. The histograms of these three analyses have the same
shape as well. Though the addition of W velocity component does change the spatial structures of
high-order modes, it does not change the dynamic results of reconstruction using the same number of
POD modes.
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(a) UVW global analysis 

 
(b) UV global analysis 

 
(c) UV component analysis 

Figure 21. Statistics of instantaneous reconstructed flow field that represents 95% energy fraction of
the original flow field at L/c = 1.1. Note that the parameters from left side to the right are the distance
of the TLV core center to the suction side, the distance of the TLV core center to the cascade tip wall,
the TLV vortex circulation, the TLV vortex core radius and the distance of instantaneous TLV core
center to the time-averaged TLV core center respectively. ‘std’ and ‘ave’ in the figure show the standard
deviation and time-averaged value respectively.

  
(a) Original flow field (b) UVW global analysis 

  
(c) UV global analysis (d) UV component analysis 

Figure 22. Vortex distribution from reconstructed flow field using first 10 modes at L/c = 1.1.

To further validate the conclusions drawn above, we checked the reconstruction results using
different number of modes and different retained energy portions of the original flow field. The
standard deviation of the TLV radius and displacement are chosen to quantitatively analysis the
difference between the two reconstruction criteria. The results in Figure 24 confirm that reconstructions
using the same modes number can obtain nearly the same vortex distribution characteristics
while reconstructions relying on the same energy fraction would lead to totally different vortex
distribution characteristics.
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(a) UVW global analysis 

 

(b) UV global analysis 

 

(c) UV component analysis 

Figure 23. Statistics of instantaneous reconstructed flow field using first 10 modes at L/c = 1.1.

  
(a) TLV radius Std using the same modes (b) TLV radius Std using the same energy fraction 

  
(c) TLV displacement Std using the same modes (d) TLV displacement Std using the same energy 

fraction 

Figure 24. Comparison of reconstruction results based on the two reconstruction criteria at L/c = 1.1.
The displacement is the distance of instantaneous TLV core center to the time-averaged TLV core center.

4. Conclusions

In this paper, based on the original tip flow field in the compressor cascade obtained by a SPIV
measurement, the effects of different decomposition regions and decomposition dimensionalities on POD
decomposition and reconstruction have been clarified. Several conclusions can be made as listed below:
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(1) From L/c = 0.9 to L/c = 1.1, when the TLV is shedding from the blade suction side, wandering of
the TLV core becomes significantly stronger and the TLV motions cover a much wider area. As
the TLV propagates downstream, the energy fraction of mode 1 decreases.

(2) The decomposition region sizes have marginal impact on POD decomposition of secondary
flow velocity. The impact become considerable on the results associated with W
component-wise velocity.

(3) For POD decomposition, using different dimensionalities, energy distributions and modes higher
than 2 would be totally different. The dominant POD modes, such as the 1st and 2nd POD modes,
stay unaffected. Using POD without the W component, mode 1 energy fraction at L/c = 0.9
deviate from that at L/c = 1.1 by twice as much as the deviation from L/c = 0.6 to L/c = 0.9.

(4) The reconstruction relying on the retained energy in the reconstructed flow field is sensitive
to different decomposition dimensionalities. The reconstruction using a finite number of POD
modes is unaffected.

(5) UV global analysis is better for capturing the kinetic physics of the TLV. As the flow travels
downstream, more high-order modes with higher energy fraction will be present in UV global
analysis, which is corresponding to the kinetic physics of the TLV that the unsteadiness of vortex
wandering and vortex shedding becomes stronger.
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Nomenclature

i,j The index of the grid points in the velocity distributions
k Snapshot index
L SPIV measurement cross section chordwise position
c Chord length
H Span
p Pitch length
Re Reynolds number of the inlet flow
s The vertical distance of test points to the wall.
Г Circulation
ave Time-averaged value
Std Standard deviation
KE Whole kinetic energy
ke Energy of specific mode
Rp Relevance index
M1 Velocity vector fields
Rdr Radius of the decomposition region
Rv Radius of the TLV core
λm POD eigenvalues
Ux, Uy, Uz The uncertainties of the x, y and z velocity components
Δ Error bound
K Converge factor
σU,σV,σW The uncertainties of the time-averaged velocity in u-, v- and w-component
ϕm POD mode
AD Analysis dimensionalities
C Correlation matrices
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Abstract: Tip leakage vortex (TLV) in a transonic compressor rotor was investigated numerically
using detached-eddy simulation (DES) method at different working conditions. Strong unsteadiness
was found at the tip region, causing a considerable fluctuation in total pressure distribution and flow
angle distribution above 80% span. The unsteadiness at near choke point and peak efficiency point is
not obvious. DES method can resolve more detailed flow patterns than RANS (Reynolds-averaged
Navier–Stokes) results, and detailed structures of the tip leakage flow were captured. A spiral-type
breakdown structure of the TLV was successfully observed at the near stall point when the TLV
passed through the bow shock. The breakdown of TLV contributed to the unsteadiness and the
blockage effect at the tip region.

Keywords: tip leakage flow; detached-eddy simulation; vortex breakdown; transonic compressor

1. Introduction

Driven by the pressure gradient inside the clearance of the rotor and casing, tip leakage is
an unavoidable phenomenon in the field of turbomachinery, which scholars have studied for a
long time in both compressible [1–4] and incompressible [5–8] fields. As for axial compressors,
tip leakage flow plays an even more significant role due to its close relationship with loss and stall
characteristics [9,10], which are highly valued in the design or analyzing processes. Aiming at reducing
the impact of tip leakage flow, plenty of flow control methods (such as air injection [11], bleeding [12],
casing treatment [13] and plasma actuation [14]) have been studied in recent years.

As for low-speed compressors, flow structures as well as unsteadiness of tip leakage vortex (TLV)
have been widely studied and certain achievements were obtained through numerical efforts and
experiments. As the flow coefficient decreases, the interface between the TLV and the incoming flow
moves upstream [15], and the trajectory of which will be aligned with the leading edge when the
rotor finally encounters a spike-type stall inception [16]. The criterion for spike-initiated numerical
stall that leading-edge spillage and trailing-edge backflow are both essential was proved effective in
low-speed compressor experiments [17]. Leading-edge spillage was later found to be an accompanying
phenomenon, whose fundamental cause is probably the tornado-like vortex, resulted from the
interaction between TLV and leading-edge separation [18]. In rotors with a large gap, attention was also
paid to the effects of double-leakage tip clearance flow, which generates a vortex rope and subsequent
extra mixing loss in the adjacent blade passage [19]. With the increase of stage loading, the importance
of tip leakage flow in high-speed or transonic compressor has been increasingly emphasized. There are
indeed similarities in the basic structures and mechanisms of the TLV in low-speed compressors
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and transonic ones. Nevertheless, conclusions for tip leakage flow in low-speed compressors are
not entirely suitable for transonic ones, due to further larger pressure gradient and the existence of
shock wave. When the TLV crosses the shock, it interacts both with the shock wave and with the
pressure-side secondary flows generating a leakage-interaction-region of low speed, high entropy
and high turbulence [2]. The interaction results in extra complexity and less stability in the tip flow
field, which is considered a hot spot. Strong self-induced unsteadiness was found in the TLV with a
characteristic frequency near 60% BPF (blade passing frequency) [4,20,21] and the oscillation of passage
shock was revealed as well [22]. Moreover, the casing boundary layer along with the blade surface
boundary layer may participate in the interacting process [23], especially at near stall point where a
shock-induced separation inside the boundary layer is likely to happen in most cases. Under these
circumstances, the TLV and its interaction can make a great impact on the overall performance and
eventually lead to a spike-type stall inception in transonic compressors [24].

Despite the considerable efforts made by scholars in turbomachinery community, the complete
mechanism of TLV and its influence on the tip flow field are still not fully understood, especially in
transonic compressors. Previous investigations have shown that the interaction between the shock and
TLV contributes a lot to the unsteadiness in the tip flow field, but failed to reveal this interacting process
in detail. On the other hand, Reynolds-averaged Navier–Stokes (RANS) method is routinely adopted in
most simulations among previous studies; however, traditional turbulence models have native defects
in predicting the unsteady and vortical flows such as the TLV [25]. As a result, DES (detached-eddy
simulation) method is thought to be an alternative in capturing separated or vortical flow with bearable
cost [26]. Up to now, many scholars [18,27–30] have applied DES methods to the turbomachinery field
and achieved satisfactory results.

In this paper, we carried out DES investigations of a transonic compressor rotor, focused on
the structure of the TLV, the interaction with shock wave as well as the unsteady characteristics.
Due to the limits of computing resources, a single-row DES calculation was adopted. This paper
is organized as follows: the compressor and the numerical method chosen in the present study
are demonstrated in Section 2, with the validation results shown in Section 3.1. Section 3.2 mainly
deals with the unsteadiness related to the TLV. Detailed structures of the TLV at different working
conditions are shown in Section 3.3, focused on the vortex breakdown phenomenon at near stall point.
Section 4 mainly deals with the mechanism of leakage vortex breakdown. Finally, a short conclusion is
drawn in Section 5.

2. Methodology

2.1. Testing Case

The compressor investigated in the present study is an in-house 1.5-stage transonic axial
compressor with 22 rotor blades and a tip clearance of 0.82% chord length, which is modeled from
the first stage of an F-class gas turbine. Its schematic structure and design parameters are shown in
Figure 1 and Table 1, respectively.

Figure 1. Schematic structure of the 1.5-stage compressor.
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Table 1. Design parameters of the compressor.

Parameter Value Unit

Rotor blade number 22 -
Rotating speed 24,840 rpm

Mass flow 12 kg/s
Total pressure ratio 1.3 -
Tip Mach number 1.25 -

Tip clearance 0.82% chord length

2.2. Mesh for DES Calculation

The computational domain is the rotor part (indicated by red dashed line in Figure 1) with inlet
and outlet boundaries extended for one-axial chord and two-axial chord, respectively. An unstructured
hex-dominant mesh is employed in the DES calculation. As shown in Figure 2, a relatively coarse
grid with a refined tip region is adopted to make a trade-off between the flow field resolution and
the calculating resources required. To capture the detailed structure of the TLV, the local grid scale at
the tip region needs to be at least an order of magnitude smaller than the tip clearance scale in three
dimensions, which would be a great challenge if we use a conventional structured mesh. The final
mesh is an hybrid grid containing hexahedrons, tetrahedrons, and prisms, with a total element number
of 12.3 million, 10 nodes applied in boundary layers to ensure y+ < 1 and 27 nodes applied in the tip
clearance region with Δx+, Δy+, Δz+ < 20.

Figure 2. Overview of the detached-eddy simulation (DES) Computational Grid.

2.3. Solver Theory and Calculation Settings

A commercial solver package, FLUENT (14.0, ANSYS, Inc., Canonsburg, PA, USA), was used in
the present work, which is a three-dimensional, time-accurate code with implicit second-order scheme,
long applied to the field of axial compressors and tip leakage flow [31–37]. The compressible forms of
the Reynolds-averaged Navier–Stokes equations were solved in the fluid domain with gravity and
volumetric heat source neglected:

∂ρ̄

∂t
+

∂

xj
(ρ̄ũj) = 0 (1)

∂

∂t
(ρ̄ũi) +

∂

xj
(ρ̄ũiũj) = − ∂ p̄

∂xi
+

∂

∂xj
(τij + τ′

ij) (2)

∂

∂t
(ρ̄Ẽ) +

∂

xj
[(ρ̄Ẽ + p̄)ũj] =

∂

∂xj
[(τij + τ′

ij)ũi]− ∂

∂xj
[(λ + λ′) ∂T̃

∂xj
] (3)

where τij is the viscous stress tensor, τ′
ij is the Reynolds stress tensor, and λ′ = −Cp(μt/Prt) is the

turbulent thermal conductivity.
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The ideal air was chosen as the fluid material, which follows the equation of state:

p̄ = ρ̄
Rm

M
T̃ (4)

The properties of air are: molecular weight M = 28.966 g/mol, specific heat capacity at the constant
pressure Cp = 1004.4 kJ/(kg · K), thermal conductivity λ = 0.0261 W/(m · K), and dynamic viscosity μ

is determined by the Sutherland’s formula [38].
The constitutive equations of Newtonian fluid were adopted to model the viscous stress term:

τij = 2μS̄ij − 2
3

μS̄kkδij (5)

where S̄ij = [(∂ūi/∂xj + ∂ūj/∂xi)/2] is the deformation rate tensor. The Reynolds stress term was
modeled using the Boussinesq hypothesis, as follows:

τ′
ij = 2μtS̄ij − 2

3
(ρk + μtS̄kk)δij (6)

For the detached-eddy simulation, the DES97 model, first developed by Spalart et al. [39],
was adopted in the present study with a default DES coefficient CDES of 0.65 [40]. In the DES97 model,
the near-wall distance d in the original S-A turbulence model [41] has been replaced by the DES length
scale d̃, as shown in Equation (7):

Dν̃

Dt
= cb1S̃ν̃ +

1
σ
[∇ · ((ν + ν̃)∇ν̃) + cb2(∇ν̃)2]− cw1 fw(

ν̃

d̃
)2 (7)

where ν̃ is the working viscosity and ν is the kinematic viscosity. S̃ is a function of another scalar S̄
which can be chosen from the vorticity magnitude or the deformation rate [41]. cb1, cb2, cw1, σ and fw

are coefficients of the S-A turbulence model, whose definitions can all be found in [41]. The DES length
scale d̃ is defined as follows:

d̃ ≡ min(d, CDESΔ) (8)

where Δ is the local grid scale and CDES is a coefficient in this model. According to Equation (8),
DES length scale d̃ will recover to the near-wall distance d when d 	 Δ. This always happens inside a
boundary layer so that the original S-A turbulence model is activated. Nevertheless, in the mainstream
with high Reynolds number, the production term will balance with the destruction term [39] so that
Equation (7) becomes:

νt = (
cb1C2

DES
cw1 fw

)Δ2S̄ ∝ Δ2S̄ (9)

If S̄ is defined as the deformation rate and we choose CDES properly, Equation (9) can be the
Smagorinsky-Lilly model [42] for LES:

νSGS = 2CsΔ2S̄ (10)

where S̄ is the deformation rate. It is worth noting that the RANS equation and the LES equation are
formally identical at some time. Taking Equation (2) for example, once a suitable turbulence model is
introduced into the momentum equations, the equation itself will no longer carry any information
concerning their derivation (averaging). This is true if we always adopt eddy viscosity models in
RANS or LES. The tensor τ′

ij can be the Reynolds stress for RANS when we consider the superscript
“˜” as “time-averaging”. Whereas, τ′

ij can also be the sub-grid-scale stress for LES when the superscript

was treated as “spatial-filtering”. In general, the DES length scale d̃ acts as a switch for RANS and LES.
Therefore, the DES97 model can use LES method in the mainstream and activating RANS method
(with S-A turbulence model) inside the boundary layer.
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We conduct DES calculations at three working conditions, namely near choke point (NC),
peak efficiency point (PE) and near stall point (NS), as shown in Table 2. The physical time of each time
step is 1 × 10−6 s, which is small enough to include at least 110 time steps in one blade passing period.
Mass flow rate and static pressure were monitored during the calculation to ensure a good convergence.
Pressure monitors are located on the tip region of the rotor, with eight points on the casing and one
on the blade tip, as shown in Figure 3. As for boundary conditions, adiabatic nonslip-wall conditions
were adopted for all solid walls. Radial distributions of total pressure, total temperature, and flow
angles were given at the inlet using UDF (user-defined function) files. Static pressure distribution was
specified at the outlet.

Table 2. Calculation settings.

Parameter Setting

Computational domain One R1 passage
Rotating speed 22,000 rpm, 24,840 rpm

Working condition NC, PE, NS
Solver FLUENT
Model DES97

Time step 1 × 10−6 s
Inner iteration 15

Figure 3. Monitor points in DES calculation (red: on casing, blue: on blade tip).

2.4. Grid Independence Study

The grid independence study was based on RANS calculations with 7 sets of grids at PE, shown in
Table 3. The current mesh for DES is the NO.7 grid, which is confirmed to be grid-independent
according to Figure 4. We may conclude that the current mesh for DES can provide us a
grid-independent result in RANS region. However, the LES region is naturally grid-dependent
because the cut-off scale is related to local grid scale. A finer mesh always means a better resolution
of the flow field. So an appropriate mesh for LES should meet the requirements of Δx+, Δy+, Δz+,
which has already been checked in Section 2.2.

Table 3. Grids in the grid independence study.

Mesh No. 1 2 3 4 5 6 7

Elements/million 0.19 0.47 0.80 1.16 2.87 5.83 12.30
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(a) Overall parameters (b) Radial distribution

Figure 4. Grid independence study.

3. DES Results

3.1. Validation

DES results are compared with the experimental data as well as multistage RANS results to ensure
a reasonable prediction of the overall flow field, as shown in Figure 5. Please note that the point NS1
and point NS2 were both at near stall conditions. These two points were at same working conditions
except for the outlet static pressure. We slightly raised the static pressure (1kPa on average) at the
outlet boundary for NS1 then we got NS2, aimed at further approaching the stall limit. Numerical
calculations have a good prediction for the performance trend of the compressor at different rotating
speeds, especially for the total pressure ratio. As for DES results, the maximum deviations of averaged
mass flow rate and total pressure ratio at three working conditions are 0.25% and 0.94%, respectively.
Other flow details were compared with corresponding RANS results. Figures 6 and 7 shows radial
distributions of total pressure ratio and relative flow angle. Parameter distributions of the DES results
were consistent with RANS results, indicating the predictions of averaged flow field are not worse
than those of RANS. In addition, Figure 8 shows the comparison of relative Mach contour at 99.3%
span (slightly below the blade tip) at near stall point at design speed. These two results near the top
region have no conflicts in the shock location or the leakage flow behavior, indicating tip leakage
flow was correctly captured in DES calculations. In general, DES results are relatively reliable in the
present simulation and can be used for following analysis of the tip leakage flow. Besides, there is no
experimental data at the design speed. So we conducted the DES calculation at 22,000 rpm instead and
compared it to the experimental data aiming to validate the numerical method.

(a) Total pressure ratio (b) Isentropic efficiency

Figure 5. Comparison of overall performance.
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Figure 6. Comparison of total pressure ratio distribution.

(a) NC (b) PE (c) NS

Figure 7. Comparison of relative flow angle distribution. NC: near choke point; PE: peak efficiency
point; NS: near stall point.

Figure 8. Relative Mach contour at 99.3% span at NS (left: DES, right: RANS).

Moreover, the correct switch of LES and RANS is critical in DES calculations and needs to be
checked in the present study to reduce the impact of grid-induced separation(GIS) and grey area
problems of the model itself. A criterion to distinguish LES region from RANS region is as follows:

ξDES =
d̃ − d

CDESΔ − d
∈ [0, 1] (11)
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where ξDES = 1 indicates LES method is switched on and ξDES = 0 for RANS. Figure 9 shows LES and
RANS regions in DES calculations at 90% span, with LES switched on in the mainstream and RANS
used inside the boundary layer as expected. Other locations such as 10%, 50% spans and axial cuts
were also checked at different working conditions. The switch is appropriate, and no considerable
separation was found in the flow field, which contributes to the credibility of present calculations.

Figure 9. LES and RANS regions in DES results at 90% span.

3.2. Unsteadiness at NS Point

The tip leakage flow in high-speed compressors has self-induced unsteadiness features [4,43].
In present calculation, by monitoring nine static pressure points, it is found that the fluctuations at NS
point is much stronger than PE point and NC point. Therefore, the following part will mainly focus on
the unsteadiness at NS condition.

Figure 10 shows the static pressure convergence history of different monitoring points.
Point 1, 2 and 5 experienced weaker pressure fluctuation than the rest. It is worth noting that point
1 and 2 are exactly in the initial trajectory of the TLV and in front of the shock near suction side,
while point 5 is at the leading edge and after the bow shock. For transonic rotors, it is typical that the
TLV starts from the leading edge of tip blade, traveling towards the adjacent pressure side. It passes
through and interacts with the bow shock, then imprints on the adjacent pressure side, and finally
develops downstream along the blade surface. In other words, these three points mentioned above
are far away from the interaction region of TLV and the shock, indicating that neither the TLV nor the
shock alone is the root cause of the unsteadiness. In addition, points 6 to 9, which experienced strong
fluctuations in static pressure, are also located along the trajectory of TLV. However, what makes a
difference is that these points are all located after the shock wave. From this aspect, it is exactly the
interaction between TLV and the shock that leads to the unsteadiness of the tip region. The detailed
reasons will be explained in next section.

Figure 11 shows the spectrum of some representative monitor points at near stall point, which is
the result of the fast Fourier transform of the time series data. The frequency characteristics of each
point are not the same. Wide though the frequency bands are, they do share some similarities,
that is, peak values appeared near two specific frequencies 0.64 BPF and 1.80 BPF. It is worth
noting that the former is close to the characteristic frequency of tip leakage flow in typical transonic
compressors, for instance, 0.6 BPF [44] for NASA Rotor 37 and 0.57 BPF [4,20] for Darmstadt Rotor
1. Other monitoring points with large fluctuation, such as point 8 and point 9, have similar results
as well.
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Figure 10. Static pressure history at NS in DES calculation.

(a) Point 3 (b) Point 6

Figure 11. Amplitude spectrum of certain monitor points at NS.

The unsteadiness near the tip region inevitably affected the performance of the compressor and is
the critical reason for the fluctuation in overall parameters at near stall point, as shown in Figure 12.
T1 to T6 are six different moments with the same time interval 5 × 10−5 s, whose corresponding
frequency is about 2.2 BPF. Obvious unsteady feature exists above 80% span with a fluctuation range of
about 10 degrees for the outlet flow angle and 0.1 (about 6.5% of the time-averaged total pressure ratio)
for the total pressure ratio, while the unsteadiness is weak in the middle and root span, indicating that
tip leakage flow is an essential factor causing instability at NS point. Nevertheless, there is no obvious
fluctuation of the static pressure rise coefficient among the whole blade height range, which means the
unsteadiness of the top flow field is mainly caused by the fluctuation of kinetic energy and can be a
proof for the wake-like nature of the TLV when passing through the shock [45].

Figure 13 is the top view of R1 shroud with blade profile imprinted. We chose a certain axial
location (red line) and obtained its circumferential distribution of static pressure in one period,
as shown in Figure 14, taking circumferential angle as the abscissa. There are two low pressure
regions, one is at about −1 degrees (indicated by the black arrow) and the other is from −4.5 to
−7 degrees (indicated by the red arrow). The former region is at the tip clearance region, very little
influenced by the unsteadiness, while the latter experienced a strong oscillation at different time steps,
with the valley traveling from the left side to the right side then returning to the left side. According to
Figure 13, the latter region is near the pressure side of the tip blade, exactly located in the TLV trajectory
after the shock, on its way to hit the adjacent pressure side and to develop downstream. The oscillation
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of pressure valley indicated that the TLV was no longer stable at NS point and was oscillating in the
blade passage.

(a) Outlet flow angle (b) Total pressure ratio (c) Pressure rise coefficient

Figure 12. Parameter distributions at NS.

Figure 13. Circumferential line location on the shroud surface.

Figure 14. Circumferential distribution of casing pressure at a certain axial location.

Figure 15 can illustrate the above phenomena more clearly, with black dash-dotted line indicated
the same axial location in Figure 13. Interacted with the shock and the parallel small vortex,
TLV started to swing tangentially at a distance after the shock. This resulted in a small oscillation,
developing downstream with an increasing amplitude. As is known, TLV has a lower static pressure
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value and a lower axial velocity than the mainstream. Every time the trajectory of TLV swept over a
certain point, that location would experience a drop in static pressure as well as axial velocity, which is
the cause of the oscillation in Figure 14. Eventually, it caused the oscillation of overall parameters such
as outlet flow angle, pressure ratio, or efficiency.

(a) T1 (b) T2 (c) T3 (d) T4 (e) T5 (f) T6

Figure 15. Casing Pressure Contour in One Period at NS.

In general, the unsteadiness of the rotor at NS point is mainly manifested at the tip region,
closely related to the TLV. The unsteady characteristics in middle span or root span can be totally
ignored in comparison. Neither the TLV nor the shock alone is the origin of the unsteadiness. It was
found that the TLV became unstable after the interaction with the shock and experienced a stronger
oscillation when developing downstream. The most unstable region in this transonic rotor is near the
pressure side of the tip blade, which is similar to the conclusions [4] for Darmstadt Rotor 1.

3.3. Detailed Structure of Tip Leakage Flow

DES calculation can obtain detailed information of the top flow field than RANS and may provide
some clues for the unsteady characteristic mentioned above. The general structure of tip leakage
flow can be clearly observed in Figure 16, with shock position indicated by dashed line. The vortex
structures are in three different forms as the operating condition changes.

At the NC point, there are two shocks, one is the bow shock near the leading edge and the other is
the passage shock near the trailing edge. Under this condition, the pressure gradient in the tip clearance
is relatively small and the TLV started from the leading edge is weak as well. As a result, the vortex
core was slenderer in Figure 16a and vanished directly after the bow shock. Meanwhile, the TLV was
too weak to draw downstream leakage fluid into, which led to another vortex system after the middle
chord of the blade. At PE point, however, the blade load increased and the leading-edge TLV became
stronger, so that most leakage fluid can be drawn into the main leakage vortex. The characteristics of
the TLV were kept so well in the developing process that the vortex core remained continuous when
passing through the shock with a slight expansion in volume, which indicates a stable flow state at PE
point. At NS point, the entire top flow field had a very rich flow pattern, and there were many small
vortex structures after the shock. Some of the small vortices were developed from the main leakage
vortex. The other parts were from the secondary leakage, that is, after imprinting the pressure surface
of the adjacent blade, the TLV leaked to the next blade passage again through the tip clearance of the
adjacent blade.
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(a) NC (b) PE (c) NS

Figure 16. λ2 Isosurface at tip region of R1 (colored by relative Mach number).

The complex flow field at top region is consistent with the strong unsteadiness mentioned above
at NS point. The static pressure oscillation in Figure 15 was caused by the “shedding” of small vortices
after the shock. The small vortices did not exist at NC point or PE point and mainly came from the
main leakage vortex, which is probably caused by the interaction with the shock. When passing though
the bow shock, the TLV at NS point changed from a single solid core to many separate vortices.

Figure 17 is the helicity distribution of different crossflow planes at near stall point, which is used
to characterize the intertwining degree of the fluid around TLV core, with the blade surface colored
by static pressure, the shock position indicated by the black dotted line, and the beginning of the
TLV indicated by the black arrow. The vortex core before the shock was concentrated and slowly
increasing in volume. After the shock, the helicity distribution was dispersed and not concentrated
anymore, which indicated that the fluid no longer moved around the vortex core tightly after the
shock. The distance between the four crossflow planes can be approximated as isometric, but the
helicity distribution before and after the shock surface is quite different, which means that the vortex
core experienced an abrupt change in its internal structure. Combined with the vortex structure in
Figure 16c, we can conclude that a vortex breakdown took place after the interaction between TLV and
the shock.

Figure 17. Helicity distribution on crossflow planes at NS (with blade surface colored by static pressure).

The breakdown process can be clearly illustrated in Figure 18, which is a transient λ2 isosurface
colored by relative Mach number. It is confirmed that the TLV changed to a three-dimensional structure
and was not axisymmetric anymore when passing through the shock. The vortex core changed its
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direction to a perpendicular path and started to rotate around the original one when developing
downstream, which is the typical structure of a spiral-type breakdown. The structure after the onset of
the breakdown process is not stable, with rotating phase related to the flow time, thus causing strong
unsteadiness. This contributes a lot to our understanding of the oscillation after the shock in Figure 15
that the previous view on the unsteady flow behavior of the leakage vortex may be incomplete.
The unsteadiness is not a two-dimensional phenomenon inside the S1 plane, but a three-dimensional
structure in nature. The underlying reason behind is the spiral-type vortex breakdown after the
interaction with the shock.

Figure 18. Sketch for spiral-type breakdown of TLV at NS.

To the author’s knowledge, this is probably the first time that a detailed structure of the breakdown
process for the TLV in a transonic compressor is obtained in numerical investigations. In addition,
PIV (particle image velocimetry) measurements of another transonic compressor near stability limit
were conducted [46], whose results are in great agreement with the present calculation results, as shown
in Figure 19.

(a) (b)

Figure 19. Spiral vortex breakdown at NS.. (a) PIV results [46]; (b) DES results in the present study.

4. Discussion

Vortex breakdown is a very complex flow phenomenon and is an independent branch in fluid
mechanics. The interaction of a streamwise vortex and a normal or oblique shock under supersonic
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conditions could lead to a vortex breakdown phenomenon. The interacting process and mechanisms
were widely studied [47–50]. Recently, lots of efforts [51–55] have been made extending the state of
knowledge regarding onset, internal structure and mode selection of vortex breakdown. In the present
study, a shock-induced spiral-type vortex breakdown was found at NS. We will deal with the related
structure of the breakdown process in this section.

In transonic compressors, the shock wave in the rotor passage can provide a large adverse pressure
gradient, with a great influence on the streamwise velocity in the vortex core. As shown in Figure 20,
subfigure (a) is the λ2 isosurface, which illustrates the breakdown process. Subfigure (b) is streamwise
velocity contour at the same viewpoint, which indicates the component of relative velocity in the
vortex trajectory direction, and subfigure (c) demonstrates the surface streamline. The corresponding
cut plane is represented by the red point line in the top view and the location of the bow shock near the
suction surface is characterized by the black dashed line. The vortex breakdown is clearly observed in
the upper figure with its initial location indicated by the red circle. The breakdown location was not
at the shock surface exactly, but at a certain distance downstream, which is in qualitative agreement
with experimental results in Figure 19a. Leibovich [56] pointed out that this axial interval is several
vortex-core diameters in length. It is worth noting that the initial location of vortex breakdown in
(a) coincided with the location S1 in (b) where the streamwise velocity of the vortex core was zero,
which indicates that the breakdown of the leakage vortex is closely related to the stagnation point in
the center of vortex core. Please note that there were not only one stagnation point in (b). Along with
subfigure (c), we could observe a recirculation zone between the two stagnation points S1 and S2.
This is consistent with the direct numerical simulation of vortex breakdown in swirling jets and wakes
by Ruith et al. [52].

Figure 20. Structures Related to the Breakdown of TLV at NS.

Figure 21 is the swirl velocity vector of the TLV, demonstrating the rotating direction of the TLV
before and after the breakdown. For clarity, the adjacent blade was hidden, and the larger images of
the dashed zones might have a different view point. Whether before or after the breakdown point,
the vortices were temporally rotating in the same direction as the initial TLV, except for the induced
vortex in (b). However, the helices after breakdown were coiling in the opposite direction (more clear
in Figure 18). This is similar to the findings of Pasche et al. [57] who conducted experiments on
obstacle-induced spiral vortex breakdown. The breakdown helices originating at a locally wake-like
profile have negative winding sense [52]. Of course, the TLV had a wake-like profile in nature and the
breakdown structure in the present study contributed to this view.
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Figure 21. Swirl velocity vector on the λ2 isosurface.

The causes of vortex breakdown are very complicated. The generation of the recirculation bubble
of the vortex breakdown remains unclear but the spiraling motion of the flow behind the recirculation
bubble comes from a global unstable mode of the flow [53]. The same mechanism is also observed
without recirculation bubble [57], the spontaneous spiraling motion is due to a self-sustained instability.
At present, it is consistent to conclude that the reverse pressure gradient and the strength of the
vortex itself are crucial factors in the vortex breakdown process [48]. The adverse pressure gradient
characterizes the deceleration of the vortex core along the streamwise direction. Criteria for vortex
breakdown based on the interaction between the Rankine vortex and the normal shock waves were
proposed by Mahesh [58], Smart and Kalkhoran [49] and other scholars. As shown in Figure 22,
the abscissa is the freestream Mach number, reflecting adverse pressure gradient in the streamwise
direction. The ordinate is the swirl ratio before the shock, which reflects the intensity of the vortex.
The swirl ratio is defined as follows:

τ =
Λmax

Va
(12)

where Λmax is the maximum swirl velocity component and Va is the streamwise velocity component in
the vortex core.

Figure 22. Limit curve for normal shock wave/vortex interaction.

The interaction between the TLV and the bow shock in the transonic compressor could be
simplified to the interaction of normal shock and vortex. Both the compressor in the present paper
(red marks) and Rotor 37 (blue marks, [44]) exceeded the breakdown limit at NS conditions, and the
breakdown of leakage vortex did occur in the detailed flow field. In addition, at PE point and NC
point, the vortex breakdown phenomenon was not observed in the present calculation, which is still in
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good agreement with the breakdown criterion. As the operating point moves to the NS point, the swirl
ratio will increase sharply with the increase of the leakage vortex intensity, while the change of Mach
number in the axial direction of the vortex core is not obvious. Therefore, transonic rotors with heavy
blade loading are likely to experience leakage vortex breakdown at NS point.

We could use the mechanism for the shock-induced breakdown to illustrate the interacting process
between the TLV and the bow shock or the breakdown process of the TLV in transonic compressors.
When the vortex passes through the shock, the streamwise velocity decreases rapidly due to the strong
adverse pressure gradient produced by the shock. The swirl component, however, is orthogonal to the
shock surface and is not much affected. In other words, the attenuation of the streamwise component
is far greater than that of the swirl component [48]. When the shock is strong enough, the streamwise
velocity will decay to zero after the interaction. Under this circumstance, the breakdown phenomenon
of the TLV is likely to occur.

The small vortices produced by the TLV vortex breakdown are distributed in the tip region,
causing a large blockage effect in the rotor passage. The low energy fluid might subsequently result in
leading-edge spillage or induce a spike-type stall inception. Therefore, how to postpone or eliminate
the breakdown of TLV may become one of the important ways to enhance the stability at NS point and
enlarge the surge margin of transonic compressors.

5. Conclusions

In this paper, a numerical investigation of a transonic compressor rotor using DES method is
conducted at three working conditions, focused on the structure of tip leakage flow, the interaction
with shock wave and the unsteady characteristics.

Strong unsteadiness was found at NS point with the characteristic frequencies of 0.64 BPF and
1.80 BPF. The most unstable region for this transonic rotor is in the rotor passage near the pressure side
of the tip blade, which is the result of the interaction between the TLV and the shock. The affected area
is mainly located at the tip region, causing a considerable fluctuation in total pressure distribution and
flow angle distribution above 80% span. The unsteadiness at NC point and PE point is not obvious.

Detailed structures of the tip leakage flow were captured, closely related to the working condition.
At the NS point, a vortex breakdown can be observed downstream the bow shock. While, at NC
point or PE point, the TLV breakdown did not take place. The breakdown process at NS point was
confirmed in a spiral-type form. The vortex core changed its direction to a perpendicular path and
started to rotate around the original one when developing downstream. Whether before or after the
breakdown point, the vortices were temporally rotating in the same direction as the initial leakage
vortex. Whereas, the helices after breakdown were coiling in the opposite direction. The breakdown of
the TLV generated unstable small vortices and contributed greatly to the unsteadiness at NS point.
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Nomenclature

CDES the coefficient in DES97 model
Cp specific heat capacity at the constant pressure
Cs the coefficient in Smagorinsky-Lilly model
d̃ DES length scale
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e inner energy
E total energy, E = e + uiui/2
H total enthalpy, H = E + p/ρ

k turbulent kinetic energy
M molecular weight
Ma Mach number
p pressure
Rm gas constant, Rm = 8.314 J/(mol· K)

S deformation rate, S̄ =
√

2S̄ij S̄ij

Sij deformation rate tensor
T temperature
u velocity
x Cartesian coordinates
y+ nondimensional wall distance
Δ local grid scale
Δx+ nondimensional grid scale in x direction
Δy+ nondimensional grid scale in y direction
Δz+ nondimensional grid scale in z direction
λ thermal conductivity
λ′ turbulent thermal conductivity
μ dynamic viscosity
μt turbulent eddy viscosity
ν kinematic viscosity
ν̃ the working viscosity in S-A model
νSGS sub-grid-scale kinematic viscosity
νt turbulent kinematic viscosity
ξDES a criterion to distinguish LES region from RANS region
ρ density
τij viscous stress tensor
τ′

ij Reynolds stress tensor or sub-grid-scale stress tensor

Abbreviations

BPF Blade passing frequency, 1 BPF = n · NB/60 (Hz), where n is the rotation speed of the axis with the unit rpm
DES Detached-eddy simulation
LES Large eddy simulation
NB Number of rotor blades
NC Near choke point
NS Near stall point
PE Peak efficiency point
PIV Particle image velocimetry
RANS Reynolds-averaged Navier–Stokes
SGS sub-grid-scale stress
TLV Tip leakage vortex
UDF User-defined function
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Abstract: A new analysis method to calculate the rotor-induced average tower drag of downwind
turbines in the blade element momentum (BEM) method was developed in this study. The method
involves two parts: calculation of the wind speed distribution using computational fluid dynamics,
with the rotor modeled as a uniform loaded actuator disc, and calculation of the tower drag via the
strip theory. The latter calculation considers two parameters, that is, the decrease in wind speed and
the pressure gradient caused by the rotor thrust. The present method was validated by a wind tunnel
test. Unlike the former BEM, which assumes the tower drag to be constant, the results obtained by
the proposed method demonstrate much better agreement with the results of the wind tunnel test,
with an accuracy of 30%.

Keywords: wind turbine; downwind; tower shadow; load; tower; BEM; actuator disc

1. Introduction

Horizontal axis wind turbines are categorized as upwind and downwind turbines according
to the position of the rotor relative to the tower. Among these, upwind turbines have been
predominant throughout the 30 year history of commercial wind turbines. The most essential
reason for the unpopularity of the downwind turbines is the presence of a strong aerodynamic
interaction between the rotor and the tower, which is commonly known as the “tower shadow effect”.
This phenomenon generates impulsive loads and infrasound when one of the blades passes through
the wake of the tower [1]. The modeling of the tower shadow effect is a critical technical problem of
downwind turbines.

Design loads are calculated on the basis of the international design standard IEC61400-1 [2] or
the guidelines for certification bodies DNV GL [3]. In a large number of cases in which the design
load is combined with the wind model, the wind turbines can experience failure conditions, as well
as various types of wind and marine conditions. The flexibilities of the structure and the controls,
in addition to the aerodynamics, hydrodynamics, aero-elastics, and control of the wind turbines,
considerably influence the load. The blade element momentum (BEM) method is the most popular tool
for determining these characteristics [4,5]. Therefore, the modeling of the tower shadow effect in the
BEM is one of the most important technical challenges in the design and development of downwind
wind turbines. However, most of the tower shadow models are too simple to express such phenomena,
as they consider only the wind speed profile behind an isolated tower [5,6] and not the aerodynamic
interaction between the rotor and the tower.

Several studies have been conducted until now that have focused on the variable loads of the
downwind turbines caused by the tower shadow effect. Zhao et al. [7] studied the loads on a tower
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by performing a comparison between two- and three-bladed upwind and downwind rotors in two
different rotor speed conditions using computational fluid dynamics (CFD). The peak to average
values of the hub bending moment and the tower base bending moment of the downwind turbine
were shown to be 5–6 times and 2.5 times larger, respectively, than those of the upwind turbine.
Zahle et al. [8] conducted 2-dimensional CFD analysis for three typical tower concepts of downwind
turbines as well as for an upwind turbine; a steep load variation was noted for the downwind turbine,
and the implementation of streamlined and four-leg towers was shown to be an effective technique
to reduce the load variation caused by the tower shadow effects. Matiz-Chicacausa and Lopez [9]
investigated the possibilities of the application of the actuator line model (ALM) to the CFD analysis
of the tower shadow effects. The ALM was shown to be useful for load estimation of a downwind
turbine under specific conditions.

Although the abovementioned research contributed to the expansion of the understanding
of the phenomenon, the authors did not aim to develop models for extensive load calculations
based on the design standards and guidelines. Wang and Coton [10] developed a high-resolution
tower shadow model for downwind turbines based on the prescribed wake vortex model and an
efficient near wake dynamics model of the vorticity trailing the blades. The model demonstrated
reasonable agreement with the experimental results, with the exception of the blades passing through
the tower wake. However, the load of the tower was not discussed in this research. Yoshida and
Kiyoki [11,12] developed the load equivalent tower shadow modeling method. The method considered
a bell-shaped wind speed profile behind the tower, which helped obtain the equivalent rotor load
variation with the wind turbine CFD analysis. This model was applied to the development of the first
multimegawatt-scale commercial downwind turbines, including the SUBARU 80/20 [13] and, later,
the Hitachi 2 MW, to realize high performance and safety in complex terrains [14,15]. The technology
was extended to the later produced Hitachi 5 MW [16] offshore wind turbines. The model has been
successfully applied in engineering applications so far; however, two major problems remained
unsolved. The first concern was that the CFD modeling of the rotor–tower configuration required for
each operating condition was time-consuming, which made the technique inconvenient for use in
the design optimization process. The second issue was that no model was established for the tower
shadow effects on the tower drag. Considering the situation, the tower load variation caused by the
tower shadow effect was modeled by Yoshida by combining the BEM and the Lifting Line Theory [17].
However, the average tower drag was still not discussed in that research.

Considering these situations, this paper proposes a BEM model for the tower average drag.
The formulation is presented in Section 2, and the validation of the method by a wind tunnel test is
discussed in Sections 3–5.

2. Methodology

The formulation of the average loads of the towers of the downwind turbine by using the BEM is
discussed in this chapter. The following two calculations are considered:

(1) Wind speed distribution by CFD
(2) Rotor thrust-induced tower average drag

2.1. Wind Speed Distribution by CFD

The wind speed distribution in front of the rotor is calculated using CFD. Figure 1 shows the
top view of the rotor and the tower of a downwind turbine. The tower, which has the diameter DT,
is located in front of the rotor. The free stream wind speed U0 decreases to U0(1 − a) at the rotor plane
as a result of the rotor thrust. Here, a is the axial induction factor. Figure 2 is the schematic of the
CFD involved in the present study. The tower is not included in the model, but the position is termed
“virtual tower position” in this research. Further, uT is the wind speed at the virtual tower position,
which is between U0 and U0(1 − a), depending on the condition. The rotor is modeled by an actuator
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disc model (ADM). The load distribution is assumed to be uniform to realize a convenient application
to the BEM. The thrust per unit volume σ of the ADM is as shown in Equation (1):

σ =
1

2πrw
dT
dr

(1)

where w is the thickness of the ADM.

 

Figure 1. Top view of a downwind turbine. U0, free stream wind speed, DT, tower diameter.

 

Figure 2. Computational fluid dynamics (CFD) with actuator disc model (ADM). uT, wind speed at the
virtual tower position.
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2.2. Rotor Thrust-Induced Tower Average Drag

The wind speed at the tower and the tower drag decrease as the rotor thrust increases due to
the aerodynamic interaction. Two factors, that is, the wind speed and the ambient pressure gradient
caused by the rotor thrust, are considered in this research. The formulation is based on the assumption
of the strip theory, according to which the flow between the sections normal to the tower axis is not
taken into account.

(1) Wind Speed Effect

The tower drag decreases proportionally to the square of the wind speed when the tower section
drag coefficient remains constant. This influence is modeled herein.

The section drag fXT0 of the isolated tower with no rotor interaction is as shown in Equation (2):

fXT0 =
1
2

ρU0
2DTCdT0 (2)

where CdT0 is the drag coefficient at the tower section.
In case the effect of the rotor thrust comes into play, the wind speed at the tower position decreases.

Furthermore, the tower section drag also decreases from fXT0 to fXT. This is expressed in the following
two ways, based on the wind speeds at the free stream and at the virtual tower position, as shown
in Equation (3):

fXT =
1
2

ρU0
2DTCdT =

1
2

ρuT
2DTCdT0 (3)

where CdT is the tower section drag based on the free stream wind speed, and uT is the wind speed at the
virtual tower position, which is calculated by CFD without incorporating a tower model, as explained
in the previous section. Here, the drag coefficient CdT0 is assumed to be constant as in Equation (2).

Therefore, the tower section drag deviation induced by the rotor thrust ΔfXT is calculated as
in Equation (4):

Δ fXTV = fXT − fXT0 = −1
2

ρU0
2DTCdT0

(
1 − μT

2
)

(2)

where the normalized wind speed at the virtual tower is

μT =
uT
U0

Therefore, the change in the relevant drag coefficient caused by the wind speed change ΔCdTV is
calculated by Equation (4), as given in Equation (5):

ΔCdTV = −CdT0

(
1 − μT

2
)

(3)

This indicates that the term of the tower section drag decreases as the normalized wind speed at
the virtual tower, induced by the rotor thrust, decreases.

(2) Effect of the Ambient Pressure Gradient

The tower drag is also dependent on the ambient pressure gradient around the tower.
This influence is modeled herein.

The pressure at the virtual tower position pT is calculated by Bernoulli’s law, as in Equation (4):

p0 +
1
2

ρU0
2 = pT +

1
2

ρuT
2 (4)
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where p0 and pT are the pressures at the free stream and the virtual tower center, respectively.
Therefore, the windward pressure gradient ∂pT/∂xT at the virtual tower center is calculated as shown
in Equation (5) by the differential of Equation (4):

∂pT
∂xT

= −ρuT
∂uT
∂xT

(5)

The section drag by the pressure gradient at the tower section ΔfXTP is calculated as in Equation (6)
by employing the pressure deviation from the front and back sides of the tower and the tower diameter.
The pressure deviation is calculated by the pressure gradient and the windward reference distance ΔxT :

Δ fXTP =
∂pT
∂xT

ΔxT DT (6)

Assuming a uniform pressure gradient, the tower section drag is expressed as in Equation (7):

Δ fXTP =
∫ π/2

−π/2

(
∂pT
∂xT

DT cos φT

)(
DT
2

cos φT

)
dφT (7)

The reference distance is calculated as in Equation (8) using Equations (6) and (7):

ΔxT =
π

4
DT (8)

Therefore, the change in the tower section drag owing to the pressure gradient is calculated as in
Equation (9):

Δ fXTP =
πDT

2ρuT
4

∂uT
∂xT

=
πDTρU0

2μT
4

∂μT
∂ξT

(9)

where ξT is the normalized distance and can be written as

ξT =
xT
DT

Therefore, the change in the relevant drag coefficient caused by the pressure gradient ΔCdTP can
be written as in Equation (10):

ΔCdTP =
π

2
μT

∂μT
∂ξT

(10)

This indicates that the term of the tower section drag decreases as the negative pressure gradient
caused by the rotor thrust increases.

(3) Total Average Tower Drag

From (1) and (2), the deviation of the drag ΔfXT and the drag coefficient ΔCdT induced by the
rotor thrust are derived as Equations (11) and (12), respectively:

Δ fXT = Δ fXTV + Δ fXTP =
1
2

ρU0
2DT

[
−CdT0

(
1 − μT

2
)
+

π

2
μT

∂μT
∂ξT

]
(11)

ΔCdT = ΔCdTV + ΔCdTP = −CdT0

(
1 − μT

2
)
+

π

2
μT

∂μT
∂ξT

(12)

3. Wind Tunnel Test

3.1. Outline

A wind tunnel test for a wind turbine was conducted to validate the theory described in the
previous chapter. The rotor–tower interaction was simulated by a dummy tower placed in front of the
rotor of the upwind turbine.
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3.2. Facility

The Boundary Layer Wind Tunnel at the Research Institute for Applied Mechanics, Kyushu
University [18], was used for the test. The wind tunnel has a test section with a width of 3.6 m, a height
of 2.0 m, and a length of 15 m. The maximum wind speed is 30 m/s.

3.3. Test Model

The general specifications and the outline of the model and the tower installed in the wind tunnel
are presented in Table 1. The blockage ratio, which is the ratio of the rotor area to the cross section of
the wind tunnel, is as small as 5.3%. The rotor speed is controlled by the variable dump load. Figure 3
shows the schematic of the test model and the dummy tower. Although the model is an upwind
turbine supported by a tower with a diameter of 50.8 mm, a dummy tower is installed in front of the
model to mimic the downwind turbine tower. The diameter of the dummy tower is 64 mm, which is
200% the value of the blade chord length. The dummy tower was placed at two positions; −6DT and
−4DT. Figure 4 shows an image of the test model. The dummy tower is shown as located in front of
the turbine.

Table 1. Specifications of the test model and the dummy tower.

Item Specification

Number of blades 2
Rotor diameter D 700 mm

Rotor radius R 350 mm
Tilt angle 0 deg

Coning angles 0 deg
Airfoil NACA0013

Blade chord length 32 mm
Twist angle 0 deg

Tower diameter DT 64 mm

Tower position −338 mm (−6DT)
−225 mm (−4DT)

 

Figure 3. Schematic of the test model (dummy tower at −4DT).
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Figure 4. Test model and dummy tower installed in the wind tunnel.

3.4. Measurement

- Rotor speed: Magnetic encoder
- Load (top of the tower): 6-axis Load Cell (Nissho)
- Pressure on the dummy tower (50%R, 80%R, 8 points each): Pressure sensor (Otegiken)

3.5. Test Conditions

- Wind speed (U0): 6 m/s (uniform, steady)
- Yaw angle: 0 deg
- Blade pitch angle (θ): 4, 6, 8 deg
- Tip speed ratio (λ): 6.6–9.2

3.6. Test Results

The measurements for the power coefficient CP and the thrust coefficient CT for the isolated rotor
model are shown in Figure 5. The rotor torque was calculated from the rolling moment at the top of
the tower. The value of thrust force at the top of the tower was used as the rotor thrust. The maximum
value of CP was noted at approximately λ = 8 and θ = 6 deg. However, CT tended to increase with an
increase in the tip speed ratio or a decrease in the pitch angle.

Figure 5. Relationship between the power (CP) and thrust (CT) coefficients and the tip speed ratio. θ,
blade pitch angle.
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The pressure distributions on the dummy tower in typical cases are shown in Figure 6. Here,
0 deg indicates the upwind side of the tower. The pressure on the 50%R was relatively higher than
that at 80%R. In general, the pressures around the downwind side of the tower (180 deg) tended to be
higher as the rotor thrust was larger.

The details of other characteristics are discussed in Section 5.

 
(a) −6DT, 50%R (b) −4DT, 50%R 

 
(c) −6DT, 80%R (d) −4DT, 80%R 

Figure 6. Distribution of the pressure coefficient on the dummy tower in typical cases.

4. Analysis

4.1. Outline

The relationship between the rotor thrust and the tower drag coefficient was determined by
the proposed method described in Section 2. The model is generally the same as the one described
in Section 3.3; however, the influence of the support was neglected as the support was located
far downwind of the rotor, and this distance was fairly large compared to the support’s diameter.
In addition, the influence of the nacelle was neglected, as it does not affect the outboard sections, as
discussed in this study.

4.2. CFD Outline

A CFD analysis was conducted for the rotor using ANSYS CFX [19] considering the k-ω SST
turbulence model. The rotor was modeled by an ADM with uniform load distribution.

The simulation domain and the boundary conditions are summarized in Table 2. The model
consisted of structured cells around the ADM with y+ is about 1 and unstructured ones otherwise.
The total number of cells was approximately 50 million. The typical cells are shown in Figures 7 and 8.
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Table 2. Simulation domain and boundary conditions.

Boundary Distance from the Rotor Center Boundary Condition

Rotor −D/140~+D/140 ADM
Tower Not available Not available
Inlet −4D Wind speed (uniform)

Outlet +5D Ambient pressure
Bottom −2D Slip

Top +2D Slip
Side −2D, +2D Slip

“D”: Rotor diameter.

 

Figure 7. CFD domain.

 

Figure 8. Cells around the rotor.

4.3. Analysis Conditions

- Wind speed (U0): 6 m/s (uniform, steady)
- Yaw angle: 0 deg
- Thrust coefficient (CT): 0.4–0.9 (each 1.0)
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4.4. Wind Speed Distributions in Front of the Rotor

The wind speed distributions in typical conditions, CT = 0.4 and 0.9, are shown in Figures 9 and 10.
The circles in these figures denote the positions of the dummy towers at −6DT and −4DT. The wind
speed tended to decrease in front of the tower in general, and the wind speed was lower in the vicinity
of the rotor. A comparison between the two conditions shows that the wind speed around the dummy
tower decreased as CT increased. A comparison between the two sections shows that the wind speed
in front of the rotor was lower at 50%R compared to that at 80%R. The load was uniform on the rotor,
and the inboard sections were considerably affected by the rotor.

  

 
[m/s] 

(a) 50%R (b) 80%R  

Figure 9. Wind speed distribution in front of the rotor at CT = 0.4, U0 = 6 m/s. (The circles indicate the
dummy tower positions at −6DT and −4DT).

  

 
[m/s]

(a) 50%R (b) 80%R  

Figure 10. Wind speed distribution in front of the rotor at CT = 0.9, U0 = 6 m/s. (The circles indicate
the dummy tower positions at −6DT and −4DT).

The distributions of the normalized wind speed μT and its differential ∂μT/∂ξT with respect to
the normalized distance ξT in front of the rotor are shown in Figures 11 and 12. The distributions
at CT = 0.4 and 0.9were identical to those in Figures 9 and 10 in the symmetrical plane. The top
subplots correspond to the distributions at 50%R, and the bottom ones correspond to those at 80%R.
The wind speed was lower in the vicinity of the rotor and decreased as the thrust coefficient increased,
as mentioned above.
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Figure 11. Wind speed in front of the rotor as obtained by CFD. μT, normalized wind speed, ξT,
normalized distance.

Figure 12. Spatial differential of wind speed in front of the rotor (∂μT/∂ξT) as obtained by CFD.

4.5. Drag Coefficients of the Virtual Tower

The deviation of the drag coefficient of the virtual tower calculated by the present theory is shown
in Figure 13. The x-axis denotes the virtual tower position, and the y-axis denotes the thrust coefficient.
The diameter of the tower DT was assumed to be 64 mm, as in the experiment. As indicated by
Figures 11 and 12, the drag coefficient tended to be smaller as the rotor–tower clearance decreased and
the thrust coefficient increased. The drag tended to be smaller at 50%R than at 80%R.

As shown in Equation (14), the rotor thrust-induced tower drag deviation consisted of the wind
speed term and the pressure gradient term. Figure 14 shows the share of the wind speed term to the
total deviation. It indicates that approximately 80% of the change in the drag wss caused by the first
term of Equation (12), i.e., the decrease in the wind speed, rather than the pressure gradient.
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Figure 13. Relationship between the tower section drag and rotor thrust and the virtual tower position.
ΔCdT, drag coefficient.

(a) Share of wind speed term CdTV. (b) Share of pressure gradient term CdTP.

Figure 14. Share of the wind speed term CdTV in the total CdT tower section drag coefficient.

5. Validation

The thrust-induced drag deviations ΔCdT to the thrust coefficient at −6DT and −4DT are shown
in Figure 15. The lines are approximations for which the intercepts are at ΔCdT = 0 and CT = 0 by
definition. The ΔCdT values for all the cases are shown to be almost proportional to CT. The proportion
factors are summarized in Table 3. The factors of the former BEM are zero, as the method does not
consider the influence of the rotor thrust on the tower drag. On the other hand, the proposed method
shows good agreement with the test. The drag coefficients tended to decrease as the rotor thrust
increased. The drag coefficient at the 50%R section was smaller than at the 80%R section. Further,
the drag coefficient decreased as the tower was placed closer to the rotor.
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(a) −6DT. (b) −4DT.

Figure 15. Relationship between tower drag and rotor thrust.

Table 3. Fraction of the deviation of the tower drag coefficient to the thrust coefficient.

Dummy Tower Position Tower Section
Test Present

ΔCdT/CT [-] ΔCdT/CT [-] Deviation from the Test

−6DT
50%R −0.1270 −0.0937 −26.2%
80%R −0.1058 −0.0741 −30.0%

−4DT
50%R −0.1484 −0.1594 +7.4%
80%R −0.0961 −0.1225 +27.5%

6. Conclusions

A novel analysis method to calculate the average tower drag of downwind turbines,
which considers the rotor-induced average tower drag coefficient, was developed. It consists of
two terms, that is, the decrease in the wind speed and the pressure gradient caused by the rotor thrust.
The rotor thrust distribution is assumed to be uniform. The method was validated by a wind tunnel
test. Unlike the former blade element momentum (BEM) method, which assumes the tower drag
to be constant, the proposed method demonstrates a much better agreement with the wind tunnel
test, with an accuracy of up to 30%. The results show that the tower drag decreases proportionally
to the rotor thrust. With regard to the sensitivity of the tower drag with respect to the rotor thrust,
the following characteristics were noted:

- The drag coefficient was larger in the inboard section (50%R) than in the outboard section (80%R).
- The drag coefficient decreased as the tower was positioned closer to the rotor.
- Of the two terms influencing the deviation of the tower section drag, the effect of the decrease in

wind speed was more dominant in leading to the decrease in the tower section drag.

By preparing the database of the relationship between the rotor thrust coefficient for the wind
speed distribution in front of the rotor, the proposed method is expected to improve the accuracy of
the load calculation in the BEM.

In future studies, the present model is planned to be extended to variable loads of wind turbine
blades in succession.
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Nomenclature

CdT Tower drag coefficient
CdT0 Tower drag coefficient with no rotor thrust
CP Power coefficient
Cp Pressure coefficient of the tower
CT Thrust coefficient
D Rotor diameter
DT Tower diameter
fXT Tower section drag
fXT0 Tower section drag with no rotor thrust
p0 Free stream pressure
pT Pressure at the tower position
R Rotor radius
r Station radius of the blade element
T Rotor thrust
U0 Free stream wind speed
uT Wind speed at the tower position
w Thickness of the actuator disc

T Longitudinal (or windward) position
CdT Deviation of the tower drag coefficient from that of the isolated tower
ΔCdTP Deviation of the tower drag coefficient by the effect of the pressure gradient
ΔCdTV Deviation of the tower drag coefficient by the wind speed
ΔfXT Deviation of the tower section drag from that of the isolated tower
ΔfXTP Deviation of the tower section drag by the effect of the pressure gradient
ΔfXTV Deviation of the tower section drag by the wind speed
θ Blade pitch angle
λ Tip speed ratio
μT Normalized wind speed at the tower position
ξT Position normalized by the tower diameter
ρ Air density
φT Azimuth position around the tower (0 deg in front, clockwise around the vertical axis)
ADM Actuator disc model
ALM Actuator line model
BEM Blade element momentum (method)
CFD Computational fluid dynamics
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Abstract: Separation of laminar boundary layer is a great source of loss in energy and power
machinery. This paper investigates the entropy generation of the boundary layer on the flat plate
with pressure gradient. The velocity of the flow field is measured by a high resolution and time
related particle image velocimetry (PIV) system. A method to estimate the entropy generation of each
mode extracted by proper orthogonal decomposition (POD) is introduced. The entropy generation of
each POD mode caused by mean viscous, Reynolds normal stress, Reynolds sheer stress, and energy
flux is analyzed. The first order mode of the mean viscous term contributes almost 100% of the total
entropy generation. The first three order modes of the Reynolds sheer stress term contribute less than
10% of the total entropy generation in the fore part of the separation bubble, while it reaches to more
than 95% in the rear part of the separation bubble. It indicates that the more unsteady that the flow is,
the higher contribution rate of the Reynolds sheer stress term makes. The energy flux term plays an
important role in the turbulent kinetic energy balance in the transition region.

Keywords: POD; entropy generation; boundary layer; laminar separation bubble

1. Introduction

For the energy and power machinery, such as gas turbine and other turbomachinery, the efficiency
must be the most important performance parameters [1]. An effective way to improve efficiency is to
reduce the loss, namely to avoid the generation of entropy [2–4]. In thermodynamics, any irreversible
physical process will inevitably lead to the increase of entropy [5]. In this paper, it mainly focuses on
the entropy generation in the boundary layer.

The entropy generation has been the subject of many past studies. Bejan [6], Rotta [7], and
McEligot [8] studied the entropy generation in the viscous layer and analyzed the generation rates in
diffident Y-plus layer. Moore [9] attempted to develop a numerical model for turbulent flow entropy
generation, but Kramer-Bevan [10] verified it is not consistent near the wall due to a small temperature
gradient. Adeyinka et al. [11] investigated the error of entropy generation model affected by the mesh
grids in the fully-developed laminar flow.

The entropy generation is difficult to be accurately calculated [12]. Since it is difficult to
predict the small fluctuating velocity and temperature in the turbulent flow through numerical
and experimental [13] few experiments have had sufficient measurements to calculate the entropy
generation. Thus, most studies try to estimate the entropy generation with a simplified formulation,
which will be introduced in Section 3.2.

To describe and extract coherent structures in boundary layer, researchers attempt to develop new
data analysis methods, such as proper orthogonal decomposition (POD), dynamic mode decomposition
(DMD), and spectral POD (SPOD). POD is a method that identifies coherent structures by decomposing
the flow field into orthogonal modes in space. Moreover, the dominant features in the flow is identified
based on the energy rank [14]. Dynamic mode decomposition is a method that is orthogonal in time
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in the sense that the dynamic mode information from a given flow field is based on the Koopman
analysis [15]. In contrast to POD, it is a method that gives the energy of the fluctuations at distinct
frequencies meaning the modes are arranged in descending order of energy content. Spectral POD
is a method that combines proper orthogonal decomposition with a spectral method to analyze and
extract reduced order models of flows from time data series of velocity fields [16].

Since this paper mainly focuses on the entropy generation in the boundary layer. It is more
convenient to identify the flow field based on the energy rank and care little about the time series
and frequencies. Thus, the POD method is applied to the measurement to estimate the entropy
generation. The POD has been widely applied for the experimental and numerical data to identify the
coherent structure [17,18], such as the plate boundary layer [19], cylinder engine flow [20], and turbine
rotor-stator interaction [21]. Particularly, in the case of laminar separation bubbles, POD can extract
the different scale coherent structures [22,23].

While few works have been done to quantify the entropy generation of different coherent
structures in the boundary layer. Calculating the entropy generation of those coherent structure
helps to explore the mechanisms of entropy generation in the boundary layer. It can also identify
the loss resource of the flow flied. In this paper, the entropy generation rate is analyzed by proper
orthogonal decomposition (POD) applied to the PIV measurements.

2. Experimental Facility

The measurement is taken in a transparent circulating water tunnel with a 700 mm (width) × 500
mm (depth) experimental section, and the whole length of the water tunnel is 6.8 m, just as Figure 1
shows. The inlet velocity in this experiment is 0.065 m/s. The mean velocity profile in the empty
experimental section was uniform except for the thin boundary layers on the walls. The turbulence
of the water tunnel is less than 1%, and the Reynolds number is based on the total length of the flat
plate and the inlet velocity is about 3 × 104. The flat plate is mounted horizontally in the middle of the
water tunnel to ensure zero flow incidence. Total length of the flat plate is 390 mm and the geometrical
structure of the leading edge is an ellipse with a ratio of 3:1 to the semi-minor axis length, just as
Figure 2 shows.

Figure 1. Water tunnel and experimental layout.

Figure 2. Placement of the PIV camera windows.
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The instantaneous velocity field of eight streamwise planes (W1–8) is measured by a PIV system.
The distance from the first window to the leading edge of the flat plate is 30 mm, and the distance
between each windows is 40 mm. The streamwise plane is illuminated by a light sheet provided by
a double cavity Nd: YAG laser, which has the maximum illumination energy of 200 mJ/pulse and
a maximum repetition rate of 15 Hz. To ensure the PIV system operates in stably, the sampling rate
is set as 12 Hz. One thousand pairs of signal-exposure images are continuously captured by a CCD
camera with a resolution of 2072 pixels × 2072 pixels, and the reality view window is about 38.5 mm ×
38.5 mm. The PIV measurement uncertainty can refer to the paper [24], in which the same PIV system
is used. A more detailed investigation of the uncertainty in the turbulent boundary layer can be found
in [25].

3. Dara Processing Method

3.1. POD Method

Since any turbulent flow can be viewed as a superposition of a small number of coherent structures,
the equations describing these structures can be considered in a low-dimensional description of
turbulence. The POD is an effective method to extract these coherent structures. The time related flow
field snapshots can be decomposed into a linear basis set consisting of N basis function φ(k) (POD
mode) and the corresponding coefficients χ(k) (POD coefficients or time coefficients). The POD mode
provides the spatial information on coherent structures, and the POD coefficients retain the temporal
information. In addition to those two parameters, the eigenvalues λ(k) represents the total kinetic
energy that each POD mode captured. The original flow field can be reconstructed by POD mode and
POD coefficients.

ν =
N

∑
n=1

χnφn (1)

The instantaneous velocity of kth POD mode is:

ν
(k)
n = χ

(k)
n φ(k) n = 1, 2 . . . N, (2)

The mean velocity of kth POD mode is:

V(k) =
1
N

N

∑
n=1

χ
(k)
n φ(k), (3)

The velocity fluctuation of kth POD mode is:

v′(k)n = ν
(k)
n − V(k) n = 1, 2 . . . N, (4)

Thus, the Reynolds stresses of kth POD mode can be computed as:

u′(k)
n v′(k)n =

(
u(k)

n − U(k)
)(

v(k)n − V(k)
)

n = 1, 2 . . . N, (5)

3.2. Estimation of Entropy Generation

Basic thermodynamics tells us that entropy generates when the process is irreversible such as
viscous friction [1]. The viscous dissipation is a main frictional irreversibility in boundary layers,
which includes mean viscous dissipation and turbulent dissipation. So the entropy generation can be
expressed as:

S =
μΦ + ρε

T
, (6)
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where the mean viscous dissipation μΦ is [2]:

μΦ = 2μ

[(
∂U
∂x

)2
+

(
∂V
∂y

)2
]
+ μ

(
∂U
∂y

+
∂V
∂x

)2
, (7)

The turbulent dissipation ρε is:

ρε = 2μ

[(
∂u′

∂x

)2

+

(
∂v′

∂y

)2
]
+ μ

(
∂u′

∂y
+

∂v′

∂x

)2

, (8)

Rotta [7] gives a simple estimation function of entropy generation:

S =

[
μ
(

∂U
∂y

)2 − ρ
(

u′v′
)(

∂U
∂y

)]
T

, (9)

Since, the energy flux term plays an important role in the turbulent energy balance in the transition,
so it should also take the energy flux term into account in entropy generation. Thus, the entropy
generation can be calculated as following form [7,26,27]:

S{δ} ≈ ρ
T

[
υ
∫ δ

0

(
∂U
∂y

)2
dy − ∫ δ

0

(
u′v′

)(
∂U
∂y

)
dy − ∫ δ

0

[(
u′2
)
−
(

v′2
)](

∂U
∂x

)
dy−

d
dx

∫ δ
0

1
2 U
(

q2
)

dy − 1
2 v′δ
[(

u′
δ

2
)
+
(
v′δ2
)
+
(
w′

δ
2
)]− v′δ pδ

]
,

(10)

where the first term on the right side of Equation (10) is the viscous term, the second term is the
Reynolds shear stress term, the third term is the Reynolds normal stress term; the fourth term is
the energy flux term, the fifth term is the turbulent diffusion term, and the last term is the pressure
diffusion term. As the last two terms are small, comparing to the magnitudes of other terms, so it can
be neglected [26]. All above equations are widely used to estimate the entropy generation especial in
experimental work. Since it does not involve the pressure and temperature, only the instant velocity
should be measured. It is easy to measure the instant velocity through PIV, hotline probe, and LDV.

3.3. Effect of Decomposition Region Size on POD

In order to explore the effect of decomposition region size on POD results, different decomposition
region size has been investigated. The results of four different height cases are shown in Figure 3.
It shows that, when the height of the decomposition region is less than 30 mm, the spatial structure of
different windows is consecutive, but the symbols of the velocity in W5 and W6 are reverse at different
cases. When the height reaches to 35 mm, the POD can even not extract the structure of boundary
layer in window 5. This is mainly because the POD extracts a coherent structure according to the
total kinetic energy of the flow field. The first-order mode captures more than 99% of the energy
at W5 and W6, as shown in Figure 4; the higher-order modes naturally capture a very low energy.
Therefore, the higher order modes are easily to be effect by the disturbance in main flow. In W7 and W8,
the energy distribution is more uniform because of a more unsteady boundary layer, so it shows more
stabilization with different decomposition region sizes. For the same reasons, the size of streamwise
decomposition region has the same effect on the POD results, which is not shown in this paper. Thus,
in order to extract more flow field structure and avoid the effect of main flow disturbance on the POD
mode, the decomposition region size in following work is all 30 mm × 38.5 mm (only shows 20 mm ×
38.5 mm).
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Figure 3. The third-order mode of the streamwsie velocity with different spanwise decomposition
region size: (a) H = 20 mm; (b) H = 25 mm; (c) H = 30 mm; and (d) H = 35 mm.
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Figure 4. Contribution to total energy of the first order POD mode.

4. Results and Discussion

4.1. Time-Mean Flow Field

Figure 5 shows the time-mean flow field on the flat plate. The thickness of boundary layer
decreases gradually with the velocity increase under the favorable pressure gradient, and then increases
rapidly under the adverse gradient. The boundary layer separates at about X = 200 mm, and it
reattaches again at the end of the outlet, where the adverse gradient is disappearance. It forms
a time-mean separation bubble in the separated boundary layer, while for the temporary flow
field, it consists of a series of vortex. In [28], some criteria can be used to assess if flow history
(upstream evolution of the streamwise pressure gradient) have an impact on the development of the
boundary layer. The following analyses concentrates on the aft portion of the flat plate boundary layer
downstream of the transition.

Figure 5. Time mean streamwise velocity: (a) the fore part of the flow field; and (b) the rear part of the
flow field.
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Figure 6 shows the normalized velocity pattern of the boundary layer along the streamwise. It is
easy to judge the state of the boundary layer through the velocity pattern. The boundary layer at
X/δx=150 = 41–46 is a typical attached boundary layer. There is no inflexion point in the velocity
pattern, which indicates that the flow at those positions has not yet separated. From the position of
X/δx=150 = 47.5, the velocity pattern has obvious inflection point. It indicates that the boundary layer
has separated. The height of the inflection point also represents the boundary of the separation bubble
shown as the dotted line in Figure 6.

Figure 6. Normalized velocity of the boundary layer.

Figure 7 shows the variation of boundary layer thickness, displacement boundary layer thickness,
momentum boundary layer thickness and the shape factor along the streamwise. What should be
noted that strong pressure gradient may lead to an inconsistent boundary layer edge by the common
techniques to define the boundary layer edge [29]. The shape factor maintains about 2 to 3 in W1–3,
where the boundary layer keeps laminar. The boundary layer separates at the position of X = 200 mm,
the value of the shape factor just consistent with the typical value of the separation laminar boundary.
Between the laminar region and the separation region, there is a transition region. Downstream of the
transition region, the shape factor increase rapidly due to the increase of the displacement boundary
layer thickness. The shape factor start to decrease from the location of X = 260 mm, the position
corresponds the maximum thickness of the separation bubble.

Figure 7. Streamwise variation of the boundary layer parameters.

4.2. POD Analysis of Flow Field

Figure 8 shows the different POD modes of the streamwise velocity. The flow structure of the
first order mode is consistent with the time-mean flow field. Since the flow field is almost steady in
W5 and W6, the flow structure of different modes is a little similar to each other, while in W7 and W8,
the flow structure of different modes is much different from each other because of strong unsteady.
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The second order mode is still the large-scale coherent structures that affected by the mean flow. The
third–fourth-order modes represent the small coherent structures that induced by the large-scale
vortex, and the coherent structure paired increases with the increase of the order number [30].

Figure 8. POD modes of streamwise velocity: (a) the first order mode; (b) the second order mode; (c)
the third order mode; and (d) the forth order mode.

Figure 9 shows the power spectrum density of the POD coefficient, which represents the turbulent
kinetic energy of the POD mode. There is a basic frequency (0.024 Hz) in the power spectrum of
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the POD coefficient, which corresponds with the frequency of the main flow turbulence. The energy
mainly concentrates in a low frequency band for those four windows. The amplitude of the energy
spectrum increases gradually from W5 to W8 with the increasing unsteady of the flow. The energy
at high frequency decreases faster and faster from W5 to W8. The slope of the forth order mode at
W8 tends to be −3/5, which indicates that the flow field of the forth order mode tends to be fully
developed turbulent flow.

Figure 9. Power spectrum density of the POD coefficient: (a) W5; (b) W6; (c) W7; and (d) W8.

According to the Equations (2)–(5), the Reynolds stress of different POD modes are calculated
and shown in Figure 10. The distribution of the first order mode Reynolds stress is basically consistent
with the original flow field (not given in this paper), which also verifies the correctness of the above
equations. The extracted Reynolds normal stress of mode 2 and mode 3 mainly distributes above the
separation bubble, while the Reynolds shear stress distributes in the whole boundary layer.

Figure 10. Cont.
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Figure 10. (a) The second-order mode of the Reynolds normal stress; (b) the third-order mode of the
Reynolds normal stress; (c) the second-order mode of the Reynolds sheer stress; and (d) the third-order
mode of the Reynolds sheer stress.

4.3. Entropy Generation Analysis

4.3.1. Entropy Generation of Original Flow Field

According to the Equation (10), the different entropy generation terms are calculated and shown
in Figure 11. It shows that the magnitude of the mean viscous dissipation term is much smaller than
other terms. The entropy of the mean viscous dissipation only generates in laminar boundary layer and
the edge of the separation bubble. Since the velocity in the separation bubble is very small, the entropy
generation tends to be very small in the separation bubble. Nevertheless, it does not mean that the
separation bubble will not cause any loss. The separation bubble will induce a rapidly increase of the
boundary layer thickness and the Reynolds stress dissipation loss in the separated boundary layer is
much higher than that of the attached boundary layer, just as Figure 11 shows. The energy flux term
distributes in the whole main flow and there is not a clear boundary between the positive area with
the negative area.
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Figure 11. Distribution of different terms of entropy generation: (a) the mean viscous dissipation term;
(b) the Reynolds sheer stress term; (c) the Reynolds normal stress term; and (d) the energy flux term.

Figure 12 shows the variation of the integrated entropy generation in the boundary along the
streamwise. In the laminar region (W1–3), the entropy generation of the laminar boundary layer keeps
at a very low level. In the transition region (W4), the amplitude of the energy flux term increases
significantly. It indicates that the energy flux term plays an important role in the turbulent kinetic
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energy balance. The integrated energy flux shows discontinuity between windows and data sparsity,
which results from the discrete distribution of energy flux term in the counter map just as the Figure 11
shows. Figure 13 shows the total integrated entropy generation in the boundary layer. It shows that
the total entropy generation increases significantly when the boundary layer separated. The Reynolds
shear stress term tends to be positive growth and the energy flux term is negative growth, which is
consistent with the trend described in [27].

Figure 12. Streamwise variation of integral entropy generation.

Figure 13. Total integral entropy generation of different terms.

4.3.2. Entropy Generation of POD Mode

As described above, the POD is an effective method to extract the coherent structures. The entropy
generation of the coherent structures extracted by POD can be calculated through Equations (2)–(5) and
(10). It significant to quantize the entropy generation of the coherent structures. Once you can identify
the source of the coherent structures, then the source of the loss production can be confirmed [31].

Figures 14–16 show the entropy generation of different POD modes. The first-order mode of the
mean viscous dissipation term is almost equal to that of the original flow field and the value of higher
order mode tends to be zero. It also demonstrates that the first order mode represents the mean flow.
The entropy generation distribution of the second and third-order mode of the Reynolds stress term
and the energy flux term is similar to the distribution of the related POD mode.
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Figure 14. Entropy generation of first order mode: (a) the mean viscous dissipation term; (b) the
Reynolds sheer stress term; (c) the Reynolds normal stress term; and (d) the energy flux term.
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Figure 15. Entropy generation of second order mode: (a) the Reynolds sheer stress term; (b) the
Reynolds normal stress term; and (c) the energy flux term.

Figure 16. Cont.
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Figure 16. Entropy generation of third order mode: (a) the Reynolds sheer stress term; (b) the Reynolds
normal stress term; and (c) the energy flux term.

Figure 17 shows the cumulative contribution to the total integral entropy generation of each
POD mode in the boundary layer. The contribution rate of the first order mode of the mean viscous
term reaches 100% in all of those windows. In W5, the contribution rate of the first two modes of the
Reynolds stress (normal and sheer) is about 10%, the magnitude of the higher modes is almost at the
same level. Thus, the contribution of each mode seems to be the same and the cumulative contribution
line increases with a constant slope. The Reynolds sheer stress term in W6 has the same situation with
that in W5, while the first third-order mode of the Reynolds normal stress in W6 contributes about 80%
of the total entropy generation. The contribution rate of the energy flux term reaches to 90% until the
cumulative order number of the POD mode is about 400 in both W5 and W6.

Figure 17. Cont.
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Figure 17. Cumulative contribution to the total integral entropy generation of each POD mode: (a) W5;
(b) W6; (c) W7; and (d) W8.

In W7, the first third-order modes of Reynolds stress (normal and sheer) term contributes
more than 80% of the total entropy generation, the higher order contributes less than 20%. In W8,
the contribution of the first 30th-order modes of the Reynolds stress (normal and sheer) is about 60%.
It indicates that the contribution of the Reynolds stress term of the low-order mode in the rear part of
the separation bubble (W7 and W8) is much higher than that in the fore part of the separation bubble
(W5). The low order mode of the energy flux term in W8 contributes the negative value, which results
from the negative energy captured by the first-order mode just as shown in Figure 16.

5. Conclusions

In this paper, the boundary layer of the flat plate with a pressure gradient in the water tunnel
has been studied using high-resolution particle image velocimetry (PIV). The entropy generation
rate is analyzed by proper orthogonal decomposition (POD) applied to the measurements. Several
conclusions can be made.

The separation bubble will dramatically increase the thickness of the boundary layer and result in
a sharp increase of the loss. The loss due to the Reynolds normal stress mainly distributes above the
separation bubble, and the loss due to the Reynolds shear stress distributes in the whole boundary
layer. The decomposition region size has a significantly effects on the POD result of the laminar
boundary layer. It should reduce the proportion of the main flow area as much as possible when
carrying out the POD analysis. In the transition region, the energy flux terms plays an important
role in transiting the energy from the mean flow to the turbulent flow and contributes a large ratio to
the entropy generation. Estimation of the entropy generation of the POD mode helps to explore the
mechanism of entropy generation and identify the source of the loss production. Additionally, it is
easy to promote this method to some other complex flows, such as wake-induced separation on the
suction side of blade, or the leakage flow on the blade tip from either numerical or experimental data,
which is only based on the instantaneous velocity field.
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Nomenclature

H Shape factor
Re Reynolds number
S Entropy generation
T Temperature
u Instantaneous streamwise velocity
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u′ Streamwise velocity fluctuation (u − U)
U Averaged streamwise velocity
U0 Streamwise velocity of main flow
v Instantaneous spanwise velocity
v′ Spanmwise velocity fluctuation (v − V)
V Averaged spanwise velocity
χ POD coefficients
λ Eigenvalue of POD
φ Basis function of POD
ρ Density
μ Kinetic viscosity
υ Kinematic viscosity
δ Boundary layer thickness
θ∗ Displacement boundary layer thickness
θ∗∗ Momentum boundary layer thickness
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Abstract: Flow-induced motion (FIM) performs well in energy conversion but has been barely
investigated, particularly for prisms with sharp sections. Previous studies have proven that T-section
prisms that undergo galloping branches with high amplitude are beneficial to energy conversions.
The FIM experimental setup designed by Tianjin University (TJU) was improved to conduct a series of
FIM responses and energy conversion tests on a T-section prism. Experimental results are presented
and discussed, to reveal the complete FIM responses and power generation characteristics of the
T-section prism under different load resistances and section aspect ratios. The main findings are
summarized as follows. (1) Hard galloping (HG), soft galloping (SG), and critical galloping (CG) can
be observed by varying load resistances. When the load resistances are low, HG occurs; otherwise,
SG occurs. (2) In the galloping branch, the highest amplitude and the most stable oscillation cause
high-quality electrical energy production by the generator. Therefore, the galloping branch is the best
branch for harvesting energy. (3) In the galloping branch, as the load resistances decrease, the active
power continually increases until the prism is suppressed from galloping to a vortex-induced
vibration (VIV) lower branch with a maximum active power Pharn of 21.23 W and a maximum
ηout of 20.2%. (4) Different section aspect ratios (α) can significantly influence the FIM responses and
energy conversions of the T-section prism. For small aspect ratios, galloping is hardly observed in
the complete responses, but the power generation efficiency (ηout,0.8 = 27.44%) becomes larger in the
galloping branch.

Keywords: flow-induced motion; sharp sections; T-section prism; load resistances; section aspect
ratios; energy conversion

1. Introduction

The flow-induced motion (FIM) phenomenon [1] widely exists in the civil engineering field, and it
can lead to the failure of oscillating structures such as solar receiver tubes [2–4], long-span bridges [5],
parallel twin bridges [6], offshore risers [7], and aircraft [8]. Many early studies have devoted
great efforts to the suppression [9,10] of FIM. With the study of FIM increasing significantly [11–14],
researchers [15–17] are gradually paying more attention to the potential of FIM energy. Many creative
structures [18–20] have been proposed for exploiting this energy, especially for the vortex-induced
vibration (VIV) [21] and galloping [22,23] responses of FIM.

VIV occurs due to the alternating shedding of vortices from either side of the bluff cylinder [1].
Galloping occurs due to the forces acting on a prism as it is subjected to periodic variations in the angle
of attack of the flow [24]. An isolated smooth circular cylinder can only undergo VIV, while galloping is
rarely observed [25]. On the contrary, galloping is easily observed for non-circular-section prisms such
as rectangular prisms, triangular prisms, and passive turbulence control (PTC) circular cylinders, etc.
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There are some studies on rectangular prisms [26–29] to measure the aerodynamic forces during
unsteady galloping oscillations, and some studies report that the incident angle has a significant
influence on the performance of prisms. Research on triangular prisms has concluded that the stability
of galloping strongly depends on the incident flow orientation and on the aspect ratio, as well as on
the mass and damping [30–33]. In addition, two different types of galloping, soft galloping (SG) and
hard galloping (HG), were first discovered during trials on PTC circular cylinders by Park [21]. SG is
self-excited by VIV, and HG cannot be self-excited by VIV, but HG can be excited by external excitation
at a high-flow velocity. Furthermore, Zhang, J. et al. [34,35] also discovered the phenomenon of SG
and HG in a study on triangular prisms, and pointed out two HG types: I-type HG and II-type HG.
Subsequently, Lian, J. et al. [36] found that the VIV and galloping of the triangular prism in complete
FIM responses depended on the damping, stiffness, and mass of the system, as well as the section of
the prism.

Research on VIV and galloping with energy conversion targets has developed rapidly in recent
years. FIM power generation equipment such as VIVACE (Vortex-Induced Vibration for Aquatic Clean
Energy) was successively proposed and gradually optimized. By inventing the virtual damper spring
system [37,38] (VCK) and the PTC [39], Bernitsas et al., in the University of Michigan, carried out many
experiments to further understand FIM responses and power generation for circular cylinders at high
damping [37], a high Reynolds number [21,39,40], variable stiffness [41,42], and variable mass [41], etc.
It was found that a high Reynolds number, high damping, and low mass helped to improve power
generation capacity and oscillation strength. In addition, non-cylindrical oscillators such as PTC
cylinders performed with outstanding advantages in power generation due to the high amplitude
of galloping.

At present, most researchers pay more attention to oscillators with regular cross-sections, such as
cylinders, triangular prisms, square prisms, and rectangular prisms. However, less attention is paid to
oscillators with irregular cross-sections, such as the T-section. Recently, FIM tests on T-section prisms
were conducted in Tianjin University [43]; the published study reported that T-section prisms also
presented galloping responses. Actually, the T-section prism can be regarded as a simplified triangular
prism with axisymmetric structures. Until now, previous studies on the FIM of T-section prisms have
not been systematic, and have only focused on oscillation responses. The complete FIM responses and
the power generation characteristics of T-section prisms have not been investigated systematically.
In order to better understand the complete FIM responses and their power generation characteristics,
a series of tests were conducted, specifically including the following three aspects:

(1) Experimental research on FIM responses to external forces were conducted to determine the
complete FIM responses of T-section prisms;

(2) FIM power generation tests with different load resistances were carried out to investigate the
power generation of the T-section prism in complete FIM responses;

(3) In order to guide the optimization design of the prism, FIM responses and power generation
tests at different section aspect ratios were conducted.

2. Experiment Setup

2.1. Water Channel and Calibration of Flow Velocity

All experiments were conducted in a recirculating water channel at the State Key Laboratory of
Hydraulic Engineering Simulation and Safety (SKL-HESS) of Tianjin University (shown in Figure 1).
The recirculating water channel consisted of a water tank, a variable frequency power pump, a 2-m
wide flow channel, a bend flow channel, a contraction section, and a 1-m wide flow channel. The whole
length was about 50 m. The water tank dimensions were 5 m (length) × 5 m (width) × 2 m (height).
The channel was made out of transparent tempered glass and it was powered by a 90-kW variable
frequency power pump with a maximum speed of 490 r/min. It could recirculate 200 cubic meters
of fresh water at flow rates up to 2600 L/s. The frequency range of water pump was 0.0–50.0 Hz,
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controlled by a frequency conversion controller (FCC). In the 1-m wide flow channel, the velocity
variation range was 0.0–1.8 m/s. The water depth was 1.34 m.

 

Figure 1. Recirculating water channel system.

In order to guarantee the authenticity of the results, two test instruments, a Pitot tube with
a differential pressure transmitter and a propeller current meter [36], were employed to measure
the flow velocity. The accuracy of the differential pressure transmitter was within ±0.1% of 6 KPa,
which was the linear available range, and the resolution was within 0.01% FS (Full Scale). All of the
data were recorded over a time interval of 60 s at a 40 Hz sampling rate. The probes of the Pitot tube
and the propeller were placed 1 m in front of the T-section prism.

All experiments were conducted using the TrSL3 (20,000 < Re < 300,000) flow regime [13].
This study covered a range of Reynolds numbers of 45,133 ≤ Re ≤ 116,396 (0.516 m/s ≤ U ≤
1.332 m/s). In order to describe the incoming flow, the flow velocity and the turbulence were
both analyzed. We conducted three tests with different flow velocities. The velocity profile and
the turbulence profile of the recirculating water channel were taken at a 15–100-cm deep area of the
test section, as shown in Figure 2. In Figure 2a, the flow velocity near the bottom was smaller, due
to viscous action. The average flow velocities in the vertical direction of three tests were 0.62 m/s,
0.84 m/s, and 1.22 m/s, respectively. The difference between the flow velocities in the oscillation range
(40 cm–80 cm) was small. In Figure 2b, the turbulence grew as the flow velocity decreased and the
depth increased. The average turbulences in the vertical direction of the three tests were 8%, 14%,
and 24%, respectively. The difference in the turbulence in the oscillation range (40 cm–80 cm) was
small as well. In a word, it could be ensured that the incoming flow in the oscillation range of the
prism was a uniform flow.
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Figure 2. Incoming flow characteristics. (a) Velocity profile; (b) turbulence profile.
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2.2. Test Apparatus and Energy Conversion System

2.2.1. Test Apparatus

The test apparatus consisted of two parts: the oscillation system and the transmission system.
The oscillation system included the frame, linear guide ways, side struts, spring carrier structure,
and springs (shown in Figure 3). The frame was made of steel and was fixed in a moving car at the top
of the 1-m wide flow channel. The linear guideways were attached onto the steel frame, parallel to the
side struts and perpendicular to the flow velocity direction.

Figure 3. Test apparatus.

The transmission system included two side struts and a connective structure. The side struts,
which were made of duralumin plate, were rigidly connected with the prism, which was immersed in
the water. The connective structure was joined with the side struts and springs, and it was constrained
to move on the linear guideways in a vertical direction by four linear bearings. Each side of the upper
and the lower extensional springs was suspended vertically on the frame and the connection structure
by the spring carrier structure.

2.2.2. Energy Conversion System

The rack was fixed into the transmission part that was connected to the rotor of the generator
by the gears (shown in Figure 4). The linear motion of the prism was transferred to the rotational
motion of the rotor. The generator was connected to the load resistances by the output wire, creating
an electrical circuit. In this system, the mechanical energy of the prism was partly transformed to the
electric energy of the generator and was dissipated by the load resistances.
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Figure 4. Energy conversion system.

2.2.3. T-Section Prisms

In the tests, the projection width of the T-section prism in the direction of the incoming flow (D)
was 0.1 m, the prism length (L) was 0.9 m, the height of the prism cross-section (H) was 0.1 m, and the
thickness (d) was 0.01 m. The prism was made of polymethyl methacrylate. A rectangular endplate
was installed at both ends of the prism to reduce the effect of the boundary [30]. The thickness of the
endplate was 0.01 m (shown in Figure 5).

Figure 5. T-section prism size diagram.

In order to investigate the influence of the aspect ratio of the T-section prism on FIM responses
and power generation characteristics, five T-section prisms with different H values (0.15 m, 0.12 m,
0.1 m, 0.09 m, and 0.08 m) were tested in the experiments. The corresponding section aspect ratios
(α = H/D) were 1.5, 1.2, 1.0, 0.9, and 0.8, respectively.
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2.3. Test Methods and Sensors

2.3.1. Displacement, Frequency, and Voltage

The experimental study had two objectives. The first objective was to find the complete FIM
responses of the T-section prism and to analyze the stability of each branch. The second aim was
to estimate the energy conversion of the oscillation system in the complete FIM responses, and to
investigate the influence of different aspect ratios on the power generation efficiency.

For oscillation characteristic tests, the main measurements were the displacements and frequencies
of the prism. The displacements were tested by a magnetic induction displacement transducer with
a direct current (DC) 24 V working voltage, which was supplied by external DC power. The testing
range was 0–800 mm, with a sensitivity of 0.1% and an error range of ±0.05%.

For the power generation tests, the connection method for the load resistances is presented in
Figure 6. The minimum of the load resistances was 1 Ω, and the maximum was 50 Ω. In this study,
10 different load resistances were applied: 4 Ω, 8 Ω, 11 Ω, 13 Ω, 16 Ω, 18 Ω, 21 Ω, 31 Ω, 41 Ω, and 51 Ω.
The experimental data was collected in the form of a voltage signal (shown in Figure 7) by the data
acquisition system.

(a) (b) 

Figure 6. Voltage acquisition system: (a) contained circuit diagram; (b) connection resistances diagram.

Figure 7. Test flow chart.

2.3.2. Active Power and Power Generation Efficiency

Active power (Pharn) and power generation efficiency (ηout) are the key parameters for evaluating
the energy conversion capacity of the prism. In the tests, the system damping (ζ) was varied by
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changing the load resistances (RL) [34]. The output voltage (u) of the generator was measured by the
data acquisition system, while Pharn and ηout of the system were calculated by the following equations:

Instantaneous power expression: Equations (1)–(3)

P(t) =
u2(t)

RL
(1)

where P(t) is the instantaneous power, u(t) is the instantaneous voltage, and RL is the load resistance.
The active power is written as:

Pharn =
1
T

∫ T

0
P(t)dt =

1
T

∫ T

0

u2(t)
RL

dt (2)

where Pharn is the active power and T is a period of oscillation.
The power generation efficiency is derived as:

ηout =
Pharn
Pw

(3)

where ηout is the power generation efficiency and Pw is the total power in the fluid, which is written as:

Pw =
1
2

ρU3DL (4)

where ρ is the water density, U is the incoming flow velocity, D is the projection width of the T-section
prism in the direction of the incoming flow, and L is the prism length.

2.4. Calibration of Stiffness and Damping

A simple physical spring system designed by Xiang Yan et al. [36] was adopted to implement the
stiffness of the system. First, free decay tests [35] with different spring stiffness values in the air were
conducted to obtain the natural frequency (fn) of the experimental system.

The stiffness (K) of the system varied from 800 to 1600 N/m. For each K, free decay tests were
performed six times for the respective cases in air. fn was then calculated using a simple averaging
method. The test results are shown in Table 1. In these tests, the damping (Ctotal) of the experimental
system was equal to the mechanical damping (Cm). The damping errors of different stiffnesses were
within the allowable ranges of the tests (the average was ±5%).

Table 1. Free decay test results by varying stiffnesses.

K (N/m) fn (Hz) mosc (kg) Ctotal = Cm (N·s·m−1) ζtotal = ζm

800 0.833 29.210 34.451 0.113
1000 0.930 29.302 34.032 0.094
1200 1.015 29.521 33.932 0.082
1400 1.087 30.046 34.903 0.085
1600 1.156 30.355 33.324 0.076

The damping ratio (ζtotal) of the test results could be determined by using the logarithmic
decrement method, which is expressed as:

ζtotal =
1

2π
ln
(

Ai
Ai+1

)
(5)

where Ai is the amplitude of the ith peak and ζtotal is the damping ratio of the experimental system.
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The Ctotal of the oscillation system can be calculated as:

Ctotal = 2ζ
√

moscK (6)

where K is the system stiffness, Ctotal is the damping of the oscillation system, and mosc is the
system mass.

The FIM responses of the T-section prism with different ζtotal are described in this section. The ζtotal
of the system is varied by changing RL, and the parameters are shown in Table 2.

Table 2. Free decay test results by varying load resistances.

RL (Ω) fn (Hz) mosc (kg) Ctotal (N·s·m−1) Charn (N·s·m−1) ζtotal

4.210 1.084 30.046 142.212 107.312 0.347
8.130 1.089 30.046 125.192 90.292 0.305

11.250 1.086 30.046 100.951 66.051 0.246
13.410 1.087 30.046 85.482 50.582 0.208
16.330 1.082 30.046 72.783 37.883 0.177
18.250 1.086 30.046 67.547 32.647 0.165
21.450 1.088 30.046 62.842 27.942 0.153
31.540 1.090 30.046 52.115 17.215 0.127
41.110 1.086 30.046 48.680 13.780 0.119
51.620 1.084 30.046 46.974 12.074 0.115

∞ 1.087 30.046 34.903 0.000 0.085

3. Results and Discussion

3.1. Vibration Characteristic Analysis

3.1.1. Amplitudes and Frequencies

To explore the FIM performances of the T-section prism in water, a series of FIM tests with
10 different RL were carried out at K = 1400 N/m (as seen in Section 2.4). In Figure 8a, A* is the
amplitude ratio (A* = A/D), A denotes the average amplitude of continuous oscillation for 30 s, D is the
projection width of the T-section prism in the direction of the incoming flow, Ur is the reduced velocity
(Ur = U/(D·fn)), U is the incoming flow velocity, and fn is the natural frequency in air. In Figure 8b,
f* is the frequency ratio (f* = fosc/fn), and fosc is the main frequency of oscillation obtained from the
displacement time-history curves by the Fast Fourier Transformation (FFT) method. A* and f* vary
with Ur; U and the Reynolds number Re for all RL cases are plotted in Figures 8–11, respectively.
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Figure 8. Vortex-induced vibration (VIV) oscillation characteristics (RL = 4 Ω, ζ = 0.347): (a) response
of the amplitude ratio; (b) response of the frequency ratio.
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Figure 9. High galloping (HG) oscillation characteristics 8 Ω ≤ RL ≤ 13 Ω (0.208 ≤ ζ ≤ 0.305):
(a) response of the amplitude ratio; (b) response of the frequency ratio.

  
(a) (b) 

4 5 6 7 8 9 10 11 12 13
0.0

0.3

0.6

0.9

1.2

1.5

1.8

2.1

2.4

Galloping Branch

VIV Lower 
   Branch

VIV Initial 
   Branch

VIV-Galloping
    Transition
       Branch
          and
    VIV Upper 
       Branch

A
m

pl
itu

de
 R

at
io

  A
*

RL=16   

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4

4 5 6 7 8 9 10 11 12

Ur

U(m/s)
Re×10

4

4 5 6 7 8 9 10 11 12 13
0.4

0.6

0.8

1.0

1.2

1.4

1.6

VIV-Galloping
    Transition
       Branch
          and
   VIV Upper
       Branch

VIV Lower
   Branch

Gallpoing Branch

   
Fr

eq
ue

nc
y 

R
at

io
  f

 *

RL=16  

VIV Initial
   Branch

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4

4 5 6 7 8 9 10 11 12

Ur

U(m/s)
Re×10

4

Figure 10. Critical galloping (CG) oscillation characteristics RL = 16 Ω (ζ = 0.177): (a) response of the
amplitude ratio; (b) response of the frequency ratio.
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Figure 11. Soft galloping (SG) oscillation characteristics 18 Ω ≤ RL ≤ 51 Ω (0.115 ≤ ζ ≤ 0.165):
(a) response of the amplitude ratio; (b) response of the frequency ratio.
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(1) VIV: For RL = 4 Ω (ζ = 0.347), the T-section prism was only characterized by the typical VIV
in the range of 4.75 ≤ Ur ≤ 12.25 (shown in Figure 8), and the prism did not present any signs of
galloping. For 4.75 ≤ Ur ≤ 7.25, A* and f* were small but increased rapidly, indicating that the prism
underwent the VIV initial branch. The motion of the prism was induced by vortex shedding, but
the oscillation and vortex shedding were not synchronized well. For 7.25 ≤ Ur ≤ 9.125, A* stayed at
0.35, and f* increased sharply and was maintained at approximately 1. The oscillation entered the
VIV upper branch (lock-in range), which was more stable than the VIV initial branch. For Ur ≥ 9.125,
A* rapidly collapsed down to about 0.1, and f* increased rapidly to a high level (f* >> 1). In this
range, the oscillation and vortex shedding were not synchronized well, demonstrating that the prism
underwent the VIV lower branch.

(2) HG: For 8 Ω ≤ RL ≤ 13 Ω (0.208 ≤ ζ ≤ 0.305), two modes of motion could be observed in the
response of the prism (shown in Figure 9). If the prism oscillated freely (without any external forces
acting on the prism), the prism underwent complete VIV responses as Ur increased or decreased in
the range of 4.75 ≤ Ur ≤ 12.25. However, when Ur decreased from 12.25 and the prism was manually
pushed by a threshold initial displacement (exceeding 1 × D), the prism first entered the galloping
branch, accompanied by a large amplitude (A* ≈ 2.3) and a stable frequency (f* = 0.7). As Ur decreased,
A* decreased gradually and the oscillation was still in the galloping branch. When Ur reached 11–11.625,
the oscillation was suddenly suppressed, and the oscillation mode transformed from galloping to VIV
(lower branch), accompanied by a sudden collapse in A* from 1.8 to 0.2, and a sudden jump in f* from
0.7 to 1. It was concluded that the prism cannot be self-excited from VIV to galloping in any case,
without any external conditions (such as a threshold initial displacement) or forces acting on the prism,
no matter whether the velocity decreases or increases, demonstrating that the prism experiences HG
responses in these cases.

(3) Critical galloping (CG): For RL = 16 Ω (ζ = 0.177), the system presented both complete VIV
responses and galloping while the two branches intersected (shown in Figure 10). When Ur increased
from 4.75 to 12.25, the prism experienced a VIV initial branch, a VIV upper branch, and a VIV lower
branch. If a threshold initial displacement was applied at Ur = 12.25, the oscillation was suddenly
enhanced, and the oscillation mode dramatically transformed from VIV (initial branch) to galloping,
accompanied by a sudden jump in A* from 0.08 to 2.12 as well as a sudden collapse in f* from 1.35
to 0.68. Afterwards, the oscillation entered the galloping branch. A* gradually decreased, with the
decrease of Ur, and f* was maintained at about 0.7. No oscillation suppression phenomena occurred
until the oscillation underwent the VIV upper branch where the intersection point was Ur = 9.125.
However, at Ur ≥ 9.125, galloping could be induced by external excitation. This condition is actually
a critical oscillation mode between HG and SG, which can be referred to as “critical galloping” (CG).

(4) SG. For 18 Ω ≤ RL ≤ 51 Ω (0.115 ≤ ζ ≤ 0.165), two modes of motion were observed in the
responses of the prism. If the prism oscillated freely (without any external forces acting on the prism),
the T-section prism experienced the VIV initial branch, followed by the VIV-galloping transition branch,
and ended with the galloping branch (shown in Figure 11). In the range of 4.75 ≤ Ur ≤ 6.625, A* and f*
were small but increased rapidly, indicating that the prism underwent the VIV initial branch. In the
range of 6.625 ≤ Ur ≤ 9.125, A* continued to grow with a strong uptrend to 1.5, while f* decreased to
about 0.7 with a slight downward trend. For Ur ≥ 9.75, A* continued to increase up to 2.36, while f*
almost remained at 0.7. The oscillation underwent the fully developed galloping branch. On the other
hand, at Ur = 12.25, external suppression was applied to the prism; thus, the oscillation presented
a low A* ≈ 0.2 and a high f* ≈ 1.4, the system experienced the VIV lower branch until Ur ≤ 10.375,
and the oscillation mode returned to galloping. For 6.625 ≤ Ur ≤ 10.375, the oscillation was self-excited
from VIV to galloping (regardless of whether the velocity increased or decreased). If Ur continued to
increase, the oscillation would be maintained within the range of galloping. For Ur ≥ 10.375, if there
was an external suppression, the oscillation would be converted to the VIV lower branch and could
not be self-excited to galloping.
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It can be concluded that the oscillation responses of the T-section prism were similar to those
of the triangular prism and the PTC circular cylinder. The occurrence conditions of different FIM
branches of the T-section prism are listed in Table 3.

Table 3. VIV and galloping occurrence conditions with K = 1400 N/m.

Oscillation Form RL Ur External Excitation External Suppression Self-Excited by VIV

VIV 4 Ω 4.75 ~12.25
√

HG 8 ~13 Ω 11 ~12.25
√

(HG)
CG 16 Ω 9.125 ~12.25

√
(VIV Low B)

√
SG 18 ~51 Ω 10.375 ~12.25

√
(VIV Low B)

√

3.1.2. Time-History and Frequency Spectrum of Each Branch

In order to explore the oscillation characteristics of each branch, four typical time-history curves
and frequency spectra are depicted in this section (plotted in Figures 12 and 13). The physical
parameters of the oscillation system are listed in Table 4.
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Figure 12. Typical flow-induced motion displacement time-history curves: (a) VIV initial branch;
(b) VIV upper branch; (c) VIV lower branch; (d) galloping branch.
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Figure 13. Typical oscillation frequency spectrum: (a) complete VIV branch; (b) galloping branch.

Table 4. Oscillation form and parameters list.

RL (Ω) Ctotal (N·s·m−1) Charn (N·s·m−1) ζ Oscillation Form

16 72.783 37.883 0.177 CG

(1) Time-History
For Ur = 5.375, the prism underwent the VIV initial branch. The time-history curve of the

displacement is shown in Figure 12a. It was observed that the minimum of the positive displacement
was 2.82 mm, the maximum was 28.84 mm, and the difference between the maximum and minimum
was 1.25A (A = 16 mm), indicating that the amplitude was low and the oscillation was unstable.

As Ur reached 8.5, the oscillation mode entered the VIV upper branch, as shown in Figure 12b.
It was observed that the minimum of the positive displacement was 65.07 mm, the maximum
was 89.33 mm, and the difference between the maximum and minimum was 0.31A (A = 78 mm).
Moreover, the prism underwent a more stable oscillation, although there was a certain fluctuation
response amplitude.

For Ur = 12.25, it was observed that the minimum of the positive displacement was 1.17 mm,
the maximum was 33.50 mm, and the difference between the maximum and minimum was 4.04A
(A = 8 mm). The oscillation amplitude fluctuation was large and the performance was very unstable,
as shown in Figure 12c, demonstrating that the prism underwent the VIV lower branch.

For Ur = 12.25 (galloping branch), the minimum of the positive displacement was 182.56 mm,
the maximum was 228.34 mm, and the difference between the maximum and minimum was 0.21A
(A = 212 mm), indicating that the oscillation amplitude was large and the fluctuation was small,
as shown in Figure 12d.

Both stability and amplitude are key parameters for energy harvesting. Thus, the galloping
branch is the most suitable branch for energy extraction and utilization.

(2) Frequency Spectrum
The frequency spectrum is important for describing the oscillation characteristics and mechanical

energy. The oscillation frequency of the prism was extracted by using the FFT method from the
displacement time-history curves (shown in Figure 13). Figure 13a plots the frequency spectrum of the
complete VIV branch and Figure 13b plots the frequency spectrum of the galloping branch, while the
trends of fn and fosc are marked by dashed lines.
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For 4.75 ≤ Ur ≤ 6.625, the prism underwent the VIV initial branch, and the frequency band was
wider and exhibited double peaks in the frequency spectrum, revealing that periodicity of oscillation
and mechanical energy was poor.

In the range of 6.625 ≤ Ur ≤ 9.125, the prism entered the VIV upper branch, the frequency band
became narrower, and the main frequency was clearly observed. The periodicity of oscillation was
significantly enhanced, the prism oscillated more stably, and the main frequency was concentrated at
0.88 Hz.

For Ur ≥ 9.125, two modes of oscillation were observed. When the prism oscillated freely (without
external excitation), the prism went into the VIV lower branch, the main frequency was not obvious,
the frequency band widened, and the energy was very dispersed.

On the other hand, if the prism was manually pushed by a threshold initial displacement
(exceeding 1 × D), the prism entered the galloping branch with a narrowed frequency band and
evident first dominant frequency, as shown in Figure 13b. It was noted that in the galloping branch,
the oscillation was mainly caused by the instability of the lift force due to the T-section prism with
sharp sections. Because of the lower energy and the higher frequency of the vortex shedding, the effect
of vortex shedding on the prism was weaker, resulting in the second and third dominant frequencies
being hardly observed in the frequency spectrum.

The conclusions of the time-history curves and frequency spectra are as follows: (1) different
fluctuations are observed in each branch—the VIV upper branch and the galloping branch have higher
amplitudes and more stable oscillations; (2) the VIV upper branch and the galloping branch have
a better periodicity and frequency spectrum. In summary, the VIV upper branch and the galloping
branch are more suitable for energy harvesting, but the galloping branch is better (shown in Table 5).

Table 5. Oscillation characteristics of different branches.

Branch VIV Initial VIV Upper VIV Lower Galloping

Amplitude low high low highest
Stability bad good bad best

Frequency bad good bad best

3.1.3. Summary

The specific findings are listed as follows:

(1) With an increase of damping (decrease in load resistances), the T-section prism oscillation
mode gradually changes from SG (0.115 ≤ ζ ≤ 0.165, 18 Ω ≤ RL ≤ 51 Ω) to CG (ζ = 0.177, RL = 16 Ω),
and eventually to HG (0.208 ≤ ζ ≤ 0.305, 8 Ω ≤ RL ≤ 13 Ω). The oscillation mode of SG, HG, and CG
all contain VIV branches and galloping branches, the only difference being whether these can be
self-excited from VIV to galloping.

(2) The analysis of the displacement time-history curves and the frequency spectra demonstrates
that the stability and intensity of the VIV upper branch and the galloping branch are both
better-performing, and that the maximum amplitude of the galloping branch is larger. It can be
concluded that at a high velocity (Ur ≥ 10.375, U ≥ 1.128 m/s) the galloping branch is better for
harvesting energy, and at a lower velocity (6.625 ≤ Ur ≤ 9.125, 0.720 ≤ U ≤ 0.992 m/s) the VIV upper
branch is better. Power generation with different load resistances will be presented in the next section.

3.2. Power Generation Analysis

3.2.1. Active Power Analysis

The variations of active power Pharn of the generator versus incoming flow velocity U, reduced
flow Ur, and Reynolds number Re are plotted in Figure 14. Pharn is the average of the instantaneous
power under continuous oscillation for 30 s. For Ur ≥ 6, the oscillation system started to output
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electrical energy and Pharn was smaller, as the system experienced the complete VIV responses and the
Pharn did not exceed 5 W. As galloping occurred, Pharn increased to over 20 W. The details are described
as follows:

(1) For 18 Ω ≤ RL ≤ 51 Ω, SG occurred.
As Ur increased, the prism experienced the VIV initial branch, the VIV-galloping transition branch,

and the galloping branch. Pharn monotonically increased with Ur and the maximum Pharn appeared
at the galloping branch (Pharn,max = 13 W, RL = 18 Ω, Ur = 12.25). It was noted that the higher the Ur,
the lower the RL, and the more energy was converted.

4 5 6 7 8 9 10 11 12 13
0

5

10

15

20

25

Galloping
   Branch

VIV Lower Branch

   VIV Upper
       Branch
          and
VIV-Galloping
    Transition
       Branch

A
ct

iv
e 

Po
w

er
  P

ha
rn

 (W
)

RL=4     RL=18
RL=8     RL=21
RL=11   RL=31

RL=13   RL=41
RL=16   RL=51

VIV Initial
   Branch

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4

4 5 6 7 8 9 10 11 12

Ur
U(m/s)
Re×10

4

Figure 14. T-section prism power generation active power.

(2) For 8 Ω ≤ RL ≤ 16 Ω, HG occurred, and two oscillation modes were observed.
(i) Without external excitation (such as forces, threshold initial displacement, etc.)
The prism only experienced VIV branches. Pharn rose with the increase of Ur at the VIV initial

branch and at the VIV upper branch (Pharn,max = 3.92 W, RL = 16 Ω, Ur = 9.125). Afterwards, Pharn
decreased to lower than 1 W, as Ur rose up to 12.25 in the VIV lower branch.

(ii) An external excitation was applied to the prism.
At Ur = 12.25, if the threshold initial displacement was applied to the prism, the oscillation

directly jumped into the galloping branch. As Ur decreased, Pharn dropped rapidly. In the present tests,
the maximum Pharn was 21.23 W (U = 1.332 m/s, Re = 116396, RL = 8 Ω). The maximum Pharn was close
and it was slightly lower than that of the PTC circular cylinder (Pharn,max = 23.54 W), as reported by
Lin, D [44].

(3) For RL = 4 Ω, only VIV branches were observed.
The variation of Pharn versus Ur for RL = 4 Ω was similar to those for 8 Ω ≤ RL ≤ 16 Ω in VIV

branches. Within the test flow velocity range, the prism did not experience any forms of galloping.
The maximum Pharn was 2.5 W at Ur = 8.5 (VIV upper branch).

3.2.2. Efficiency Analysis

The variations of efficiency ηout versus incoming flow velocity U, reduced flow Ur, and Reynolds
number Re are plotted in Figure 15. ηout was calculated using Equation (3) (shown in Section 2.3).
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Figure 15. T-section prism power generation efficiency.

It was observed that ηout did not exceed 9% in VIV branches (whether in SG or HG responses).
The corresponding load resistance was RL = 16 Ω and the corresponding velocity was Ur = 9.125
(U = 0.992 m/s, Re = 86703). On the contrary, the maximum ηout reached 20.2% in the galloping
branch, which was close to the test results of the smooth (22%) and the PTC (28%) circular cylinders.
The corresponding load resistance was RL = 8 Ω, and the corresponding velocity was Ur = 11.625
(U = 1.264 m/s, Re = 110,458). It is concluded that the energy conversion efficiency in the galloping
branch is much higher than that of the VIV branches for the T-section prism.

In addition, in most of the galloping branches, especially for small load resistances (RL < 31) or
high damping ratios (ζ > 0.127), a slight declining trend was observed for Ur exceeding 11.625 in the
present tests. It was indicated that Ur = 11.625 was the optimal velocity.

3.2.3. Stability Analysis

In order to describe the power generation stability of each oscillation branch, the instantaneous
voltage time-history curves and instantaneous power time-history curves of four oscillation branches
are discussed in this section (shown in Figures 16 and 17).
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Figure 16. Instantaneous voltage time-history curves of T-section prism power generation with
RL = 16 Ω: (a) VIV initial branch; (b) VIV upper branch; (c) VIV lower branch; (d) galloping branch.
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Figure 17. Power generation instantaneous power time-history curves of the T-section prism with
RL = 16 Ω: (a) VIV initial branch; (b) VIV upper branch; (c) VIV lower branch; (d) galloping branch.

Figure 16a,c show that the instantaneous voltage peaks fluctuated greatly when the prism
underwent the VIV initial branch (Vmax = 4.04 V, Vmin = 1.81 V) and the VIV lower branch
(Vmax = 4.07 V, Vmin = 0 V). This led directly to the instability of the instantaneous power of the VIV
initial branch (Pmax = 1.01 W, Pmin = 0.206 W) and the VIV lower branch (Pmax = 1.03 W, Pmin = 0 W),
as shown in Figure 17a,c. Additionally, the instantaneous voltages of the VIV initial branch and the
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VIV lower branch were small, so that the powers were not as high as the instantaneous active power
in the VIV upper branch (Pmax = 6.42 W, Pmin = 2.83 W) and in the galloping branch (Pmax = 33.7 W,
Pmin = 23.4 W), as shown in Figure 17b,d. The peak instantaneous voltages of the VIV upper branch
(Vmax = 10.14 V, Vmin = −6.71 V) and the galloping branch (Vmax = 23.04 V, Vmin = 20.35 V) had small
fluctuations, as shown in Figure 16b,d. The reason for this was that the two branches had better
oscillation stability. In addition, the instantaneous power of the galloping branch was much higher
and the quality of the output energy was better.

In order to further discuss the stability of the harnessed power, the difference coefficient Cv was
introduced as follows:

Cv =
σp

Pharn,max
(7)

where σp is the square deviation of all peak powers, and Pharn,max is the average of all peak powers.
It was noted that a higher Cv corresponded to a more unstable power output; otherwise, it corresponded
to a more stable power output. The power generation difference coefficient Cv was calculated based on
Equation (6), and is shown in Figure 18. In different branches, the stability of the oscillation was quite
different. The performances are described as follows:
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Figure 18. Power generation difference coefficient Cv value.

For 4.75 ≤ Ur ≤ 6.625, the value of Cv exceeded 20 due to the unstable oscillation in the VIV
initial branch, indicating that the power generation stability was poor. For 6.625 ≤ Ur ≤ 9.125, as Ur

increased, Cv dropped to lower than 10 and remained almost stable due to the stable oscillation
of the prism. This indicated that the stability of the power output was good at the VIV upper
branch. For 9.125 ≤ Ur ≤ 12.25, two performances of Cv could be observed. In the VIV lower branch,
Cv increased rapidly and exceeded over 100 at Ur = 11.625. This indicated that the power output was
more unstable than any branches, due to the poor oscillation of the prism. On the contrary, in the
galloping branch, Cv remained at approximately 10, indicating that the power output was perfectly
stable due to the perfectly stable oscillation of the prism.
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It is concluded that the galloping branch was the best of all FIM branches to obtain a stable power
output. The results of the FIM power generation are summarized in Table 6.

Table 6. Power generation characteristics of different branches.

Branch VIV Initial VIV Upper VIV Lower Galloping

Active Power (W) 0.02–1.67 1.53–4.46 0.12–3.92 2.18–21.22
Efficiency (%) 0.38–7.6 3.45–8.9 0.11–7.9 4.07–20.2

Stability bad good bad best

3.3. Effects of Aspect Ratios on Oscillation and Energy Conversion

3.3.1. Effects of Aspect Ratios on Oscillation

Different cross-section ratios (α) can significantly influence the angle of attack and lift force,
resulting in different performances by the FIM responses and the energy conversion of the T-section
prism [43].

In this section, five tests for different α values were conducted. The five α values were 0.8, 0.9, 1,
1.2, and 1.5. In addition, the physical parameters of the system were summarized as: mosc = 29.521 kg,
K = 1200 N/m, and RL = 16 Ω. The variation of amplitude ratio A* and the efficiency of ηout versus the
reduced velocity Ur, the incoming flow velocity U, and the Reynolds number Re for the five α cases
are plotted in Figures 19 and 20.
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Figure 19. Oscillation characteristics with different section aspect ratios at K = 1200 N/m: (a) amplitude
ratio (4 Ω, ζ = 0.347); (b) amplitude ratio (8 Ω, ζ = 0.305); (c) amplitude ratio (11 Ω, ζ = 0.246);
(d) amplitude ratio (16 Ω, ζ = 0.177).
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Figure 20. Power generation efficiency with different section aspect ratios at K = 1200 N/m:
(a) amplitude ratio (4 Ω, ζ = 0.347); (b) amplitude ratio (8 Ω, ζ = 0.305); (c) amplitude ratio (11 Ω,
ζ = 0.246); (d) amplitude ratio (16 Ω, ζ = 0.177).

From the previous results of this paper, it was found that the T-section prism could not be
self-excited from VIV to galloping at high damping conditions with α = 1. In Figure 19a, for ζ = 0.347,
only SG occurred at α = 1.5. For the prisms of other α values forced by initial displacement, HG
occurred at a high velocity.

In Figure 19b,c, for ζ = 0.305 and ζ = 0.246 in the prisms of α = 1.5 and α = 1.2, SG was observed,
while in the prisms of other α, HG was observed with external excitation. In Figure 19d, for ζ = 0.177,
SG occurred under all conditions. For 1.2 ≤ α ≤ 1.5, the VIV lower branch could not be observed with
external suppression. Based on these results, it can be concluded that a higher α value is more likely to
cause SG under the same conditions. The rise of α is beneficial to the development of the oscillation
mode from HG to SG. In addition, A* decreases with the increase of α. Therefore, a reasonable α

must be selected to ensure good oscillation characteristics, as well as to guarantee better electrical
energy resources.

3.3.2. Effects of Aspect Ratios on Energy Conversion

Figure 20 presents the variation of the ηout with the five α values, which can be summarized as
follows. In the present tests, T-section prisms with a higher α have a good advantage at high damping
conditions in terms of oscillation, but their performances in power generation efficiency are not very
prominent. On the contrary, the prisms with smaller α show a more outstanding power generation
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advantage (shown in Figure 20). In Figure 20a, for RL = 4 Ω, the maximum ηout rises up to 27.44%,
which is approximately the maximum ηout (28%) of the PTC circular cylinder. In Figure 20b–d, it can
be concluded that regardless of both high damping and low damping conditions, a smaller α shows
a better power generation efficiency in the galloping branch. The oscillation enters the VIV lower
branch, resulting in a significant decrease in ηout.

In summary, the optimal aspect ratio should be designed based on the oscillation branch and
the flow conditions, in order to ensure reasonable energy utilization. For high stable flow velocities,
the smaller the α value, the stronger the electric power conversion capacity. For widely variable flow
velocities, a higher α is suitable for extracting oscillation energy from a T-section prism within a certain
range of the test.

4. Conclusions

(1) The HG and SG of a T-section prism with external excitation are similar to those of a triangular
prism. With a decrease in load resistances, the SG of the T-section prism gradually transforms to
CG, and finally HG occurs. The oscillation modes of SG, HG, and CG all contain VIV branches and
a galloping branch. The only difference is whether these can be self-excited from VIV to galloping.
The T-section prism exhibits good stability and high intensity in the galloping branch, which is
beneficial for energy extraction and utilization.

(2) The galloping branch of the T-section prism presents an efficient and stable power output in
the tests. There is an optimal power generation resistance RL of 8 Ω, an optimum damping ratio ζtotal of
0.305, a maximum power generation Pharn of 21.23 W at Ur = 12.25, and a maximum power generation
efficiency ηout of 20.2% at Ur = 11.625. Compared with the test results of the smooth circular cylinder
and the PTC circular cylinder, ηout of the smooth circular cylinder is 22% [39] and the efficiency of the
PTC circular cylinder is higher, at ηout = 28% and Pharn = 23.54 W [44]. In addition, the maximum ηout

of the T-section prism with α = 0.8 is 27.44%, and it can be concluded that the T-section prism has great
potential for power generation.

(3) In the present tests with aspect ratios from 0.8 to 1.5, the smaller section aspect ratio shows
a stronger ability to convert electrical energy. The aspect ratio has a great influence on the energy
collection for the T-section prism. Thus, it is necessary to optimize the section aspect ratio of the prism
to enhance the power generation efficiency.
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Abbreviations

D Projection width of the prism in the direction of the incoming flow
H Height of the T-section prism cross-section
L Prism length
α Section aspect ratio H/D
K System stiffness
Ctotal System damping coefficient
Charn Electromagnetic damping coefficient
mosc Original mass, prism mass, transmission mass, and one-third of the spring mass [2]
U Incoming flow velocity
Ur Reduced velocity U/(fn·D)
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RL Load resistance
ρ Water density
A Average of the amplitudes under continuous oscillation for 30 s
fosc Prime frequency of oscillation
A* = A/D Amplitude ratio A/D
f* = fosc/fn Frequency ratio
fn Natural frequency in air
ζ System damping ratio
Cv Critical velocity
ηout Power generation efficiency
Pharn Generation active power
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Abstract: The jet impingement technique is an effective method to achieve a high heat transfer rate
and is widely used in industry. Enhancing the heat transfer rate even minimally will improve the
performance of many engineering systems and applications. In this numerical study, the convective
heat transfer process between orthogonal air jet impingement on a smooth, horizontal surface and a
roughened uniformly heated flat plate is studied. The roughness element takes the form of a circular
rib of square cross-section positioned at different radii around the stagnation point. At each location,
the effect of the roughness element on heat transfer rate was simulated for six different heights and
the optimum rib location and rib dimension determined. The average Nusselt number has been
evaluated within and beyond the stagnation region to better quantify the heat transfer advantages of
ribbed surfaces over smooth surfaces. The results showed both flow and heat transfer features vary
significantly with rib dimension and location on the heated surface. This variation in the streamwise
direction included both augmentation and decrease in heat transfer rate when compared to the
baseline no-rib case. The enhancement in normalized averaged Nusselt number obtained by placing
the rib at the most optimum radial location R/D = 2 was 15.6% compared to the baseline case. It was
also found that the maximum average Nusselt number for each location was achieved when the rib
height was close to the corresponding boundary layer thickness of the smooth surface at the same
rib position.

Keywords: impingement heat transfer enhancement; orthogonal jet; turbulence; flat plate

1. Introduction

In the early 1960s, the jet impingement cooling technique was first introduced for internal
cooling. It is a complex technique, but the most effective one when a high heat transfer rate is
required. The complexity of impinging jet flow makes the heat transfer from/to the surface subjected
to such flows difficult to resolve. However, a range of jet configurations and parameters have been
investigated in terms of both heat transfer and fluid flow. The parameters which are known to influence
the rate of heat transfer between the jet and the target surface includes Reynolds number, level of
turbulence, jet-to-target distance, intermittency, nozzle geometry, target surface roughness, and jet
temperature [1,2]. Kuraan et al. [3] performed a recent experimental study of a free water jet impinging
a flat surface under the influence of jet-to-target distance of less than one. The effects of jet-to-target
distance on stagnation point Nusselt number (Nu) and pressure were considered in this study under
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the influence of a wide range of Re between 4000 and 8053. New correlations of stagnation point Nu and
pressure were reported in this study based on the author’s key findings. Zu et al. [4] presented results of
a numerical study of the heat transfer behavior of a circular air jet impinging normally onto a flat plate
with a nozzle to plate spacing ratios (H/D) of one to six. Their study used Fluent—a computational
fluid dynamics (CFD) commercial package. Seven different turbulence models were implemented
to evaluate modeling prediction capabilities by comparison with the benchmark experimental data.
The Shear Stress Transport (SST k-ω) and Large Eddy Simulation (LES) models gave better accuracy
in predicting both the heat transfer and fluid flow. With the high computational cost of LES, the SST
k-ω turbulence model is an attractive and promising modeling option.

Heat and mass transfer as a function of surface roughness has been thoroughly considered by
researchers such as Zhang, et al. [5] and Kim and Lee [6]. Basic studies using a single jet impinging on a
roughened surface, with and without cross-flow, have been conducted by numerous investigators such
as Beitelmal and Saad [7], Sharif and Ramirez [8], Xing and Weigand [9], Gabour and Lienhard [10],
and Celik [11]. These investigations showed that a roughened surface could enhance the local Nu

by up to 50% when compared to a smooth target surface, because of the turbulence induced by the
surface roughness element. This enhancement due to surface roughness was investigated by many
researchers employing different arrangements of jet impingement parameters [12–18]. More recent
investigations [19,20] studied the effect of using novel jet impingement parameters such as solid
volume fraction, Richardson number, and roughness element orientation on either local or average Nu

number heat transfer rate between the roughened surface and impingement jet.
The literature to date agrees that the use of turbulence promoters (i.e., ribs) has a major impact

on enhancing heat transfer rate [7–11,14,15]. However, most of these studies were conducted using
turbulators with fixed dimensions and locations on the heated surface. This research employs uniform
turbulence promoters with variable locations and dimensions to study the impact on the heat transfer
rate between the working fluid and the heated surface.

2. Numerical Methodology

In all the cases simulated in this research paper, the jet flow had a velocity of 24.8 m/s. The air was
assumed to be incompressible due to its low Mach number, and with the assumption of axisymmetric
flow, the governing equations are:
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where φ is the viscous dissipation heat source
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Here, ρ, P, and T are the density, average pressure, and temperature, respectively. U and V
are velocity components in the z and r directions, whereas u′, v′, and t′ are the fluctuating velocity
components and temperature in the z and r directions. Finally Cp is the heat capacity of air at constant
pressure. All geometry and domain details are shown in Figure 1.
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Figure 1. Geometry and computational domain.

Flow can exist in three regimes: laminar, turbulent or in the transitional phase.
Laminar, or streamline flow occurs at relatively low flow velocities and can be characterized as layers
of fluid flowing in parallel with no disruption between them. Turbulent flow, however, occurs at a
high Reynolds numbers with the presence of random fluctuations and disruptions. The flow regime
can be specified by the value of Reynolds number (Re) which is defined as the ratio of inertial and
viscous forces. Based on the bulk jet exit velocity (U) and nozzle diameter (D), Reynolds number can
be defined as:

Re =
ρUD
μ

=
UD
ν

(6)

where μ and ν are, respectively, the dynamic and kinematic viscosities of the fluid.
The Nusselt number, Nu, is the ratio of convective to conductive heat transfer. If its value is close

to unity, that means both convection and conduction have a similar magnitude and the flow will be
almost stationary or laminar. However, if Nu has a large value, it means more heat is convected than
conducted, and the flow will be turbulent. Nu can be defined as:

Nu =
Convective heat transfer
Conductive heat transfer

=
h·D

k
(7)

where k is the thermal conductivity of the fluid, and h is the convective heat transfer coefficient which
is given by:

h =
qw

Tw − Tref
(8)

Usually Tref is either the jet temperature (Tj) or the adiabatic wall temperature (Taw), the latter
can be obtained from the non-dimensional recovery factor: factor =

Recovery factor =
Taw − Tj

U2
j /2Cp

(9)

The Nusselt number varies depending on the temperature chosen as the reference temperature
Tj or Taw. For low Reynolds numbers, the difference in the value of the Nusselt number won’t be
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noticeable. However, for large Reynolds numbers, the reference temperature must be appropriately
chosen. How to choose the reference temperature has been explained by References [21,22].

Nu = h
D
k

=
2

R2

∫ R

0
Nu(r)dr (10)

2.1. Computational Domain, Boundary Conditions, and Grid Independence Check

A schematic representation of circular jet impingement is shown in Figure 2, which is consistent
with the experimental setup described by O’Donovan and Murray [23]. An orthogonal jet impinged
on an isothermal flat plate is kept at a constant temperature of 60 ◦C, where the nozzle exit velocity
was obtained from the jet exit Reynolds number, which was first set at Re = 10,000 and then at 20,000.
Geometric dimensions were normalized relative to the nozzle hydraulic diameter (D = 13.5 mm),
the normalized vertical distance between the flat plate (target), and the nozzle exit (jet) (H/D), and the
normalized radius of the rib (R/D). The chosen value of H/D was six and the angle of impingement
was 90◦ (orthogonal). The circular domain diameter (Dd), which included the heated impingement
surface, was 40D. The assumption of using an axisymmetric model in the simulation was to save
computational time and cost.

 

Figure 2. Jet impingement geometry, boundary conditions, and grid strategy.

Figure 3 illustrates the geometry and meshing strategy used in the case of the roughened flat
plate. It is well known from the literature that the near wall regions have a large impact on the solution
variables and momentum, and thus extra care was taken with near-wall meshing in this model to get
accurate results. Hexahedral elements were used by block-structured grids using spatial discretization
of the domain. A very fine mesh was applied in the direction normal to the heated surface as well
as the roughness elements to ensure proper functionality of the turbulence model, especially low
Reynolds numbers which required a dimensionless distance between the wall and the first node of less
than unity. The growth rate of the cell near the heated surface where all heat transfer takes place was
no greater than 1.2 in the direction normal to the heated surface. O-grid strategy was applied within
and near the round nozzle to ensure high cell orthogonality. The total grid size was approximately one
million for the whole computational domain.
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Figure 3. Geometry and meshing of circular rib of radius R, with a square cross-section of length e.

2.2. Grid Independence and Turbulence Model Validation

The mesh strategy used in this simulation was intended to resolve the wall boundary layer
accurately. A fine structured mesh was adopted and then refined near the wall where pressure,
velocity and turbulence gradients occur, to achieve a stable numerical solution (see Figure 3).
The y+ value was maintained at less than unity near the wall using at least ten nodes within the
viscous sub-layer as recommended by Reference [24]. Here y+ is a dimensionless quantity related to
the distance between the wall and the first mesh node above it. It is important that the first cell should
be fine enough to avoid positioning it in the buffer layer. The y+ is a function of both free stream
properties and velocity (Ut), y+ =

ρUty
μ .

A non-uniform finite volume mesh with collocated variable locations was used for the
computations, where the mesh density was carefully scaled to investigate the sensitivity of the
predicted results to the number of grid nodes. A rectangular mesh gathered toward both top and
bottom walls, with a bias factor of 70, was used in the z-direction. Finer computational meshes were
adopted near the heated surface and the nozzle to obtain accurate values for velocity and thermal
boundary layer. The grid size modified in this study was approximately one million cells based on
a systematic grid independence study. The turbulence models including Re-Normalisation Group
(RNG) k-epsilon, used in this study gave good results when using a y+ value less than five in the
boundary layer region, and employing 5 to 30 nodes within this region [24].

3. Results and Discussion

3.1. Simulation Characteristics

To validate the results, comparisons were made between numerical data obtained in this research
and the experimental data of O’Donovan and Murray [23]. A grid dependence study was then
conducted to verify the independence of the numerical solution on mesh size. Table 1 below shows the
three mesh sizes adopted in this research.

Table 1. Mesh sizes.

No. Cell Size y+

Mesh 1 400,000 0.99
Mesh 2 986,000 0.64
Mesh 3 1.789.00 0.5

Figure 4 compares the simulated local Nu values for the three mesh sizes with the experimental
results along the normalized radial distance. The RNG k-epsilon turbulence model was used.
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The figure shows that both numerical and experimental data values were close for all grid sizes.
Therefore, mesh 2 was adopted for the numerical calculations.

 

Figure 4. Nusselt number distribution for three mesh grids, jet-to-target distance H/D = 6, Re = 10,000.

The distribution of the local Nusselt number along the pre-heated impingement surface was
compared with the experimental data of O’Donovan and Murray [23] for H/D = 6 and α = 90◦

using different turbulence models (see Figure 5). The RNG k-epsilon turbulence model showed
better overall agreement with the experimental data and succeeded in predicting the local stagnation
point Nusselt number (Nustag. ) with an error of only about 1.7%. However, both SST k-ω and RSM
models overestimated Nustag with errors of 18% and 21%, respectively. Moving in the radial direction,
the RNG k-epsilon turbulence model gives, overall, a more accurate prediction of local Nu values.
Unfortunately, none of the models discerned the slight trough in the experimental results at R/D
~2, which gave rise to the small maximum at R/D ~3. Based on this evaluation, the RNG k-epsilon
turbulence model was selected to be used for this parametric study.

 

Figure 5. Turbulence model study. H/D = 6, Re = 10,000.
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3.2. Aerodynamical Results

The following sections report results for the higher flow velocity, Re = 20,000, jet-to-target distance
(H/D) = 6, and jet angle α = 90◦. The study included simulating the effect of rib location and rib height
on the average Nusselt number (Nu). The rib was tested with four different values of radial distance:
R/D = 1, 1.5, 2, and 3, where D was the jet hydraulic diameter, and for each location it was tested for
six different rib heights (e) between 0.25 mm and 1.5 mm in increments of 0.25 mm to ascertain the
optimum height for each location. This range of rib locations should extend from within to outside
the stagnation region. Figure 6 shows the geometric details of the rib cross-section and all four rib
locations (R) simulated in this research paper. These radial locations tested cover both the stagnation
and wall jet regions.

Figure 6. Geometric details of turbulence inducing rib, showing four rib positions and rib cross-section.

First, it was required to determine the effect of the new value of Re on heat transfer for the smooth
flat plate configuration. Figure 7 shows the local Nu values with the radial distance on the heated
surface. Overall, the local Nu values are higher for the higher Re, with the maximum value, as expected,
at the stagnation point (R/D = 0). As can be seen in the figure, a noticeable decrease in Nu values
occurs as the flow travels downstream losing about 53% of its maximum value at a radial distance
R/D = 2.5.

 

Figure 7. Local Nusselt Number (Nu) distribution for Re = 20,000 and H/D = 6.
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The value of the velocity boundary layer thickness (δ) has been estimated in the literature [25]
as one-tenth of the hydraulic diameter (0.1D) for the stagnation zone. While for the wall jet region
it has been estimated at 95% of that for the free stream velocity at each radial location, Table 2
demonstrates values of velocity boundary layer thickness at each tested radial location for the
unobstructed flat surface.

Table 2. Velocity boundary layer thickness at different rib locations [25].

Variable R1 R2 R3 R4

Rib Location (R) 1D 1.5D 2D 3D
δ (mm) 0.135 0.22 0.56 0.73

The rib was placed at radial distances R/D = 1 and 1.5 and positioned within or close to the
stagnation region [26]. As mentioned above, the rib height (e) was varied to find the optimum rib
geometry that gave maximum average Nu. Figure 8 shows the effect of rib height on the local
distribution of Nu for a circular jet impinging normally on a flat plate. As shown in the figure,
the local value of Nu directly behind the rib is increased because of rib induced flow separation and
re-attachment. In very simple terms, it disturbs the stagnation layer which acts to insulate the surface.
Depending on geometry and circumstances, the ribs may also increase heat transfer by increasing
the effective area of the surface [27]. It can be seen from the figure that the higher the rib (greater
e), the lower the local Nu value due to lower flow turbulence intensity as the flow travels a longer
distance after passing the rib before re-attaching. The re-attachment point is where the flow hits the
heated surface after passing the rib, the velocity with which the flow hits the surface at this point is
known as the “arrival velocity”.

For rib heights of 0.25, 0.50, and 0.75 mm, enhancement of heat transfer rate was achieved.
Where e ≥ 1 mm, all rib heights caused a subsidiary peak in the local Nu immediately in front of the
rib due to the flow recirculation that occurred before the protrusion. However, the increase in the
drag resulting from the presence of ribs with e ≥ 1 mm caused the impinging jet to decelerate and
disperse more rapidly, such that further from the stagnation point the value of Nu decreased, as shown
in the figure.

  
(a) (b) 

Figure 8. Local Nu distributions for six rib heights e: (a) R/D = 1 and (b) R/D = 1.5.

For the special case where R/D = 1.5 and e = 1.5 mm, the stagnation Nusselt number Nustag. starts
to be noticeably affected by the rib height showing a significantly lower value than for the baseline case.
This is due to the lack of re-attachment between the flow and the heated target surface, which was not
the case for R/D = 1, see Figure 9.
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Figure 9. Velocity vectors for e = 1.5 mm. (a) R/D = 1 and (b) R/D = 1.5.

Gau, et al. [28] reported this phenomenon for a 2-D air slot jet impingement on a flat rectangular
surface with straight ribs of different heights attached perpendicular to the flow. They explained
that the shear layer, while separated from the surface, experiences turbulence effects which enhance
momentum and mass (heat) transfer so that its re-attachment to the surface behind the rib results in an
increase in heat transfer. After this impingement, the turbulent free shear layer reattaches itself to the
surface, and a new boundary layer develops. Thus, placing ribs normal to the flow of the wall jet is an
effective means for enhancing total heat transfer rate to/from the wall by disrupting the rather rapid
decrease in convective heat transferred to/from the wall.

The formation of a boundary layer begins in the stagnation region with a thickness of no more
than one-tenth of the jet hydraulic diameter [26]. The locations R/D = 2 and 3 represent the beginning
of the wall jet region [27] where the flow starts to exchange momentum with the wall. The wall jet
boundary layer thickness is influenced by both flow velocity gradients with respect to the no-slip wall
and with respect to the stationary flow above the jet. The wall shearing layer thickness increases as
the flow move downstream, while its average velocity decreases due to momentum exchange with
the wall. Depending on the velocity gradients, rib location could have a different impact on the flow
physics and heat transfer rate.

By comparison with the baseline case, placing the circular rib at R/D = 2 and 3, improves the local
Nu significantly (see Figure 10). This enhancement is a result of the high turbulence level induced by
the flow recirculation before and after the rib. As rib height increases, the distance between the heated
wall and the upper edge of the rib (where flow separation occurs) also increases, causing the flow
to travel a greater distance before it re-attaches to the wall (see Figure 11). The re-attachment point
shifts downstream (to the right on Figure 10). Unlike the two radial locations previously discussed,
the average Nu enhancement lasts till rib height, e = 1.00 mm. For e ≥ 1 mm, another Nu peak occurs
just before the rib, due to flow recirculation in front of the rib which enhances the heat transfer rate in
this region.
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(a) (b) 

Figure 10. Local Nu distributions for six rib heights at (a) R/D = 2 and (b) R/D = 3.

 

Figure 11. Velocity streamlines and local Nu contours for R/D = 2.0 and e = 1.25 mm.

Figure 12 presents velocity contours for three rib heights at R/D = 2 and 3, and shows that flow
separation takes place in front of the rib resulting in a small separation region followed by a larger
after-rib recirculation vortex. It also shows that the highest flow velocity is located above the top of
the protrusion, while the lowest velocity is found at the bottom and around the protrusions. It can be
seen that the flow with higher velocity, at R/D = 2 and 3, exists predominantly for protrusions with
lower heights.
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Figure 12. Velocity vector contours for three rib heights at two radial distances.

A protrusion usually exerts drag on the flow, causing a pressure build up and lower velocity,
as shown in Figure 13, which shows that the higher the rib, the more the pressure build up. After the
flow passes the protrusion a low-pressure region will occur behind the protrusion. Flow recirculation
and higher turbulence will then occur in this low-pressure region which enhances the heat transfer
rate. However, depending on the height and shape of the protrusion, this low-pressure region could be
large enough to have a negative effect on heat transfer rate by preventing the main jet flow proceeding
on its regular path. Figure 12 demonstrates this fact as it shows that the higher the rib, the larger the
low-pressure region, and the longer distance the flow travels before it re-attaches to the heated surface.

The re-attachment length (L), which represents the length of the low-pressure region, increases as
the rib height increases, this is true until above a certain height, the flow does not re-impinge on the
heated surface and travels upward instead. Here, at e = 1.50 mm, the flow failed to reattach.

Figure 13. Pressure contours for R/D = 2, for three rib heights, (a) 0.25 mm; (b) 0.75 mm; and (c)
1.5 mm.

Figure 14 shows contours of local Nu distributions for three rib heights for the four radial locations
the circular rib is represented by the black circle. The low-pressure region (wake), where there was flow
recirculation, is shown by the blue area behind the rib. As can be seen from the figure, as the rib height
increased, the extent of the low-pressure region behind the also rib increased. This process continued
as the rib height increased, until at a rib height of 1.50 mm, the flow did not re-attach, but travelled
upward away from the heated surface. This happened only for locations between R/D = 1.5 to 3,
because R/D = 1 was within the stagnation region.
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Figure 14. Local Nu contours for three selected rib heights, (a) 0.25 mm; (b) 0.75 mm; and (c) 1.5 mm.

3.3. Average Nu Characteristics

Figure 15 shows the effect of rib height on the average Nu of the heated surface, by presenting
the average Nu (Nu) normalized to the average Nu of the baseline (Nuo) for all rib radial locations.
The average was obtained by numerically integrating the local Nu between 0 ≤ R/D ≤ 4, in the
downstream direction using Equation (10). It should be noted, for completeness sake, that the local
heat transfer was, in fact, slightly affected at distances further downstream than R/D ≥ 4 for rib
heights 0.25 ≤ e ≤ 0.75 mm, as was previously shown in Figure 8. The optimal rib height, at both
R/D = 1 and R/D = 1.5, was e = 0.25 mm, which gave an increase in relative (Nu) of 3.5% and 6%,
respectively, compared to the baseline (no rib) case. Unlike the two locations at R/D = 1.0 and 1.5,
discussed above, placing the rib at R/D = 2 enhanced heat transfer even for a rib of height, e = 1.00 mm.
For R/D = 2, ribs in the range 0.25 ≤ e ≤ 1.00 mm, the enhancements with respect to the baseline case
were 10.5%, 15.6%, 12.7%, and 10.7%, respectively. Thus, there was a greater increase in heat transfer
rate with the rib at this radial location compared to previous locations. For R/D = 3, a maximum
enhancement in the average Nu of about 11.5% was achieved by introducing a rib with height 0.75 mm.
Rib heights of 0.25 mm, 0.50 mm, and 1.00 mm gave enhancements of the average Nusselt number Nu

of 6.2%, 8.7%, and 4.5%, respectively. A drop in heat transfer was noticeable as rib height increased
above e ≥ 1.00 mm. The use of inappropriate rib height, of e = 1.50 mm say, could lead to a loss of heat
transfer of over 55% compared to the baseline case.
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Figure 15. Effect of rib height on normalized average Nu for all rib locations, Re = 20,000.

3.4. Comparison of Results

This research paper has presented the results of a simulation exercise on the effect of rib location
and height on normalized Nu, averaged over a surface area. Figure 16 shows the effect on the local
Nusselt number for ribs located at different radii from the center of the jet. Here the range of R/D
was 1.0, 1.5, 2, and 3, and most of the heat transfer takes place in this region. For each rib location,
the local Nu distribution determined the optimal rib height. As the radial distance of the rib from the
stagnation point increased, and as R/D increased, the local maximum Nu associated with the presence
of a rib decreased. This phenomenon is explained by the combined effects of the decrease in turbulent
energy of the fluid as it moves away from the stagnation point and the rapid decrease in the velocity
of the wall jet with radial distance from the impingement point.

 

Figure 16. Effect of rib location on local Nu.

Figure 17 shows the normalized average Nusselt number for a circular rib on the target surface.
The Nusselt number was normalized by dividing by the value for the averaged Nu over 0 ≤ R/D
≤ 4 when no rib was present. The optimum rib height at each rib location was shown in this figure
to determine the maximum enhancement in heat transfer between all rib locations. Clearly the most
effective location for the rib was at R/D = 2 for which

[
Nu
Nuo

]
= 1.156. For R/D ≥ 2, the averaged
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Nusselt number decreased as r increased. It is argued that maximum enhancement of the heat transfer
rate was obtained when the rib was installed at a location close to the boundary between the stagnation
region and the wall jet region, at R/D = 2.

Figure 17. Effect of rib location on normalized average Nu.

Table 3 summarizes the main results reported in this research paper.

Table 3. Summary of findings.

Variable R1 R2 R3 R4

Rib Location (R),
(mm) 1D 1.5D 2D 3D

Calculated velocity boundary layer thickness (δ),
(mm) 0.135 0.22 0.56 0.73

The optimum rib height (e),
(mm) 0.25 0.25 0.5 0.75

Maximum heat transfer enhancement,
(%) 3.5% 6.0% 15.6% 11.5%

4. Conclusions

Numerical analysis of a convective heat transfer process was conducted on the orthogonal
air jet impingement on a smooth, horizontal surface, and a roughened uniformly heated flat plate.
The commercial software ANSYS 17.0 was used for modelling and analyzing of both proposed cases.
The continuous circular rib with the square cross-section is used as a roughness element, while the
tested surface area covers the range of 0 ≤ R/D ≤ 4. The circular roughness element was centered
on the geometric center and tested for four different radii (R/D = 1, 1.5, 2, and 3) and six different
heights (e) between 0.25 mm and 1.50 mm with an increment of 0.25 mm. In general, the rib height
that matches the velocity boundary layer thickness at the rib location seems to be the most effective
height for maximizing heat transfer rate. However, too high a rib gave a lower heat transfer rate than
the no-rib case. It was also found that placing the rib, regardless of its height, in the stagnation region
was ineffective when seeking to enhance heat transfer. The most effective rib location was at R/D
= 2 which, based on the literature, is the beginning of the wall jet region. The results showed that
when using the optimum rib height and location, a maximum heat transfer enhancement of 15.6% was
achieved. The range of heat transfer enhancement for the rib at R/D = 2 was between 10.7% and 15.6%
for rib heights e ≤ 1.00 mm.
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Nomenclature

Symbol Description Units

Re Jet Reynolds number, ρUD/μ m3/s
Cp Heat capacity J/kg·K
h Convective heat transfer coefficient W/m2K
h Average heat transfer coefficient W/m2K
D Hydraulic diameter m
R Rib radial location m
Nu Nusselt number, hD/k -
Nustag Stagnation Nusselt number -
Nu Average Nusselt number, h D

k -
Nuo Baseline case average Nusselt number -
qw Wall heat flux W/m2

Tref Reference temperature ◦C
Taw Adiabatic wall temperature ◦C
Tw Wall temperature ◦C
Tj Jet temperature ◦C
Uj Jet velocity m/s
y+ Near-wall distance m
ν Kinematic viscosity m2/s
u∞ Free stream velocity m/s
δ boundary layer thickness mm
Dd Domain diameter m
P Mean pressure Pa
U, V, W Streamwise, vertical and spanwise components of velocity m/s
U′, V′, W′ Streamwise, vertical and spanwise components of fluctuating velocity m/s
T Mean temperature ◦C
T′ Fluctuating temperature ◦C
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Abstract: In this paper, we study a promising plate-type heat exchanger, the printed circuit heat
exchanger (PCHE), which has high compactness and is suitable for high-pressure conditions as a
vaporizer during vaporization. The thermal hydraulic performance of supercritical produce liquefied
natural gas (LNG) in the zigzag channel of PCHE is numerically investigated using the SST κ-ω
turbulence model. The thermo-physical properties of supercritical LNG from 6.5 MPa to 10MPa were
calculated using piecewise-polynomial approximations of the temperature. The effect of the channel
bend angle, mass flux and inlet pressure on local convection heat transfer coefficient, and pressure
drop are discussed. The heat transfer and pressure loss performance are evaluated using the Nusselt
and Euler numbers. Nu/Eu is proposed to evaluate the comprehensive heat transfer performance of
PCHE by considering the heat transfer and pressure drop characteristics to find better bend angle
and operating conditions. The supercritical LNG has a better heat transfer performance when bend
angle is less than 15◦ with the mass flux ranging from 207.2 kg/(m2·s) to 621.6 kg/(m2·s), which
improves at bend angle of 10◦ and lower compared to 15◦ at mass flux above 414.4 kg/(m2·s). The
heat transfer performance is better at larger mass flux and lower operating pressures.

Keywords: printed circuit heat exchanger; supercritical LNG; zigzag type; heat transfer performance

1. Introduction

Natural gas (NG) is an advantageous energy source for various applications due to its clean nature
and its environmental and economic advantages [1]. NG is liquefied to produce liquefied natural gas
(LNG) for long-distance transportation and storage, and is regasified before terminal utilization [2].
Therefore, an efficient and reliable LNG vaporizer is a key component in a LNG vaporization system.
The common LNG vaporizers, such as intermediate fluid vaporizers, open rack vaporizers (ORVs),
super ORVs and submerged combustion vaporizers [3–5] do not satisfy the requirement of high
efficiency and compactness in finite volume vaporization processes. Hence, the printed circuit heat
exchanger (PCHE), which is a prospective plate-type heat exchanger with high compactness that can
operate under high pressure and low temperature, has been investigated by many researchers [6,7].

In recently years, four PCHE channel morphologies have been studied, namely the straight,
zigzag, S-shape, and airfoil shapes. Figley et al. [8] conducted numerical simulations to investigate
the thermal hydraulic performance of the straight-channel PCHE using helium. The thermal
effectiveness and overall heat transfer coefficient were defined and calculated to describe the overall
heat transfer performance of PCHE. Kim et al. [9] predicted the thermal performance by developing a
mathematical expression of geometric parameters, material properties, and flow conditions to express
the effectiveness of cross, parallel, and counterflow PCHEs. Yoon et al. [10] developed a friction factor
and Nusselt number relationship of laminar flow in various bend angles for a semi-circular zigzag
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channel PCHE. Ishizuk et al. [11] studied heat transfer and flow characteristics of zigzag-type PCHE
experimentally using supercritical carbon dioxide and obtained the total heat transfer efficiency and
pressure drop. Tsuzuki et al. [12] performed numerical analysis of the transition section of a zigzag-type
channel PCHE, and encountered the presence of vortices and local circulation flow. Ngo et al. [13,14]
conducted three-dimensional simulations of the pressure drop and Nusselt number of PCHEs with
S-shaped fins in a supercritical carbon dioxide loop. Kim et al. [15] studied airfoil PCHEs using
numerical analysis and indicated that the stream line was smooth and the vortices and countercurrents
disappeared in the airfoil channel. Zhao et al. [16] investigated the heat transfer characteristics of an
airfoil PCHE numerically using supercritical LNG and optimized the arrangement of airfoil fins.

In spite of the superior pressure drop performance of PCHEs with S-shaped and airfoil fins,
compared to straight and zigzag-type PCHEs, discontinuous fins lack durability at high pressure
operating conditions, which is attributed to the confined junction area of the fins in the diffuser
bonding [17]. This in turn leads to an increase in manufacturing and maintenance costs [18,19].
Therefore, it makes sense to further investigate continuous channels and optimize channel shapes.

Previously, investigations were mainly concerned with the heat transfer performance and pressure
drop of zigzag PCHEs, but few combined the heat transfer and pressure drop performance to study
the optimization of zigzag PCHEs in terms of bend angle and operating conditions. In addition,
supercritical fluids can be used to improve heat transfer performance due to their favorable properties,
like high density, low viscosity, and high thermal conductivity compared to conventional fluids [20].
Most studies on the flow and heat transfer characteristics of fluids in PCHE have been conducted
using helium and water [21–23], and many researchers also used supercritical water and supercritical
carbon dioxide to investigate PCHEs [24,25]. However, studies on the heat transfer performance of
supercritical LNG in zigzag PCHE under low temperature and high pressure conditions are rare [16].

In this study, the flow and heat transfer characteristics of supercritical LNG in zigzag-type PCHEs
were numerically simulated at an operating pressure of 6.5–10 MPa. The effects of bend angle and mass
flux on heat transfer performance were also investigated. The local convection heat transfer coefficient
and pressure drop of supercritical LNG under different conditions are discussed. Dimensionless
parameters such as the Nusselt number (Nu) and Euler number (Eu) are analyzed to assess the heat
transfer and pressure loss performance, Nu/Eu of the bend angles and operating conditions are
investigated by considering the performance of heat transfer and the pressure drop of supercritical
LNG in PCHEs.

2. Numerical Approach

2.1. Physical Model and Boundary Conditions

In this study, the thermal hydraulic performance of supercritical LNG in zigzag PCHEs is
investigated. The cross flow PCHE core model with a full length of 400 mm using supercritical
LNG in the cold side and R22 in the hot side is shown in Figure 1a. The supercritical LNG and R22
flow in the semicircular channel with a diameter of 1.5 mm, the solid is composed of steel with thermal
conductive coefficient of 16.27 W/(m·K). In this paper, we only study the performance of supercritical
LNG in the cold channel. Considering that the cold side of the PCHE contains hundreds of channels, it
is unrealistic to consider all the channels, and it is therefore necessary to simplify the cold channels’
model. Supercritical LNG flows in parallel in each cold channel, so some assumptions on its flow in the
cold side are made. The mass flux is the same in every channel, and there is no temperature difference
and heat loss between neighboring channels. The flow of supercritical LNG is steady and uniformly
distributed. Based on these assumptions, the cold channel can be simplified to a single model with a
geometry of 2 mm × 1.75 mm. The cross-section of the fluid channel is semicircular with a diameter of
1.5 mm (Figure 1b). The bend angles α vary from 0◦ (which is a straight channel) to 45◦ (Figure 1c).
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Figure 1. Schematic diagram of the physical model: (a) Schematic diagram of cross flow printed circuit
heat exchanger (PCHE) model; (b) The computational single channel and boundary conditions; (c) Top
view of zigzag channel.

The adjacent cold channels do not exhibit temperature difference and heat transfer loss; only
the supercritical LNG in cold channels absorb heat from top and bottom hot channels. Three types
of boundary conditions were applied in the model: fluid inlet, fluid outlet, and wall. The mass flow
rate boundary condition was set at the inlet of the supercritical LNG channel whereas at the outlet
the pressure-outlet boundary condition was applied (Figure 1b). The left and right walls of the single
model are set to adiabatic boundary conditions, and the constant heat flux condition was used at top
and bottom walls. The details of the boundary conditions are presented in Table 1.
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Table 1. Boundary conditions in detail.

Inlet Outlet Left/Right Walls Top/Bottom Walls

Pressure (MPa) Temperature (K) Mass flux
(kg/m2·s) Pressure outlet Adiabatic

Constant heat flux
(W/m2)

10 121 207.2 7.5 × 104

2.2. Thermo-Physical Properties of Supercritical LNG

In this paper, the operating pressure of LNG considered varies from 6.5 MPa to 10 MPa, which
is supercritical pressure. Supercritical LNG has gas-like properties, such as low viscosity, and
liquid-like characteristics, like high density and high thermal conductivity. The thermo-physical
properties of supercritical LNG, i.e., density, specific heat, thermal conductivity and viscosity, are
affected by temperature and pressure. The properties’ values were obtained from the NIST Standard
Reference Database (REFPROP) [26]. For the numerical simulations, the temperature was changed
from 121 K to 385 K. At such a large temperature difference, the properties of supercritical LNG change
dramatically, using the average values will cause the inaccurate calculation results in ANSYS Fluent.
Therefore, as shown in Figure 2, the thermal properties of supercritical LNG were approximated as
piecewise-polynomial functions of temperature. The piecewise-polynomial functions of temperature
at 10 MPa is shown in Table 2. The error percentages of various properties using the proposed
approximation are shown in Figure 3. The errors were within ±2.5%, which indicates the fitted
piecewise-polynomial function approximations are suitable.

Figure 2. Thermo-physical properties of supercritical LNG at different pressures: (a) Density;
(b) Specific heat; (c) Thermal conductivity; (d) Dynamic viscosity.
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Table 2. Piecewise-polynomial functions at 10 MPa.

Temperature Range (K) Density

121–223 ρ = −1.29548 × 10−6T4 + 7.459 × 10−4T3 − 0.16537T2 + 15.12763T − 2.45869
223–271 ρ = −5.30962× 10−4T3 + 0.43352T2 − 119.03258T + 11,091.66885
271–385 ρ = 1.32923 × 10−7T4 − 1.93454 × 10−4T3 + 0.10675T2 − 26.70158T + 2634.06161

Specific Heat

121–223 cp = 0.00436T3 − 1.83425T2 + 263.05475T − 9567.33957
223–261 cp = 0.06448T3 − 46.88971 × 103T2 + 11,278.86482T − 892,240.75366
261–385 cp = −0.00111T3 + 1.18621T2 − 423.72673T + 53,206.50774

Thermal Conductivity

12–−235 λ = 1.07039 × 10−8T3 − 4.35253 × 10−6T2 − 6.44568 × 10−4T + 0.30675
235–262 λ = 7.96913 × 10−6T2 − 0.00432T + 0.62882
262–385 λ = −6.69403 × 10−9T3 + 7.36829 × 10−6T2 − 0.00258 × 10−2T + 0.33402

Viscosity

121–218 μ = −7.71822 × 10−11T3+ 4.71489 × 10−8T2 − 1.01809 × 10−5T + 8.02631 × 10−4

218–254 μ = 6.9276 × 10−9T2 − 3.52808 × 10−6T + 4.64105 × 10−4

254–385 μ = −2.07823 × 10−12T3 + 2.1834 × 10−9T2 − 7.43585 × 10−7T + 9.67009 × 10−5

Figure 3. Error curves of linear interpolation functions.

2.3. Numerical Method and Grid Independence

The commercial software FLUENT was used to solve the 3D numerical model. Considering the
inlet parameters, the flow corresponded to turbulent flow regimes. Some turbulence models have
been studied and used in the literature; these include the κ-ε standard model, the RNG κ-ε model, the
shear-stress transport (SST) κ-ω model and the low Reynolds number turbulence model [27,28]. In this
study, the SST κ-ω model was used because of its more accurate results on heat transfer of supercritical
fluids [29–32].

The governing equations for heat transfer were the continuity, momentum, and energy
equations, respectively:

Continuity equation:
∂

∂xi
(ρui) = 0, (1)

where ρ is the density, and ui is the velocity vector.
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Momentum equation:

∂

∂xi

(
ρuiuj

)
= − ∂p

∂xi
+ ρgi +

∂

∂xj
[(μ + μt)

∂ui
∂xj

], (2)

where p is the pressure, μ and μt are the molecular and turbulent viscosities, respectively.
Energy equation:

∂

∂xi
(ui(ρE + p)) =

∂

∂xi

(
ke f f

∂T
∂xi

+ uiτij

)
, (3)

where keff is effective conductivity, ke f f = k + kt, and kt is the turbulent thermal conductivity.
The transport equations are expressed as follows:

D(ρκ)

Dt
=

∂

∂xj

[
(μ + σκμt)

∂κ

∂xj

]
+ τij

∂ui
∂xj

− β∗ρωκ (4)

D(ρω)

Dt
=

∂

∂xj

[
(μ + σω1μt)

∂ω

∂xj

]
+

γ

νt
τij

∂ui
∂xj

− βρω2 + 2(1 − F1)ρσω2
1
ω

∂κ

∂xj

∂ω

∂xj
(5)

ω =
ε

β∗κ
; νt =

a1κ

max(a1ω; ΩF2)
(6)

F1 = tan h(arg4
1); F2 = tan h(arg2

2) (7)

arg1 = min
(

max
( √

κ

0.09ωy
;

500ν

y2ω

)
;

4ρσω2κ

CDκωy2

)
; CDκω = max

(
2

ρσω2

ω

1
ω

∂κ

∂xj

∂ω

∂xj
, 10−20

)
(8)

arg2 = max
(

2
√

κ

0.09ωy
;

500ν

y2ω

)
(9)

where ε is the turbulent kinetic energy dissipation rate, Ω is vorticity, and y is the distance from the
wall. The constants and damping functions of the SST κ-ω model are shown in Table 3.

Table 3. Constants and functions used in the shear-stress transport (SST) model.

σω1 σω2 κ α1 β*

SST 0.5 0.865 0.41 0.31 0.09

The local convective heat transfer coefficient was calculated using Equation (10):

h =
q

Tw − Tb
=

q
Tw − (Tout + Tin)/2

, (10)

where q is the constant heat flux from the top and bottom walls, Tw is the wall temperature and Tb is
average temperature of the inlet and the outlet.

Nu was defined as:
Nu =

hDh
λ

; Dh = 4A/l (11)

where Dh is the hydraulic diameter and λ is the local thermal conductivity of LNG, A is the
cross-sectional area of the semicircular fluid channel and l is the circumference of the semicircular fluid
channel section.

The local Fanning friction coefficient ( f ) was defined in terms of the pressure drop and is expressed
by Equation (12):

f =
ΔPf Dh

2Lρbv2
b

, (12)
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ΔPf = ΔP − ΔPa = ΔP −
(

ρoutv2
out − ρinv2

in

)
, (13)

where ΔP is the total pressure and was obtained from Fluent directly, ΔPf and ΔPa are the frictional
and accelerated pressure drops, respectively, L is the channel length, ρb and vb are the bulk density
and velocity of LNG, respectively.

The Reynolds number (Re) is given by Equation (14):

Re =
ρbvdDh

μb
, (14)

The Euler number (Eu) is defined as Equation (15):

Eu =
ΔP

ρbv2
b/2

, (15)

For the solution methods, the SIMPLE algorithm was applied to establish the coupling of velocity
and pressure. The momentum, turbulent kinetic energy, turbulent dissipation rate and energy were
discretized using the second order upwind scheme. The calculation was considered to converge when
the residuals were less than 10−6.

The mesh on the computational domain was generated using GAMBIT. The grid independence
was verified to confirm numerical result accuracy. The mesh size of solid, fluid and boundary layer’s
scale in fluid affect the grid numbers. The influence of the grid numbers on the convective heat transfer
coefficient is shown in Table 4. Case 4 has a larger relative error compared to the other cases. The
heat transfer coefficient in Cases 1, 2, and 3 is nearly the same. The relative error of the heat transfer
coefficient between Cases 1 and 7 is only 0.08%. Therefore, considering the calculation accuracy and
time, the 2,988,329 grid nodes (Case 1), showing in Figure 4, was selected in the present work.

Table 4. Boundary layers study.

Case
Scale of Boundary

Layer
Rows of Boundary

Layer
Cells of Nodes

Heat Transfer Coefficient
W/(m2·K)

Relative Error (%)

1 0.01 5 2,988,329 2678.57 3.4%
2 0.01 8 3,589,947 2680.44 3.47%
3 0.003 5 2,974,634 2678.32 3.4%
4 0.03 5 2,697,546 2669.23 3.04%
5

0.01 5
815,644 2590.42 0

6 1,962,788 2636.39 1.8%
7 4,456,851 2680.62 3.48%

Figure 4. Cross section of computational grids.

2.4. Model Validation

To validate the accuracy and reliability of the model, the simulation results of temperature
difference and pressure drop were compared to previous experimental results [30]. The experimental
setup is shown in Figure 5. Since LNG is flammable and explosive, the straight-channel cross flow
PCHE used supercritical nitrogen as the cold side fluid and R22 as the hot side fluid. The length of
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the PCHE cold channel was 520 mm, the inlet temperature was 102 K, and the operating pressure
varied from 6.5 MPa to 10 MPa. In the simulation, a straight channel model with a length of 520 mm
was selected, which was the same as the experimental case. The boundary conditions are shown
in Figure 1b. Supercritical nitrogen was used as the working fluid to confirm the correctness the
experiment. The inlet pressure changed from 6.5 MPa to 10 MPa and the inlet temperature was 102 K.
The comparison of temperature difference and pressure drop between simulation and experimental
results is listed in Table 5. The maximum errors of temperature difference and pressure drop are 2.1%
and 10.25%, respectively. The simulation pressure drop was less than the experimental, which may be
attributed to the following factors: (1) the channel was assumed to be smooth in the numerical study
while the PCHE channel of the experiment was rough, (2) the header pressure drop of inlet and the
outlet were neglected in the numerical study, but may have been large in the experiment, and (3) the
deviation of temperature and pressure transmissions. The simulation results are in accordance with
the experiment, illustrating that the simulation model and method were credible.

Figure 5. Schematic diagram of experimental setup.

Table 5. Relative error of simulation and experiment results.

Pressure
(MPa)

Temperature Difference (K) Relative
Error (%)

Pressure Difference (Pa) Relative
Error (%)Experiment Simulation Experiment Simulation

6.5 178.9 175.1 2.1 16,612.35 15,167.36 10.25
7 180.3 178 1.27 15,636.09 14,521.4 9.95

7.5 182.1 180.4 0.94 14,742.24 14,071.62 7.05
8 182.6 182.3 0.16 13,847.55 13,188.32 6.62

8.5 183.5 184 0.27 13,035.22 12,504.69 6.81
9 185.7 185.5 0.11 12,156.68 11,810.66 4.70

9.5 186.1 185.8 0.16 11,342.33 10,862.6 4.42
10 186.6 186.4 0.11 10,578.6 10,189.45 3.82

3. Results and Discussion

Compared with traditional vaporizers, the heat transfer performance of PCHE is better, but the
pressure drop is larger due to the small size of the channel, resulting in an increase of operating
costs. A number of studies have shown that a supercritical fluid can enhance heat transfer and reduce
pressure drop. The supercritical LNG vaporized by the PCHE is suitable for long distance transport
and utilization. In this paper, the flow and heat transfer characteristics of supercritical LNG were
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studied at 6.5–10MPa, the performance of supercritical LNG at 10 MPa was discussed in detail in
the following.

3.1. Effect of Bend Angles of the Zigzag Channel

The heat transfer performance of supercritical LNG is influenced significantly by the bend
angle in the zigzag channel of a PCHE. The effect of the bend angles on the local convection heat
transfer coefficient and bulk temperature of the LNG along the streamwise direction at a mass flux of
207.2 kg/(m2·s) and operating pressure of 10 MPa are shown in Figure 6. As the bend angle increases,
the local convection heat transfer coefficient and bulk temperature increase, which is due to the fact that
with the increase of the bend angle, disturbance and turbulence will increase. Moreover, the local heat
transfer coefficient increases and then decreases along the streamwise direction, and reaches a peak
when the bulk temperature is near the pseudo-critical temperature at bend of 0◦–15◦. This is because
that the thermo-physical properties of supercritical LNG vary drastically at different temperatures,
and the specific heat in particular reaches an extremum near the pseudo-critical temperature (Figure 2).
However, at bend angles of 25◦–45◦, the convection heat transfer coefficient is greater at Np = 2–4.
When the LNG flows into the channel, its velocity is not large in the Np = 2–4. The flow separation is
not dramatic and the velocity of vortices is not much different that of the fluid. As the flow develops,
the velocity increases. The velocity difference of vortices and fluid becomes large and the vortices and
flow separation increase (as shown in Figure 7b), leading to a decrease in the convection heat transfer
coefficient. In addition, the heat transfer coefficient is larger at the inlet due to the entrance effect.

Figure 6. Local convection heat transfer coefficient and bulk temperature at different bend angles along
the streamwise direction.

Figure 8 shows the pressure drop and Fanning friction coefficient ( f ) at different bend angles
along the streamwise direction. The pressure drop increases with the bend angles and increases
along the streamwise direction. The density and viscosity of the supercritical LNG decrease as the
temperature increases (as shown in Figure 2a,d), resulting in a velocity increase and thus in pressure
drop. Figure 7 shows the velocity vectors of different cross-sections along the channel and velocity
vectors of Np = 10–12 at different bend angles. The velocity increases with the increase of bend angles,
which is attributed to the increase of turbulence (Figure 7a). Flow separation and reverse flow appear
in larger bend angles (Figure 7b), which increases flow resistance, resulting in an increased pressure
drop. The velocity increases along the flow direction, which also increase the pressure drop along the
streamwise. The Fanning friction coefficient f increases with the bend angle, which is the same trend
observed in pressure drop. However, f decreases along the flow direction; this difference between
pressure drop and f is due to the increase of velocity.
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Figure 7. (a) Velocity vectors of different cross-sections along the channel with bend angles of 0◦ to 45◦;
(b) Velocity vectors of Np = 10–12 at bend angles of 0◦ to 45◦.

Figure 9 shows the Nusselt (Nu) and Euler (Eu) numbers along the streamwise direction at
different bend angles. It can be seen that Nu increases with the bend angle, and reaches its maximum
value near the pseudo-critical temperature, then decreases along the streamwise direction. This is
because the thermal conductivity decreases intensely as the temperature rises before pseudo-critical
temperature and rises slightly when the temperature surpasses the pseudo-critical value, reaching
a minimum near the pseudo-critical temperature, which leads to a maximum for Nu near the
pseudo-critical temperature. The Euler number increases as the bend angle rises, which is consistent
with the change in pressure drop.
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Figure 8. Pressure drop and fanning friction coefficient at different bend angles along the
streamwise direction.

Figure 9. Local Nusselt number (Nu) and Euler (EU) numbers at different bend angles along the
streamwise direction.

The objective of improving the heat exchanger’s performance can be realized by increasing heat
transfer performance and reducing pressure drop. It is therefore essential to comprehensively consider
the heat transfer and pressure loss characteristics of supercritical LNG in PCHE. In this study, the ratio
of Nusselt to Euler numbers (Nu/Eu) is proposed to evaluate the performance of supercritical LNG in
the channel, where a larger ratio indicates better heat transfer performance. Figure 10 shows Nu/Eu
at different bend angles. Nu/Eu reaches its peak value at a bend angle of 10◦. When the bend angle
exceeds 10◦, the growth rate of Nu is much less than that of Eu. Nu and Eu at 0◦ and 5◦ are nearly the
same, while from 5◦ to 10◦, the increase of Nu is much greater than that of Eu.
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Figure 10. Nu/Eu at different bend angles along the streamwise direction.

3.2. Effect of Mass Flux

The effect of mass flux on flow and heat transfer performance of supercritical LNG was
investigated at the bend angle of 10◦ and an operating pressure of 10 MPa. As shown in Figure 11,
the local convective heat transfer coefficient and pressure drop increase significantly as the mass flux
increases because of the enhancement of turbulent flow. When the mass flux is increased by 2 times,
the local heat transfer coefficient increased 1.4 times, and at the same time, the pressure drop increases
3.3 times. The Nu and Eu are shown in Figure 12. The Nu increases as the mass flux is raised. However,
at the last third of the channel, Nu peaks at a mass flux of 301.8 kg/(m2·s), and then decreases at
further mass flux increase. This is because as mass flux is increased, the temperature of LNG decreases,
its viscosity increases and its velocity decreases. When the heat flux is kept constant, the heat absorbed
by the LNG per unit volume is reduced.

Figure 11. Effect of mass flux on local convection heat transfer coefficient and pressure drop along the
streamwise direction.
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Figure 12. Effect of mass flux on Nu and Eu along the streamwise direction.

Eu increases as the mass flux decreases. The pressure drop and density increase as mass flux rises,
but v2

b decreased. The increase rate of ρbv2
b is more than that of ΔP, which results in an increase of Eu

as mass flux is reduced.
The influence of mass flux on Nu/Eu is shown in Figure 13. The Nu/Eu is increased as the mass

flux is raised. However, at the last third of the channel, Nu/Eu peaks at a mass flux of 301.8 kg/(m2·s).
The figure suggests that the heat transfer performance of the whole channel is improved as the mass
flux increases, but with the development of the fluid flow, the local heat transfer performance is
reduced at the last third of the channel, owing to the reduction of heat absorbed capacity by the unit
volume fluid.

Figure 13. Effect of mass flux on Nu/Eu along the streamwise direction.

Figure 14 shows the impact of mass flux on Nu/Eu at different channel bend angles. The Nu/Eu
is significantly reduced when the bend angle exceeds 15◦, indicating that the increase of pressure
drop is much higher than that of heat transfer performance. Consequently, the comprehensive heat
transfer performance is not good when the bend angles exceeds 15◦. When the mass flux varies

134



Energies 2019, 12, 548

from 207.2 kg/(m2·s) to 621.6 kg/(m2·s), Nu/Eu are higher when the bend angle is less than 15◦.
However, Nu/Eu at bend angles of 10◦ and lower are increased compared to 15◦ at mass fluxes above
414.4 kg/(m2·s). It can be concluded that the supercritical LNG in the PCHE has better heat transfer
performance when the bend angle is less than 15◦ with the mass flux ranging from 207.2 kg/(m2·s) to
621.6 kg/(m2·s), and that it improves at bend angles of 10◦ and lower compared to 15◦ at mass fluxes
above 414.4 kg/(m2·s).

Figure 14. Effect of mass flux on Nu/Eu at different bend angles.

3.3. Effect of Inlet Pressure

At a bend angle of 10◦ and a mass flux of 207.2 kg/(m2·s), the inlet pressure was varied from
6.5 MPa to 10 MP. The corresponding local heat transfer coefficient and pressure drop values are
shown in Figure 15. Before the pseudo-critical temperature, the specific heat and thermal conductivity
are slightly affected by the inlet pressure (as shown in Figure 2b,c), so the convection heat transfer
coefficient changes slightly with the inlet pressure. After the pseudo-critical temperature, the inlet
pressure effect on the local convective heat transfer coefficient is greater because of the specific heat is
influenced by inlet pressure more. In addition, the reduction rate of the specific heat rises rapidly as
the inlet pressure is reduced. Therefore, the local convection heat transfer coefficient decreases with the
decrease of inlet pressure along the streamwise direction. This shows that the specific heat depends on
inlet pressure and has a great influence on local convective heat transfer coefficient when temperature
exceeds the pseudo-critical temperature.
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Figure 15. Effect of inlet pressure on local convection heat transfer coefficient and pressure drop along
the streamwise direction.

With an increase of inlet pressure, the pressure drop decreases. As inlet pressure rises, the
density and dynamic viscosity are larger (Figure 2a,d), which lowers the velocity of supercritical LNG.
Hence, the pressure drop is reduced as the inlet pressure is increased. However, up until Np = 10, the
pressure drop is uninfluenced by the changing inlet pressure. This is because the supercritical LNG
has liquid-like properties, so the influence of inlet pressure on density and dynamic viscosity as well
as velocity is small (as shown in Figure 2), which leads to pressure drop being only slightly effected by
the inlet pressure. After Np = 10, the supercritical LNG has gas-like properties, so the influence of inlet
pressure on density and dynamic viscosity is greater, leading to the large effect on velocity and causing
the pressure drop to change more obviously with the inlet pressure. At the last portion of the channel,
the pressure drop reduced, because the last pitch of the channel is straight, which reduces turbulence.

The effect of inlet pressure on Nu and Eu are shown in Figure 16, where both Nu and Eu decrease
with as inlet pressure increased. Nu is inversely proportional to thermal conductivity, so as the inlet
pressure increases, the thermal conductivity increased, which decreases Nu. Eu is increased as the
inlet pressure is reduced, which the same behavior is observed in pressure drop, indicating that the
pressure drop performance is larger when the inlet pressure is lower.

Figure 16. Effect of inlet pressure on Nu and Eu along the streamwise direction.
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Although both Nu and Eu increase with a decrease in inlet pressure, Nu/Eu increases, as shown
in Figure 17. This is because with the decrease of pressure, the increase rate of Nu is larger than that of
Eu. Nu/Eu reaches its maximum at 6.5 MPa, indicating that supercritical LNG will have better heat
transfer performance in PCHE at a lower inlet pressure.

Figure 17. Effect of inlet pressure on Nu/Eu along the streamwise direction.

4. Conclusions

In this study, the flow and heat transfer characteristics of supercritical LNG in zigzag channel of
PCHE are numerically investigated at different operating conditions. Some conclusions can be drawn
as follows:

(1) The local convection heat transfer coefficient rises and then falls along the streamwise direction,
with the peak value appearing at the pseudo-critical temperature. The pressure drop also
increases along the streamwise direction.

(2) As the channel bend angle is increased, the local convection heat transfer coefficient and pressure
drop rise, and so do the Nu and Euler numbers. The enhancement of heat transfer capability
of supercritical LNG is mainly owed to increased turbulence. The increase of pressure drop is
mainly due to the rising of velocity and the increase of flow resistance caused by the existence
of vortices.

(3) The local convective heat transfer coefficient and pressure drop increase significantly as the mass
flux is increased due to the enhancement of turbulent flow. When the mass flux is increased
by 2-fold, the local heat transfer coefficient rises by 1.4 times, and the pressure drop increases
3.3 times. The Nu increases as mass flux is increased. However, at the last third of the channel,
Nu decreases as the mass flux is raised because of the decreased heat per unit volume absorbed
by the LNG. This suggests that when the mass flux is raised, the heat transfer performance of
the whole channel is better, but with the development of the fluid’s flow, the local heat transfer
performance is reduced at the last third of the channel owing to the reduction of heat-absorbed
capacity by the unit volume fluid.

(4) The improvement of heat transfer performance with bend angle depends on the mass flux. The
supercritical LNG has better heat transfer performance when the bend angle is less than 15◦ when
the mass flux ranges from 207.2 kg/(m2·s) to 621.6 kg/(m2·s), and improves at bend angles of
10◦ and lower compared to 15◦ at mass fluxes above 414.4 kg/(m2·s).

(5) Before the pseudo-critical temperature, the local convective heat transfer coefficient changes
little with the inlet pressure, while it increases when the temperature surpasses pseudo-critical
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point. The pressure drop is reduced as the inlet pressure increases. Nu and EU decrease with
increasing inlet pressure, while Nu/Eu reaches a maximum at 6.5 MPa. The results show that
supercritical LNG has a better heat transfer performance in zigzag channel of PCHE at lower
operating pressures.
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Nomenclature

T Temperature (K)
P Pressure (Pa)
L length of channel (mm)
f Fanning factor
v Velocity (m/s)
Re Reynolds number
h Convective heat transfer coefficient (W/(m2·K))
Nu Nusselt number
Eu Euler number
Cp Specific heat (KJ/(kg·K))
Dh hydraulic diameter (m)
G mass flux (kg/(m2·s))
ΔP pressure drop (Pa)
ΔPf pressure drop due to friction (Pa)
ΔPa pressure drop due to acceleration (Pa)
τ shear stress at the wall (Pa)
Greek symbols

μ viscosity (Pa·s)
ρ density (kg/m3)
λ thermal conductivity (W/(m·K))
Subscript

w Wall
b Bulk mean
in inlet
out outlet
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Abstract: Heat exchanger designers need reliable thermal-hydraulic correlations to optimize heat
exchanger designs. This work combines an adaptive sampling method with a Computational Fluid
Dynamics (CFD) simulator to obtain increased accuracy and validity range of heat transfer and
pressure drop predictions using a limited number of data points. Correlation efficacy was evaluated
based on a steam generator case study. The sensitivity to the design parameters was analyzed in
detail. The RMSE (root mean square error) of the developed correlations were reduced, through
CFD sampling, from 28% to 15% for pressure drop, and from 33% to 25% heat transfer, compared
to regression on experimental data only. The best reference correlations have RMSE values of 43%
and 33% on pressure drop and heat transfer, respectively, on an independent validation set. Indeed,
a radically different fin-tube geometry was suggested for the case study, compared to results using
the Escoa correlations.The developed correlations show good to excellent agreement with trends in
the CFD model. The quantitative error of predicted heat transfer and pressure drop coefficients at the
case study optimum, however, was as large as those of the Escoa correlations. More data are likely
needed to improve accuracy for compact heat exchanger designs further.

Dataset License: CC-BY-SA

Keywords: numerical modeling; surrogate model; correlation; fin-tube; spiral fin-tube; CFD

1. Introduction

Increased energy efficiency is a key strategy to reduce anthropogenic CO2 emissions, and often
the most economical one in the industrial sector. Many energy intensive industries have already
implemented measures such as heat integration and bottoming cycles up to its economic potential.
An exception to this rule is the offshore oil and gas sector, where space and weight restrictions put
severe limits to the amount of equipment that can be placed on each installation.

Volume and weight optimization of an offshore bottoming cycle is contingent on accurate
thermal-hydraulic correlations. This is particularly true for the large and heavy waste heat recovery
unit (WHRU), which typically consists of a circular fin-tube bundle. Numerical methods such as
Computational Fluid Dynamics (CFD) can be used to predict the performance of such heat exchangers,
but direct optimization is usually not feasible due to the large number of design variables and
constraints and the computational cost (lead time) of each function evaluation.

Many thermal-hydraulic correlations for fin-tube bundles have been presented in the literature
over the last half-century. Typically, correlations are algebraic expressions of non-dimensional groups
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with model constants fitted to experimental data by regression. The underlying data are derived from
the authors’ own published experimental work (e.g., [1]), from proprietary databases (e.g., [2]) or from
a collection of several literature sources (e.g., [3]). In the two former cases, correlations tend to have a
rather limited (or unknown) range of applicability. In the latter case, the underlying data are inherently
scattered due to differences in experimental setups, data reduction methods and tube geometry details.
This is particularly true for pressure drop measurements, where uncertainties are larger. Earlier work
has shown that the WHRU skid weight can be reduced by scaling down the tube diameter to about
10 mm [4]. This requires new correlations with an extended validity range, to avoid extrapolation.
There may also be a need to verify the accuracy of previously published work in a consistent manner.

Machine learning methods represent a contrasting approach to model building, where the model
structure is less restricted. Artificial Neural Networks (ANN), Radial Basis function Neural Networks
(RBNN) and Support Vector Regression (SVR) models have been used successfully to predict the
thermal performance of a number of heat exchanger types. As shown in Table 1, most published
studies utilize fully connected ANN models trained on experimental data. More recent publications
have also considered other model setups, as well as sampling from a CFD model.

Table 1. Published work on thermal-hydraulic heat exchanger modeling using machine learning methods.

Data Source Experimental Correlation or CFD

Fully connected ANN [5–10] [11]
SVR, RBNN, Kriging [9] [12,13]

CFD models are increasingly being used for predictive design, even in critical applications such
as nuclear reactor thermal-hydraulics [14], provided that rigorous verification and validation practices
are adhered to. In the context of fin-tube bundles, CFD models can provide heat transfer and pressure
drop coefficients in a consistent and time efficient manner. Comparisons with experimental data
has shown good agreement, close to or within the experimental uncertainty, for a wide range of
geometries [15]. CFD models are also able to provide data for extreme geometries that may not
be possible to manufacture and test experimentally, but still add valuable data in the correlation
development process. This includes “adversarial examples”, i.e., geometries where small changes in
parameters cause large changes in model output.

Given these developments, we propose to combine predictive CFD simulations with adaptive
sampling and automated correlation building methodologies based on machine learning theory.
We hypothesize that correlation accuracy and validity range can be increased simultaneously,
with reasonable computational effort, by leveraging publicly available experimental work in
conjunction with new, adaptively sampled simulation points. This paper provides the underlying
simulated data points, in addition to the improved thermal-hydraulic correlations, to foster and
accelerate further developments in the field. The presented methodology is applicable to a wide range
of multivariate design problems where direct optimization with CFD is infeasible.

Specifically, the novelty of the investigation, as applied to fin-tube thermal-hydraulic correlation
development, is the following:

• application of error estimation and adaptive sampling
• direct inclusion of predictive CFD model data in model regression
• extended validity range of geometric parameters towards the weight optimum indicated by

earlier work

2. Method

The overall correlation building and verification process used in this article is shown in Figure 1.
A design space relevant for waste heat recovery units was firstly defined (see Table 2). An initial
database of experimental work from the open literature was fed into the model building software
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ALAMO version 2018.4.3 [16]. A correlation was generated and improved through adaptive sampling
of data points from the CFD simulator. The correlation was then evaluated using a separate validation
set, as well as a case study where the optimal point was compared to an independent CFD simulation.
The validation set consists of 30 CFD simulations selected through Latin hypercube sampling of the
design space, as indicated in Figure 1. Finally, the trends in the different input variables were evaluated
using CFD simulations and compared to correlations from the present and earlier work. The remainder
of this section describes the components of the methodology in further detail.

ALAMO

Empirical 
database

Adaptive
sampling

Sampled 
set

Correlations 
Eu, NuPr-1/3

Accuracy 
evaluation

Case 
study

Optimal point 
veri cation by CFD

Design
space

Latin hyper-
cube sampling

Sensitivity 
analysis

Figure 1. Process for correlation development, testing and benchmarking. Green boxes indicate where
CFD simulations are employed.

Table 2. Considered design space for compact fin-tube bundles. Ancillary variables are adjusted
to achieve a reasonable number of segments per fin revolution and a representative fin efficiency.
Geometric parameters are shown in Figure 2.

Design Variables Min Max

uFmin [m/s@500 ◦C] 2.53 30.4
do [mm] 9.65 50.8
h f [mm] 1.4 25.4
hs/h f [-] 0.0 1.0
ŝ f [mm] 0.49 4.9
c f [mm] 0.39 8.0

Ancillary and Derived Variables

Re [-] 310 19,000
t f [mm] 0.3 0.75
ws [mm] 2.0 4.0
β 1 [deg] 30.0 30.0

1 The tube bundle layout angle is defined as β = tan−1
(

Pt
2Pl

)
.

2.1. Initial Database

A database of published experimental work has previously been established at the Norwegian
University of Science and Technology [17].The database contains data for 248 different fin-tube bundles
from 21 publications, including both plain and serrated fin geometries. Several criteria were used to
single out and prepare relevant data points for this study:

• Data points outside the ranges defined in Table 2 were omitted. The upper limit on UFmin was
relatively restrictive since kinematic viscosity for air is about three times higher at 500 ◦C compared
to usual test conditions (∼100 ◦C). Hence, many experimental data points were excluded, but the
resulting Reynolds number range (cf. Table 2). was considered representative of the possible
operating conditions of a WHRU

• Geometries with only heat transfer or only pressure drop data were removed. A power law
function was fitted to the heat transfer data of each remaining geometry and interpolated to
the Reynolds numbers at which the (adiabatic) pressure drop was measured. This is necessary
because the chosen model building method requires both outputs to be defined at each data point.
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• A tube bank array of 30◦ was considered in this work, as it is the most compact arrangement.
Tube banks with array angles in the range 25◦–35◦ were corrected using Equation (1), derived
from the Escoa correlation [18], to obtain data corresponding to β = 30◦. The maximum applied
corrections were 5% for the heat transfer data and 9% for the pressure drop data, respectively.
Other tube bank data were discarded.

• The number of streamwise tube rows was not considered as a parameter in this work. Data point
duplicates were removed such that only data for the largest number of tube rows were retained.

NuPr30◦ = NuPr · 1 + e−1/(2 tan β)

1 + e−1/(2 tan 30◦) ,

Eu30◦ = Eu · 1.1 + 1.8e−1/ tan β

1.1 + 1.8e−1/ tan 30◦

(1)

After this procedure, the remaining database contained 108 experimental data points.

ws

hs

h f

t f ŝ f

do

Computational
domain

Flow direction

c f
β

Periodic
interfaces

Figure 2. Geometric parameters of the fin-tube bundle and CFD computational domain.

2.2. Correlation Development (ALAMO)

ALAMO is a learning software that identifies simple, accurate surrogate models (correlations)
using a minimal set of sample points from black box emulators such as experiments, simulations,
and legacy code. ALAMO initially builds a low-complexity surrogate model using a best subset
technique that leverages a mixed-integer programming formulation to consider a large number of
potential functional forms. The model is subsequently tested, exploited, and improved through the
use of derivative-free optimization solvers that adaptively sample new simulation or experimental
points. For more information about ALAMO, see Cozad et al. [16,19] and Wilson and Sahinidis [20].

The functional form of a regression model was assumed to be unknown to ALAMO. Instead,
several simple basis functions were proposed, e.g., x, x2, 1/x, log(x), and a constant. Once a set of
potential basis functions was collected, ALAMO attempted to construct the lowest complexity function
that accurately models the initial training data. This model was obtained by minimizing the Bayesian
information criterion, BIC = SSRp/σ̂ + p log(n), where p is the number of included basis functions,
SSRp is the sum of squared residuals for the selected model, and σ̂ is an estimation for the variance of
the residuals, which is obtained using the least squares solution of the full basis set or can be specified a
priori. The model fitness metric (BIC) was rigorously minimized using a combination of enumeration,
heuristics, and eventual global optimization using the BARON solver [21].

Combinations of linear terms and fractions of the input variables were considered for this
particular application, as well as selected powers of these functions with an exponent smaller than
unity. Binomial terms, and powers of these, were also considered in modeling the Nusselt number.
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Once a model was identified, it was improved systematically in ALAMO using an adaptive sampling
technique that added new simulation or experimental points to the training set. New sample points
were selected to maximize model inconsistency in the original design space, as defined by box
constraints on x, using derivative-free optimization methods [22]. It was observed that a higher
correlation accuracy was obtained if the outputs and the velocity-related input were log-transformed.
It is well known that the velocity dependence is essentially logarithmic and therefore easier to model
in log space. As an additional benefit, correlation terms become multiplicative rather than additive.
This facilitates interpretation of the correlation as consisting of one velocity-dependent term multiplied
with a number of “geometry correction” terms.

2.3. Numerical Model

Numerical simulations in this work followed the methodology described in a previous article [15],
where thorough validation with experimental data are given. The main characteristics of the numerical
model are as follows:

• Fully periodic computational domain (Figure 2) was discretized primarily with hexahedral cells.
A graded boundary layer grid was used in the wall normal direction in the space between the fins
(y+ < 1).

• Density and thermophysical properties were considered constant, properties for air were used
for the external fluid and the fin thermal conductivity was set corresponding to carbon steel
(48.5 W m−1 K−1).

• The steady-state Reynolds Averaged Navier–Stokes (RANS) equations were solved together with
the energy equation and the Spalart–Allmaras turbulence model equation [23] using the open
source CFD toolbox OpenFOAM v4.1.

• The Spalart–Allmaras turbulence model was selected due to its simplicity, robustness and
suitability for simulating boundary layers under adverse pressure gradient conditions. It also
yields similar results as other eddy viscosity turbulence models when applied to finned tube
bundles [24]. Model constants were kept at their default value, including the turbulent
Prandtl number.

• Second order upwind discretization was used for all convective terms.
• The conjugate heat transfer between the fin and the external fluid was modeled explicitly, resolving

the temperature field in the fin. The tube wall thermal resistance was neglected—a uniform
temperature was applied at the fin root and on the tube surface. The fluid bulk temperature was
specified at the leftmost periodic boundary, avoiding source terms in the energy equation.

• Fin efficiency was evaluated by solving the energy equation a second time, subsequent to RANS
model convergence, assuming a frozen flow field and a uniform temperature boundary condition
on one fin-tube row. The resulting heat flux was used to compute the fin efficiency in the first
simulation having finite thermal conductivity in the fin.

• The computed heat flux, bulk temperature and total pressure drop were normalized into Nusselt
and Euler numbers according to standard practice (see, e.g., [17]).

2.4. Accuracy Evaluation

The accuracies of the correlations were evaluated based on the coefficient of determination (R2)
and root mean square error (RMSE) values on an independent dataset sampled using CFD (N = 30).
Some samples struggled to reach iterative convergence during CFD simulation, in which case the flow
velocity was reduced. The RMSE is expressed in terms of the deviation from the observed values, viz.

RMSE =

√√√√ 1
N ∑

N

(
yi − fi

yi

)2
(2)
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for the predicted values fi (from correlations) and the observed values yi (from CFD simulations).
Note that the RMSE is equal to the standard deviation for an unbiased estimator.

2.5. Case Study and Verification of Optimal Point

A case study was defined to test the developed correlation on a realistic optimization task and
compare the computed optimal point to that obtained using a reference correlation. The predicted heat
transfer and pressure drop coefficients were also compared to those predicted by CFD simulations.
A boiler section of a generic offshore heat recovery steam generator was considered, with the steam
and exhaust gas specifications and constraints given in Table 3. The tube wall temperature was
considered constant, and heat conduction through the tube wall, as well as steam/water pressure drop,
was neglected. This leads to a computationally cheap heat balance, which can be evaluated using the
ε-NTU method as a function of the exhaust mass flow, cold end temperature difference, and gas side
heat transfer coefficient. The objective function is the fin-tube bundle weight, where the tube wall
thickness is calculated as

tw = 1.1
ps(do/2)

0.85σy + 0.4ps
(3)

where ps is the steam pressure and σy is the yield stress of carbon steel at 500 ◦C. The fins were assumed
to be made from carbon steel (λ = 48.5 W m−1 K−1, ρ = 7850 kg m−3). A theoretical fin efficiency
according to Hashizume et al. [25] was used. The ideal gas law was used to evaluate the exhaust gas
density at the average bulk temperature, and all other physical properties were considered constant.

Table 3. Boiler section case study: Definitions and constraints.

Exhaust mass flow [kg/s] 75.0
Exhaust pressure drop [Pa] 1500
Steam pressure [Pa] 25 × 105

Steam/water temperature [◦C] 224
Cold end temperature difference [◦C] 20
Transferred heat [W] ≥15× 106

Narrow gap flow velocity [m/s] ≤30
Frontal cross-section square

The number of tube rows in the transverse and longitudinal directions were modeled as real
numbers to obtain a smooth objective function. Nr was calculated directly from the pressure drop
constraint, whereas Nt was a free variable. Remaining free variables and bounds were equal to the
design variables and bounds in Table 2, with the fin thickness lower bound set to 0.5 mm and ws

adjusted to give 20 segments per revolution for serrated fins. A tube bundle layout angle of 30◦ was
used throughout.

The optimization problem was solved in MATLAB R2017a using the built-in function fmincon
that implements the SQP algorithm. The optimization was repeated 100 times for a given case, using
random starting points within the design space, to ensure that a global, feasible optimum point
was reached.

3. Results and Discussion

3.1. Correlation Development

The accuracy evaluation (Table 4) confirmed a relatively good fit between the developed
correlations and the independently sampled validation set. The coefficient of determination is high for
the Euler number, but less impressive for the Nusselt number. The RMSE is acceptable for the Euler
number, but quite large for the Nusselt number, particularly when considering that the 95% confidence
interval is much wider than the RMSE.
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Table 4. Accuracy on validation dataset, computed from Latin hypercube sample of design space
(30 CFD simulations).

Model

Eu NuPr−1/3

R2 RMSE R2 RMSE
[-] [%] [-] [%]

This work
database only 0.75 28 0.70 33
after sampling 0.94 15 0.76 25

Holfeld [17] −0.08 58 0.75 35
Escoa [18] −0.05 43 0.42 34
PFR [26] 0.79 72 0.59 33

The difficulty in modeling the Nusselt number may be due to complex changes in the flow field,
whereby the flow bypasses the aperture between the fins and flow outside the fin diameter for certain
geometric configurations (typically low fin apertures and large fin tip clearances). This phenomenon
has been more thoroughly discussed in [27], but ultimately necessitates a different modeling approach
than the current one due to the large nonlinearity involved.

The predictive accuracies for the reference correlations (Holfeld [17], Escoa [18] and PFR [26]) are,
in general, poor due to the severe extrapolation induced by the design space definition. As shown in
Figure 3, the general scatter for the reference correlations on all data in this work (empirical database,
adaptively sampled simulations and simulations used for validation) is large, particularly for low
Reynolds numbers. The PFR correlation for Eu has a relatively high coefficient of determination
compared to the Escoa and Holfeld correlations, indicating that the hydraulic diameter (which is the
unique feature of the PFR Eu correlation) may be a more robust length scale than the tube diameter.
The high RMSE associated with the PFR Eu correlation is due to a positive bias (overprediction) that
would be simple to rectify with a constant correction factor.

The detailed functional form of the developed correlations is further discussed in Section 3.3.
Algebraic expressions of the correlations are provided in the Appendix A.
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Figure 3. Predictive accuracy on regression and validation data (208 data points): correlations developed
in this work (Supplementary Materials) and correlations from Holfeld [17], Escoa [18] and PFR [26].

3.2. Case Study

Results from the case study consist of four optimized geometries, two for each correlation with
and without an explicit tube diameter constraint, respectively. Geometries and thermal-hydraulic
results are given in Table 5 and 3D representations of the two geometries without diameter constraints
are shown in Figure 4.

Clearly, two different strategies towards fulfilling the heat duty under a pressure drop constraint
emerge for the two different correlations. The optimal geometry for the correlations developed in
this work is extremely compact (dense) with a few number of tube rows and a high surface area per
tube, but a large frontal area. The optimal geometry using the Escoa correlations, on the other hand,
aim to reduce the Euler number such that a larger number of tube rows can be afforded under the
pressure drop constraint. This results in a smaller frontal area and a more “open” geometry with less
heat transfer area per tube.

Note that the tube diameter reaches its lower bound, and the flow velocity its upper bound,
for both correlations. This result is as expected, since the Nusselt number (=αodo/λair) scales with
approximately Re0.7 and therefore αo ∝ Re0.7/do ∝ d−0.3

o for a constant velocity. The heat transfer
area scales with the perimeter of the tube (disregarding the fins for a moment), leading to αo At ∝ d0.7

o .
The Euler number (i.e., the pressure drop), on the other hand, scales with d−0.3

o at best. This mean that
the heat transfer coefficient decreases at the same rate as the pressure drop. A hypothetical doubling of
the tube diameter changes the transferred heat by a factor of 20.7 = 1.62 and the pressure drop by a
factor of 2−0.3 = 0.812. If the number of tube rows are increased accordingly (to utilize the available

148



Energies 2019, 11, 3450

pressure drop), the transferred heat can be increased to 1.62/0.812 = 2.0 and the transferred heat per
unit surface area is the same as for the smaller tubes. The weight of the larger tubes, however, is higher
than the smaller tubes due to a larger wall thickness and larger internal fluid volume. The only caveat
to the argument for a small tube diameter is that restrictions on the steam side pressure drop, steam
side heat transfer coefficient, boiling stability and heat exchanger frontal area are not considered
here. Moreover, large diameter tubes are less susceptible to flow induced vibrations due to a higher
bending stiffness.

Figure 4. Optimized boiler geometry using the Escoa correlations (left) and correlations developed in
this work (right), without explicit diameter constraints

Table 5. Case study: Geometry optima for correlations from this work and Escoa, without (left column)
and with explicit diameter constraint of 25.4 mm (right column). Eu and NuPr−1/3 data are computed
at the closest geometry possible to simulate with CFD

Correlations: This Work Escoa
Geometry

Re [-] 3600 9400 3600 9400
do [mm] 9.65 25.4 9.65 25.4
h f [mm] 10.9 12.7 6.28 15.8
hs/h f [mm] 1.0 1.0 0.96 1.0
t f [mm] 0.50 0.50 0.50 0.50
ŝ f [mm] 0.49 0.49 4.90 4.90
ws [mm]
c f [mm] 0.39 0.39 8.00 8.00
Nr [-] 2.2 1.2 21.8 17.1
Nt [-] 140 102 105 52

Normalized objective function 1.00 1.49 0.87 2.33
Eu [-]

This work 5.64 10.8
Escoa 0.594 0.76
CFD 3.81 6.28 0.52 0.75
Deviation [%] +48 +72 +13 −2.2

NuPr−1/3 [-]

This work 66.6 125.0
Escoa 56.8 96.5
CFD 67.7 136 38.9 74.4
Deviation [%] −1.7 −8.0 −46 +30
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Optimization with a fix tube diameter show that similar geometries are obtained as when the
tube diameter is free, only with larger frontal area, fewer tube rows and a higher total weight.

The correlation accuracy at the optima, quantified by the deviations from the CFD simulation
results, showed mixed performance. The pressure drop was grossly overpredicted by the correlation
developed in this work, whereas the heat transfer coefficient was grossly overpredicted by the Escoa
correlation. The normalized objective function should therefore be interpreted with care. The optimized
geometry using correlations from this work turn out to be conservative (would satisfy heat duty and
pressure drop constraints), whereas the optimized Escoa geometries would transfer too little heat.

However, the trends in the prediction of the design variables may be just as important as the
accuracy at the optimum, since these trends determine the location of the optimum to begin with.
This is the topic of the sensitivity analysis.

3.3. Sensitivity Analysis

The trends in Eu and Nu with respect to the flow velocity and the five geometric variables are
shown, for perturbations around the midpoint of the design space, in Figures 5 and 6. These figures
also include independent CFD simulations (not included in the training data) at the optimum and at
perturbations around the optimum (with remaining variables held constant). Corresponding figures
for perturbations around the optimal point in the case study are Figures 7 and 8.

The Euler number exhibits a high sensitivity to the flow velocity and the fin aperture compared to
the other four variables (Figures 5 and 7). The velocity dependence can be explained as a transition
from friction dominated drag to a mix of friction and form drag as velocity increases. At the design
space midpoint, both of these pressure losses seem to be of equal importance, since the sensitivity to
increases in wake size (do) and increases in friction area (h f ) is about the same. At the optimum point,
a higher sensitivity to the wake size relative to friction area can be noticed (Figure 7, top middle and
top right panels) due to the higher flow velocity.
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Figure 5. Trends in correlations and CFD simulator around the midpoint in the design space (marked
by a circle). CFD simulations were independently sampled (not part of the dataset used for model
development). Each parameter was varied independently, with remaining parameters held constant.
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Figure 6. Trends in correlations and CFD simulator around the midpoint in the design space (marked
by a circle). CFD simulations were independently sampled (not part of the dataset used for model
development). Each parameter was varied independently, with remaining parameters held constant.
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Figure 7. Trends in correlations around the case study optimum found using correlations developed in
this work (marked by a circle). CFD simulations were independently sampled (not part of the dataset
used for model development). Each parameter was varied independently, with remaining parameters
held constant at the optimum.
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Figure 8. Trends in correlations around the case study optimum found using correlations developed in
this work (marked by a circle). CFD simulations were independently sampled (not part of the dataset
used for model development). Each parameter was varied independently, with remaining parameters
held constant at the optimum.

The sensitivity to the fin aperture at constant mean flow velocity should be interpreted in light
of the small fin pitches used in this work. Not only does a smaller fin aperture mean more friction
area per unit tube length, but also corresponds to a higher maximum flow velocity between the fins
required to maintain the same mean velocity. In other words, the blockage caused by the boundary
layers on the fins is significant compared to the available cross-sectional (flow) area for the considered
range of fin apertures. The lack of a positive correlation between the Euler number and the degree
of serration (hs/h f ) is unexpected, given that serrations break up the fin boundary layer and hence
decrease the average boundary layer thickness. On the other hand, the correlation between hs/h f
and the Nusselt number is also small and, therefore, consistent with the Euler number results. These
observations point towards a conclusion that the thermal-hydraulic benefit of serrated fins lie primarily
in the increased fin efficiency.

The Nusselt number is primarily a function of the flow velocity and the tube diameter
(Figures 6 and 8). Considering that Nu = αodo/λair, i.e., linear in do, the heat transfer coefficient
is approximately constant with the tube diameter as well as with the other geometric parameters. This
can be expected in this case, since the heat transfer resistance consists of external boundary layers.

A trend change in ŝ f can be noted when comparing sensitivities at the midpoint and the optimal
point (lower middle panels, Figures 6 and 8): The Nusselt number is relatively constant at the midpoint,
but shows a clear negative trend at the optimal point. A possible explanation involves the already
mentioned bypass effect. At the midpoint, a decrease in ŝ f increases the pressure drop (Figure 5),
but also redistributes the flow to the passage outside the fin perimeter. The increased pressure drop
does not translate to an increased heat transfer coefficient (Figure 6). A small fin tip gap on the other
hand, such as at the optimal point, suppresses the bypass effect and forces the flow to pass through the
fin aperture. Hence, a decrease in ŝ f does translate into both increased pressure drop and heat transfer
coefficient. The effect is further discussed in [27].
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The reference correlations exhibit the correct variable trend in most cases. The PFR correlations
captures the trend around the optimal point to a surprising degree, given its simplicity. The quantitative
accuracy of the reference correlations, however, is not satisfactory at the optimal point. The Holfeld
correlations, which are the most recently developed, grossly underpredict the pressure drop and show
incorrect trends for Eu as a function of do and Nu as a function of ŝ f .

The correlations developed in this work generally agree well with the CFD simulations. Trends in
h f and c f are exaggerated at the case study optimum, most likely due to limited amount of data in the
design space, but generally provides improved prediction accuracy.

4. Conclusions

Machine learning methods, including adaptive sampling using a CFD simulator, has been used
to improve the accuracy and validity range of thermal-hydraulic correlations for fin-tube bundles,
in terms of both the coefficient of determination (R2) and the root mean square error. The applicability
to geometry optimization was verified through a case study and the accuracy of the modeling of
trends in the design space was confirmed by comparison with CFD simulations. The following specific
conclusions can be drawn:

• The choice of correlation is decisive for the outcome of tube bundle weight optimization, at least
for the boiler section considered in the case study. The developed correlations suggest a radically
different design compared to the Escoa correlations.

• The trends of the developed correlations generally match well with data from the CFD model.
The sensitivity to the design variables close to the optimal point for the case study is, however,
exaggerated for some variables.

• The PFR correlation for the Euler number is the most robust reference correlation with regards to
the trends in the design variables, indicating that the hydraulic diameter can be an appropriate
length scale for pressure drop modeling.

• The Nusselt number is relatively insensitive to all design parameters other than the flow velocity
and the tube diameter (i.e., the Reynolds number) around the studied design points.

• In general, the Nusselt number appears more difficult to model accurately, compared to the Euler
number. A possible explanation, given the preceding bullet point, is that particular geometries
cause complex flow redistribution that only a highly nonlinear model can represent.

• Quantitative accuracy on the case study is good for the developed heat transfer correlation,
but disappointing for the pressure drop correlation. The accuracy of the Escoa correlations is
also poor at the case study optimum. More data are most likely needed in the range of compact
designs with low tube diameter, if further accuracy improvements are to be achieved.

The machine learning approach appears to be a viable method to extend the validity range of
thermal-hydraulic correlations, with relatively moderate resource usage. As ever, the dataset size limits
the model nonlinearity that can be used without overfitting to the training data. Further increase in
accuracy will, most likely, require significantly larger datasets created by a combination of structured
sampling methods (e.g., Latin hypercube) and adaptive sampling methods.

A limitation of the current study is that the correlation accuracy is restricted to the accuracy of
the numerical model. The numerical model is successfully validated over a large range of geometric
parameters for which experimental data exist [15]; Future directions of this work should therefore
include experimental investigations of previously untested geometries indicated by the correlations,
such as at the case study optimum indicated in this work.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/11/12/3450/
s1, Table S1: Underlying CFD simulation data: regression data points, Table S2: Underlying CFD simulation data:
validation data points.
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Abbreviations

The following abbreviations are used in this manuscript:

ALAMO Automated Learning of Algebraic Models for Optimization
ANN Artificial Neural Network
BIC Bayesian Information Criterion
CFD Computational Fluid Dynamics
RANS Reynolds Average Navier–Stokes
RBNN Radial Basis function Neural Network
RMSE Root Mean Square Error
SVR Support Vector Regression
WHRU Waste Heat Recovery Unit

Nomenclature

Roman symbols
A f fin heat transfer area [m2]
At tube heat transfer area [m2]
c f fin tip-to-tip clearance [m]
do outer tube diameter [m]
h f total fin height [m]
hs segmented height [m]
Nr number of streamwise tube rows [-]
Nt number of transverse tube rows [-]
p total pressure [Pa]
Pt transverse tube pitch [m]
Pl longitudinal tube pitch [m]
s f fin pitch [m]
ŝ f fin aperture (=s f − t f ) [m]
t f fin thickness [m]
tw tube wall thickness [m]
uFmin mean velocity in minimum free flow area [m s−1]
ws segment width [m]
Greek symbols
αo outer heat transfer coefficient [W m−2 K−1]
β tube bundle layout angle [◦]
η f fin efficiency [-]
λ thermal conductivity [W m−1 K−1]
ν kinematic viscosity [m2 s−1]
ν̃ modified turbulent viscosity [m2 s−1]
ρ density [kg m−3]
σy yield stress [-]
Dimensionless numbers
Re = uFmin do/ν Reynolds number

Eu = Δp/
(

Nr
1
2 ρu2

Fmin

)
Euler number

Nu = αodo/λ Nusselt number
Pr = νρcp/λ Prandtl number
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Appendix A

Algebraic expressions for the regression models developed in this work are given in
Equations (A1) and (A2). All dimensions (do, h f , etc.) must be in millimeters due to the dimensional
nature of some of the regression constants.

Eu =

(
Re
do

)−0.420
0.990do 0.971h f 1.04c f

× 0.00246
(

log10(Re/do)
do

)0.2

137

(
log10(Re/do)

h f

)0.2

12.5

(
h f
ŝ f

)0.2

× 0.778

(
do
h f

)0.6

1.27

(
h f
ŝ f

)0.6

0.685

(
c f
ŝ f

)0.6

(A1)

NuPr−1/3 = Re0.6370.996h f 0.511(c f /ŝ f )
0.5

× 1.26

(
log10(Re/do)∗ hs

h f

)0.2

0.262(log10(Re/do)∗ŝ f )
0.2

× 2.14(log10(Re/do)∗c f )
0.2

(A2)
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Abstract: As the market for electric vehicles grows at a remarkable rate, various models of electric
vehicles are currently in development, in parallel to the commercialization of components for diverse
types of power supply. Cabin heating and heat management components are essential to electric
vehicles. Any design for such components must consider the requirements for heating capacity
and power density, which need to reflect both the power source and weight reduction demand
of any electric vehicle. In particular, design developments in electric heaters have predominantly
focused on experimental values because of structural characteristics of the heater and the variability
of heat sources, requiring considerable cost and duration. To meet the ever-changing demands of the
market, an improved design process for more efficient models is essential. To improve the efficacy
of the design process for electric heaters, this study conducted a Computational Fluid Dynamics
(CFD) analysis of an electric heater with specific dimensions by changing design parameters and
operating conditions of key components. The CFD analysis modeled heat characteristics through the
application of user-defined functions (UDFs) to reflect temperature properties of Positive Temperature
Coefficient (PTC) elements, which heat an electric heater. Three analysis models, which included
fin as well as PTC elements and applied different spaces between the heat rods, were compared
in terms of heating performance. In addition, the heat performance and heat output density of
each analysis model was analyzed according to the variation of air flow at the inlet of the radiation
section of an electric heater. Model B was selected, and a prototype was fabricated based on the
model. The performance of the prototype was evaluated, and the correlation between the analysis
results and the experimental ones was identified. The error rate between performance change
rates was approximately 4%, which indicated that the reliability between the design model and the
prototype was attained. Consequently, the design range of effective performance and the guideline for
lightweight design could be presented based on the simulation of electric heaters for various electric
vehicles. The fabrication of prototypes and minimum comparison demonstrated opportunities to
reduce both development cost and duration.

Keywords: performance characteristics; Positive Temperature Coefficient (PTC) elements; heat transfer;
thermal performance; Computational Fluid Dynamics (CFD) simulation; air heater

1. Introduction

Issues such as energy shortages and environmental pollution are currently being addressed across
all industries. The automobile industry accounts for over 10% of both global energy consumption
and greenhouse gas emissions. Such a contribution cannot be neglected [1]. According to the World
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Business Council for Sustainable Development, the number of passenger cars in the world will reach
about 2 billion by 2050 [2].

The replacement of the existing combustion engine vehicles with electric vehicles (EVs) is one of
the solutions to the above problem [3–5]. However, one obstacle to the spread of electric vehicles is the
reduction of electric vehicle mileage by almost 50% due to the operation of cabin heating system [6].
Accordingly, cabin heating systems must be improved through the development of enhanced heating
capacity and a reduction in energy consumption [7].

Heating systems in conventional combustion engines use waste heat from the engines. On the
other hand, EVs have no engine and require a separate heating system. To improve the heating
system of an EV, some studies have proposed heat pump systems for EVs, which reduce energy
consumption [8,9]. Cho and Lee utilized the energy discharged from electrical components such as
the motor, battery, or inverter to develop a heat pump that was suitable for the heating condition of
EV [10]. Shin verified the performance of an electric heater using high-voltage Positive Temperature
Coefficient (PTC) elements to improve the energy efficiency of EVs [11].

With regard to the above heating systems for EVs, the performance of the heat pump heating
system showed considerable deterioration during prolonged low temperature conditions, as in winter.
Studies which used waste heat from electrical components such as the motor, battery, or inverter found
that the heat capacity was far below the cabin heating capacity and thus was largely useless for heating.
A promising and realistic alternative is to improve the performance of the electric heater, which is a key
heating component. In this regard, it is necessary to determine an optimal heating capacity, designing
an electric heater according to the performance requirements of the system in which the heater is used.

An electric heater offers a simple structure as well as good compatibility and a fast response
time due to PTC elements. In addition, because PTC elements drastically increase the resistance at or
above a set temperature to maintain it, electric heaters include both temperature control and safety
functions of its own, unlike other heating systems. However, one significant drawback to this feature
is its inability to predict the power consumption of a PTC element based electric heater according to
external environment and boundary conditions. Moreover, even if an electric heater with optimal
heating capacity is designed in accordance to various specifications (weight, volumes, etc.) of the
system where the heater is to be used, the reliable (accurate) performance of real products is difficult
to attain.

The performance of an air-heating electric heater is significantly affected by the structural designs
of heat rods (Figure 1) and fins. Heat transfer is caused by the dispersion of wake flow which occurs as
a result of periodic friction in the boundary layer between air and fin. Accordingly, if the finite area of
fin increases, heat transfer is improved; however, this also increases friction and drag, which facilitates
a drop in pressure [12]. As mentioned above, the heat transfer mechanisms are under development
not only in heaters but throughout various fields, such as nanoscales [13,14]. Any successful design
must satisfy the requirements for heat transfer and pressure drop as well as the weight reduction of
components, which have great effect on the fuel economy of EV. An analytical approach can effectively
consider these factors.

A three-dimensional Computational Fluid Dynamics (CFD) simulation can easily reflect physical
conditions without the need for an expensive tester or fabrication of a prototype; accordingly, various
design options can be effectively tested at a low cost. Lalot and Florent used a CFD simulation
to examine the non-uniformity of flow in an electric heater and demonstrated its impact on the
non-uniformity of heat exchange [15]. Zhang and Li applied a CFD method to ensure uniform heat
distribution according to fluid flow inside a heat exchanger. They could easily predict physical
phenomena caused by the inlet shape of a heat exchanger [16].

This study conducted a comparative analysis of power density (heating performance/weight)
according to the configuration of key components by using a 3D heat flow analysis model. The analysis
examined the design of 6 kW electric heaters which are conventionally used in the cabin of EVs.
The heat flow simulation model for an electric heater formulated PTC characteristic curves to model
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PTC heating. In this way, the number of heat rods inserted into the radiation fin and the heating
performance could be simulated. Additionally, to verify the reliability of the simulation, a prototype of
the electric heater was fabricated based on the analysis model which tested performance. Both the
heating performance and the output density characteristic of the electric heater were analyzed
according to the radiation fin and heat rod. On the basis of this analysis, a guideline on weight
reduction design, which satisfied reference performance factors, was proposed.

Figure 1. Schematic diagram of heat rod and fin for electric heater. PTC: Positive Temperature Coefficient.

2. CFD Model Details

2.1. Physical Model

Figure 2 shows a geometric model of an electric heater including the plate fins and heat rods
which were adopted in this study [17]. Different spaces between heat rods were applied by changing
the number of heat rods used in the electric heater. The radiation performance of each model was
compared. Seven PTC heating elements were inserted into each heat rod and the elements were
connected in parallel. The heat core, which consisted of heat rods and fins, was divided into two zones.
In each heat core, heat rods were inserted at regular intervals into 112 fin layers.

Figure 2. Schematic diagram of PTC heater in an electric vehicle (geometry of housing, heat rod, and
fin array).
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Comprising a repeating shape of fins and heat rods, the electric heater model required a
considerable number of meshes, which demanded a significant period of time for the convergence
process of analysis; it also decreased the reliability of results because of its complex structure. To reduce
the number of iterative calculations and required analysis time, an analysis domain was set, as shown
in Figure 3. The analysis domain indicated half of the fin pitch and heat rod pitch. The open ratio Or of
this domain was calculated by the ratio of the inlet area of the domain to that of the heater model. Fw

and Fp indicate the width and height of the analysis domain, respectively. To improve the reliability of
the analysis, the flow path of the inlet was reduced while that of the outlet was set at over five times
the hydraulic diameter, which could prevent reverse flow. As shown in Figure 3, the analysis domain
included air, heat bar, PTC elements, fin, and insulator. Table 1 presents the common geometric design
values of each model. Table 2 shows the properties of each part of the domain.

Figure 3. Schematic of simulation model with boundary conditions.

Table 1. Geometrical parameter for heater models.

Parameters Values

Full size Heater width, Hw (mm) 265.5
Full size Heater height, Hh (mm) 215

Heat rod pitch, Rp (mm) 21
Heat rod thickness, Rt (mm) 5.1

Fin pitch and Inlet face height, Fp (mm) 1.8
Fin thickness, Ft (mm) 0.3

Table 2. Material properties used in the Computational Fluid Dynamics (CFD).

Material Properties Air (Fluid) Aluminum (Fin, Heat Rod)
Silicon Series

(Insulator)

Density (kg/m3) Incompressible-ideal-gas 2719 2329
Specific Heat (J\kg·K) 1006.43 871 720

Thermal conductivity (w\m·K) 0.0242 202.4 0.25
Viscosity (kg/m·s) 1.7894 × 10−5 - -

A three-dimensional simulation was implemented through the commercial program, Fluent.
The grid was built and the meshes were improved by applying the proximity and curvature method.
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An inflation layer was applied near the fin surface to create the necessary amount of meshes to study
whether the heat transfer according to air flow on the fin surface was more effective. In addition, on
the basis of the initial analysis, the adaption function was applied to points with high temperature
variation to generate meshes with higher density. Finally, approximately 1 × 106 ∼ 2 × 106 meshes
were made.

2.2. Analysis Model

Navier-Stokes and SIMPLE algorithm were used to solve three-dimensional energy equations for
steady-state fluid mechanics and the heat transfer zone (1)–(3).

Continuity equation:
∇ · ρu = 0 (1)

Momentum equation:
ρ(u · ∇u) = −∇p + μ∇2u (2)

Energy equation in steady state condition:

ρCp(u · ∇)T = k∇2T (3)

Among turbulence models provided by Ansys Fluent, the Transition SST (Shear Stress Transport)
model was used as the analysis model. This model was the combination of the k-omega model for
analyzing wall flow and the k-epsilon, which was effective in predicting flow behaviors occurring
far from the wall. To implement the Transition SST model, meshes need to satisfy the requirement
of Y+ ≤ 1. The y value, which was the distance from a wall to the first mesh-formation layer, was
calculated by using the Equation (4). The prism mesh was applied to the layer.

Y+ =
ρUτy

μ
=

Uτy
υ

(4)

2.3. Model Parameters and Boundary Condition

For the boundary condition for the inlet of the heater, the mass flow rate of 300 kg\h, which is
conventionally used to test a heater, was adopted; the temperature condition was 0 ◦C, which acted
as the reference temperature of winter. However, this boundary condition corresponded to the area
of Hw × Hh. Accordingly, it had to be adjusted to the simulation domain. Table 3 presents mass flow
rates and open area ratios of each simulation model. The open area ratio was the ratio of inlet area of a
model to the radiation section area of the electric heater.

Open area ratio (Or):

Or =
Fw × Fp

Hw × Hh
(5)

The length of fin (that is, the distance between heat rods) Fw was set as a model parameter to
predict the heater performance according to the number of heat rods in the same area of heater. Figure 3
illustrates Model B. The fin lengths of Models A and C were set to the half and twice of that of Model
B, respectively. Table 3 provides parameters of each model.

Table 3. Specification of each simulation model.

Parameter Model A Model B Model C

Inlet face width, Fw (mm) 5.25 10.5 21
Open ratio, Or 1.655 × 10−4 3.311 × 10−4 6.622 × 10−4

Mass flow rate, Md (kg/s) 1.38 × 10−5 2.76 × 10−5 5.52 × 10−5

Hydraulic diameter, Dh (mm) 2.68 3.07 3.31
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User define functions (UDFs) were used to apply real radiation characteristics of PTC to the
simulation. On the basis of the experimental data, curve fitting was performed to obtain the
resistance-temperature curve of PTC elements, as shown in Figure 4. Two sections were distinguished
to effectively formulate the drastic change of resistance according to temperature. For the section of
the heating temperatures ranging from 25 ◦C to 140 ◦C, Equation (6) was applied. Equation (7) was
used for the heating temperature over 145 ◦C. To calculate the equation of PTC elements characteristic
curve as power consumption, Equation (10) was used, which applied Ohm’s law (9) to Joule’s law
(8). Power consumption of PTC elements was assumed to be converted to thermal energy without
loss. The power consumption was obtained by using the applied voltage of 330 V and the resistance
values functionalized by temperature variation, as shown in Equations (6) and (7). This was set to the
boundary condition of the calorific value of PTC elements.

(a) 

(b) 

Figure 4. Resistance–Temperature curve of PTC, (a) exponential fitting form 25 ◦C to 140 ◦C, (b) cubic
fitting after 145 ◦C.

Resistance–Temperature equation

(25 ◦C < T ≤ 140 ◦C) :
R1 = 3.39653 − 0.04493Tc +

(
2.66467 × 10−4)T2

c − (5.72879 × 10−7)T3
c

(6)

(140 ◦C < T ≤ 145 ◦C) :
R2 = 0.77
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(145 ◦C < T) :
R3 = 0.77297 +

(
6.39769 × 10−12)e0.14594∗Tc

(7)

Heat generation
P = V × I (8)

V = I × R (9)

Pp =
V2

p

Rp

(
Vp = 330, Constant

)
(10)

3. Simulation Result and Analysis

3.1. Analysis of Each Model According to Test Condition

To design a lightweight electric heater for EVs, which could satisfy the target performance (6 kW),
this study conducted a simulation of heating performance by applying different heat rod distances to
the heater radiation section (heat core). Figure 5 illustrates distributions of air, fin, and PTC temperature
for three models.

(a) 

 
(b) 

Figure 5. Cont.
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(c) 

(d) 

Figure 5. Total temperature of heater, (a) Temperature contour for different heat rod interval,
(b) temperature on air outlet, (c) temperature in fin, (d) temperature in PTC.

Figure 6 shows temperature distributions from the center of PTC elements in the width direction of
fins, an essential component of heaters. Models A and B had variations of 0.8% and 6.2%, respectively,
both of which were lower than 24.2% of Model C.

Figure 6. Temperature distribution of fin (Vertical direction).
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In the case of a drop in pressure, as shown in Table 4, Model A had the highest value of 43 Pa,
as it included the largest number of heat rods in the same area. Model A showed the lowest calorific
value of 1.34 W in the analysis domain. However, this value was converted to 7203.84 W by the unit of
the whole heater model, which was the highest value. The comparison of heating capacity in Figure 7a
revealed that Models A and B had similar levels. As shown in Figure 7c, Model B had the highest
heating power density, when heating capacities were compared according to the unit weight of heater
per each model. Also, Model C showed a similar value but it did not satisfy the target performance
(6 kW) of electric heaters.

Table 4. Analysis results of simulation. Positive Temperature Coefficient.

Description Model A Model B Model C

Simulation model

Pressure drop (Pa) 43 24 19
PTC elements temperature (◦C) 180 172 164

PTC resistance (kΩ) 2.412 1.283 0.932
Heating capacity (w) 1.34 2.39 3.45

Heater model

Number of PTC (ea) 168 84 42
Power consumption of a PTC element (w) 42.88 76.48 110.4

Weight (kg) 1.659 1.081 0.792
Heating capacity (w) 7203.84 6424.32 4636.8

When an electric heater is designed, heating capacity must be secured that is suitable for its
required size and performance; the use of main component materials can achieve a lightweight
and cost-effective design. On the basis of these considerations, Model B was selected as the most
appropriate option as a result of the simulation.

  
(a) (b) 

 
(c) 

Figure 7. Result of CFD analysis for heater for each model, (a) heating capacity, (b) weight, (c) heater
power density.
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3.2. Analysis of Each Model According to Flow Rate Variation

The above result was obtained under the ideal condition that the outlet air temperature and mass
flow rate were constant according to locations of heater radiation section. For this reason, the heating
performance attained was beyond expectation.

However, existing studies have already demonstrated that the entire radiation section of an
electric heater does not have a uniform temperature distribution; temperature variation may be as
much as 10 ◦C~20 ◦C in areas [18]. Such non-uniformity of temperature distribution points to the
non-uniformity of air density, which transfers heat, in relationship to the location of a heater radiation
section. This also implies that the non-uniformity of mass flow rate depends on the location of
the heater.

The analysis domain of this study was an ideal position, which was a local area of a real heater,
as shown in Figure 8. If the results of the analysis can be converted to data for an entire heater, the
ideal heater could be designed and fabricated. However, as is clear from Figure 8, the real heater
included an edge position that exhibited relatively inferior performance. Accordingly, temperature
and mass flow rate had different values, depending on the distance from the aforementioned edge
position. Analysis results for the heating performance, which were derived from the ideal position,
were more positive than the experimental results reflecting flow and heat loss, which were applicable
to the entire heater.

Figure 8. Schematic diagram of individual position in PTC heater.

To verify such a gap with experimental performance, the mass flow rates of each model were
modified by applying 150 kg/h, 225 kg/h, 300 kg/h, 375 kg/h, and 450 kg/h to the basic flow rate,
respectively, as shown in Table 5; the heating performance was also verified. The distribution of
heating performance was obtained reflecting different flow rates, as shown in Figure 9. Figure 9a
shows the heating capacities of the entire heater, which were calculated by multiplying the heating
capacity of the simulation domain. In Models A and B, the heating capacity is proportional to the mass
flow rate. Figure 9b illustrates the density of heat output, which is an important factor for securing
sufficient heating performance and lightweight design for an entire heater. The above results show
that the heating capacity of all three models increases when the mass flow rate increases. In addition,
it was confirmed that the heating power density of Model B was the highest when the mass flow rate
was 300 kg/h or higher. On the basis of this consideration, an effective number of heat rods and the
distance between radiation fins could be determined to achieve the target performance and lightweight
design of an electric heater with specific dimensions.
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Table 5. Air mass flow conversion for heating performance according to each model.

Inlet Air Mass Flow
Rate of Heater (kg/h)

Inlet Air Mass Flow Rate of Each Simulation Model (kg/s)
Modle A Modle B Modle C

150 6.90 × 10−6 1.38 × 10−5 2.76 × 10−5

225 1.04 × 10−5 2.07 × 10−5 4.14 × 10−5

300 1.38 × 10−5 2.76 × 10−5 5.52 × 10−5

375 1.73 × 10−5 3.45 × 10−5 6.90 × 10−5

450 2.07 × 10−5 4.14 × 10−5 8.28 × 10−5

 
(a) 

 
(b) 

Figure 9. Variation of inlet air mass flow rate, (a) heater heating capacity, (b) heater power density.

4. Experimental Results for the Electric Heater

To measure and compare the heating performance, efficiency, and pressure values of the prototype
electric heater fabricated in this study, a wind tunnel and environmental chamber system (Figure 10)
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were constructed. Each operational condition was applied and compared. The inlet/outlet air
temperature of the electric heater in the winder tunnel was measured using 25 T-type thermocouples
with ±0.1 ◦C error rate. The pressure drop of the radiation section was measured by using a pressure
gauge. The data loggers of Ganter and Yokogawa were used to collect temperature and pressure
values. To prevent the influence of the radiation section, the temperature sensors were installed in a
4 × 6 arrangement, with equal spacing at a distance over 3 cm from the outlet surface of the radiation
section. Accordingly, temperature distributions of heat cores could be compared. A 12 V power supply
was used to operate the controller of the radiation section. The electric heater ran based on the duty
control using a can analyzer. The inlet flow rate was set by considering air density (0.99~1.28 kg/m3)
according to temperature variation. The test conditions of Table 6 were applied.

Figure 10. Schematic diagram of the PTC heater experimental apparatus.

Table 6. PTC heater experimental conditions.

Parameter Value

Inlet air
Temperature (◦C) 0 ± 2
Mass flow (kg/h) 300 ± 10

Power Input Voltage (V) 330 ± 5

As shown in Figure 11, the results of the prototype electric heater test show a difference in heating
performance according to the heat dissipation location of the heater. This effect was likely caused by
the difference in contact of thermal resistance of each part (heat rod and fin). Therefore, to determine
qualitative characteristics, we compared the rate of change in heating performance by changing the
inlet air mass flow rate between the experiment and the analysis results. Figure 9 illustrates the
comparison of heating performance results according to flow rate between analysis and experiment.
The variations of heating performance according to flow rates at the level of the entire heater ranged
from 3% to 22% in the analysis and experiment, respectively. When the variations were compared
for each flow rate range in both the analysis and experiment, the maximum error rate was 4%, which
indicated that the error rate of performance variation between the analysis model and the prototype
was generally reliable.
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Figure 11. Experiment result of outlet air temperature distribution according to the heat dissipation
location of the heater (inlet mass flow rate 300 kg/h).

5. Conclusions

To ensure an effective design of an electric heater for an EV heating system, this study conducted
a simulation of heating performance by applying temperature characteristics of PTC elements.
A comparative analysis applied different design parameters of main components and operational
conditions to an electric heater with specific dimensions. In this way, candidate models were compared
in terms of heating performance and heat output density, which was an indicator of lightweight design.
A prototype heater was fabricated based on the selected optimal model, and its performance was
evaluated. The conclusions of this study can be summarized as follows.

(1) To obtain an optimal design of an electric heater using PTC elements, a three-dimensional
heat transfer analysis was performed by applying simple models that reflected the radiation
characteristics of PTC elements and the structural characteristics of the heater. The performance
of each model was compared according to different configurations of heat rods and fins, which
are dominant components in terms of heat transfer performance.

(2) Each model was analyzed to realize heating capacities over 6 kW, which was the target
performance at the level of the entire heater. As the indicator of lightweight design, the heat
output densities of Models A, B, and C were 4.34, 5.94, and 5.87 kW/kg. In addition, when the
inlet air flow rate varied, the performances (Delta Q, the performance variation in the same flow
rate rage) of Models A, B, and C were 3.6, 2.71, and 1.36 kW, respectively. On the basis of these
results, Model B was selected as the optimal design option that could achieve a high heat output
density as well as proportional and stable performance variation.

(3) A prototype electric heater was fabricated through the application of Model B. Under the
reference conditions, the prototype was evaluated to have a heating capacity of approximately
5.23 kW. The correlation between the simulation results and the heating performance results
of the prototype according to inlet flow rate showed that the error rate between performance
variations was about 4%. This indicated that sufficient reliability between the prototype and the
design model had been secured.

In the development of various electric heaters for EVs, a simulation reflecting radiation elements
and heater characteristics can provide a guideline to an effective performance design range and
lightweight design. Moreover, cost will be reduced by minimizing the comparative fabrication of
prototype heaters.
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Nomenclature

F Fin
H Heater
R Heat rod
T Temperature
y Distance from wall (mm)
Or Simulation domain open ratio
Uτ Velocity in shear stress direction (m/s)
Md Mass flow rate (kg/s)
Dh Inlet hydraulic diameter (mm)
R1 25 < Tc ≤ 140, Resistance of PTC (kΩ)
R2 140 < Tc ≤ 145, Resistance of PTC (kΩ)
R3 145 < Tc, Resistance of PTC (kΩ)
P Power (W)
V Voltage (V)
I Current (A)
Greek symbols
∇ Vector operator
ρ Density (kg/m3)
u Velocity (m/s)
μ Coefficient of dynamic viscosity (kg/m·s)
υ Coefficient of kinematic viscosity (m2/s)
Subscripts
h height (mm)
p pitch (mm)
w width (mm)
t thickness (mm)
c PTC
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Abstract: Three-dimensional moderator flow in the calandria tank of CANDU-6 pressurized heavy
water reactor (PHWR) is computed with Open Field Operation and Manipulation (OpenFOAM),
an open-source computational fluid dynamics (CFD) code. In this study, numerical analysis is
performed on the real geometry model including 380 fuel rods in the calandria tank with the
heat-source distribution to remove uncertainty of the previous analysis models simplified by the
porous media approach. Realizable k-ε turbulence model is applied, and the buoyancy due to
temperature variation is considered by Boussinesq approximation for the incompressible single-phase
Navier-Stokes equations. The calculation results show that the flow is highly unsteady in the
moderator. The computational flow visualization shows a circulation of flow driven by buoyancy
and asymmetric oscillation at the pseudo-steady state. There is no region where the local temperature
rises continuously due to slow circulating flow and its convection heat transfer.

Keywords: CANDU-6; PHWR; moderator; turbulence; OpenFOAM

1. Introduction

CANadian Deuterium Uranium (CANDU) reactors have been introduced in Korea since the late
1980s, and four units of CANDU-6 reactors were constructed in the Wolsong areas [1]. The horizontal
fuel channels in a CANDU-6 reactor (a pressurized heavy water reactor, PHWR) are submerged in the
heavy water (D2O) pool which is contained by a cylindrical tank called calandria. One of the important
design features of the CANDU-6 reactor is the use of moderator as a heat sink during some postulated
accidents such as a large-break Loss of Coolant Accident (LOCA). Therefore, it is one of the major
concerns in the CANDU safety analyses to estimate the local subcooling margin of the moderator
inside the calandria tank.

Previous experimental studies [2] showed that the film boiling on the outside surface of fuel
channels would be unlikely to occur if the local moderator subcooling is sufficient. Therefore, an
accurate prediction of the moderator temperature distribution in the calandria tank is needed to confirm
the channel integrity [3]. To predict the local temperature of the calandria tank, numerous experimental
and numerical studies have been performed so far. Huget et al. [4,5] conducted two-dimensional
moderator circulation tests at the STERN Laboratories Inc. (STERN Lab.), and they validated a specific
code, MODerator TURbulent Circulation (MODTURC) [4] and its advanced version, Co-Located
Advance Solution (MODTURC_CLAS) [5] against the experimental results [6] of the velocity and the
temperature distributions.

Temperature distribution in the moderator is highly affected by flow patterns and circulation
characteristics which themselves are generated as a result of interactions between the inertia
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forces (produced by inlet jets) and buoyancy forces (resulting from heat addition) in the calandria
(see Figure 1). Given the differences in the moderator heat load, flow rate and inlet nozzle distribution
and design, each CANDU reactor has a different flow pattern and temperature distribution during
normal operation. Therefore, Korea Atomic Energy Research Institute (KAERI) installed a 1/4 scaled
Moderator Circulation Test (MCT) facility [7] that is representative of CANDU-6 reactors with 380 fuel
channels. These test results [8] showed that the moderator circulation flow has a mixed flow patterns
with combination of inertial forces and buoyancy forces under the CANDU-6 operation conditions.
Furthermore, the flow oscillation and unsteady flow behavior were observed, which were not reported
in the previous studies [4,6].

Figure 1. Flow pattern inside a calandria by balance of buoyancy and momentum forces.

There have been numerous computational efforts to estimate the thermal hydraulics in the
calandria tank using CFD codes. Hadaller et al. [9] obtained a tube bank pressure drop model for tube
bundle region of the calandria tank and implemented it into the MODTURC_CLAS code. Yoon et
al. [10] used a commercial code, CFX to develop a CFD model with a porous media approach for the
core region. However, it is known that porous media modeling provides only average values of flow
velocities and temperatures in the moderator and do not give any information about 3-D local flow
variables near tube solid walls, which are necessary to implement accurate heat transfer calculations.
Recently, porous media modeling in the tube bank region of core using economic computing resources
are replaced by the full geometric model of calandria tubes requiring high computing resources.
Sarchami et al. [11] used another FLUENT code to model all the calandria tubes as they are without any
approximation for the core region. They could show the nature of moderator temperature fluctuations
by dynamic flow behavior with completion between the upward moving buoyancy driven flows
and the downward moving momentum driven flows. Teyssedou et al. [12] conducted FLUENT code
simulation of moderator flow around calandria tubes of CANDU-6 and showed that the standard
k-e model is appropriate for turbulence model to perform this kind of simulation. Application of
FLUENT and CFX code is successfully performed for the reduced-scale CFD models for various
thermal hydraulics problems in nuclear engineering also by the authors [13,14].

In this study, Open Field Operation and Manipulation (OpenFOAM) [15], an open-source CFD
solver, is used to simulate the three-dimensional flows improving the computational efficiency by
parallel computing which does need no proprietary license. The feasibility on the computation of 3-D
flow has been tested and validated by the comparison with other codes by the authors [16], but the
models are just focused on the pressure drop in a straight channel. In this paper, the full capacity of
OpenFOAM CFD is tested for a turbulent unsteady flow as observed in the 1/4 scale of test [8] to
resolve the 3-D structure of circulation flow in the moderator system of a real-scale CANDU-6 reactor.

We have studied the suitable grid levels and the validation of pressure drops with the comparison
with various commercial codes such as ANSYS-CFX and COMSOL (COMputer SOLution) Multiphysics
as well as experimental data using OpenFOAM [16]. However, the full simulation of CANDU-6 is
not yet attempted because of its high complexity in three dimensions. From the dimensional analysis,
the complex scale effects between prototype CANDU-6 and model MCT should be considered [7].
Therefore, the full-scale simulation is expected to show the overall flow physics with proper predictions
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of subcooling margin in this research. In the system codes, the difference of temperature or pressure
between inlet and outlet is given as a lumped input parameter. For example, a system analysis code
for PHWR, CATHENA [17] can consider a pipe network for tube bundles of fuel channels, but a
three-dimensional numerical model is made for the present study to understand sophisticated flow
physics such as turbulence diffusion and mixing, convective heat transfer, buoyancy forces, etc. in a
moderator pool.

2. Simulation Method

2.1. Open Source Code

OpenFOAM has been developed by Henry Weller and Hrvoje Jasak in Imperial College. The source
code has been opened to the public since 2004. This code is operated on the Linux-based O/S such as
Ubuntu, so the copyright is absolutely free for every CFD program developer. This code is originated
from the object-oriented programming (OOP) concept based on C++ program language. Solvers and
libraries are defined as C++ classes. With the post processor ParaView, the graphical visualization becomes
possible with a command paraFoam [15]. In this study, OpenFOAM version 2.3.1 (The OpenCFD Ltd.,
London, UK) is used. The numerical calculations are conducted with two OpenFOAM standard solver,
“buoyantBoussinesqSimpleFoam” and “buoyantBoussinesqPimpleFoam”.

The governing equations of the solvers are incompressible continuity equation, the Navier-Stokes
equations and energy equation for the heat transfer where the buoyant force is related in the source term
in the momentum equation with Boussinesq approximation. The realizable k-ε turbulence model is also
applied for the low Reynolds number turbulent flow in the moderator. Computation is performed with
two stages to save the settling time for the pseudo-steady state: “buoyantBoussinesqSimpleFoam” is
for steady flow using Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm, while
“buoyantBoussinesqPimpleFoam” is for unsteady flow using PISO, Pressure Implicit with Splitting
of Operator, and SIMPLE (PIMPLE) algorithm because the latter one is known to be better for the
time-accurate computation [15].

2.2. Governing Equations and Discretization

The hydraulic governing equations based on the single-phase incompressible flow are written in
the vector form:

∇·V = 0 (1)

ρ

{
∂V

∂t
+ (V·∇)V

}
= −∇p + ρg + (μ + μt)∇2V + fV (2)

where V, ρ, p are velocity vector, density, and pressure while the constants μ and fV are dynamic
viscosity and body force per unit volume. Equation (1) is the continuity equation for incompressible
flow, and the Navier-Stokes momentum equation, Equation (2) is decoupled from energy equation
in the source term, or buoyancy force of Boussinesq approximation, fV ≈ −ρgβ(T − T0), where β

is the thermal expansion in the unit of 1/K, and T − T0 is the difference of temperature from the
reference condition.

A realizable k-ε model, which is better for rotational flow, is used for the simulation of turbulent
flow. This model includes two additional equations in a tensor form:

ρ

{
∂k
∂t

+ (V·∇)k
}

=
∂

∂xj

{(
μ +

μt

σk

)
∂k
∂xj

}
+ Pk + Pb − ρε − YM + Sk (3)

ρ

{
∂ε

∂t
+ (V·∇)ε

}
=

∂

∂xj

{(
μ +

μt

σε

)
∂ε

∂xj

}
+ ρ ΦSε − ρC2εε

2

k +
√

νε
+ C1ε

ε

k
C3εPb + Sε (4)
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where S =
√

2SijSij is the modulus of mean rate-of-strain tensor, and Sij = 1
2

(
∂uj
∂xi

+ ∂ui
∂xj

)
.

In Equations (3) and (4), the turbulent eddy viscosity is defined as:

μt = ρCμ
k2

ε
(5)

where Equation (5) is substitute to Equation (2) for the consideration of turbulence. Cμ is not a constant
like that of standard k-ε model but a function of S, ωk (angular velocity in the reference frame), εijk
(dissipation tensor), and Ωij (mean rate-of-rotation tensor), and Φ in Equation (4) is specified as

Φ = max
[

0.43,
kS

kS + 5ε

]
=

{
0.43 i f kS/(kS + 5ε) ≤ 0.43

kS/(kS + 5ε) else
(6)

Other coefficients in Equations (3) and (4) are listed as C1ε = 1.44, C2ε = 1.9, C3ε = −0.03, σk =

1.0, σε = 1.2. The energy equation to get the temperature field for the computation of fV in
Equation (2) is

ρCp

{
∂T
∂t

+ (V·∇)T
}

=

(
λ +

μt

Prt
Cp

)
∇2T + Qs (7)

where T is temperature; Cp is heat capacity; λ is thermal conductivity; Prt is turbulent Prandtl number,
assumed as a constant of 0.85 for all the range of fluid, and QS is volumetric heat source, which should
be specified in next section, Equation (8).

The convection terms of the governing equations are discretized with second order upwind
scheme and diffusion terms are calculated with second order centered difference scheme. Turbulence
equations and heat transfer equation were discretized with first order upwind scheme.

In the computation using OpenFOAM, SIMPLE algorithm, a kind of finite volume method (FVM)
is applied for the iteration until the steady state for Equations (1) and (2). In this method, the pressure
gradient term in Equation (2) is isolated, and sub-iterations should be performed between predictor
and corrector [14]. The PIMPLE method is used for unsteady time marching, which is specified as no
under-relaxation and multiple corrector steps in the calculation of momentum. PIMPLE is far accurate
in time and applied to the unsteady computation instead of SIMPLE.

2.3. Boundary and Initial Conditions

The essential boundary conditions in this problem are listed as follows:

• Velocities: no-slip conditions at walls, and the mass flow rate is specified on the inlet, fixed to
127.4 kg/s per each inlet nozzle, or 1019 kg/s in total for the present problem. The inlet turbulent
intensity is fixed as 5%, which can make the additional uncertainty for the turbulent flow linked
with the full system;

• Pressure: zero pressure gradient conditions at walls and inlet, which should be valid under the
assumption that the thickness of boundary layer is very thin. The outlet pressure is fixed by the
moderator system;

• Temperature: the inlet temperature is fixed to 47.3 ◦C.

Total thermal power exerted to the whole system is 100 MW, which should be processed as the
source term, QS in Equation (7) where the factor 1.089 (of course, the volume blockage of tubes is
considered). The equivalent temperature, or the energy dived by density and heat capacity, should be
considered in the energy equation of OpenFOAM where the temperature should be specified instead
of power. The power distribution is defined as Qs(r, z) = Qs fr(r) fz(z), and the shape functions are, in
the dimensionless form [18,19],

fr(r) = 0.94588 − 0.01989r + 0.0995r2 − 0.03888r3 − 0.00256r4 (0.0 ≤ r[1/m] ≤ 3.8)
fz(z) = 1.0 − 0.1111z2 (−3.0 ≤ z[1/m] ≤ 3.0)

(8)
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where Equation (8) is obtained from group distributions of fuel bundles measured from the plant data
in a Wolsong PHWR [10], and the correlation is regressed with a fourth-order least-square curve.

The initial temperature of the whole computational domain is 47.3 ◦C, and the flow is assumed
stationary in the beginning of computation. Actually, the CANDU-6 moderator is liked with the system
network, but we did an independent simulation for the moderator only. The properties of the fluid
(D2O) for simulations are summarized in Table 1.

Table 1. Material properties of the heavy water.

Definition (Symbol) Symbol Value Unit

Density ρ 1085 kg/m3

Thermal expansion β 5 × 10−4 K−1

Dynamic viscosity μ 5.5 × 10−4 kg/(m·s)
Heat Capacity Cp 4207 J/(kg·K)

Thermal conductivity λ 0.659 W/(m·K)

2.4. Grid Generation

The prototype of CANDU-6 is such as Figure 2. The 380 circular rods called calandria tubes are
allocated symmetry from the central line of tank; the inlet holes are four along each side part, i.e., eight
in total with feeding nozzles consisting of four radial diffusers; and there are two outlet exits at the
bottom. This prototype has an asymmetric shape for the cross section along the longitudinal direction
because the outlet vent hole is tilted from the vertical midline.

 

 

(a) (b) 

  
(c) (d) 

Figure 2. 3-D modeling of the prototype: (a) 3-D shape; (b) axial view; (c) feeding nozzles; (d) side view.

Figure 3 shows the three-dimensional unstructured grids at the view of lateral and longitudinal
direction. The total grids are 6,740,446 consisting of 5,112,270 for the hexahedral, 13,112 for pyramids,
and 1,615,064 for the tetrahedral. They are concentrated at the wall boundary with 15 stretched layers
to increase the accuracy in turbulent boundary layers. The computation is done with a message passing
interface (MPI) parallel machine where 24 processors are used. Each computational result is stored at
multiple folders to assemble them in the post processor.
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(a) (b) 

   
(c) (d) (e) 

Figure 3. Grids of the prototype: (a) side longitudinal; (b) planform sectional; (c) inlet plumbing;
(d) outlet exit; and (d) feeding nozzle.

3. Result and Discussion

The numerical method is verified and validated in the previous research by the authors [14,16].
The pressure drop with comparison of STERN laboratory experiment shows an error within 16.3%
from the experimental data [16] (see Figure 4). The pressure drop is measured for isolated four-row
bank of aligned cylinders of 33.02 mm diameter and 71.4 mm spacing. The pressure sensors are in the
distance of sixteen blocks of cylinders along the central axis. Three sets of experiments are used for this
comparison, specified with the Reynolds number based on the tube diameter, Red = ρVd/μ. Among
various codes such as ANSYS-CFX and COMSOL, the open source code OpenFOAM displayed similar
or better level of coincidence for all kinds of turbulence models, and k-ε model was the best result.
The modeling of two-dimensional heat flow can predict the temperature with a maximum local error
of 3.5 ◦C, which can be a reduced model of CANDU-6 moderator [14].

Figure 4. Comparison of numerical results from various codes for the experiment of STERN laboratory.
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3.1. Quasi-Steady State

The solution is not converged to a steady state with segregated solvers such as SIMPLE or PIMPLE,
but instead it fluctuates with oscillation [2]. In the earlier stage, steady solution is obtained with
SIMPLE algorithm. After the computation is stabilized, in the later stage, the solution is time-marched
to get the unsteady one. Figure 5 is the temperature at two outlets and the origin of (a) quasi-steady, or
the center of calandria, before 12,000 time steps and (b) unsteady procedure to 850 s of physical time.
The temperature of two outlets are slightly different from each other because of the asymmetry from
flow instability. At the center, the time-averaged temperature is about 85 ◦C.

 
(a) Earlier stage, or steady solution. 

 
(b) Later stage, or unsteady solution. 

Figure 5. Temperature at the center and two outlets.

3.2. Turbulent Model and Scale

In Figure 5, the present computational results are compared with those from the standard k-ε
model [19]. With the realizable k-ε turbulent model, the convergence is slower than that with standard
one in Figure 5a but shows overall better stable temperature in the pseudo-steady stage in Figure 5b.
The inlet turbulence intensity is fixed to 5% [16].

To show how the grid system in Figure 4 can capture turbulent physics in a proper scale, the
normalized wall distance, y+ is plotted in Figure 6, which is ranged widely. At the outer wall,
the maximum y+ exceeds 100 where the fast waterjet sweeps injected from the nozzles. The y+ is
distributed from 10 to 60 at the cylinder walls. However, with the use of the wall function, the value

178



Energies 2019, 12, 330

of y+ < 80 should be enough in the most of computational domain of the present problem since the
value less than 30 can often make the turbulent wake flow unstable even though that at the tube wall
boundary must be maintained near unity [18].

Figure 6. Distribution of y+ at 840 s.

3.3. Velocity and Temperature Fields in the Unsteady Solution

After the quasi-steady state after 12,000 iterations, the time is reset to zero, and the fields of
velocity and temperature are visualized in Figures 7–10 from 615 to 840 s.

Figures 7 and 8 are plotted at the sectional plane z = 0 (x-y plane), and the change of velocity
and temperature are observed in the series of figures, respectively. In Figure 7, the cooling water
from nozzles, initially to the upper direction or the positive y-axis, in both sides meets at a stagnation
point, denoted with S in the upper right-hand side, the same tilt direction of vent hole. Please note
that it is not symmetric. The flow field seems to be periodic for 225 s time difference. However, the
temperature field in Figure 8 presents much more turbulent diffusion, so it becomes very difficult to
find the obvious regularity. The period is not resolved from the figures, but the similar flow patterns
are repeated with time passing: the cooling waterjet falls from the stagnation point, soaked into gaps
of cylinders until the outflow at the vent hole. The heated water maintains balance of temperature
at the upper region of tube bundles because of the buoyancy in the momentum transfer. The flow
velocity is very slow less than 1 m/s in most of the domain, and no local region is found for the rapid
increase of temperature thanks to the mixing of diffusive turbulent flow.

Figure 7. Velocity distribution at z = 0; 615–840 s.
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Figure 8. Temperature distribution at z = 0; 615–840 s.

Figures 9 and 10 are plotted at the sectional plane x = 0 (longitudinal), and the flow is not simple,
too. In Figure 9, the flow velocity is so slow, but the marks of calandria tubes are dimly visible like
stripes as they decelerate the circulation flow from the no-slip boundary condition. The maximum
temperature stays about 89 ◦C in Figure 10, and cannot be found the region of successive increase
of temperature.

Figure 9. Velocity distribution at x = 0; 615–840 s.
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Figure 10. Temperature distribution at x = 0; 615–840 s.

The velocity distribution in Figures 7 and 9 show obviously that the flow circulation penetrates
the interval of circular rods decelerating the flow with a pressure drop. The diffused flow makes
the temperature increase at the upper central region in Figure 8 because flow resistance takes the
worse cooling efficient. In the temperature field view of Figure 8, the largest turbulent eddies can be
discerned at the interface of different temperature at the upper half plane such as the mushroom shape.
They merge and separate continuously, developing a highly complex turbulent structure, so the high
temperature difference of about 20 ◦C is dramatically visualized in both Figures 8 and 10.

In Figure 11, the mean inlet velocity at the nozzle is approximately 2 m/s, and speed at the central
section is slower than the side one where a nozzle consists of four sections because the expansion ratio
is greater. This fact compensates for the inlet jet flow to maintain a uniform flow along the curve of
outer wall, approximately.

Figure 11. Mean velocities at the inlet nozzle, final time of the simulation (top view, unit: m/s).

3.4. Validation of Numerical Data

In Figure 12, the vertical axis at the center is plotted on the temperature for the last one of
Figures 8 and 10 at 840 s. As we had no measures data for the prototype CANDU-6, the temperature
distribution is normalized with the reduced-scale model test [14], and compared with other methods of
computation as well as a set of coarse but experimental data: the numerical data from ANSYS-CFX, and
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MODTURC-CLAS [5,6], etc. Although position and temperature are normalized, the circulating flow
derived from buoyancy force reaches the equilibrium of maximum temperature at 0.25 < y/D < 0.3.

Figure 12. Validation of numerical data with other codes and experiment for the normalized
temperature distribution along the vertical axis.

4. Conclusions

A prototype of CANDU-6 reactor is numerically analyzed around a three-dimensional moderator
flow in calandria tank with OpenFOAM, an open-source CFD code. The three-dimensional shape
including 380 rods in the calandria tank is precisely modeled without porous approximation to avoid
parasite errors. The buoyancy term in the incompressible Navier-Stokes equation is considered with
Boussinesq approximation of the temperature variation. Turbulence effect is reflected to energy
equation as well as momentum equation with the realizable k-ε model.

The computational result shows that there should be no steady solution about the circulation flow,
and therefore the unsteady simulation is achieved after getting a quasi-steady with oscillation of flow
properties. The flow field is not converged to a steady solution. Instead, it oscillates in the regime of
quasi-steady state. After 12,000 iterations from initial condition to the quasi-steady state, the unsteady
simulation within 840 s shows no evidence of exact periodic oscillation for physical properties. The
observation for 225 s, an approximate period of flow pattern, presents a complex structure of turbulent
mixing despite uncertainties originated from the high intensity of turbulence. There are no regions
where the temperature rises more than 90 degrees Celsius due to very slow transferring flow. Most
of computational region marks the velocity less than 1 m/s. As the inlet nozzle flow going down
from the stagnation point, it is highly diffused with the pressure drop due to the calandria tubes.
Turbulent eddies were found in the temperature field, continuously developing to merge or separate
at the interface of hot and cool fluid. The dimensionless wall distance of the first grid from wall, y+

was checked as less than 80 in the most of computational domain but should be reduced with finer
grids free of wall functions, especially for the outer wall of calandria tank.

Overall, this research presents that the use of open-source software is also very feasible for
the application of analysis on the moderator system of PHWR such as CANDU-6. Compared with
other commercial codes, the equivalent computation could be obtained from cheaper price and free
copyright. However, the use of CFD alone provides a limited perspective. In practice, the CFD
boundary condition should be supported by system analysis for possible transient phenomena.

182



Energies 2019, 12, 330

Author Contributions: Conceptualization, H.T.K. and S.-M.C.; Methodology, S.-M.C.; Software, S.-M.C.;
Validation, H.T.K., S.-M.C. and Y.W.S.; Formal Analysis, Y.W.S.; Investigation, H.T.K.; Resources, H.T.K.; Data
Curation, H.T.K. and S.-M.C.; Writing—Original Draft Preparation, H.T.K.; Writing—Review & Editing, S.-M.C.;
Visualization, S.-M.C.; Supervision, S.-M.C.; Project Administration, S.-M.C.; Funding Acquisition, H.T.K.

Funding: This work was supported by the National Research Foundation of Korea (NRF) grant funded by the
Korea government (Ministry of Science, ICT, and Future Planning) (No. NRF-2016R1D1A3-B01015543), and
the Human Resources Development Program (Grant No. 20174010201350) of the Korea Institute of Energy
Technology Evaluation and Planning (KETEP) grants funded by the Korea government (Ministry of Trade,
Industry, and Energy).

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to
publish the results.

References

1. Wolsong Units. 2/3/4 Final Safety Analysis Report; Korea Electric Power Corporation: Naju, Korea, 1995;
Chapter 15.

2. Gillespie, G.E. An Experimental Investigation of Heat Transfer from a Reactor Fuel Channel: To Surrounding
Water. In Proceedings of the 2nd Annual Conf. Canadian Nuclear Society, Ottawa, ON, Canada, 10 June 1981.

3. Fan, H.Z.; Aboud, R.; Neal, P.; Nitheanandan, T. Enhancement of the Moderator Subcooling Margin using
Glass-peened Calandria Tubes in CANDU Reactors. In Proceedings of the 30th Annual Conference of the
Canadian Nuclear Society, Calgary, AB, Canada, 31 May–3 June 2009.

4. Huget, R.G.; Szymanski, J.; Midvidy, W. Status of Physical and Numerical Modelling of CANDU Moderator
Circulation. In Proceedings of the 10th Annual Conference of the Canadian Nuclear Society, Ottawa, ON,
Canada, 4–7 June 1989.

5. Huget, R.G.; Szymanski, J.; Galpin, P.F.; Midvidy, W.I. MODTURC-CLAS: An Efficient Code for Analyses
of Moderator Circulation in CANDU Reactors. In Proceedings of the 3rd International Conference on
Simulation Methods in Nuclear Engineering, Montreal, QC, Canada, 18–20 April 1990.

6. Khartabil, H.F.; Inch, W.W.; Szymanski, J.; Novog, D.; Tavasoli, V.; Mackinnon, J. Three-dimensional
moderator circulation experimental program for validation of CFD code MODTURC_CLAS. In Proceedings
of the 21th CNS Nuclear Simulation Symposium, Ottawa, ON, Canada, 24–26 September 2000.

7. Kim, H.T.; Rhee, B.W. Scaled-down moderator circulation test facility at Korea Atomic Energy Research
Institute. Sci. Technol. Nucl. Install. 2016, 2016, 5903602. [CrossRef]

8. Im, S.; Kim, H.T.; Rhee, B.W.; Sung, H.J. PIV measurement of the flow patterns in a CANDU-6 model.
Ann. Nucl. Eng. 2016, 98, 1–11. [CrossRef]

9. Hadaller, G.I.; Fortman, R.A.; Szymanski, J.; Midvidy, W.I.; Train, D.J. Frictional Pressure Drop for Staggered
and In Line Tube Bank with Large Pitch to Diameter Ratio. In Proceedings of the 17th Annual Conference of
the Canadian Nuclear Society, Fredericton, NB, Canada, 9–12 June 1996.

10. Yoon, C. Development of a CFD Model for the CANDU-6 Moderator Analysis Using a Coupled Solver.
Ann. Nucl. Eng. 2007, 35, 1041–1049. [CrossRef]

11. Sarchami, A.; Ashgriz, N.; Kwee, M. Three Dimensional Numerical Simulation of a Full Scale CANDU
Reactor Moderator to Study Temperature Fluctuations. Int. J. Eng. Phys. Sci. 2012, 6, 275–281. [CrossRef]

12. Teyssedou, A.; Necciari, R.; Reggio, M.; Zadeh, F.M.; Étienne, S. Moderator Flow Simulation around
Calandria Tubes of CANDU-6 Nuclear Reactors. Eng. Appl. Comput. Fluid Mech. 2014, 8, 178–192. [CrossRef]

13. Gim, G.H.; Chang, S.M.; Lee, S.; Jang, G. Fluid-Structure Interaction in a U-Tube with Surface Roughness
and Pressure Drop. Nucl. Eng. Technol. 2014, 46, 633–640. [CrossRef]

14. Kim, H.T.; Chang, S.M. Computational Fluid Dynamics Analysis of the Canadian Deuterium Uranium
Moderator Tests at the Stern Laboratories Inc. Nucl. Eng. Technol. 2015, 47, 284–292. [CrossRef]

15. OpenFOAM User Guide; CFD Direct Ltd.: 2019. Available online: https://openfoam.com/documentation/
user-guide/ (accessed on 20 January 2019).

16. Kim, H.; Chang, S.M.; Shin, J.H.; Kim, Y.G. The Feasibility of Multidimensional CFD Applied to Calandria
System in the Moderator of CANDU-6 PHWR Using Commercial and Open-Source Codes. Sci. Technol.
Nucl. Install. 2016, 2016, 3194839. [CrossRef]

183



Energies 2019, 12, 330

17. Hanna, B.N. CATHENA: A thermalhydraulic code for CANDU analysis. Nucl. Eng. Des. 1998, 180, 113–131.
[CrossRef]

18. Seo, Y.S.; Chang, S.M.; Yeom, G.S. CFD Analysis on the Validation Experiment with MCT 1/4 Model; KAERI
Report; Mirae Engineering Co.: Jeonju, Jeonbuk, Korea, 2015.

19. Kim, H.T.; Chang, S.M. OpenFOAM Analysis of CANDU-6 Moderator Flow. In Proceedings of the
Transactions of the Korean Nuclear Society Autumn Meeting, Gyeongju, Korea, 29–30 October 2015.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

184



energies

Article

Visualization Study on Thermo-Hydrodynamic
Behaviors of a Flat Two-Phase Thermosyphon

Chao Wang 1, Feng Yao 1,2,*, Juan Shi 3, Liangyu Wu 1,* and Mengchen Zhang 3

1 School of Hydraulic, Energy and Power Engineering, Yangzhou University, Yangzhou 225127, China;
cwang@microflows.net

2 Jiangsu Key Laboratory of Micro and Nano Heat Fluid Flow Technology and Energy Application,
School of Environmental Science and Engineering, Suzhou University of Science and Technology,
Suzhou 215009, China

3 Key Laboratory of Energy Thermal Conversion and Control of Ministry of Education, School of Energy and
Environment, Southeast University, Nanjing, Jiangsu 210096, China; 158065072@seu.edu.cn (J.S.);
220130421@seu.edu.cn (M.Z.)

* Correspondence: yaofeng@mail.usts.edu.cn (F.Y.); lywu@yzu.edu.cn (L.W.); Tel.: +86-514-8797-1315 (F.Y.)

Received: 20 July 2018; Accepted: 30 August 2018; Published: 31 August 2018
��������	
�������

Abstract: The coupled effect of boiling and condensation inside a flat two-phase thermosyphon
has a non-negligible influence on the two-phase fluid flow behavior and heat transfer process.
Therefore, a flat two-phase thermosyphon with transparent wall was manufactured. Based on this
device, a visualization experiment system was developed to study the vapor–liquid two-phase
behaviors and thermal performance of the flat two-phase thermosyphon. A cross-shaped wick
using copper mesh was embedded into the cavity of two-phase thermosyphon to improve the heat
transfer performance. The effects of heat flux density, working medium, and wick structure on
the thermal performance are examined and analyzed. The results indicated that a strong liquid
disturbance is caused by the bubble motions, leading to the enhancement of both convective boiling
and condensation heat transfer. More bubbles are generated as the heat flux increases; therefore, the
disturbance of bubble motion on liquid pool and condensation film becomes stronger, resulting in
better thermal performance of the flat two-phase thermosyphon. The addition of the wick inside
the cavity effectively reduces the temperature oscillation of the evaporator wall. In addition, the
wick structure provides backflow paths for the condensate owing to the effect of capillary force
and enhances the vapor–liquid phase change heat transfer, resulting in the improvement of thermal
performance for the flat two-phase thermosyphon.

Keywords: thermosyphon; phase change; two-phase flow; visualization

1. Introduction

Highly efficient cooling technologies have always been the subject of both scientific and
engineering investigation in high-powered electronics circuits. Aiming to achieve highly efficient heat
dissipation of high-heat-flux electronics, several advanced cooling technologies, including boiling
cooling [1–3], liquid cooling [4,5], functional surface [6,7], microchannels heat sink [8–10], heat
pipes [11–13], microfluidic engineering [14,15], metal foam [16], etc., have been introduced and
applied in every field. Among these advanced cooling technologies, the heat pipes (such as grooved
heat pipes [17], pulsation heat pipes [18], thermosyphons, etc.) are most widely used for the heat
dissipation of microelectronic devices under high heat flux density due to high heat transfer capacity,
good temperature uniformity, and no power consumption [19]. Among those heat pipes, the flat
two-phase thermosyphon possesses higher heat transfer limit and superior temperature uniformity

Energies 2018, 11, 2295; doi:10.3390/en11092295 www.mdpi.com/journal/energies185



Energies 2018, 11, 2295

over other heat pipes, due to the operation principle of gravity-driven vapor–liquid flow and boiling
phase change heat transfer [20,21]. The flat two-phase thermosyphon is considered a highly efficient
heat spreader and shows good application prospects in solving uniform heat dissipation under
high-heat-flux electronics [22–26]. Therefore, study on the flat two-phase thermosyphon’s thermal
properties is of significance and has become a topic of growing technological interest during the
past decades.

It should be noted that the flat two-phase thermosyphon is a confined structure, where the
vapor–liquid two-phase flow self-circulates between the evaporator and condensation surface. The
confinement effect in turn affects the vapor–liquid flow dynamics of the flat heat pipe. The previous
investigation indicated that the bubbles generated by the evaporation surface survive on the liquid
surface for a while and continue to grow, merge, and burst when the liquid level inside the cavity is
low [27]. In addition, the rapid rise of bubbles can promote the liquid convection heat transfer on
the evaporator surface [28,29]. Liu et al [30] add a hollow foam metal block into the cavity of a flat
two-phase thermosyphon; they observed that the dense bubbles generated in the foam metal fly to the
condenser surface and break, and the liquid is caused to splash to the condenser surface by the intense
movement of the bubbles under the optimal filling rate. As a result, the convective boiling and film
condensation heat transfer are enhanced. In summary, the coupled effect of boiling and condensation
inside the flat two-phase thermosyphon has a non-negligible influence on the two-phase fluid flow
behavior and heat transfer process.

Although several experimental attempts have been devoted to investigating the thermal
performance of flat two-phase thermosyphons, special attention is paid to thermal performance
indices, equivalent thermal conductivity, and the maximum heat transfer capacity [31,32]. For example,
Lips et al. [33] found that the thermal resistance of the flat two-phase thermosyphon reduces due
to the liquid retention induced by the small cavity height. Ju et al. [34] developed a flat two-phase
thermosyphon incorporating hybrid wicks, which is composed of a spreading layer with low thermal
resistance and a supply structure for the working medium; then, a low thermal resistance and high
heat flux limit over large heating areas can be achieved. In addition, the vapor–liquid two-phase
flow behaviors are complex due to the interaction between the boiling and condensation. The
thermo-hydrodynamic characteristics of the two-phase thermosyphon are still waiting to be explored
by visualization experiment. Still, there are few studies have been conducted to visually study the
internal vapor–liquid two-phase flow behaviors and thermal performance.

Apart from experimental investigation, limited theoretical attempts on vapor–liquid two-phase
flow and phase change heat transfer in the two-phase thermosyphon have been conducted. Wu et
al. investigated the co-existing boiling and condensation heat transfer in a confined space using
lattice Boltzmann simulation [35]. It is indicated that the interaction of condensation and boiling in
a two-phase thermosyphon is embodied in the condensate droplet contact the growing bubble that
contributes to bubble detachment or motion.

The heat is mainly transferred by the process of boiling and condensation inside the flat two-phase
thermosiphon. However, these two processes coexist in the confined cavity and interact with each
other, resulting complex vapor–liquid two-phase flow behaviors. Compared with the study of boiling
or condensation in a confined space separately, the research of the coupled effect of boiling and
condensation is more helpful for understanding of the thermo-hydrodynamic behaviors inside a
confined space. Therefore, an experimental system is developed to visually study the vapor–liquid
two-phase flow and phase change heat transfer of the thermosyphon, especially to elucidate the
coupled boiling and condensation heat transfer. Through the experiment, the effects of heat flux
density, working medium, and wick structure on the vapor–liquid two-phase flow behavior and
thermal performance are examined and investigated.
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2. Description of Experiment

2.1. Experimental Apparatus

The heat transfer performance test system is shown in Figure 1. As shown, two electric heating
rods (6 mm in diameter and 50 mm in length) are embedded inside the bottom side of the copper
column (20 mm in diameter and 105 mm in length). The top side of the copper column is closely
contacted with the evaporator surface of the flat two-phase thermosyphon. The heating power of
the electric heating rods is provided by the DC power supply. The working condition adjustment is
realized by adjusting the voltage regulator and the power meter. The electric heating power ranges
from 20 W to 90 W in the experiment. The constant-temperature water bath provides cooling water
with a constant temperature (±0.1 ◦C of temperature fluctuation) for the condenser section of the flat
two-phase thermosyphon. The flow meter is used to control the flow rate of the circulating water. In
the experiment, the temperature of the cooling water was set to room temperature of 25 ◦C, and the
circulating water flow rate was set to 80 mL/min.

 
(a) 

 
(b) 

Figure 1. Schematic of experimental setup: (a) system diagram; (b) experimental rig.
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As shown in Figure 2, the flat two-phase thermosyphon is assembled using an evaporator plate, a
transparent quartz glass tube, a condenser plate, and a cooling water tank sealing plate. The glass tube
is of 50 mm in outer diameter, 44 mm in inner diameter, and 3 mm in thickness. Both the evaporator
and condenser plate are made of square brass plates with 54 mm in side length. The thicknesses of the
evaporator and condenser plate are 5 mm and 10 mm, respectively. The evaporator and condenser
surfaces are a smooth plane with a milled annular groove. Both ends of the glass tube are tightly
embedded in the groove on the plate, so a closed cavity is formed. The cooling water tank is set at
the back of the condenser plate and sealed by a sealing plate. The working medium is charged into
the cavity through a charging hole drilled in the condenser plate. In the experiment, unless specified,
deionized water was selected as the working liquid.

 

Figure 2. Schematic of the flat two-phase thermosyphon.

The CCD camera and light are used to monitor the vapor–liquid two-phase flow behavior in the
cavity, and the thermocouples and data acquisition instrument are used to test the temperature changes
during the experiment. Both the images and the tested temperature are recorded on the computer. In
order to monitor the working conditions of the testing system, thermocouples are arranged in all parts
of the system. Four thermocouple holes with a diameter of 0.5 mm and a depth of 10 mm are arranged
in the upper side of the copper column, with respective distances of 5 mm, 20 mm, 35 mm, and 50 mm
from the upper surface of the copper column. During operation, the heat load of the copper column
imposed on the heat pipe is obtained according to the axial temperature distribution measured by the
thermocouples in the copper column. The thermocouples are also arranged at the inlet and outlet of
the cooling water tank for measuring the temperature change of the circulating water before and after
the condenser section. Through the sensible heat gain of circulation fluid, the heat load input into the
heat pipe is also obtained. The experiment test indicated that the difference of the heat load obtained
by above two approaches is within 3%. Furthermore, six thermocouple holes have been arranged in the
evaporator and condenser plate with the locations shown in Figure 3, so that the temperature changes
of the evaporator and condenser surfaces of the flat two-phase thermosyphon can be monitored.

Through the performance test on the above experimental setup, it was indicated that there is an
obvious temperature oscillation during the operation of the flat two-phase thermosyphon owing to
the intermittent boiling. The presence of temperature oscillation is unfavorable for the application
of flat two-phase thermosyphons. In order to eliminate the temperature oscillation, a cross-shaped
wick formed by folding 200-mesh copper screen was installed into the cavity of the flat two-phase
thermosyphon, as shown in Figure 4. The wick height is 15 mm, which is the same as the cavity height.
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(a) (b) 

Figure 3. Schematic of temperature measuring points: (a) thermocouple positions; (b) diagram of
temperature measuring in the two-phase thermosyphon.

 
(a) (b) 

Figure 4. Structure of the cross-shaped wick: (a) picture of cross-shaped wick; (b) dimensions of
cross-shaped wick.

2.2. Data Reduction

The total thermal resistance of the flat two-phase thermosyphon characterizes the temperature
difference required for transporting unit heat power, which is an important parameter for measuring
the heat transfer performance of the flat two-phase thermosyphon. In this paper, the thermal resistance
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is adopted to quantitatively evaluate the heat transfer performance of the flat two-phase thermosyphon,
which is defined as

R = ΔT/Q (1)

where ΔT is the average temperature difference between the evaporator section and the condenser
section, as follows:

ΔT = Te − Tc

Te =
T1 + T2 + T3

3
, Tc =

T4 + T5 + T6

3

where R is the total thermal resistance, and Te and Tc represent the average temperatures of the
evaporator section and condenser section, respectively. The subscripts 1–6 represent the temperature
measurement points of the evaporator and condenser sections (P1–P6, see Figure 3). Q is the heat
load. This definition characterizes the resistance of heat transfer from the evaporator surface to the
condenser surface, and smaller thermal resistance means better heat transfer performance of the flat
two-phase thermosyphon. The heat load can be obtained as Q = ρGCp(Tout − Tin), where ρ is density,
G is the volume flow rate, Cp is specific heat, and Tout and Tin are the outlet temperature and inlet
temperature, respectively, of the cooling water. The uncertainties of ΔT, Q, and R are 0.8%, 2.62%, and
2.71% according to the data error analysis.

2.3. Experiment Procedures

Before each experiment, the evaporation surface and the condensation surface were polished
with metallographic abrasive paper. Then, in order to remove copper rust and dust, the surfaces were
cleaned using deionized water, absolute ethanol, acetone, and deionized water in sequence. After
ensuring that the evaporation plate, the condensation plate, and the quartz glass tube were clean,
the two-phase thermosyphon was assembled. Then, the two-phase thermosyphon was subjected to
vacuuming, liquid filling, and leak detection.

In order to ensure good repeatability of the experimental results, the experiment steps are
as follows:

(1) Connect each unit of the experiment system, and then perform circuit and connection checks on
every unit to ensure that the experimental system is correct.

(2) Open constant-temperature water bath, and adjust the temperature and flow rate to the preset
values. Turn on the high-speed CCD camera to debug the shooting effect.

(3) Turn on the data acquisition instrument, and observe the temperature change until the
temperature at each measuring point reaches a steady state.

(4) Maintain the operation of every other piece of equipment, reset the data acquisition instrument,
and record the temperature data of the temperature measurement point.

(5) Observe and record the gas–liquid two-phase behavior in the confined space during the start-up
and quasi-steady operation in real time. Collect the temperature data. When the change of
temperature is less than 0.5 ◦C over 20 min, the heat balance can be considered to be reached,
and the experiment for the current working condition can be finished.

(6) After each working condition is completed, adjust the input voltage to zero, and keep the
constant-temperature water bath cooling water circulating until the temperature falls back to the
initial temperature, then perform the experiment on the next working condition.

3. Results and Discussion

When there is a heat load imposed on the flat two-phase thermosyphon, the gravity-driven
vapor–liquid two-phase self-circulation flow is generated in the cavity, accompanied by sensible heat
transport and latent heat transport (evaporation/boiling and condensation). During this vapor–liquid
phase change process, the evaporation, boiling, and condensation phase change, vapor–liquid
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two-phase flow, and phase interface fluctuations are very complex and coupled with each other
in the flat two-phase thermosyphon. This paper began an observation of the coupled boiling and
condensation phase change inside the confined cavity, and now the effects of heat flux, working
medium, and wick structure on two-phase flow behaviors and thermal performance of the flat
two-phase thermosyphon are examined and analyzed.

3.1. Coupled Boiling and Condensation Phase Change

The nucleate boiling occurs on the evaporator section as soon as a certain degree of superheat is
achieved when the liquid continues to be heated in a two-phase thermosyphon. Figure 5 shows the
typical process of nucleate boiling, namely, the bubbles generate on the evaporator surface, grow, and
then detach from the surface, accompanying intense gas–liquid two-phase flow and phase change heat
transfer in the cavity. As shown in the figure, bubble nucleation is first generated on the heated surface
when the energy accumulates to a certain degree. Then, the bubble starts to grow according to the
evaporation of the liquid microlayer at the bottom of the bubble and the heat transferring from the
superheated liquid around the bubble. When the bubble grows to a certain size on the evaporator
surface, it will depart from the surface by the combined effect of surface tension, buoyancy, and inertial
force. After that, the bubble continues to grow to a diameter equal to the liquid level. When the bubble
rises, the liquid film will be lifted directly against the condenser surface, coursing radial motion of
the liquid on the condenser surface by the scour of the gas flow. The rising movement of bubbles
causes strong disturbance of the liquid pool, which is beneficial for enhancing convective boiling phase
change heat transfer. In addition, the condensation heat transfer can also be increased due to the scour
phenomenon caused by the bubble motion on the condenser surface.

Figure 5. The evolution of gas–liquid two-phase flow pattern in cavity (ϕ = 80%, q = 17.7 W/cm2,
H = 20 mm).

It is conceivable that during the operation of the flat two-phase thermosyphon, the boiling
and condensation phase change heat transfer processes coexist and occur simultaneously inside the
cavity, accompanied by complex gas–liquid two-phase flow behavior, such as bubble generation,
growth, movement, coalescence, rupture, condensation, and fluctuation of the gas–liquid interface, etc.
Therefore, these complex thermo-hydrodynamic behaviors play an important role in the operation and
heat transfer of the flat two-phase thermosiphon.
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3.2. Effect of Heat Flux

The heat flux directly determines the intensity of vapor–liquid phase change inside a confined
cavity. Figure 6 shows the variation of temperature on the center point of the evaporator surface over
time under different heat inputs. Figure 7 plots the total thermal resistance as a function of heat flux,
and the corresponding vapor–liquid two-phase flow behaviors affected by heat flux are illustrated in
Figure 7. It can be seen from the figures that, with the increase of heat flux, the thermal resistance of
the flat two-phase thermosyphon shows a decreasing trend (see Figure 7), and the boiling heat transfer
intensifies as indicated by increasing bubble number (see Figure 8).

When the heat flux increases, the temperature on the center point of the evaporator surface
becomes higher when it reaches steady state, as shown in Figure 6. The superheat degree of the
evaporator surface temperature increases, so more nucleation sites are activated, leading to generation
of more bubbles. In this case, the liquid disturbance is intensified and, hence, the convective heat
transfer between the liquid and solid surface is improved. As a result, the boiling heat transfer is
enhanced. In addition, the condensate backflow into the liquid pool is promoted by the bubble rupture
as well as the liquid flushing on the condenser surface. Induced by the stronger disturbance of the
bubble by a larger heat load, the thickness of the condensate film is thinned, so the condensation heat
transfer is enhanced. Therefore, as the heat load increases, the thermal resistance of the flat two-phase
thermosyphon gradually becomes smaller.

It also can be seen from Figure 7 that the thermal resistance of the two-phase thermosyphon
charged with water is smaller than that charged with ethanol as the working medium. This can be
explained by the fact that the viscous resistance of ethanol flowing through the cavity is greater because
of its higher viscosity, which causes weaker liquid disturbance and condensate backflow. Furthermore,
the heat transport capacity of the ethanol is smaller than that of water due to its lower latent heat
of vaporization.

Figure 6. Effect of heat input on the temperature of the center point on evaporator surface.

Figure 7. Effect of heat input on thermal resistance (ϕ = 65%).
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Figure 8. Effect of heat flux on two-phase flow behavior (working medium: water).

3.3. Effect of Wick Presence

The experimental results indicated that the temperature of the evaporator wall oscillates with time
when the flat two-phase thermosyphon operates. As shown in Figure 9a, there is large temperature
oscillation during the quasi-steady state process, and the temperature oscillation magnitude is about
5 ◦C when the heat flux is 10.9 W/cm2. Note that the temperature mainly arises from the intermittent
boiling when the heat flux imposed on the heat pipe is not sufficiently large. Considering the
unfavorable temperature oscillation, the cross-shaped wick is introduced in this paper to eliminate
the temperature oscillation. As expected, the temperature oscillation is obviously reduced once the
cross-shaped wick using copper mesh is embedded into the cavity of the two-phase thermosyphon,
as shown in Figure 9b. Under the case with the wick, the temperature oscillation magnitude is only
about 0.15 ◦C, indicating the feasibility of the wick structure to enhance the operation stability of the
flat two-phase thermosyphon.

 
(a) 

 
(b) 

Figure 9. Effect of wick presence on evaporator wall temperature evolution: (a) no wick (ϕ = 50%,
q = 10.9 W/cm2, H = 15 mm); (b) cross-shaped wick (ϕ = 50%, q = 9.9 W/cm2, H = 15 mm).

Apart from the reduction of temperature oscillation, the presence of the wick structure can also
improve the thermal performance of the flat two-phase thermosyphon. Figure 10 describes the thermal
resistance of the flat two-phase thermosyphon with a cross-shaped wick as a function of heat flux.
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In order to highlight the influence of the wick structure, the thermal resistance of the flat two-phase
thermosyphon without a wick is also included in the figure. It can be seen from the figure that the
thermal performance of the flat two-phase thermosyphon is better than that with no wick structure.
This is due to the reason that the heat is more easily transferred from the evaporator heat spot to the
upper and side liquid owing to the high thermal conduction of the metal mesh wick. As shown in
Figure 11, the liquid disturbance is increased as the detachment frequency and number of generated
bubbles on the evaporator surface are significantly increased, so the convective boiling heat transfer of
the liquid pool is improved. Besides, since the wick top contacts with the condenser surface, a shortcut
of condensate backflow is provided by the wick, i.e., the condensate backflow can be promoted by the
capillary force provided by the wick.
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Figure 10. Effect of wick presence on thermal resistance (H = 15 mm, ϕ = 50%).

 

Figure 11. Evolution of vapor–liquid two-phase flow inside the wick thermosyphon (H = 15 mm,
ϕ = 50%, q = 20 W/cm2).
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4. Conclusions

A flat two-phase thermosyphon with transparent wall was manufactured and assembled in this
paper, and a visualization experiment system was developed for the visual experimental study of
the boiling and condensation phase change heat transfer process inside the cavity. Considering the
unfavorable temperature oscillation, a cross-shaped wick was introduced to eliminate the temperature
oscillation. The effects of heat flux and wick structure on the two-phase flow behaviors and thermal
performance were analyzed. The following main conclusions were obtained:

(1) Contributed by the evaporation of the liquid microlayer and the heat transferring from the
superheated liquid around, bubbles grow to a certain size on the evaporator surface and then
depart from the surface by the combined effect of surface tension, buoyancy, and inertial force.
As a result, a strong liquid disturbance caused by the bubble motions such as growth, rise,
coalescence, and rupture can be observed during the experiment, which is beneficial for enhancing
the phase change heat transfer processes including boiling and condensation.

(2) More bubbles are generated as more nucleation sites are activated on the heated surface when
the heat flux increases; therefore, the liquid disturbance is intensified and the thickness of the
condensate film is thinned, leading to higher convective heat transfer and condensation heat
transfer. In addition, the thermal resistance of the two-phase thermosyphon charged with water
is smaller than that charged with ethanol because of lower viscosity and higher latent heat
of vaporization.

(3) When a wick is embedded into the cavity, more bubbles are generated and the detachment
frequency is significantly increased, causing stronger liquid disturbance. Therefore, the heat
is more easily transferred from the evaporator heat spot to the liquid in the cavity, leading to
a decrease in the degree of superheat of the liquid. As a result, the temperature oscillation is
obviously reduced.

(4) As a shortcut path is constructed when a wick is used in the cavity, the backflow efficiency
can be improved, resulting in the improvement of thermal performance for the flat two-phase
thermosyphon.
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Abstract: The accurate estimation of pressure drop during multiphase fluid flow in vertical pipes
has been widely recognized as a critical problem in oil wells completion design. The flow of fluids
through the vertical tubing strings causes great losses of energy through friction, where the value
of this loss depends on fluid flow viscosity and the size of the conduit. A number of friction factor
correlations, which have acceptably accurate results in large diameter pipes, are significantly in error
when applied to smaller diameter pipes. Normally, the pressure loss occurs due to friction between
the fluid flow and the pipe walls. The estimation of the pressure gradients during the multiphase
flow of fluids is very complex due to the variation of many fluid parameters along the vertical pipe.
Other complications relate to the numerous flow regimes and the variabilities of the fluid interfaces
involved. Accordingly, knowledge about pressure drops and friction factors is required to determine
the fluid flow rate of the oil wells. This paper describes the influences of the pressure drop on the
measurement of the fluid flow by estimating the friction factor using different empirical friction
correlations. Field experimental work was performed at the well site to predict the fluid flow rate
of 48 electrical submersible pump (ESP) oil wells, using the newly developed mathematical model.
Using Darcy and Colebrook friction factor correlations, the results show high average relative errors,
exceeding ±18.0%, in predicted liquid flow rate (oil and water). In gas rate, more than 77% of the
data exceeded ±10.0% relative error to the predicted gas rate. For the Blasius correlation, the results
showed the predicted liquid flow rate was in agreement with measured values, where the average
relative error was less than ±18.0%, and for the gas rate, 68% of the data showed more than ±10%
relative error.

Keywords: pressure loss; pressure drop; friction factor; multiphase flow; flow rate; flow regime

1. Introduction

In the oil and gas industry, multiphase flow in vertical pipes often occurs. The flow of fluids
through the vertical pipe string causes a loss of energy through friction losses, where the value of
this loss depends on the fluid flow viscosity and the size of the conduit. Often, the friction loss is
an important part of the oil well completion design [1]. The pressure drop occurs as a result of the
changes in potential and kinetic energy of the fluid due to the friction on the pipe walls [2]. Generally,
the total pressure drop in the vertical conduit is basically related to four main components: frictional,
hydrostatic, acceleration, and pressure drop. Among these four components, calculation of the pressure
drop is the most complex component and has received extensive attention by researchers [3,4]. Many
researchers have attempted to determine the two-phase frictional pressure drop over the whole range
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of flow patterns through a vertical pipe. A substantial number of experiments have been carried out to
determine fluid flow friction losses in both Newtonian [1,2,5–11] and non-Newtonian systems [5,12].
A large number of experimental works was made in short tubes. Consequently, a lot of engineering
problems come up when efforts are made to extend these experimental results to real oil field conditions
where a longer pipe is used. In those experiments, the data shows only a limited number of variables,
and as a result, imprecisions are introduced when the friction correlations are applied outside the
limitations of the experimental data. As a consequence of the limited amount of data available for
these experiments, the effects of some significant variables were ignored in the early studies [13–17].
The accuracy of the pressure drop prediction in flowing wells has a significant influence on the fluid
flow measurement. There are many particular solutions, but they are valid only for some specific
conditions. This is due to the complexity of two-phase flow analysis. In some conditions, the gas travels
at a much higher velocity than the liquid. Accordingly, the flowing density of the gas–liquid mixture
is higher than the corresponding density. Moreover, the liquid’s velocity inside the pipe wall can be
different over a short distance and can cause a variable friction loss. The difference in velocity and
flow regime of the two phases strongly affect pressure drop computations [13], meaning that slippage
is a consequence of the difference between the combined velocities of the two phases, which is caused
by the physical properties of the fluids involved. For single-phase flow, the frictional pressure losses
do not normally increase with a decrease in the tubing size or an increase in well production flow rate.
This refers to the existence of a gas phase, which tends to slip by the liquid phase without essentially
contributing to its lift. Many researchers have tried to show a relationship between the slippage losses
and the friction losses [15–18]. A method for the estimation of gas–liquid flow rates in the vertical pipe
has been proposed [19]. The method was used to calibrate a differential pressure sensor to predict
the flow rates of both phases in air–water flow. The estimations were in good agreement with real
flow rate measurements. A study by Daev and Kairakbaev [20] proposed a new model of the liquid
flow through pipes that incorporated flow straighteners. The prediction of the flow rate of liquid was
studied and the parameters affecting the process of measuring the flow rate of liquid were considered.
An experimental study of the two-phase flow regime and frictional pressure drop inside the pipe was
done by Cai et al. [21]. The flow patterns were defined and recorded by a high-speed camera. A new
empirical correlation was proposed based on the experimental results to predict the liquid multiplier
factor of the test channel. A two-phase flow measurement applying a resistive void fraction meter
combined to a venturi, or orifice plate, was suggested by Oliveira et al. [22]. This method was applied
to determine the fluid mass flow rates using an air–water experimental apparatus. The results showed
that the flow path has no important effect on the meters in relation to the frictional pressure drop in
the experimental process range. The outcomes of the experimental work displayed a mean slip ratio of
less than 1.1, when slug and bubbly flow patterns were lower than 70%.

This research work aims to evaluate the influence of a pressure drop on the measurement of the
fluid flow rate in ESP oil wells. A new mathematical model was developed to determine the fluid
flow rate of the oil wells through the prediction of multiphase flow parameter variations inside a
vertical pipe based on local temperature and pressure changes with depth and applying multiphase
flow physics equations and empirical correlations. The objective of this study was to obtain data from
well tests conducted in a long vertical pipe and utilize this data to evaluate the effects of slippage
and friction factor, in different flow regimes, on the calculation accuracies of the fluid flow rate of the
oil wells. The approach measured the liquid hold-up along the conduit and used different friction
correlations such as Blasius, Darcy, and Colebrook friction factor correlations to compare the predicted
fluid flow rate with the measured fluid flow rate for each oil well. Generally, the results show that any
errors in pressure drop calculation will generate inaccuracies in the prediction of fluid flow rate.
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2. Experimental Arrangements and Measurement Procedure

The experiments conducted in the present study were carried out for two-phase flow through a
vertical pipe of 48 oil wells using ESP pumps. A schematic of the experimental system is shown in
Figure 1. The flow measurement starts at the surface wellhead, and then down to the bubble point
pressure location depth in the well. Wellhead flowing pressure was measured at normal production
conditions before and after the wing valve shut-in, leaving the ESP pump running, to measure the
build-up of pressure at the wellhead. The total shut-in time period of the wellhead valve was then
recorded. The first free gas bubbles started liberating from the bubble point location depth inside the
tubing string. This occurred in the production flowing well before and after the wellhead wing valve
shut-in, and the changes of flow patterns inside the pipe were reallocated once again, due to variations
of temperature and pressure along the conduit. As a consequence, the liberated gas was dissolved in
the oil phase, and the location depth of the bubble point pressure relocated to another position after
the wellhead wing valve shut-in. The column of liquid that replaced the liberated gas column space,
during the shut-in time period, was the difference between the first and second bubble point location
depths. Figure 2 shows the bubble point location depths before and after the wellhead wing valve
shut-in. A conceptual basis of physics for prediction of fluid flow rate in the conduit was employed
along with multiphase empirical correlations to compute the variations of fluid flow parameters inside
the tubing.

Figure 1. Schematic of the flow measurement stages in a vertical pipe before and after the well head
wing valve shut-in.

Several assumptions were made to conduct the calculations such as: assumed one-dimensional
flow in the conduit, assumed uniform cross-sectional area of the pipe, the phase’s properties varied
with depth, the frictional factor varied along the conduit, and the effect of the liquid compressibility
was neglected.
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Figure 2. Bubble point location depths before and after closing the well head wing valve.

2.1. Required Input Data

The input data required were the well parameters data and physical properties data of the fluid,
as seen in Table 1. To carry out this study, 48 ESP oil wells were selected where the wells were
producing from four different reservoirs using same production pipe diameter. Also, these reservoirs
had almost the same reservoir fluid properties: the bubble point pressure ranged from 924 psi to
1124 psi, the American Petroleum Institute (API) oil gravity ranged from 36 to 37 @ 60 ◦F, the oil
viscosity ranged from 0.784 cP to 1.0119 cP, and the reservoir temperature ranged from 157 ◦F to 186 ◦F.
Furthermore, Figure 3 classifies the input data required.

Table 1. Well and physical properties of the fluid.

Well Name
WHPb WHPa WHT GOR WC Total Shut-in Time

(PSIA) (PSIA) (F) (SCE/STB) (%) (min)

A33 140 200 98 360.92 93 1.55
A125 100 200 95 360.92 91.62 0.83
A64 180 250 107 360.92 81.52 1.06
A29 250 270 107 360.92 84.88 0.80
A23 210 260 127.7 360.92 82.11 0.24
A135 210 250 100 360.92 59.88 0.56
A126 250 300 98 360.92 66.91 0.20
A12 175 270 107 360.92 82.9 0.84
A108 260 300 97 360.92 81.31 0.28
5J5 150 300 95 360.92 4 3.36
5J2 100 170 101 360.92 52 1.39
5J4 250 300 101.6 360.92 58.95 0.27
5J7 250 300 98 360.92 30 0.47
E89 150 190 140 300 79 0.27
E210 80 120 110 300 83 0.33
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Table 1. Cont.

Well Name
WHPb WHPa WHT GOR WC Total Shut-in Time

(PSIA) (PSIA) (F) (SCE/STB) (%) (min)

E211 80 120 129 300 74 0.96
E286 70 100 146 300 90 0.25
E192 80 110 146 300 83 0.24
E327 80 110 115.5 300 77 0.35
E325 70 110 124.6 300 83 0.44
E197 90 110 146.1 300 82 0.11
E208 95 110 146.8 300 81 0.07
E226 80 110 138.4 300 91 0.25
E284 80 120 124.5 300 76 0.33
E258 65 90 142 300 86 0.23
E326 60 100 113 300 82 0.48
E227 100 150 142 300 84 0.36
4E_3 130 300 146 300 87 1.18
B56 120 170 120 384 42 2.3
B70 160 230 120 384 29.9 2.9

B121 100 160 120 364 67.29 0.5
B119 100 160 120 364 76.18 1.1
B50 180 250 110 364 68.65 0.55
B88 100 160 110 364 63.59 2.1
B14 250 270 110 364 76.28 0.15

B151 180 230 110 364 55.78 0.66
B164 100 170 120 364 26.3 2.1
B51 240 310 120 364 59.05 0.44
Q89 100 150 120 364 0 3.7
Q21 80 150 120 364 79.22 2.1
Q53 80 150 120 364 71.41 2.3
Q14 75 130 120 364 74.83 1.4
Q100 80 130 110 364 78.27 0.55
Q12 80 150 110 364 80.33 0.58
Q85 100 150 110 364 18.18 2.5
Q82 100 150 110 364 75.3 0.5
Q78 80 150 120 364 37.27 2.5
Q76 80 150 120 364 80.5 1.3

Figure 3. Input data required.
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2.2. Computational Algorithm

Figure 4 shows the algorithm steps to evaluate the mathematical model. The algorithm classified
all the main stages and sub-steps in the model. In this process, the calculations were performed to
obtain the bubble point pressure location depth before and after the wellhead wing valve shut-in.
The fluid flowing pressure gradient could be calculated anywhere inside the pipe. All the variables
needed to be identified to correctly evaluate the physics interactions between all the fluid parameters
using the suitable multi-physics equations and empirical correlations.

Figure 4. Flowchart of the new mathematical model algorithm.

The calculation starts at the surface wellhead and then down to the location depth of the bubble
point pressure as a function of temperature and pressure variations with depth. To consider the fact
that flow regimes vary depending on the in situ flow rates of gas/liquid, the model calculates, at each
foot along the vertical pipe, the variations of supercritical velocities, viscosities, and densities for both
phases (liquid and gas). The in situ flow rate can also be calculated by the mathematical model at any
flow regime at any depth. As shown in Figures 5 and 6, the calculation iteration can stop at any depth
(i, ..., i + n) using all the equations (from Equation (1) to Equation (56)), where there is a different flow
regime along the vertical pipe.

203



Energies 2018, 11, 2937

Figure 5. Stages of computational methodology.

Figure 6. Flow diagram of new computational method procedure.

The following are the physics equations and the correlations applied to determine each
independent variable at every single foot.

Total pressure losses expressed as

ΔPTotal = ΔPHH + ΔPFrictional (1)

Hydrostatic head is expressed as

ΔPHH =
ρmgΔZ
144gc

(2)
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Darcy–Weisbach equation [23] was used to calculate the frictional pressure loss

ΔP = f
L
D

ρV2

2
(3)

Reynolds number is given by

Re =
2.2 × 10−2mt

DμL HL μg(1−HL)
(4)

Three different friction factor correlations were applied to evaluate the impact of the friction on
the computation of the fluid flow rate. The first correlation is the Blasius empirical correlation for
turbulent flow [24].

f = 0.316 (Re)−0.25 (5)

The second friction correlation applied is Darcy correlation [23]

f =
64
Re

(6)

The third friction factor correlation applied is from Colebrook [25]

1√ f
= 2log10

(
ε/Dh

3.7
+

2.51
Re√ f

)
(7)

for Re <≈ 2300 and Re >≈ 4000.
The gas density is expressed as

ρg =
mg

VR
=

MgP
ZRT

(8)

The density at wellbore condition, is given by

ρg =
ρgs

Bg
(9)

The oil density is expressed as

ρo =
62.428γo + 0.014γgRs

Bo
(10)

where
γo = ρo/ρw (11)

γg =
ρg

ρair
=

ρg

0.077
(12)

ρg = 0.077γg (13)

Liquid density is given by
ρL = ρWWC + ρo(1 − WC) (14)

Mixture density is expressed as

ρm = ρL HL + ρg(1 − HL) (15)

The gas viscosity is determined by the following equation [26]:

μg = K1exp
(

XρY
)

(16)
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where

ρ =
pMg

zRT
= 0.0015

pMg

zT
(17)

K1 =

(
0.001 + 2 × 10−6Mg

)
T1.5(

209 + 19Mg + T
) (18)

X = 3.5 +
986
T

+ 0.01Mg (19)

Y = 2.4 − 0.2X (20)

Mixture viscosity is given by
μm = μHL

L + μ
(1−HL)
g (21)

Beggs and Brill equation [27] was applied to estimate the gas compressibility factor (Z)

Z = A +
(1 − A)

eB + CPrD (22)

Using Standing and Katz equations [28] to obtain the pseudo critical temperature and pressure of
the gas mixture

Pr = 688.634 − 21.983γg − 13.886γ2
g (23)

Tr = 158.01 + 342.12γg − 16.04γ2
g (24)

and
A = 1.39(Tr − 0.92)0.5 − 0.36Tr − 0.101 (25)

B = (0.62 − 0.23Tr)Pr +
(

0.066
Tr − 0.86

− 0.037
)

Pr2 +
0.32

109(Tr−1)
Pr2 (26)

C = 0.132 − 0.32log(Tr) (27)

D = 10(0.302−0.49Tr+0.182Tr2) (28)

Superficial gas velocity is expressed as

Vsg =
4qgBg

πD2 (29)

Superficial liquid velocity is expressed as

VsL =
4qL

πD2 (30)

The water vapor density using the Sloan correlation [29] is expressed as

W = exp
(

c1 +
c2

T
+ c3ln(p) +

c4

T2 +
c5ln(P)

T
+ c6(ln(P))2

)
(31)

where the values of constants c1 to c6 are shown in Table 2.

Table 2. Constants c1 to c6.

Constants Value

c1 28.911
c2 −9668.146
c3 −1.663
c4 −130,823.5
c5 205.323
c6 0.0385
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The gas formation volume factor is expressed as

Bg =
PscZT
TscP

= 0.028
ZT
P

(32)

Using the Vasquez and Beggs equation [30] to obtain the oil formation volume factor

Bob = 1 + C1Rsb + C2(T − 60)
(

γAPI
γg

)
+ C3Rsb(T − 60)

(
γAPI

γg

)
(33)

and oil gas ratio

Rsb =
γgPbC2

C1
10

(
C3γAPI

T + 459.67

)
(34)

where the coefficients C1, C2 and C3 are given by

Coefficient ◦API ≤ 30 ◦API ≥ 30
C1 27.64 56.060
C2 1.0937 1.187
C3 11.172 10.393

To make sure that the obtained liquid and gas hold-up is accurate, some popular correlations,
used by the industry and are included in almost every commercial software package, were considered
to predict the liquid and gas hold-up inside each well. The correlations considered in this study are the
ones developed by Hagedorn and Brown [31], Duns and Ros [32], Orkiszewski [33], and Aziz et al. [34].
The statistical results for the various prediction methods when applied to all 25 well tests are shown in
Figure 7 and Table 3. These results indicate that the Hagedorn and Brown correlation seems to predict
liquid and gas hold-up better than the other correlations selected in this study. However, the overall
results show minor differences between the different correlations. This is because each correlation was
developed based on certain assumption and for a particular range of data.

 

Figure 7. Hold-up prediction accuracy using some popular correlations.
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Table 3. Statistical results for the various prediction correlations.

Prediction Method
Average Error Standard Deviation

(%) (%)

Duns and Ros −1.06 13.06
Hagedorn and Brown −0.86 11.57

Orkiszewski 1.8 16.52
Aziz et al. 2.9 16.66

Using the Hagedorn-Brown empirical correlation [31] to obtain liquid and gas hold-up (HL and Hg)

NLv = 1.938νsL
4
√

ρ

σ
(35)

Ngv = 1.938νsg
4

√
ρL
σ

(36)

Nd = 120.872D
√

ρL

σ
(37)

NL = 0.157μL
4

√
1

ρLσ3 (38)

Y = −2.699 + 0.158X1 − 0.551X1
2 + 0.548X1

3 − 0.122X1
4 (39)

where
X1 = log(NL + 3) (40)

CNL = 10Y (41)

HL
ψ

= −0.103 + 0.618(logX2 + 6)− 0.633(logX2 + 6)2 + 0.296(logX2 + 6)3 − 0.04(logX2 + 6)4 (42)

where

X2 =
NVLP0.1CNL

NVg0.575Pa0.1ND
(43)

ψ = 0.912 − 4.822X3 + 1232.25X2
3 − 22253.6X3

3 + 116174.3X4
3 (44)

where

X3 =
NVgNL

0.38

ND2.14 (45)

The liquid hold-up is

HL = ψ

(
HL
ψ

)
(46)

and
Hg = (1 − HL) (47)

The liquid flow rate is expressed as

qL =
ΔH·A

t
(48)

the cross section of the conduit is given by

A =
πr2

4
(49)

ΔH = H2 − H1 (50)
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as
ΔP = ΔH·ρL (51)

then
ΔH =

ΔP
ρL

(52)

and
ΔP = WHPa − WHPb (53)

then
qL = ΔP

A
ρL

t (54)

The flow rates for gas, oil, and water are expressed as

qo = qL(1 − WC) (55)

qg = qo Rs (56)

qw = qo WC (57)

3. Results and Discussion

The experiments were run on 48 ESP oil wells from four different reservoirs. For each friction
factor correlation, the measured oil flow rate values for each oil well were compared against the
predicted flow rate values. It should be noted that as the points near the dotted straight line drawn
at 45◦ (i.e., y = x) in the graph, the more accurate the prediction was. The results show that the
pressure drop value was the significant parameter that had the main influence on the fluid flow rate
computation. Indeed, any errors in pressure drop values would lead to high uncertainty errors of
fluid flow rate prediction. For this reason, the properties of independent variables needed to be
considered. Likewise, the interactions between each phase needed to be taken into account along with
mixture properties and in situ volume fractions of oil and gas inside the conduit. Each multiphase
flow correlation found the friction factor differently. Typically, each friction correlation made its own
assumptions and modifications to make them useable to multiphase conditions. The prediction of
frictional pressure drop in two-phase flow was usually complicated due to pressure and temperature
variations along the flow path. When estimating the friction factor, there were a number of methods for
calculating the Reynolds number depending on how much of the two-phase flow mixture was defined.
Therefore, the oil and water were considered as a single liquid phase while the gas was considered as
a separate phase.

By using the Blasius friction factor correlation, the differences between the predicted flow rate
and the measured flow rate were very small. R-squared (R2) explained exactly how the data points
were fitted close to the regression line (y = x). Figures 8–10 displayed the regression model for oil,
water, and gas flow rate measurements. It can be seen that the plots show that most data points lie on
or close to the unit slope line (e.g., best fit line), indicating that the predicted and actual values were in
excellent agreement and illustrated an accurate flow rate prediction for oil, water, and gas with good
correlating coefficients of 0.994, 0.993, and 0.966, respectively. This means that 99.4%, 99.3%, and 96.6%
of the variance in the oil, water, and gas data, respectively, was explained by the line and 0.6%, 0.7%,
and 3.4% of the variance was due to unexplained effects. The figures show that the predicted wells
flow rates fell within the accepted uncertainty when compared with the measured flow rates.
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Figure 8. Predicted vs measured oil rate using the Blasius correlation.

 
Figure 9. Predicted vs measured water rate using the Blasius correlation.

 

Figure 10. Predicted vs measured gas rate using the Blasius correlation.
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By using the Darcy friction factor correlation, the differences between the predicted fluid flow
rates with the measured flow rates were larger than those of the Blasius correlation. Figures 11–13
displayed the regression model for oil, water, and gas flow rate measurements. From these figures,
one can easily recognize that the data plotted is under-estimated for oil and water flow rates and
scattered around the best fit line for gas flow rates. This discrepancy was more evident for high flow
rates where the correlation coefficients for oil, water, and gas flow rates accounted for 90.6%, 86.6%,
and 78.7% of the variance, respectively. The figures show that the predicted well flow rates did not fall
within the accepted uncertainty when compared with the measured flow rates.

By using the Colebrook friction factor correlation, the differences between the predicted fluid flow
rates with the measured flow rates were slightly better than the Darcy correlation performance, but
still less than the Blasius correlation performance. Figures 14–16 displays the data fitting for oil, water,
and gas flow rate measurements. Similar to the performance of the Darcy correlation, one can easily
recognize that the data plotted is under-estimated for oil and water flow rates and scattered around
the best fit line for gas flow rates. This discrepancy was more evident for high flow rates where the
correlation coefficients for oil, water, and gas flow rates accounted for 93.0%, 87.1%, and 80.8% of the
variance, respectively. The figures showed that the predicted wells flow rates did not fall within the
accepted uncertainty when compared with the measured flow rates.

 

Figure 11. Predicted vs measured oil rate using the Darcy correlation.

 

Figure 12. Predicted vs measured water rate using the Darcy correlation.
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Figure 13. Predicted vs measured gas rate using the Darcy correlation.

 

Figure 14. Predicted vs measured oil rate using the Colebrook correlation.

 

Figure 15. Predicted vs measured water rate using the Colebrook correlation.
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Figure 16. Predicted vs measured gas rate using the Colebrook correlation.

In general, the validation results of the predicted fluid flow rates were satisfactory when using
the Blasius correlation rather than the Darcy or Colebrook correlations, where 96% and 98% of the
predicted fluid flow rates were in good agreement with the real measured oil and water flow rate,
respectively. Furthermore, the relative errors were less than ±18%, which were still within the
reasonable uncertainty, as shown in Figures 17 and 18. For the predicted and measured gas rates,
68% of the wells showed about ±10% relative errors, as shown in Figure 19. By using the Darcy
correlation, 63% and 70% of the wells were not in good agreement with the predicted and measured
oil and water rate, respectively, with more than ±18% for relative errors, as shown in Figures 20
and 21. For predicted and measured gas rates, 79% of the wells showed more than ±10% relative
errors, as shown in Figure 22. By using the Colebrook correlation, 67% and 75% of the wells were not
in good agreement with the predicted and measured oil and water rate, respectively, with more than
±18% relative errors, as shown in Figures 23 and 24. For predicted and measured gas rates, 77% of the
wells showed more than ±10% relative errors, as shown in Figure 25.

 

Figure 17. Oil rate measurement accuracy using the Blasius correlation.
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Figure 18. Water rate measurement accuracy using the Blasius correlation.

 

Figure 19. Gas rate measurement accuracy using the Blasius correlation.

 

Figure 20. Oil rate measurement accuracy using the Darcy correlation.
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Figure 21. Water rate measurement accuracy using the Darcy correlation.

 

Figure 22. Gas rate measurement accuracy using the Darcy correlation.

 

Figure 23. Oil rate measurement accuracy using the Colebrook correlation.
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Figure 24. Water rate measurement accuracy using the Colebrook correlation.

 

Figure 25. Gas rate measurement accuracy using the Colebrook correlation.

The results showed high relative errors in gas rate prediction which can happen due to the oil
separator meters being insufficiently accurate. Also, these errors may occur due to fixed orifice plate
meters used to measure the gas flow rate despite the fact that orifice plates are not appropriate to
measure low gas rates. Besides, wear and corrosion can increase the orifice size and cause excessive loss.

4. Summary and Conclusions

The prediction of the fluid flow rate of oil wells using the new mathematical model has been
made and validated with experimentally measured fluid flow rate data. To evaluate the influence of
the frictional pressure drop value on the measurement of fluid flow rate of oil wells, Blasius, Darcy,
and Colebrook friction correlations were applied. Using the Blasius correlation, the analysis showed
that the predicted fluid flow rate values were in accord with the measured values, while by using the
Darcy and Colebrook friction correlations, the results were not in good agreement with the measured
values. This discrepancy was due to the fact that each friction correlation found the friction factor
differently. To determine the friction factor, many expressions were used to compute the Reynolds
number. Essentially, each empirical correlation states its own assumptions and modifications to defend
the variable components in order to be applicable to multiphase conditions. The two-phase flow
significantly complicated the pressure drop calculations, where any errors in determining the frictional
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pressure drop values would generate some inaccuracies in predicting the fluid flow rate of the oil
wells. Consequently, mixture properties and the interactions between the existing phase’s properties
must be considered. Therefore, the gas and liquid volume fractions throughout the conduit needed to
be determined. Overall, the performance of the new mathematical model indicated that the selection
of the appropriate friction factor correlation would lead to predicting the gas and liquid flow rate
within the acceptable accuracy. However, the friction loss dominated only with very high flow rates.
For relatively small flow rates, the hydrostatic pressure played the key role in the overall pressure drop
in the vertical tubing. Thus, different multiphase flow models, either empirical or mechanistic model,
used in the computation would output different predictions. That being said, the Blasius equation may
be superior to other models coupled with the Hagedorn-Brown empirical correlation, as it has been
shown in this work. Indeed, a very reasonable average relative error of 4.6% was observed between
the predicted and measured flow rates. However, it may not be as good as it is when coupled with
other mechanistic models that may further reduce this error. Further research is needed to further
validate the developed model by accounting for other sophisticated multiphase models.
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Nomenclature

A cross-sectional area, (sq ft)
API American Petroleum Institute
Bo oil formation volume factor, (bbl/stb)
Bob oil formation volume (at bubble point pressure), (bbl/STB)
Bg gas formation volume factor, (cf/scf)
Cnt count
dp/dz pressure gradient, (psi/ft)
d inside diameter, (ft)
ESP electrical submersible pump
f friction factor, (unitless)
g Gravity, (ft/s2)
HL liquid hold-up
HG gas hold-up
H1 bubble point pressure (at location depth before shut-in the well head valve), (ft)
H2 bubble point pressure (at location depth after shut-in the well head valve), (ft)
mt mass flow rate, (lb/day)
Ngv gas velocity number, (unitless)
NLv liquid velocity number, (unitless)
Nd pipe diameter number, (unitless)
NCL coefficient number of viscosity correction, (unitless)
NL liquid viscosity number, (unitless)
qo oil rate, (stb/day)
qg gas rate, (stb/day)
qw water rate, (stb/day)
qL liquid rate, (stb/day)
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qm measured flow rate, (stb/day)
QC quality check
P pressure, (psia)
Pr pseudo-critical pressure (for gas mixture), (psia)
Pb bubble point pressure, (psia)
Psc pressure at standard conditions (P = 14.7 atm, T = 60 ◦F), (psia)
PSD pump setting depth
SGG gas specific gravity
STB stock tank barrel (for liquid)
rw wellbore radius, (ft)
Rs gas-oil ratio, (scf/stb )
Rsb gas oil ratio at bubble point pressure, (cf/scf)
Re Reynolds number, (unitless)
T temperature, (◦F)
t total shut-in time, (min)
Tr pseudo-critical temperature (for gas mixture), (psia)
Tsc temperature at standard condition, (◦R)
Tr reservoir fluid temperature, (◦F)
VR gas volume at reservoir conditions, (ft3)
Vsc gas volume at standard condition, (ft3)
VSL superficial velocity for liquid, (ft/sec)
VSg superficial velocity for gas, (ft/sec)
Vm total mixture velocity, (ft/sec)
WHPa well head pressure (after shut-in the well), (psia)
WHPb well head pressure (before shut-in the well), (psia)
WC water cut (unitless)
WHT well head temperature, (◦F)
W water vapor density, (unitless)
Z gas compressibility factor (unitless)
Greek Symbols
ΔP pressure drop, (psia)
HL/ψ hold-up correlation factor
γo oil gravity
γw water gravity
γg gas gravity
σ surface tension, (dyne/m)
ΔH differences between bubble point pressure location depths (before and after shut-in the

well head valve), (ft)
ρo oil density, (lbm/ft3)
ρg gas density, (lbm/ft3)
ρw water density, (lbm/ft3)
ρL liquid density, (lb/ft3)
ρm mixture density, (lbm/ft3)
μo oil viscosity, cP
μg gas viscosity, cP
μL liquid viscosity, cP
Subscripts
gsc gas (at standard condition)
h hydrostatic
L liquid
m mixture (liquid and gas)
o oil
sc standard condition
w water
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Abstract: The paper presents experimental and numerical investigations performed on a single stage,
single-suction, horizontal-orientated centrifugal pump in air–water two-phase non-condensable
flow conditions. Experimental measurements are performed in a centrifugal pump using pressure
sensor devices in order to measure the wall static pressures at the inlet and outlet pump sections
for different flow rates and rotational speeds combined with several air void fraction (a) values.
Two different approaches are used in order to predict the pump performance degradations and
perform comparisons with experiments for two-phase flow conditions: a one-dimensional two-phase
bubbly flow model, and a full “Three-Dimensional Unsteady Reynolds Average Navier–Stokes”
(3D-URANS) simulation using a modified k-epsilon turbulence model combined with the Euler–Euler
inhomogeneous two-phase flow description. The overall and local flow features are presented and
analyzed. Limitations concerning both approaches are pointed out according to some flow physical
assumptions and measurement accuracies. Some additional suggestions are proposed in order to
improve two-phase flow pump suction capabilities.

Keywords: two-phase flow; pump performance; computational fluid dynamics; centrifugal pump;
flow behavior

1. Introduction

Pumps play an important role in many energy engineering applications. Their main advantages
are their high operational efficiency and reliability. In case of inlet two-phase flow conditions
such as irrigation, refrigeration, petroleum, nuclear power industries, sewage treatment, etc.,
pump performance always fails under air–water two-phase inflow compared to single-phase
operations. Especially, the need for the safe operation and design of a nuclear power reactor is
of paramount importance to assure the safety evaluation of hypothetical loss-of-coolant accidents
(LOCA) in light water reactors. Therefore, the investigation of pump behavior during blowdown is
very important.

The degree of head degradation depends on the geometrical, physical, and thermal conditions.
Compared with an axial flow pump that is able to suck high inlet gas volume fraction values, centrifugal
pumps are less powerful when handling two-phase flow conditions (Gülich [1]). When the inlet gas
void fraction increases, the pump head can be totally lost, and this often results in huge system
instabilities and pump failure. Such a situation should be controlled using adequate prediction
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methods. Some improvements on pump ability to suck two-phase flow can also be achieved by a
better understanding of local flow features. Several models have been developed in order to predict
the two-phase flow performance of both the axial and centrifugal types of pumps. A first correlation
was proposed in 1978 by Mikielewicz et al. [2], based on the concept of apparent loss coefficient.
Among several theoretical approaches, the one-dimensional two-phase flow models proposed by
Murakami et al. [3] and Minemura et al. [4] are still considered sufficiently accurate for engineering
purposes for the prediction of pump surge or shut-off conditions.

A non-exhaustive list of important published works is proposed in the paper of Si et al. [5].
Related proposed models can be considered to be valid for low values of inlet void fraction (maximum
6–7% in volume). They cannot accurately predict the surge operating conditions that correspond to
a rapid decrease in the pump performance, just because they only give mean flow characteristics
along one mean streamline with no local information inside the impeller whole passage. Just before
such severe conditions, several investigations have also detected the presence of stationary bubbles
at impeller entrance channels for high gas fractions, being responsible for the starting point of
the strong performance degradation of the pump (Sekoguchi et al. [6], Estevam et al. [7] and
Barrios [8]). Numerical simulations, using the so-called “Three-Dimensional Unsteady Reynolds
Average Navier–Stokes” (3D-URANS) approach, have also been applied to describe local phenomena
more precisely in such flow conditions. They generally show significant deviations between predicted
and experimental overall results when inlet void fraction values are higher than 6%. Recently,
Müller et al. [9] have performed numerical calculations using a monodispersed phase distribution
model, the results of which are compared with the experimental results obtained by Suryawijaya
and Kosyna [10]. The comparison of impeller blade static pressure distributions showed that some
improvements should be done for a high inlet gas flow rate in order to get a better fit between the
numerical and experimental results. This means that there is still a need for experimental results on
low specific speed pump geometries in order to obtain more data for numerical assessments.

The present paper presents a compilation of new experimental and numerical analysis performed
by the same research team, starting from three years ago by Si et al. [5,11]. In the first part, the measured
overall performances of the pump (head and global efficiency versus flow coefficients) are presented
for three different rotational speeds and different inlet void fraction values up to pump breakdown.
The results are then compared with the one-dimensional two-phase flow model developed by
Minemura et al. [4]. In the second part, a comparison is proposed between the experimental results and
3D-URANS simulations using inhomogeneous flow model assumption. Based on the local flow feature
analysis obtained from 3D-URANS simulations, radial impeller design modification is proposed to
improve pump ability with respect to multiphase flows.

2. Pump Geometry and Experimental Test Rig

A single stage, low specific speed (Ωs = 0.65) centrifugal commercial pump is chosen for two-phase
flow investigations. The impeller casing is combined with a vaneless spiral volute. The design
parameters of the pump, given by the manufacturer, are as follows: design volume flow rate:
Qd = 50.6 m3/h, design head: Hd = 20.2 m, design speed Nd = 2910 r/min, pump horizontal inlet tube
diameter: D = 65 mm. The impeller inlet and outlet diameters are equal to 79 mm and 140 mm,
respectively, and the impeller outlet width is equal to 15.5 mm. The six blades’ inlet geometry
corresponds to a three-dimensional twisted shape. The volute’s law evolution obeys the Archimedes’
spiral shape. The test rig is shown in Figure 1. As shown in this open loop, the air injection system
is able to provide 0.2 mm diameter bubbles using a specific compressor device (more details can be
found in Si et al. [5,11]). The air flow rate is measured by a microelectromechanical flow sensors
system that could supply the volume air flow rate value on standard conditions (25 ◦C, 101.326 kPa).
A gas–liquid flow mixture is sucked by the pump, goes through the regulating valve, and finally goes
into the downstream tank. This open tank allows air bubbles to be separated from the water up to
a second tank (upstream tank). The water flow rate was measured by an electromagnetic flowmeter
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set between the upstream tank and the air supply device. Measurements were performed using the
followed procedure: a constant inlet void fraction was set by changing the throttle vane position
and the corresponding water flow rate was consequently obtained. Measurement uncertainties are
evaluated as a 1.2% error on the pump head and a 2.4% error regarding pump global efficiency. Figure 2
shows a general view of the sensor locations close to the pumping environment. Pump head and
global efficiency values were obtained following ISO 9906:2012. It has to be noticed that only the air
volume flow rate was measured at this step, as the bubble diameter distribution, including bubble
number per unit volume at pump inlet, was not available.

Figure 1. Test rig.

Figure 2. Sensor locations.

3. Numerical Model and Setups

3.1. Model and Mesh

Software Pro/E 5.0 was used for three-dimensional modeling and assembly. The computational
domain included five separated domains: inlet pipe, ring, impeller, volute, and disc chambers,
as illustrated in Figure 3. The hexahedron structured mesh was used to easily control the density of
each node and properly adjust all of the nodes. In order to improve the accuracy of the simulation,
the boundary layer grid was added on the volute shell wall after the local encryption of the volute
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tongue. The resulting pump model that consisted of 2,775,915 elements was chosen for rotating and
stationary domains in total after grid independence analysis (see the paper of Si et al. [11]), the result
of which is shown in Figure 4.

Figure 3. Three-dimensional (3D) numerical domain (partial) with local meshing.

Figure 4. Grid independence results.

3.2. The Eulerian–Eulerian Inhomogeneous Two-Phase Flow Model

There are two kinds of multiphase flow models: homogeneous and inhomogeneous ones.
The former assumes that the two-phase velocities are the same, not considering any velocity slip
between the two phases. The latter considers not only the velocity slip, but also the interphase mass
and momentum transfer terms. In the inhomogeneous model, each phase has its own fluid field and
passes through the phase transfer unit. That is to say, each phase has its own velocity and temperature
field, if any. This paper adopts the inhomogeneous model regardless of the temperature field, for which
the liquid phase is continuous and the gas phase is discrete. The particle model assumes that the
gas–liquid two-phase flow pattern corresponds to a bubbly flow, meeting the principle of the mass
and momentum conservation:

∂

∂t
(αkρk) +∇ · (αkρkwk) = 0 (1)

∂

∂t
(αkρkwk) +∇ · (αkρkwk ⊗ wk) = −αk∇pk +∇ · (αkμk(∇wk + (∇wk)

T)) + Mk + fk (2)

where k—phase (l-liquid, g-gas); ρk—density of the k phase, kg/m3; pk—pressure of k phase, Pa;
αk—void fraction of k phase; μk—dynamic viscosity of k phase, Pa·s; wk—relative velocity of the
k phase fluid, m/s; Mk—due to interphase drag force; and f k—added mass force related to the
contribution of the impeller rotation.
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This also satisfied:

αg = 1 − αl =
Qg

Qg + Ql
(3)

where αg—gas void fraction; αl—liquid void fraction; Qg—volume flow rate of the gas, m3/h;
and Ql—volume flow rate of the liquid, m3/h.

For this two-phase flow approach, the liquid phase is considered the continuous phase using
a modified turbulence model that is based on the renormalization group (RNG) k-ε model [12].
Meanwhile, the gas phase is considered as the discrete phase using the zero-equation theoretical model,
which means the action between the two phases only considers the so-called interfacial drag coefficient
through the following relations [13]:

Ml = −Mg =
3
4

cD
ρl
dB

αg
(
wg − wl

)∣∣wg − wl
∣∣ (4)

with:

cD =

{
24
Re
(1 + 0.15Re0.687) (Re ≤ 1000)

0.44 (Re > 1000)
(5)

And Re = ρl

∣∣wg − wl
∣∣

μl
dB (6)

where dB—diameter of the bubble, cD—resistance coefficient.

3.3. The Modified Turbulence Model

As known, the turbulence model plays a significant role in the prediction of pumping two-phase
flow. Since two-phase flow in centrifugal pumps is also an unsteady multiphase compressible flow
concerning a liquid phase and a bubble phase, a corrected method was applied to solve that physical
phenomenon. This method was proved effective on the prediction of cavitation flow in centrifugal
pumps by Wang et al. [14]. The liquid density is defined as:

ρl = ρre f
n

√
p + C

pre f + C
(7)

where Pref stands for the reference pressure at different void fraction, and ρref is set as 998.2 kg/m3.
As for constant values of C and n, they are set to 300 MPa and seven for water, respectively, according
to Dular and Coutier-Delgosha [15].

Moreover, the standard k–e model is deemed to overestimate the eddy viscosity in the mixture
region. It cannot effectively resolve the detachment of the flow separation from the solid surface,
and excessively attenuates the two-phase flow instability. Therefore, a modified RNG k–e model,
as proposed by Coutier-Delgosha et al. [16], was employed in this work. It can successfully reduce the
eddy viscosity by defining the turbulent viscosity, and based on RNG k-ε turbulence model, Johansen’s
filter-based model is used to correct the turbulent viscosity μt:

μt = f (ρm)Cμ
k2

ε
(8)

where f (ρm) is the expression of the density correction which can be determined as:

f (ρm) =

⎧⎨⎩
998.2 kg/m3 (n = 1)

ρg +
(ρm−ρg)

n

(ρl−ρg)
n−1 (n > 1)

(9)

225



Energies 2018, 11, 3048

where f (ρm) changed with the density of the mixed flow following the rules, as shown in Figure 5.
Coutier-Delgosha et al. [16] validated that n should be equal to 10 after comparing the experimental
and numerical results.

Figure 5. The law of the f (ρm) with the density in the mixed phase.

Finally, the modified RNG k-ε turbulence model becomes as follows:

∂(ρmk)
∂t

+
∂
(
ρmkuj

)
∂xj

=
∂

∂xj

[(
μm +

μ′
t

σk

)
∂k
∂xj

]
+ Pt − ρmε (10)

∂(ρmε)

∂t
+

∂(ρmεui)

∂xi
=

∂

∂xj

[(
μm +

μ′
t

σε

)
∂ε

∂xj

]
+ Cε1

ε

k
− Cε2ρm

ε2

k
− R (11)

Solutions of the simulations were processed in Ansys CFX 14.1 by adding the modified coefficients
programs using CFX Expression Language (CEL).

3.4. Boundary Conditions

Considering the requirements of the test, the inlet boundary conditions are set according to the
pressure measured in the experiment. A certain amount of gas is imported into the inlet, and the outlet
boundary conditions are set as the mass flow rate. The liquid boundary adopts the non-slip solid wall
condition, and the gas boundary adopts the free-slip solid wall condition. The smooth wall condition
is used for the near-wall function. The initial inlet bubble diameter is set as 0.2 mm, according to the
experimental setup device. The time step was set as 1.718 × 10−4 s, corresponding to a 3◦ impeller
rotation for each step. A total time set was 0.206 s for simulated results storage in order to further
process a data reduction of the unsteady flow field, corresponding to 10 impeller revolutions for which
stable results were obtained.

4. Overall Pump Performances

In previous experimental work [5], as well as for pure water, pump head and global efficiency
curves were found to be independent of rotational speed inside the range of 1800–2910 r/min.
This result agrees with the similarity laws that have been applied for incompressible flow for impeller
Reynolds number values (based on impeller diameter and angular speed) that are higher than
the critical one that is usually adopted for turbomachinery applications. The rotational speed of
2910 r/min corresponds to the rated one. This result was achieved by considering that the maximum
experimental error is 6% for the head at partial flow rates, and 2% around the maximum efficiency
point (experimental error combines both measurement device accuracy and local unsteadiness due to
two-phase flow stability problems).

Figure 6 shows the experimental pump performance head coefficient ψtp (defined in Equation (12))
versus flow coefficient ϕ for different inlet void fraction values for the rated rotational speed.
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The corresponding theoretical head curve coefficient obtained with different rotational speeds is
shown in Figure 7.

ψtp =
gH
u2

2
(

ρl
ρg × α + ρl × (1 − α)

) (12)

ψtp,th = ψtp/η (13)

As already pointed out by several previous researchers, pump performance starts to be
significantly lower when the void fraction reaches 3% or more. The value of the head performance
degradation also depends on the flow coefficient. For a given loop characteristic curve, both the head
and volume flow rate decrease when a increases. A decrease in 20% in the head coefficient compared
with single phase shut-off conditions is achieved for all of the water flow rates that are below nominal
conditions when a reach 7%. A maximum a value, which is close to 10%, can be achieved without pump
surge for a water flow coefficient around 0.065–0.077. These values correspond to flow rate values
between 34–40 m3/h, which are close to the pump-measured best efficiency (reached at ϕ = 0.084)
for single-flow operations. Pump performance sharply drops when a is more than 8% for all of the
flow rates.

Figure 6. Head coefficient at n = 2910 r/min.

Figure 7. Theoretical head coefficient.
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The concept of apparent losses is confirmed by the theoretical head coefficient curve always being
the same whatever the inlet void fraction is (up to 8%), as shown in Figure 7. This is the reason why all
of the following performance modifications due to two-phase flow conditions are defined by a head
ratio ψ* between the actual head coefficient ψ divided by the head coefficient ψ0, which is related to
the measurement results that are obtained only with water.

The starting point of the severe pump degradation rate is related to a specific flow coefficient
corresponding to the change of the negative constant slope of the theoretical head coefficient, as shown
in Figure 7. Below a flow coefficient approximately equal to 0.04, the theoretical head curve does not
follow a straight line anymore, which corresponds to the hypothesis of a no swirl flow condition at
the inlet and a constant outlet relative flow angle at the impeller exit plane. According to this point,
an analysis on the influence of rotational speed is proposed in the following section for three different
flow coefficients higher than ϕ = 0.038 in order to avoid strong swirling recirculation at the pump inlet.

5. Influence of Rotational Speed

Two additional rotational speeds have been selected (respectively: 2300 r/min and 1800 r/min) in
order to get pump performance modifications under two-phase flow conditions. Pump experimental
degradation performance ratios (ψ/ψ0) are shown on Figure 8a–c for three decreasing flow coefficient
values (solid black lines represent results from one-dimensional models, which are discussed later).
The more the rotational speed decreases, the more important the degradation ratio. This is more
pronounced when the flow coefficient also decreases. Below ϕ = 0.058 and for the lowest rotational
speed, the degradation ratio is close to 50% when a = 8% and more. The combination of low flow
rates and high inlet void fraction is probably one of the possible causes for the high level of pump
degradation, as already observed by Schäfer et al. [17] in another pump’s geometry. One also has to
consider two additional important parameters: the increase of local losses due to the bubble drag
coefficient, and the Froude number effects. When the flow coefficient decreases (by reducing the flow
rate for a given rotational speed and/or reducing the rotational speed and flow rate), the inlet pipe
mean velocity decreases accordingly. In the present test of the pump inlet pipe, the limiting value
of the inlet velocity, for which a transition from bubbly flow to plug or slug flow occurs, is equal to
2 m/s according to Baker’s chart for horizontal pipes [18]. This means that such a transitional flow
pattern may happen not only inside the impeller blade and at its blade passages, but also inside the
incoming pump pipe, with non-uniform and non-homogeneous inlet flow conditions. According to
this analysis, it is not the rotational speed that is the effective parameter, but rather the mean velocity
level at the pump inlet. In this respect, the experimental results obtained from the nominal rotational
speed are considered to be in fair agreement with the bubbly flow regime assumption (up to a certain
value of a around 7–8%), except for below a flow coefficient value ϕ = 0.045, which is evaluated as
a limiting value. For 2300 r/min, the limiting value of ϕ is 0.06, and for 1800 r/min’s set of results,
only the ones corresponding to ϕ = 0.07 can be considered to fulfill the hypothesis of the bubbly flow
regime. These experimental results will be compared with the one-dimensional approach proposed by
Minemura and URANS calculations in a specific section of the present paper.
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(a) (b) 

 
(c) 

Figure 8. Pump degradation level for three flow coefficients. Comparison between experiments,
one-dimensional (1D) model and “Three-Dimensional Unsteady Reynolds Average Navier–Stokes”
(3D-URANS) calculations. Solid black lines represent the theoretical evolution from Minemura’s
approach using two different bubble drag coefficients (upper line for bubbly flow, lower line for churn
flow): (a) ϕ = 0.077; (b) ϕ = 0.058; (c) ϕ = 0.038.

6. Numerical Results

6.1. Pump Head Deterioration Ratio ψ*: Comparisons between Experiments and One-Dimensional Two-Phase
Flow Model

Results deduced from Minemura’s model [4] are first compared with experimental ones.
They correspond to the solid lines plotted in Figure 8a–c. Up to a = 6%, they all give the same
performance deterioration ratio as the model used by Tomiyama et al. [19] (see upper solid black
curve) and Hench [20] (see lower solid black curve) for all of the flow coefficients at nominal speed
(2910 r/min), and the two highest ones for 2300 r/min. The drag coefficient in Equation (2) is
also used in the 3D-URANS numerical simulation. Finally, for the smallest rotational speed and
flow coefficient values (ϕ = 0.038), the evolution of ψ* looks quite similar to the lower solid black
curve (Figure 8c) corresponding to the churn flow regime used for the drag coefficient proposed by
Zuber and Hench [21], the value of which depends on the bubble diameter and local void fraction.
Since all of the experimental results regarding the pump deterioration ratio are located between these
two curves, thus, it is believed that the complete flow structure should be considered not only inside
the impeller, but also at the pump inlet section. Possible combinations of bubble and churn flow may
arise due to the internal three-dimensional flow structure and void fraction inside the impeller [22].
In addition, it may arise when the flow rate and/or rotational speed are too low, including inlet
recirculation. This was obviously not taken into consideration in previous studies when using a
one-dimensional model. This is the reason why the URANS approach results are presented in the
next section.
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6.2. 3D-URANS Overall Performance Results

6.2.1. Comparison between the Initial and Modified Turbulence Model (See Section 3.3)

For pure water (Figure 9) and different inlet void fraction conditions (Figure 10a–d), comparisons of
overall pump performance between experiments and 3D-URANS results are presented. For numerical
and experimental comparisons on pump overall performance, the final mesh of 2,775,915 elements
can be considered quite good (Figure 9) for a wide range of flow coefficients. A small shift in the flow
coefficient can be seen probably due to some flow leakage during the experiments.

/%

H
/

Q/

Figure 9. Comparison between experiment and numerical head and efficiency (a = 0).

 
(a) (b) 

  
(c) (d) 

/ /

Figure 10. Comparison between experiment and numerical head coefficient and efficiency for four
different a values: (a) Head coefficients when a = 3%; (b) Head coefficients when a = 5%; (c) Efficiency
when a = 3%; (d) Efficiency when a = 5%.

When using the modified turbulence model, the numerical results show a better overall
performance of the pump than the initial model, especially for low flow coefficients, as shown in
Figure 10a,b with quite lower scattering between the experiments and the 3D-URANS calculation.
Consequently, the efficiency curves are quite similar to the experimental curves (Figure 10c,d).
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6.2.2. 3D-URANS Results Comparison for Different Inlet Void Fraction and Flow Coefficients

These results are also plotted in Figure 8a–c, using green symbols for comparisons with
experimental ones. Compared with the one-dimensional models already presented in the previous
section, the calculation results give slightly better results when the values of a increase up to 7% at the
rated rotational speed. The effects of rotational speed are not well predicted, which are probably for
the same reasons that have been highlighted previously.

Some additional effects must be taken into consideration when the flow coefficient is more
reduced, such as for example pressure level effects on bubble diameter, which is not discussed in the
present work. Concerning this particular point, one has shown that the main loss coming from the
two-phase flow character appears in the first 20% of the blade passage, where the pressure increase is
generally low. There is probably an effect when the rotational speed is decreasing, but it has not been
evaluated in the present analysis.

6.3. Local Impeller Passage Flow Structures

6.3.1. Flow at Inlet Impeller Section

A particular focus on inlet flow conditions is shown in Figure 11 for low flow rates in order to illustrate
the effects of a. Strong reverse inlet pre-rotation flow with high tangential absolute velocities can be seen for
pure water. When a = 7%, the flow pattern strongly changed at the pump inlet tube section; recirculation
does not exist anymore, or is quite small. This is because air is going toward the pipe external radius due to
the lower air velocities and the axial adverse pressure gradient along the streamline paths. Consequently,
the reverse flow mainly takes place inside the first part of the impeller channel. This may explain what has
been experimentally observed when a rapid breakdown of the pump occurs.

  
(a) (b) 

  
(c) (d) 

Figure 11. Local two-phase flow pattern inside the impeller passage (not including impeller wall
regions), nominal rotational speed, ϕ = 0.038: (a) a = 0% (b) a = 7%; (c) a = 0%; (d) a = 7%.

The following pictures in Figure 12 describe for a constant value of a = 7%, the evolution of the
surfaces of the constant local void fraction α = 15% for two different water flow rates. Although

231



Energies 2018, 11, 3048

interpretation difficulties arise in such complicated flow patterns, one can detect the air–water mixture
locations at the upstream inlet bend of the impeller hub, and the shroud sections inside the regions
indicated by red color areas. The more the flow rate decreases, the more it spreads and tends to block
the inlet shroud region. This is the reason why the local void fraction appears partly on the suction
side of the blade’s leading edge, and not close to the shroud, but rather in the second part of the
suction side toward the mid-height and the hub. When the flow rate decreases, because of a higher
inlet incidence angle, the void fraction extends to the entire suction-side blade height. At the impeller
inlet section, more flow blockage can be seen; this may explain why no water inlet recirculation
occurs when the inlet void fraction is important, as already discussed earlier. Further downstream,
this void fraction value extends toward the mid-impeller channel (green color circles). For Q = 30 m3/h,
a separation zone can be seen starting from the pressure side of the hub region, which migrates toward
the mid-impeller passage as well. As pointed by Gülich [1], such a complicated flow pattern results
from the dominant body forces and inertia for the liquid behavior (due to the density ratio between
water and gas), while gas distribution is mainly determined by the pressure field and secondary flows.
In the next section, the void fraction on the pressure and suction sides of the impeller is going to be
analyzed more specifically.

 
(a)  (b) 

Figure 12. Constant void fraction iso-lines inside the impeller passage when a = 7%: (a) ϕ = 0.077;
(b) ϕ = 0.058.

6.3.2. Flow inside the Impeller Section

Void fraction distributions for decreasing flow rate values on the impeller blade and at the outlet
radius of the impeller are shown in Figure 13a–d. Looking at the leading-edge regions of the impeller,
a high local void fraction (between 20–30%) appears on the suction side mainly close to the shroud.
High α values (up to 100%, corresponding to full air) appear on the pressure side of the shroud corner
for Q = 30 m3/h, just after the inlet throat section of the impeller passage. The corresponding drag
force, acting on a bubble, combined with the adverse pressure gradient inside the impeller passage,
forces the gas bubble to move toward the pressure side where the local liquid relative velocity tends to
be lower.

For a flow rate of 40 m3/h, the local void fraction values remain relatively small at both sides of
the impeller leading edge. This is perhaps the reason why the experimental results show that the pump
is still working at a high inlet a (up to 10%; see Figure 2) without gas locking. Finally, for 20 m3/h,
a quite high local void fraction can be seen on the suction side of the leading edge due to incidence
angle effects (see again Figure 11b for the meridional plane).

Further downstream, and for all of the flow rates, high void fractions are located near the pressure
side, close to the second throat. This has been already mentioned by Mirakami and Minemura [3].
This is attributed to the increase in the velocity difference between the water and the gas when the
void fraction increases. The corresponding drag force, acting on a bubble, combined with the adverse
pressure gradient inside the impeller passage, forces the gas bubble to move toward the pressure side
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where the local liquid relative velocity tends to be lower. As an example, this is clearly obtained by the
CFD results given in Figure 14 for the mid-section between the hub and the shroud, for Q = 30 m3/h.

  
 (a) 

  
(b) (c) 

Figure 13. Void fraction pattern at the impeller outlet section, a = 7%: (a) ϕ = 0.077; (b) ϕ = 0.058;
(c) ϕ = 0.038.

By looking at the additional maps for the specific local void distribution (Figure 15), we can
have a better insight on the pressure and suction sides of the blade. For instance, at a given flow rate
(Q = 30 m3/h), it can be observed that on the pressure sides, the pattern of air bubbles differs between
a = 5–7%. For a = 5%, high values of local void fraction are reached and spread along the blade height
just after the leading edge. Then, due to the Coriolis force, the liquid is mainly present on this pressure
side, and finally, due to the radial pressure gradient and slip velocity, air accumulates again close to the
trailing edge. When a increases to 7%, air locations are shifted downstream in the hub region, and the
liquid (and low local void fractions) area takes a larger surface and pushes air closer to the outlet
blade section. As already mentioned, this last case exhibits strong 3D effects with flow separations and
reverse flow regions.

One can observe that the more the flow rate decreases, the more of high void fractions are shifted
toward the pressure side due to the decrease of the mean relative velocities. For Q = 20 m3/h, all of the
passages are filled with air. All of the blade passages do not have the same pattern due to the presence
of the volute tongue.

At the impeller outlet plane, the void fraction does not exceed 30%, instead of reaching the lowest
flow rate, for which the values may reach up to 60%. Just downstream of the impeller, due to strong
mixing, the void fraction strongly decreases (not shown here). Close to nominal conditions, the void
fraction values obtained from CFD are quite similar to the values predicted by the model developed
by Minemura et al. [3]. On the pressure side, there is always a thin layer that develops with high void
fraction values.

The next set of figures gives the pattern of the local void fraction in the mid-section plane between
the hub and the shroud, for decreasing flow rates and a given a value of 7%. This corresponds to the
maps given in Figure 16.
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 (a) 

 
(b) (c) 

Figure 14. Void fraction pattern in the blade-to-blade mid-section plane, Q = 30 m3/h, ϕ = 0.058:
(a) a = 3%; (b) a = 5%; (c) a = 7%.

 
 

 (a) 

  
(b) (c) 

Figure 15. Void fraction pattern on the blade surface, ϕ = 0.058: (a) a = 3%; (b) a = 5%; (c) a = 7%.

All of the flow patterns that have been found and described inside the impeller channels are the
consequences of what happens at the impeller inlet section just before and after the blade leading-edge
area. This means that one has to find the local design modifications forcing high two-phase flow values
to be mixed with the main flow using additional local body forces. For this reason, it is expected that
the blade clearance between the hub and the shroud can be an efficient way to create a local vortex for
a better mixing, avoiding a local accumulation of the high void fraction values on the meridional plane
inlet sections and in the blade-to-blade plane further downstream of the inlet passage throat. This will
be carried out in a future work.
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 (a) 

  
(b) (c) 

Figure 16. Void fraction pattern in the blade-to-blade mid-section plane for different flow rates, a = 7%:
(a) ϕ = 0.077; (b) ϕ = 0.058; (c) ϕ = 0.038.

7. Conclusions

Experimental and numerical analysis has been performed in a centrifugal pump for different flow
coefficients and inlet void fractions up to 10%. The effect of rotational speed has also been investigated.
The main conclusions are the following:

1. Pump performance degradation is more pronounced for low flow rates compared to high flow rates
when the inlet void fraction increases. The starting point of a severe pump degradation rate is related
to a specific flow coefficient, whose value corresponds to the change of the slope of the theoretical
head curve. When increasing the inlet void fraction, the degradation slope curves increase (with a
negative sign) with the decreasing flow coefficient. The more the rotational speed decreases, the more
the experimental pump performance is affected at a given inlet void fraction value.

2. Existing one-dimensional models can be considered quite good tools for the first step of a
two-phase flow analysis. They give good global indications based on the mean values along
one streamline, but attention should be taken when using non-dimensional flow coefficients.
The chosen particle fluid model with interface transfer terms looks quite suitable for evaluating
pump performance degradation up to an a value of 7%.

3. For a higher a value, CFD can’t always correctly predict the sudden breakdown of the pump
performance as obtained by measurements. This is probably due to the flow regime inside the
impeller, which does not correspond to a bubbly one anymore. However, for the lowest flow rate,
the performance breakdown is well predicted with the modified turbulence model.

4. The difference between experimental and numerical results exist not because of rotational speed,
but because of its consequence on the local velocity values that decrease according to the flow
coefficient, and more specifically at the pump inlet tube and at the pump inlet section. Numerical
simulations must take churn flow characteristics into account in order to get better results.
Both bubbly and churn flow conditions may be present for inlet flow conditions depending on the
experimental setup, rotational speed, and the pump flow coefficient, even at nominal conditions.

5. The numerical simulation gives interesting local flow information that would be taken into
consideration for new design approaches at the pump inlet section for an improved two-phase
flow suction capability of centrifugal pumps.
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Nomenclature

a inlet void fraction a = Qair,inlet/(Qair,inlet + Qwater,inlet)

b impeller blade width
C constant pressure value when modified liquid density
D diameter
H pump head
n exponent
N rotational speed
p local pressure
P shaft power
Q volume water flow rate
R radius
Re,imp Impeller Reynolds number Re,imp = u2 · R2/ν

t time
th theoretical
tp related to two-phase condition
u circular velocity
v water cinematic viscosity
z impeller blade
Greek symbols

η global efficiency of the pump η = ρgQH/P
ρ density
ρm density of fluid mixture ρm = ρl (1 − α) + αρg

ϕ flow coefficient ϕ = Q/(2π·R2·b2·u2)
ψ head coefficient ψ = gH/(u2)2

Ωs specific speed Ωs = ω · Q0.5

(gH)0.75

ω angular velocity
Subscripts

α local void fraction
B bubble
d design condition
g gas
l liquid
m mixture fluid
ref reference
0 related to a = 0
1 Impeller pump inlet
2 Impeller pump outlet
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Abstract: Microbubbles have several applications in gas-liquid contacting operations. Conventional
production of microbubbles is energetically unfavourable since surface energy required to generate
the bubbles is inversely proportional to the size of the bubble generated. Fluidic oscillators have
demonstrated a size decrease for a system with high throughput and low energetics but the achievable
bubble size is limited due to coalescence. The hypothesis of this paper is that this limitation can
be overcome by modifying bubble formation dynamics mediated by oscillatory flow. Frequency
and amplitude are two easily controlled factors in oscillatory flow. The bubble can be formed at the
displacement phase of the frequency cycle if the amplitude is sufficient to detach the bubble. If the
frequency is too low, the conventional steady flow detachment mechanism occurs instead; if the
frequency is too high, the bubbles coalesce. Our hypothesis proposes the existence of a resonant mode
or ‘sweet-spot’ condition, via frequency modulation and increase in amplitude, to reduce coalescence
and produce smallest bubble size with no additional energy input. This condition is identified for an
exemplar system showing relative size changes, and a bubble size reduction from 650 μm for steady
flow, to 120 μm for oscillatory-flow, and 60 μm for resonant condition (volume average) and 250 μm
for steady-flow, 15 μm for oscillatory-flow, 7 μm for the resonant condition. A 10-fold reduction in
bubble size with minimal increase in associated energetics results in a substantial reduction in energy
requirements for all processes involving gas-liquid operations. The reduction in the energetic footprint
of this method has widespread ramifications in all gas-liquid contacting operations including but not
limited to wastewater aeration, desalination, flotation separation operations, and other operations.

Keywords: microbubbles; fluidics; flow oscillation; oscillators; energetics

1. Introduction

Gas-liquid contacting operations are arguably among the most important processing operations.
The oil we produce, the air, the food, the drinks (fizzy drinks, beer, and fermented beverages), chemical
dyeing processes, mixing operations, wastewater aeration (WWA). and remediation, and several
operations require good gas-liquid contacting [1–4]. One way to achieve such contacting is by
increasing the surface area of the system corresponding to its volume. This results in an increase in
surface area with respect to volume, and for a bubble, results in a slower rise velocity and a substantial
increase in contact time. The major problem with smaller bubble generation is the energy required due
to the large surface energy involved in generating these smaller bubbles.

Two examples where the bubble size in terms of number and volume contribution matters are
dissolved/dispersed air flotation (DAF) and wastewater aeration (WWA). Both these operations
are important, mandatory for any wastewater remediation, and highly energy intensive. DAF uses
70–100 μm size bubbles, generated by involving high pressure nozzles (14–15 bar (g)) [5], in order
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to separate systems out for remediation or further processing. Variants of this method include froth
flotation such as for mineral processing−copper ore processing, effluent removal from gas processing/
petrochemical plants, paper mills, and drinking water plants. The second is WWA which accounts for
nearly 0.25–0.4% of the UK’s total energy consumption [6]. This is due to the barriers to implementing
high energy microbubbles and the inability to produce these in an energy efficient manner.

If smaller bubbles could be generated with less energy, it could lead to a fundamental change
in gas-liquid contacting equipment design. Of particular importance to the interplay between fluid
flow and heat transfer are applications of microbubbles in phase change separations, particularly
vaporisation and distillation [7–10]. Experiments and models [7,10] demonstrate the layer height
of liquid is extremely important, with fixed microbubble size, for determining the degree of
non-equilibrium separation and the overall rate of vaporization. The highest vaporization and the
greatest enrichment for 100 μm diameter microbubbles occur with a contact time of ~1 ms. Since
bubble rise rate at terminal velocity is well established to depend on bubble size, hitting the optimum
vaporisation rates and enrichment (joint heat and mass transfer at the microbubble interface) strongly
depend on tuning the microbubble size. The purpose of this paper is to explore how microbubble size
depends on the fluid dynamics of fluidic oscillator induced microbubble generation.

There are several methods to generate microbubbles such as ablative technology, ultrasound,
microfluidic devices, nozzles, and other techniques, but each faces problems either due to scalability
or energy input [11–17]. Microbubbles have been divided into several size classes and depend on
the application [18]. In this paper, microbubbles are gas-liquid interfaces (bubbles) ranging from
1 μm to 1000 μm in size. Several applications have been identified for them including microalgal
separation [19], wastewater clean-up [20,21], theranostics [22–24], algal growth [25–28], oil emulsion
separation [29] and for heat and mass transfer applications (due to the vastly increased surface area to
volume ratios) [30–32]. A major advantage is gained if a different bubble generation regime can be
formulated such that it does not specifically depend on the conventional form of detachment.

The fluidic oscillator is a fluidic device that creates hybrid synthetic jets which help engender
microbubbles in an economical fashion via pulsatile flow through the aerator. The adherence of the
jet to the wall, due to the Coandă effect, and its subsequent detachment to the other leg due to a
switch over created by a geometric cusp [33–35] generates the pulsatile flow. The actual mechanism
of bubble formation via fluidic oscillation resulting in the back flow into the membrane due to the
net positive displacement is responsible for the smaller bubble size and has been demonstrated by
Tesař [35]. Zimmerman et al. [9,30,35] have shown the efficacy of the fluidic oscillator with respect to
bubble size reduction via aeration.

Although introduction of the negative feedback can be achieved using both the Warren and the
Spyropoulos configuration for the fluidic oscillator [36], for the experiments herein, to facilitate the use
of discrete frequencies, a Spyropoulos type feedback loop has been used. This type of negative feedback
has several advantages. Firstly, frictional losses are kept to a minimum and secondly, the frequency of
oscillation can be easily controlled by changing the negative feedback configuration i.e., with the use
of different feedback loop lengths and volumes.

The Spyropoulos loop has been adequately described in Tesař et al. [37], which introduces a
negative feedback to the system and in physical form is a single loop connecting the control terminals
of the fluidic oscillator shown in Figure 1 as X1 and X2. S (supply nozzle), X1 and X2 (control terminals)
and Y1 and Y2 (outlets). The incoming jet enters via the supply nozzle, is amplified at the throat
via a constriction of appropriate size. Control terminals aid in switching the flow due to a pressure
differential formed in order to switch on outputs Y1 and Y2 at relevant frequencies. Y1 and Y2 can be
connected to microporous diffusers placed in a liquid stream which result in bubble formation when
oscillatory gas exits Y1 and Y2 and into the microporous spargers. Typical widths for X1 and X2 are
2–4 mm. Fluidic oscillation is a nozzle free bubble generation method which also allows generation
in the laminar flow mode. This is contrasted with conventional nozzles used for microbubbles in
dissolved air flotation microbubble generation or droplet generation [38].
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An added advantage of using a single feedback loop over the two required for the Warren type
oscillator is that there is a reduction in the degrees of freedom, which results in a simpler system to
control and quantitatively understand it.

Figure 1. The Spyropoulos loop configuration for the fluidic oscillator, reproduced with permission [37].
S is the supply nozzle where gas enters, X1 and X2 are the control terminals where gas switches, Y1 and
Y2 are the outlets where microporous spargers can be connected with oscillatory gas output. These
spargers are placed in liquid and generate bubbles.

The usual method for bubble generation using fluidic oscillation is using two outlets connected to
a set of bubble generating microporous membranes (spargers/aerators) placed under liquid of interest
and gas entering via supply nozzle S. The entire flow can be utilised for the generation for bubbles and
this results in an unvented condition for the fluidic oscillator.

Venting this jet, increases the momentum of the pulse post the fluidic oscillator as the oscillator is
a flow amplifier. The flow switches from each leg, and if the momentum of the jet and therefore the
pulse strength associated with the jet can be increased whilst maintaining the appropriate flow into
the aerator.

Bubble formation conventionally requires the bubble to detach when the forces acting on it are
balanced. According to Zimmerman et al., the proposed mechanism for bubble formation mediated
by the fluidic oscillator typically takes place in the pulse cycle of the frequency switch. Therefore,
technically this should lead to a bubble formed at every pulse and the throughput determined by the
frequency of the oscillator. However, this does not take place as seen in the previous papers [9,30,35].
Each pulse of air is based on the frequency of oscillation. This means that higher the frequency,
shorter the oscillatory pulse, and therefore in theory should lead to a smaller bubble. This has not been
observed and led to one of the hypotheses proposed in this paper. The first part of the hypothesis is that
the amplitude of the pulse must be high enough for detachment to occur. Post the bubble detachment,
the bubbles may coalesce if the frequency is too high as they are close to each other. The frequency and
amplitude of the fluidic oscillator are the two control parameters capable of producing the bubbles
at the required frequencies. To increase the amplitude of the flow, higher flow rates will be used
and then vented such that the actual flow into the aerator is as desired but the amplitude of the
flow has increased. Different feedback conditions will be used in order to see the variations of the
amplitude. Higher feedback conditions will have a higher amplitude whilst lower feedback conditions
will introduce a higher friction loss and therefore lower resultant amplitude of the flow.

The second part of the hypothesis is that there is a resonant condition for the system which
depends on a specific frequency which determines the bubble size. Even when the amplitude condition
is met and bubbles are generated at each pulse, just increasing the frequency will not result in a smaller
bubble size. At a specific frequency, there will be the presence of the resonant mode condition, where
the bubbles are detached, but not too quickly so as to coalesce, and not too slowly so as to resemble
a conventional steady flow bubble formation. The paper aims to explore this new regime of bubble
formation and check if the hypothesis is supported with experimental evidence.

The flow has to be vented in order to generate higher amplitude of the jet and only partially
diverted into the aerators used for bubble generation. This helps in two ways—it increases the
effect of the oscillatory flow (by virtue of an increase in amplitude by increasing momentum of the
wave) in order to observe the difference between discrete oscillatory flow conditions (frequencies)
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for the lab scale and minimises the bubble coalescence due to the increased momentum imparted
to the newly engendered microbubble. This fluidic oscillator mediated oscillation has an amplitude
and frequency dependence on the inlet flow rate to the oscillator provided that all other conditions
are maintained. This proposed addition to the experiment enhances the fluidic oscillator mediated
microbubble size reduction.

Several industrial applications can afford to have gas wastage for a significantly larger bubble
throughput concomitant with reduced bubble size. Since air, in particular, is not that expensive with
respect to the decreased energetics, this is justified by the increase in reaction surface area and the lack
of maintenance requirements with the no-moving part fluidic oscillation.

Figure 2 shows the vented schematic of the fluidic oscillator with V1 and V2 acting as the vents to
the system. Additional venting ensures that the appropriately controlled flow can pass through the
aerator whilst maintaining the appropriate flow into oscillator in order for it to actuate the oscillation.
Additionally, this increases the momentum of the jet and the amplitude of the oscillatory flow.

Figure 2. Vented Fluidic Oscillator (adapted from [37]) S is the supply nozzle where gas enters, X1 and
X2 are the control terminals where gas switches , Y1 and Y2 are the outlets where microporous spargers
can be connected with oscillatory gas output. These spargers are placed in liquid and generate bubbles,
V1 and V2 (vents).

Conventional bubble formation depends on a host of other factors such as surface energy of the
bubble engendering surface and the liquid, liquid and gas viscosity, momentum of the gas, height of
liquid, pressure exerted by the system and acting upon it, and size of the bubble-engendering orifice.
Fluidic devices such as the Tesař-Zimmerman fluidic oscillator generate a net positive hybrid synthetic
oscillatory jet that results in a specific reduction in bubble size compared to conventional or steady
flow as discussed previously.

2. Methods and Materials

2.1. Fluidic Oscillator

The fluidic oscillator is oscillated at 86 L per min (lpm) and 92 lpm (corrected for pressure and
temperature) with most of the flow being vented and a frequency sweep is performed in order to
support the hypothesis posited earlier. As discussed previously, vents have been introduced in order
to increase the momentum of jet pulse and amplitude of oscillation whilst controlling appropriate flow
into the aerator (MBD 75, Point Four Systems, Coquitlam, BC, Canada). Rotameters have been utilised
to act as metered valves. The frequency of oscillation and the amplitude of the oscillation are measured
using an Impress G-1000 pressure transducer (Impress Sensors and Systems, Ltd., Berkshire, UK)
controlled and recorded using characterisation software developed in LabView (National Instruments,
Austin, TX, USA). The pressure drop across the fluidic oscillator is 100 mbar. The total pressure drop
depends on the combined pressure drop across the fluidic oscillator and aerator.
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2.2. The Aerator

The proprietary Point Four Systems MBD 75 aerator produces a cloud of fine bubbles
approximately 500 μm in size under steady flow. MBD 75 has ultrafine ceramic pores and a flat
surface, thereby retarding bubble coalescence as compared to other types of material such as sintered
glass or steel membranes. Ceramic, being inert, hydrophilic and robust, is a preferred surface for
bubble generation in water.

2.3. System Set up

The system has been set up according to the schematic shown in Figure 3.

 

Figure 3. Schematic of the setup.

2.4. Pneumatic Set Up

Figure 3 shows the system schematic described here. The pressure regulator (Norgren, Littleton,
CO, USA) controls the systemic pressure which is set at 2 bar(g)—the required pressure for the
particular aerator to bubble. A different aerator would require lesser pressure. The flow controller
(FTI Instruments, Sussex, UK) has been corrected for the pressure being used in the system. The air
enters the system from the compressor via the pressure regulator and the flow controller regulates the
global flow entering the fluidic oscillator. The fluidic oscillator is connected to two vent rotameters
(F1 and F2) to act as metered valves and these are set up in order to vent appropriately and send the
appropriate amount of flow into the aerator. The aerator is placed in a tank wherein the bubble size is
measured using acoustic bubble spectrometry.

The frequency and amplitude of pulse from fluidic oscillator is measured simultaneously using a
combination of pressure transducers and Fast Fourier Transform (FFT) code developed in LabView
(cf. frequency measurement and FFT).

The aerator is kept in the centre with the hydrophones set around it as shown in Figure 4 with the
set operational conditions. Bubble sizing is performed continuously and the distilled deionized (DDI)
water in the tank is replaced after each reading.

The frequency is changed whilst all other conditions are kept constant and different feedback
configurations are used coupled with an additional flow rate. This is an exemplar system and we
are just demonstrating the ability for the system to change with different systems and the aim of this
paper is to show that relative changes are possible for the system without any additional energy input.
Several configurations of the Spyropoulos type fluidic oscillator being used are also able to engender
the same frequency which helps observe the effect of the frequency.
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2.5. Bubble Sizing Using Acoustic Bubble Spectrometry

The hydrophones are placed over at a height 5 cm above the diffuser and equidistant at 15 cm.
These data were repeated 7 times and performed at 2 different flow rates—86 lpm and 92 lpm (standard
conditions—293.15 K and 101,325 Pa ). Twenty two frequencies were used in the study performing a
frequency sweep and 3 different configurations of feedback for fluidic oscillator. Bubble sizing was
performed using Acoustic Bubble Spectrometry commercially available from Dynaflow Inc.™ (Jessup,
MD, USA). This has been found to be an effective method for visualising cloud bubble dynamics.
The Acoustic Bubble Spectrometer (ABS) with 4 pairs of hydrophones—50, 150, 250, and 500 kHz were
used in this study, with the capability to collate a size distribution from 3 μm to 600 μm in size (radius).
The ABS is then set up along with an octaphonic set up and Figure 4 schematically represents the flow
diagramme of the bubble visualisation set up.

Figure 4. Information flow diagram of the Acoustic Bubble Spectrometer (ABS) and the hydrophone
set up.

Two equiresponsive hydrophones are placed antipodal to each other with the aerator bubbling
in the centre i.e., bubble cloud in the centre. The data acquisition module and computer (controlled
using software) send out a frequency sweep via a signal generator with amplifier into the transmitting
hydrophone. The signal passes through the bubble cloud (calibrated under no bubble condition)
and into the receiving hydrophone which is demodulated using an amplifier too. This is used in
conjunction with the no bubble condition in order to generate a bubble size distribution.

Acoustic bubble sizing relies on the principle of bubble resonance upon frequency insonation
and the resonant bubble approximation. Upon insonation by a specific frequency, a bubble starts to
oscillate and this frequency is specific to the bubble by a sixth power to the radius, i.e., [39]:

f ∝ r6 (1)

Hydrophone pairs are used, with one being a transmitter and the other acting as the receiver,
and each hydrophone pair has a specific resonant frequency at which it works best and a range of
frequencies that it can operate reasonably. When a hydrophone insonates a bubble cloud with a
specific frequency, the bubble corresponding to that size resonates and therefore oscillates, thereby
attenuating the signal due to the pressure change caused by the oscillating bubble as compared to
a clear/bubble-free solution. This attenuation is then measured by the receiving hydrophone and
the signal is inverted in order to garner a bubble size distribution. A frequency sweep is performed
at equally spaced frequencies between 5 kHz to 950 kHz, from which the bubble size distribution is
compiled. Chahine et al. [40–46] describe the methodology underpinning ABS and the algorithm for
transformation of the raw data into a bubble size distribution.

243



Energies 2018, 112, 2680

2.6. Frequency Measurement and Fast Fourier Transform

Impress G-1000 pressure transducers were used in this experiment. Fast Fourier Transforms are
simple algorithms designed to convert a signal from one domain (time or space) and convert it to the
frequency domain and vice versa. Figure 5 shows an exemplar waveform with the FFT. This provides a
quick and easy way to determine the frequency of the oscillatory flow from a fluidic oscillator. LabView
is used to acquire the signal and process it. The oscillatory pulse from a fluidic oscillator is composed
of the amplitude and frequency of oscillation.

 
(a) 

(b) 

Figure 5. An exemple of a raw waveform from a fluidic oscillator (a) and its translation in frequency
domain post FFT (b). Aliasing effects of FFT are mitigated by having a high acquisition rate (512 kHz
with 512 k samples acquisition window).

2.7. Bubble Sizing Analyses

Two factors are readily computable for the bubble size analysis obtained from the ABS- average
bubble size in terms of number of bubbles and average bubble size in terms of void fraction contribution
(volume contribution) of the bubble. Depending on the application, bubble sizing is usually reported
using either of these two factors. Since volume contributions (due to their association with increased
mass transfer/heat transfer for microbubbles) are more relevant for a majority of industrial processes,
this paper discusses bubble sizes in terms of volume contributions.

Table 1 provides an exemplar for a case wherein there are three classes of bubbles—Class A—with
a size of 1 μm and 600 in number, Class B with size of 100 μm and 200 in number and Class C of
size 500 μm and 200 in number. This would lead to a total of 1000 bubbles. The surface area of the
bubbles is calculated and so is the volume. The bubble size can be computed by either using average
bubble size in terms of numbers i.e. weighted bubble size divided by total numbers, or in terms of
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average bubble size in terms of volume contribution i.e., weighted bubble volume divided by total
bubble volume:

Nav =
n

∑
i=1

nixi
n

(2)

Nvc =
n

∑
i=1

niVi
nV

(3)

with:
Vi =

4
3

πxi
3 (4)

where average bubble size in terms of number (2) volume (3) is shown, n is the total number of bubbles
and ni is the bubble contribution for number (2) volume (3) of each bubble of size xi represented
by Vi (4).

Table 1. Exemplar.

S.No. Bubble Size Number
Volume of
Individual

Bubbles

Total
Volume

Contribution

Surface
Area

Total
Surface

Area

Surface
Area/Volume

1 A 1 600 5.24 × 10−1 3.14 × 102 3.14 1.88 × 103 6.00
2 B 100 200 5.24 × 105 1.05 × 108 3.14 × 104 6.28 × 106 6.00 × 10−2

3 C 500 200 6.54 × 107 1.31 × 1010 7.85 × 105 1.57 × 108 1.20 × 10−2

1000 1.32 × 1010

NAv 120.6 μm NVC 200 μm

This also means that 1 million 1 μm bubbles would be required to occupy the same volume as
a single 100 μm bubble. This brings about a massive disparity in bubble size in terms of volume
contribution. However, the volume contribution would be a useful tool for estimating any transport
phenomena exercise over number contribution. Generally speaking, size distributions collated from
membranes are narrow and the difference in the two averages is lower. A large difference in bubble
sizes is observed for a highly dispersed distribution and it is beneficial to the system to have a narrower
size distribution. This exemplar demonstrates how these two values need not be the same and their
dispersity results in the width of the bubble size distribution. Work by Allen [47] and Merkus [48]
explain the nuances associated with particle sizing and statistical calculations performed for them
in detail.

2.8. Results and Discussion

In order to prove the hypotheses, two experimental modalities were tested. Bubble sizes were
measured at various frequencies and under different conditions. Bubbles were sized at 22 frequencies,
for three feedback conditions (to test amplitude variations) and two higher flowrates (vented, so flow
through the fluidic oscillator could be 86 lpm and 92 lpm). Bubble size for steady flow at the same
conditions resulted in a bubble size of approximately 350 μm and 450 μm, respectively. This confirmed
previous work performed in literature [19,30,49] that fluidic oscillation resulted in a significant decrease
in bubble size when compared to conventional methods of microbubble generation.

An approximate 60% reduction in bubble size than the average bubble size estimated from
oscillatory flow at other frequencies was observed for all configurations, supporting the proposed
hypothesis. The variations between the amplitudes provided additional information on this new
bubble formation dynamic under the resonant mode regime.

With the configuration that induced the highest negative feedback, there is a suggestion that
two dips observed and this is probably due to the higher feedback introduced for oscillatory control
thereby changing the effect of the system.

Figure 6 shows the length of feedback loop compared to the average bubble size at two amplitudes.
This shows that although the conditions have been slightly changed, the resonant condition observed
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is at the same frequency as can be seen in Figure 7. The frequency of the fluidic oscillator can be
changed by changing the feedback loop length. This changes the amount of feedback introduced into
the system. Figure 6 shows that although the dip is at the same frequency, the actual feedback loop is
different for both cases for different conditions of feedback loop lengths. This causes the slight shift in
the frequency observed for the dip.

 

Figure 6. Feedback length vs. average bubble size ( —92 lpm OD4 mm, —0 86 lpm OD 4 mm).

 

Figure 7. Frequency vs. average bubble size at different flow rates ( —92 lpm OD4 mm, —86 lpm
OD 4 mm).

Figure 7 shows the average bubble size at different flowrates when the frequency is modulated
for the smallest feedback configuration. At these two conditions, it is observed that the primary dip
occurs circa 150 Hz. The dip is large and observable and there is a suggestion of another dip prior
to that. This is shifted slightly for different amplitudes. This is what is seen herein. The frequency
remains the same for different configurations of feedback, resulting in a change in bubble size even for
different conditions.

Varying the lengths of the tube were used to introduce a change in the feedback. Figures 6 and 7
show that even though the feedback loop lengths were different, the frequency change observed due
to the change in flow rate with respect to feedback loop length resulted in a minimum bubbles size at
the same frequency. Figures 6 and 7 are plots from a reading taken for single tubing, lowest feedback
configuration, at two different inlet global flow rates at 22 different frequencies. The bubble size
distribution showed the dip in bubble size and the resonant mode—‘sweet spot’ was observed here.
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Figure 6 shows the presence of the ‘sweet spot’ at different lengths of the feedback loop. Figure 7
shows that although the feedback loop lengths were different for the different dips in bubble size,
the actual frequency remained the same and was approximately 150 Hz.

Figure 8 shows the resonant mode for the medium feedback condition. The dip is quite close to
each other for this scenario. The frequency for the sweet spot is similar to the low feedback condition
and is at 150 Hz. There is a significant dip observed due to potential matching of the flow rate with the
frequency of the system and bubble formation.

 

Figure 8. Frequency for bubble size—resonant mode observed—medium feedback condition—( —

92 lpm OD 6 mm, —86 lpm OD 6 mm).

Figure 9 shows the bubble size versus frequency at the higher feedback configuration. Resonant
condition dips are observed for all three conditions as seen in Figures 7–10.

 

Figure 9. Bubble Size vs. frequency for two flow rates (higher feedback configuration) ( —92 lpm

OD 10mm, —86 lpm OD 10 mm).

Under higher feedback condition, i.e., 10 mm OD, the frequency is higher for the dip aside from
the initial dip. This is probably due to the higher amplitude observed for the higher feedback condition
which results in lesser coalescence for the system. The dip observed is still consistent with the average
bubble size formed at other conditions of the resonant modes.

The presence of the resonant condition or ‘sweet spot’ was observed for the higher feedback
condition. However, the magnitude of the decrease in bubble was not as significant as for the lower
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feedback condition (i.e., feedback loop length is constant but volume is lower) when considered in
a relative manner. However, due to the greater amplitude, there is a higher frequency and several
smaller bubbles being formed which results in the dampening of the ‘sweet spot’. There is another
‘sweet spot’ formed at 250 Hz.

These figures also show a skew observed in terms of frequency and flow rate, with the skew being
less for the larger feedback condition than for the lower feedback configuration indicating that even
the shift observed in the frequency is due to the combination of the length of the feedback tube and the
flow rate and this skews the bubble size and the resonant condition.

These three conditions (amplitude variations) consistently show the resonant mode condition.
The different vent flows also show the resonant mode condition and the resonant condition
changes based on the variations introduced. The flow rate is an additional variable influencing
the frequency [49] can be adjusted to achieve the same average bubble size. This is because the change
in flow rate has a much larger impact on the frequency of the smaller feedback configuration than that
of the larger one due to the difference in the frictional losses for both conditions. The dip in bubble
size is observed at different feedback conditions when the global flow rate is different. However, it is
the same frequency at which bubble size reduction is observed, demonstrating that the change in
global flow results in no significant shift in the frequency ‘sweet spot’, ~150 Hz. Of note is that not
only is a similar trend being observed at these different flow rates but there is also a clear indication
of the dip in bubble size at the specific flow rate and frequency that seems to be characteristic of
this newly discovered ‘sweet spot’. It is interesting to note that the extent of the dip in bubble size
varies with the flow rate and therefore on the amplitude of fluidic oscillator. The ‘sweet spot’ depends
on the fluidic circuit i.e., aerator, liquid, fluidic oscillator, and gas aside from incoming flow rate.
Amplitude is one of the major causes for a bubble size reduction which results in higher frequencies
and bubble throughput.

Figure 10 shows the amplitudes and the differences seen for the different resonant conditions
and shows the resonant condition for these configurations. It is seen that there is a greater decrease
in bubble size for the higher feedback condition (i.e., higher amplitude), as also observed for higher
fluidic oscillator incoming flow rate. This happens at a higher frequency because of the change in the
‘sweet spot’ condition. This means that the amplitude is higher for the same condition. This results
in the lowest feedback condition having the ‘largest’ bubble size for its sweet spot condition. There
is a smaller difference between OD 4 mm and OD 6 mm condition due to smaller differences in the
feedback introduced as compared to the OD 10 mm. This increases the condition substantially resulting
in an increase in the effect observed.

 

Figure 10. Comparison between amplitudes for the resonant conditions or ‘sweet spot’ ( —OD

4 mm, —OD 6 mm , —OD 10 mm).
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2.9. Mechanism for the Resonant Mode Condition or ‘Sweet Spot’

Bubble size is directly proportional to the rise velocity and inversely proportional to the bubble
wake and liquid present in the system. There are two ways that can be used to increase the amplitude
to test the hypothesis we have proposed—increase it by imposing a higher feedback (i.e., 10 mm
OD volume) or by increasing the flow through the fluidic oscillator (86/92 lpm). Both conditions
have been used in this study and this provides several conditions to observe for fluidic oscillation
mediated bubble formation. The change between the OD 4 mm and OD 6 mm is not as significant as
between the two and OD 10 mm. This is due to the large feedback introduced in the system in order to
cause an improved performance regime in terms of momentum of the jet as well as amplitude of the
oscillatory pulse.

This results in different systems being imposed whilst keeping the rest of the system as constant as
possible. The reason why different aerators were not used was because it would be difficult to compare
two aerators (they can have several different properties—wettability, porosity, thickness, mesoporosity,
polydispersity of orifice sizes, material of fabrication, and pressure drop across the membrane.

3. Dimensionless Analysis

The dynamics of bubbles generated in an oscillatory system can be defined by dimensionless
quantities such as the Weber Number—We, Stokes Number—Sk, Strouhal Number—Sh and
Reynolds Number—Re.

We is defined as the ratio of the inertia of fluid to its surface tension and determines the curvature
of the bubble which means smaller the bubble greater is the curvature and higher is the surface tension
and higher the We. Sk relates the bubble size to the rise velocity of the system whereas the Sh is used for
oscillatory systems and for the fluidic oscillator, helps determine the frequency of bubble generation
and the characteristics of the fluidic oscillator, especially the oscillatory flow and bistability.

Conjunctions occur when either of these values is unbalanced, leading to a bigger bubble size
being observed. Greater unbalance leads to coalescence in the system. Tesař et al. [50] describes the
case of the smallness of microbubble being limited due to coalescence:

Sht =
f L
V

(5)

Re =
ρVDh

μ
=

Vb
ν
= v

.
M
hν

(6)

Sk =
f b2L

V
(7)

We =
w2Db
2vσ

(8)

We =
f 2D3

b
2vσ

n (9)

f = oscillation frequency (Hz), L = length of feedback loop (m), V = supply nozzle bulk exit
velocity (m/s), b = Constriction width (m), ρ = density (kg/m3), η = viscosity (Pa.s), Dh = Hydraulic
diameter (m), v = specific fluid volume (m3), w = bubble rise velocity (m/s), Db = bubble diameter (m),
and σ = surface tension (N/m).

Sanada et al., [51] discussed the coalescence observed in rising bubbles and the interactions
between two rising bubbles. This interaction depends on the rise velocity, (therefore size) and the
rate of formation of the bubble (oscillation velocity in case of fluidic oscillator). Therefore this means
that coalescence is directly related to the We, (bubble formation and size), Sk (bubble rise and size),
Sh (bubble formation via oscillation and oscillatory flow) and Re (determining the momentum carried
by the bubble due to the pulse). This, coupled with the resultant bubble wake and zeta potential
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(if any due to presence of ions/ surfactant layers on the system), defines the ultimate bubble size.
This does not account for the fact that the surface of the membrane generating the bubble (involves the
We and WeOscillatory since surface tension is involved) and the orifice size (dependent on Sh since it is
the constriction that determines the bulk exit velocity of the orifice).

A conclusion to be drawn from this is that if there is the appropriate balance in the system,
(with respect to rise velocity, frequency of bubble generation, bubble size and orifice diameter),
analogous to a resonant mode of the system where these conditions are balanced just about correctly,
then bubble conjunctions would be avoided leading to a significant size reduction in the bubbles.
This is a substantial reduction in size by optimising the parameters of an existing system without any
modifications or retrofitting. The amplitude of the pulse is also important as it increases the Sk and Sh
which results in lesser conjunctions and coalescence.

• Force Balance:

Balancing the forces on the bubble being formed as seen in Figure 11.

Bubble 
engendered 

from an orifice  

Orifice  

FBuoyancy FMomentum 

FDrag 

FInertia FWettability  

FNegligible components —

Bassett forces, wake, and 

others.  

Figure 11. Bubble forces resolved (adapted from [52]).

Figure 11 shows the forces on a bubble detaching and being formed. The buoyancy force and
momentum force act upwards, the cosine component of the wettability (anchoring force), drag force,
surface tension act downwards. For an orifice of diameter D, density of liquid—ρL, density of gas—ρg

and volume of bubble former—Vb, the following equations are obtained for the forces acting upwards:

• Bouyancy Force

FBouyancy = Vb
(
ρL − ρg

)
g (10)

Vb =
1
6

π d3
b (11)

resulting in:

FBouyancy =
1
6

π d3
b
(
ρL − ρg

)
g (12)
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• Momentum Force

FMomentum =
1
4

π D2
o u2

o ρg (13)

taking downward forces into account.

• Wettability Force

FWettability = π Do σ cos θ (14)

where θ is the wetting angle / contact angle made by the engendering bubble and the surface and σ is
the surface tension force / anchoring force/ wetting force and Do is the diameter of the orifice.

• Drag Forces

FDrag Force =
1
2

Cd ρL
π

4
d2

b u2
b (15)

with the rise velocity denoted by ub.

• Bubble Inertial Force

FIF =
d
(

ub Vb ρg

)
dt

=
ρgQ2 V

−2
3

b

12 π
( 3

4π

) 2
3

(16)

where Vb is the bubble volume, ρg is the gas density, ρl is the liquid density, g is the acceleration due to
gravity, Db is the bubble diameter, D is the orifice diameter, ub is the rise velocity of the bubble centre ,
Cd is the drag coefficient and Q is the volumetric gas flow rate.

Our hypothesis comes from the fact that the bubble formation is most dependent on frequency
of the system for oscillatory flow and the amplitude associated with it. If these two are appropriate,
such that the bubbles are formed at regular intervals, fast enough to have substantial size reduction
(reduction of pulse length and increase in throughput) and not too fast as to coalesce, with the increase
in amplitude such that the bubble will cut off instantaneously and not coalesce. Balancing these forces
together would result in pinch off. Compensation must be provided for the bubble rise and pinch off
due to the oscillatory flow. The force balance turns out to be complicated due to the oscillatory waves
and the hybrid synthetic jet engendered by the oscillator, resulting in a highly non-linear system.

• Prediction of Bubble Size at Resonant Frequency (Volume-based Bubble Size)

It is seen in Tesař et al. [53] that the bubble rise is dominated by the coalescence and each individual
coalescing bubble leads to an increased probability for another staged coalescence which leads to
largeness in bubble size as compared to the orifice. Once two bubbles merge together, due to the
increase in size and the change in the surface energy as well as the energy associated with the ascent,
it is easier for the other bubble to catch up with it. This is better explained by the concept of bubble
wake. Each bubble creates a wake (region of lower pressure) upon being created and this allows other
bubbles to catch up, coalesce and result in larger bubbles.

Therefore, the smaller the bubble that is created will result in a smaller wake. However, it is easier
for the small bubble to be affected by a wake of another bubble (especially a larger one—which is why
a smaller bubble generated after a larger one usually results in coalescence.

The active diffusing area of the aerator is 0.15 × 0.03 m2. The bubble flux recorded by the acoustic
bubble spectrometry is based on the capture rate or acquisition rate that is set for the system at 200 ms.
The 200 ms ensures that the flow in the system is captured at a fixed rate and this results in a delimiting
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information due to the resultant lower acquisition observed. The capture results in determining the
flow to be 0.5 lpm. Using these results, a size of 74 μm approximately is observed. This is thus the
minimum size achieved for this. Taking this value and placing it in the equations (10–16) results in the
bubble formation force, and taking a frequency of 150 Hz as the bubbling frequency, and the bubble
flux from the ABS (120,000) it results in a pulse requirement of 0.007 bar to detach the bubble. This has
been achieved by the oscillator as observed in Figure 5 and therefore explains the sweet spot possibility
for these conditions of resonance.

Figure 5 shows that the amplitude of the pulse is approximately 0.2 V, which is equivalent to
0.02 bar. This is roughly twice the required pulse strength for the bubble formation and this is why the
bubble is detached at the frequency. Judging by that, the frequency band is slightly wide due to the
lack of coalescence at this point.

The amplitude of the pulse reduces as the frequency increases for the same flow resulting in
intermittent pinch off (since the amplitude is important for imparting sufficient force for bubble
detachment). Lower frequency has a larger amplitude but the rate of generation is not fast enough.
Additionally as can be seen in Tesař ([34,50]), the coalescence perpetuates the higher rise velocity of
the larger bubble. This results in larger bubbles for the non-resonant conditions at lower frequencies.
Therefore, the resonant condition or ‘sweet spot’ is possibly the only condition where the amplitude,
frequency, and size are balanced so as not to have bubble coalescence.

There is greater amplitude for the higher feedback condition which results in the ‘sweet spot’
occurs at a higher frequency (250 Hz). This is what results in the larger increase in the number of
bubbles throughput.

• Prediction of Bubble Size at Resonant Frequency (Number of Bubbles-Based Bubble Size)

This paper has placed a lot of emphasis on bubble size suitable for transport phenomena but for
finding out what the actual bubble size is, when compared to those that have been reported previously,
such as Hanotu et al. [19], the size distribution based on number of bubbles calculation—NAv, provides
a better idea for those applications concerned with size of the bubbles (flotation/DAF for example) in
Figure 12.

 

Figure 12. This is an example of the sweet spot for the average bubble size when one considers
number of bubbles as opposed to the volume fraction of bubbles. The sweet spot changes slightly

but there is still a dip observed at the higher frequencies ( —OD 10 mm (92 lpm), —OD 6 mm
(92 lpm), —OD 4 mm (92 lpm), —OD 10 mm (86 lpm), —OD 6 mm (86 lpm), —OD
4 mm (86 lpm)).

This brings down the average bubble size reduction producing about 7 μm size bubbles in terms
of average size distribution which makes it suitable for generating the bubbles for flotation studies.
The ‘sweet spot’ changes to 200 Hz. This is because the size distribution changes due to the change in
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flow dynamics. The flow results in this size change as the effect of the number of bubbles cannot be
discounted just as the volume average bubble size depends on the dispersity of the size distribution.

An example is provided herewith: The outlet flow of the diffuser measured at 0.1 lpm
(1.67 × 10−6 m3/s) for which, when corrected for the 200 ms acquisition rate of the ABS is
Q = 3.33 × 10−7 m3/200 ms. N = No of Bubbles— Approximating total number of bubbles as 120,000 as
an average measured from the readings, assuming that the distribution is narrow (for the purposes of a
general understanding).

Assuming that since bubble pinch-off force (by using Equations (10)–(16)) results in 0.007 bar,
and the pulse of the oscillator is an average of 0.02 bar, it exceeds the force required for bubble pinch-off
(cf. Figure 5). As seen from the FFT of the pulse for the oscillator, the pulse strength is at 0.02 bar per
pulse which ensures that there is sufficient momentum and amplitude to generate the bubbles and
ensure that the bubble detaches at each oscillatory pulse, so it is an accurate assumption providing no
coalescence takes place. This is why the sweet spot is likely at 200 Hz as for the same momentum the
force of the bubble pinch-off seems to be at the appropriate level. Figure 5 is shown herein for reference.
This has been done in order to reduce the bubble size by matching the bubble formation characteristics
to achieve the lowest possible bubble size and by increasing the amplitude of the oscillation in order to
impart momentum to the jet and therefore the bubble so that it has a higher rise velocity. This reduces
the bubble coalescence when the appropriate conditions are met. Too slow, and the bubble does
not detach quickly enough and therefore coalesces, too fast, and the bubble cannot detach due to
reduced amplitude and pinch-off. At the right frequency and amplitude, what we term—resonant
condition or ‘sweet spot’, one can detach the bubble at the smallest possible size for that system and it
is significantly smaller than what was originally possible via conventional steady flow. This is achieved
for the frequency at 200 Hz. Since f = 200 Hz means that it is per second, for 200 ms, the equivalent
frequency to be considered would be 40 Hz.

Using the A = diffusing area (0.15 × 0.03 m2), and assuming that all the flow forms a bubble (there
are no leaks and the bubble sizes are small enough to form bubbles rather than slugs:

Vav = Average Volume o f bubble f ormed =
Q

AN feq

which results in DB i.e., (2r) = 6.8 μm for 200 Hz.
This is in close agreement to the size obtained in the system. Depending on changes introduced

to the system, these values will change. Whilst these values will change depending on the system,
the work supports the presence of the resonant bubbling condition that can occur in any oscillatory
flow mediated bubble generating system.

Figure 13 shows the calculations for a sweep for bubble formation via frequencies juxtaposed with
the size for the bubbles that would be formed. There is an extension but this is likely due to the fact
that at lower frequencies, steady bubble formation dominates as it is results in faster bubble pinch-off.
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Figure 13. Calculated value as compared to the average bubble size garnered experimentally. Deviation

from the sweet spot is less than 0.0001%. —Calculated —OD 10 mm (92 lpm), —OD 6 mm
(92 lpm), —OD 4 mm (92 lpm), —OD 10 mm (86 lpm), —OD 6 mm (86 lpm), —OD
4 mm (86 lpm).

As discussed earlier, 0.25–0.4% of the U.K.’s energy use is utilised for WWA operations. This is not
discussed earlier These energy requirements could be substantially reduced by bubble size reduction.
The 10 fold size reduction would provide a significant increase in the transport phenomena associated
with the bubbles. The cost of adding the fluidic oscillator is based on the pressure drop of the
oscillator, which for an industrial plant would typically be about 400 mbar for a large scale system.
The cost of frequency modulation in terms of energy is negligible. This is also applicable for several
other applications and remediation steps including aeration of waste streams, oxidation of volatiles,
advanced oxidation processes, and other treatment techniques. Several other processes exist where
gas-liquid operations are involved and bubble sizes are required to be small.

4. Conclusions

This paper reports several scientific results. One of the major ones is the exploration of a new
regime for bubble generation mediated by oscillatory flow which reduces coalescence and results in
the smallest bubble formation for a given system (number averaged or volume averaged) at specific
conditions of detachment with no additional energy.

The ability to generate substantially smaller bubbles, useful for several applications, by simply
engineering the conditions for bubble formation under oscillatory flow such that the frequency and
amplitude are maintained is a shift in understanding for bubble formation dynamics. Whilst oscillatory
flow results in bubble size reduction over the gamut of frequencies, at a particular frequency, specific
to a particular set up (but valid for other set ups as seen with different configurations), a substantial
reduction in bubble size (≈60%) is observed. It has been hypothesised that tuning of all the different
parameters controlling bubble formation will result in a smaller overall bubbles size, presumably by
the combined effect of more efficient pinch off and reduced coalescence. This has resulted in a large
size reduction from a typical bubble size distribution produced in a system. Conventional bubble
generation would have produced bubbles of sizes: 650 μm (volume averaged) and 250 μm (number
averaged), whereas the fluidic oscillator would result in an average size of 120 μm (volume averaged)
and 14 μm (number averaged), and the sweet spot would result in 60 μm (volume averaged) and 7 μm
(number averaged).

The addition of the fluidic oscillator reduces the bubble size to a certain extent but coalescence
prevents the size being smaller than a certain range. This adds an additional pressure drop across
the system by 20–150 mbar in the system (system dependent) which is insignificant compared to the
actual savings in terms of surface energy. A further reduction of bubble size is achieved, without any
additional cost to the system, which then brings about a step change in any gas liquid operation and
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overcomes any of the limitations that had been posed earlier for using microbubbles for mass transfer
in gas-liquid operations. A 60% reduction in bubble size from what was already a reduced bubble
size, resulting in a 10-fold reduction in bubble size with suitable tuning and adding a pressure drop of
150 mbar maximum, is paradigm shifting and has the potential to change the processing industry.

An example can be seen in DAF, which has been discussed at the start. In order to achieve a
70–100 μm bubble size (number averaged), 12–14 bar of pressure is used to generate the flux and
throughput required. We can achieve a 10-fold reduction for this size (7 μm) with a tuned frequency,
fluidic oscillator, and aerator totalling 2.15 bar(g) total pressure which means that the energetics
involved in order to get 10 times larger size bubbles will result in substantial reduction. A simplistic
approach will be to relate energy with pressure as a proxy and the energetics for a specific process
can be taken into account. The fact the frequency modulation for a bistable diverter valve (the fluidic
oscillator) does not require any additional energy input, but results in a 60% reduction in bubble
size (increase in associated transport phenomena) [9,11,29], and is a 10-fold reduction in bubble size
(100–fold increase in interfacial area) by using this tuned oscillator as opposed to a conventional steady
flow system. The substantial energy saving and increase in transfer efficiencies for any gas-liquid
operation involved results in widespread ramifications. This is not limited to only bistable diverters but
all oscillatory flow systems as it is actually dependent on oscillatory flow and the control of frequency
and amplitude as opposed to using a specific system.

These wider implications are not only limited to DAF, but for all operations that can be thought
of as gas-liquid contacting or processing including aeration, gas-liquid contacting operations which
constitute a large proportion of industrial processes, biochemical reactors, fermenters, remediation
processes, digesters, incubators, bioreactors, and others.
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13. Tesař, V. What can be done with microbubbles generated by a fluidic oscillator? (survey). EPJ Web Conf.

2017, 143. [CrossRef]
14. Makuta, T.; Takemura, F.; Hihara, E.; Matsumoto, Y.; Shoji, M. Generation of micro gas bubbles of uniform

diameter in an ultrasonic field. J. Fluid Mech. 2006, 548, 113–131. [CrossRef]
15. Shirota, M.; Sanada, T.; Sato, A.; Watanabe, M. Formation of a submillimeter bubble from an orifice using

pulsed acoustic pressure waves in gas phase. Phys. Fluids 2008, 20. [CrossRef]
16. Stride, E.; Edirisinghe, M. Novel microbubble preparation technologies. Soft Matter 2008, 4, 2350–2359.

[CrossRef]
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Abstract: The present paper describes some aspects of the bubble size and concentration of a
microbubble pump with respect to flow and pressure conditions. The microbubble pump used in the
present study has an open channel impeller of a regenerative pump, which generates micro-sized
bubbles with the rotation of the impeller. The bubble characteristics are analyzed by measuring the
bubble size and concentration using the experimental apparatus consisting of open-loop facilities;
a regenerative pump, a particle counter, electronic flow meters, pressure sensors, flow control valves,
a torque meter, and reservoir tanks. To control the intake, and the air flowrate upstream of the pump,
a high precision flow control valve is introduced. The bubble characteristics have been analyzed
by controlling the intake air flowrate and the pressure difference of the pump while the rotational
frequency of the pump impeller was kept constant. All measurement data was stored on the computer
through the NI (National Instrument) interface system. The bubble size and concentration are mainly
affected by three operating parameters: the intake air flowrate, the pressure difference, and the water
flowrate supplied to the pump. It is noted that the operating conditions that can most effectively
generate microbubbles in the range of 20 to 30 micrometers are at the pressure of 5 bar and at the
air flowrate ratio of 4.0 percent for the present pump. Throughout the experimental measurements,
it was found that the pump efficiency changed by less than 1.2 percent, depending on the intake
air supply. The performance characteristics of microbubble generation obtained by experimental
measurements are analyzed and discussed in detail.

Keywords: microbubble pump; bubble generation; pump efficiency; bubble size; concentration;
particle counter

1. Introduction

A microbubble defined as a bubble having the size of 50 micrometers or less and having several
unique characteristics resulting from their fine size [1]. It has the characteristics of a large surface
area due to its very small diameter, a slow rising velocity inside the liquid due to the low buoyancy
force, self-pressurized dissolution, a superior mass transfer efficiency, and a high dissolution rate.
Due to these characteristics, microbubbles are broadly applied in various fields; sewage treatment,
water purification technology, ozone water disinfection, mineral processing, natural ecology restoration,
bio-pharmaceutical production, fine chemical reactions, and so on [2,3]. With further applications
of microbubble technology in human life and industry, it has been getting more attention in recent
years. In addition to the field of application using the inherent characteristics of the microbubbles
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above, they have the potential to be applied in applications such as non-detergent cleaning, skin care,
sterilization cleaning and anion effect generation.

The formation and growth mechanism of microbubbles is closely related to cavitation which
is one of the hydrodynamic phenomena. Although it is able to be used as a method for generating
microbubbles in research area, it is not used in large-scale bubble generation applications due to high
cost and technical reasons. Therefore, the following methods are generally used for bubble generation.

Typical bubble generation methods include pressurized dissolution type, gas–water circulation
type, and Venturi-type. For the pressurized dissolution type bubble generator, microbubbles are
generated as the pressure decreases due to injecting pressurized air into a water tank. The method
uses a supersaturated condition to dissolve gas under high pressure of 3–4 bars and the gas becomes
very unstable and escapes from the water [4]. As a result, microbubbles are generated in a very
short time. Kim et al. [5] investigated the effect of swirling chamber and breaker disk on bubble
generation by pressurized dissolution method. For the gas–water circulation type bubble generator,
Takahashi [6] proved that gas mixed in a vortex flow changes continuously into microbubbles as it is
broken down by the vortex. Ikeura et al. [7] found that ozone microbubbles generation by pressurized
dissolution type is more efficient than gas–water circulation type to remove the residual pesticide in
vegetables. The Venturi-type bubble generator is similar to the pressurized dissolution type in the
bubble generation method and has been widely used due to its simple structure. Yoshida et al. [8]
found that microbubbles were generated through the collision of a gas with the pressure wall formed
by a shock wave. Yin et al. [9] conducted an experimental study on the bubble size distribution in the
turbulence flow for the Venturi-type bubble generator and proved that the averaged bubble diameter
has a dependence on the Reynolds number. Uesawa et al. [10] researched the mechanism of the bubble
breakup phenomenon in a Venturi tube and obtained experimental results that the bubbles expanded
once into a divergence region of the Venturi tube and then contracted rapidly and broke up into a
great number of fine bubbles. Gordiychuk et al. [11] investigated the effects of the flowrates of air and
water on the bubble size for a Venturi tube connected bubble generator. They measured bubble size
by picturing the flow and using a post-processing algorithm. Zhao et al. [12] visualized the details
of the transportation of individual bubbles in a Venturi tube by using a digital image analysis (DIA)
method. An extremely rapid deceleration and intense breakup process was observed at the entrance of
the diverging section of the bubble generator.

The bubble generator types described above are based on the assumption that the growth and
release of a sphere bubble is formed from nozzles or orifices, and this process consists of bubble
expansion stage and collapse stage [13]. This complex process of the bubble formation necessarily
involves a variety of additional techniques for precisely controlling the bubble size and amount of
production. On the other hand, a microbubble pump generates microbubbles by forming a vortex flow
using centrifugal force in the radial direction and reaction force in the circumferential direction by
rotation of impeller.

The microbubble pump with a regenerative pump type impeller (hereinafter, the term
‘microbubble pump’ is used.) has the advantages of continuous micro-sized bubble generation
and a being compact single unit. In addition, the microbubble pump is able to be applied to
any small-scale application requiring microbubbles, and is easy to maintain, due to its simple
structure. The microbubble pump adopted in the present study has a disk-type impeller with
many vanes on its periphery rotating in an annular flow path as that is usual in conventional
regenerative pumps. Therefore, it follows inherent characteristics of a regenerative pump, such as
having high pressure at a low flow capacity [14]. Despite the relatively low mechanical efficiency
compared to the other types of pumps having an equivalent impeller diameter, the regenerative
pump has advantages, such as versatile capacity and scalability, low production cost, and robust
reliability. Until now, researchers on regenerative turbomachinery have been interested in improving
efficiency and performance. Karlsen-Davies and Aggidis [15] reviewed overall aspects of regenerative
pumps and their basic principle of operation, areas of application, performance challenges, and the
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improvement of geometrical parameters. Quail et al. [16] carried out parametric design through
one- and three-dimensional numerical techniques and Jeon et al. [17] tried to enhance the pump
performance using an optimized design. Shimizu et al. [18] experimentally analyzed the flow patterns
and the bubble size of methane–water two-phase flows.

The microbubble pump has both functions of a regenerative pump and a microbubble generation
in a pressurized condition. The regenerative pump having multi impeller blades generates high
suction pressure with the rotation of the impeller, and thus sucks gas through tube installed upstream
of the pump. The inhaled gas mixes with water inside the pump and dissolves. It is noted that the
microbubble pump is able to remove water-soluble gases effectively in chemical plant environments
without complicated processes [19]. Also, it has the potential to replace the bubble generator applied
to conventional dissolved air flotation (DAF) systems and has an advantage in terms of operating cost
and energy saving [20].

Despite the various advantages described above, research on the microbubble pump has been rare
until now. This is especially true when considering the bubble size and the concentration generated
from the microbubble pump with respect to operating conditions which are important in evaluating
the pump performance.

In the present study, the bubble size and the concentration of a microbubble pump are investigated
by experimental measurements. To measure the bubble characteristics with respect to flowrate and
pressure conditions, an open-looped measuring facility has been designed. A particle counter having
optical sensors and an infrared laser and a tube-linked peristaltic pump are used for analyzing the
microbubbles generated from the pump. Bubble characteristics are also measured by controlling the
intake air flowrates and the pressure rise of the pump, while the rotational frequency of the pump
impeller was kept constant. All measured data is stored on the computer through the NI interface
system. The characteristics of generated microbubbles are obtained by experimental measurements
and are analyzed and discussed in detail.

2. Experimental Setup

2.1. Microbubble Pump

The microbubble pump introduced in the present study has an open channel impeller, as shown in
Figure 1. It has a duct inlet for water and a port for air supply, and a duct outlet for discharging water
with microbubbles. The pump is composed of a regenerative impeller with multiple blades, a casing,
and a dissolution tank for discharging the pressurized and mixed bubble water. Jang et al. [21,22]
conducted a numerical analysis of a regenerative blower and observed that the fluid passes through
each impeller blade with recirculation flow. In the same manner as the microbubble pump,
the regenerative impeller induces higher a pressure at the inlet than the outlet and the local recirculation
flow at each blade passage produces microbubbles by mixing and crushing the water and air supplied.

 
(a) (b) 

Figure 1. Schematic view of test microbubble pump: (a) overall view; (b) pump.
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The pump is made of stainless steel with capacity of 1.1 kW at rated operating conditions.
A mechanical seal is installed between the pump casing and the drive shaft to prevent water leakage
at high-pressurized operating conditions. The detailed specifications of the test pump are shown in
Table 1. The flow and pressure coefficients of the pump from performance test at rated operating
condition are 0.39 and 2.04, respectively. The outer diameter of the impeller is 72.6 mm and the number
of blades is 48.

Table 1. Specifications of test microbubble pump.

Parameters Value

Flow coefficient 0.39
Pressure coefficient 2.04

Rotational speed, rpm 3550
Diameter of impeller, mm 72.6

Number of impeller blades, ea 48

The flow coefficient (φ) and pressure coefficient (ψ) of the pump are defined as follows.

φ =
Q

AUt
(1)

ψ =
2ΔP

ρwUt2 (2)

where Q is the volumetric flowrate of water, ΔP is the pressure rise between the inlet and outlet of the
microbubble pump, Ut is the rotational velocity of the pump impeller at the blade tip, ρw is the density
of water, and A is the cross-sectional area of the side channel of the microbubble pump.

2.2. Experimetal Apparatus and Method

Figure 2 shows the schematic diagram of the experimental apparatus of the microbubble pump.
Using the experimental apparatus of the pump, the generation feature of the microbubbles and the
bubble sizes are measured and analyzed with respect to the pump’s operating conditions. A water
tank having the capacity of 1 ton is installed upstream of the pump to stabilize the water supply to
the microbubble pump. The experimental apparatus has an open-loop water supply system, so the
large water tank is necessary to keep the water supply continuous. Upper and lower reservoirs made
of acrylic are installed upstream and downstream of the test pump for the checks of the water level
and the visual monitoring of the microbubbles. The water level of the upper reservoir is kept constant
by the optimal operation of the pump installed between the water tank and the upper reservoir.
Mixed water containing microbubbles flows into the lower reservoir through the pipeline at the bottom
of it, and the vertical height from the discharge port to the free surface is 0.42 m.

Two electronic flow meters are installed upstream of the microbubble pump to measure the
flowrate of the supplied water and the air sucked to the microbubble pump, respectively. As for
measuring the water flowrate supplied to the pump, the electronic flow meter having a range between
7 and 150 LPM (liter per minute) has been used (VVX25, Sika, Kaufungen, Germany). Considering
the small air flowrate to the pump, a thermal flowrate sensor with high sensitivity and high response
characteristics is introduced. The air flowrate meter has a measuring range between 0 and 2 LPM
(CMS0002, Azbil, Tokyo, Japan). Two electronic pressure sensors are installed, one upstream and one
downstream of the test pump to measure the pressure difference of the pump. A pressure sensor
(model: PSAN-(L)V01C(P)A, Autonics, Busan, Korea) having a range between −101.3 and 0 kPa is
installed upstream of the pump. On the other hand, a pressure sensor up to 1000 kPa has been used
for measuring high positive pressure (model: PSAN-(L)1C(P)A, Autonics, Busan, Korea). Two valves
are installed to control the suction air flowrate and the pressure of the pump.
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Figure 2. Schematic diagram of a microbubble pump experimental apparatus. (F: electronic flow meter,
P: electronic pressure sensor).

The pump driving system is introduced to control the rotational speed of the pump and to
measure the pump driving torque. A servo motor (FMA-CN10-AB00, Higen, Changwon, Korea) of
1.0 kW is installed to drive the pump at a constant rotational speed. A torque meter with a tachometer
(SS-100, Ono Sokki, Yokohama, Japan) is selected for measuring the rotational speed and the torque of
the pump.

A microbubble counting system is used to measure the size and the concentration of the
microbubbles that are generated by the microbubble pump in respect to time. As shown in Figure 3,
a microbubble counting system consists of a peristaltic pump, a particle counter, and a data processing
PC. A particle counter (PC3400, Chemtrac, Norcoss, GA, USA) having optical sensors and processing
electronics, including an infrared laser, is introduced. The measuring range of the bubble size is
between 2 and 125 μm while the pump flowrate of the microbubble into the particle counter is kept
at 75 mL/min. A constant flow pump (JWS-600, JenieWell, Seoul, Korea) is used to send a constant
amount of the microbubbles to the counting system through a tube-linked peristaltic pump (JWS-600,
JenieWell, Seoul, Korea).

 

Figure 3. Picture of a microbubble pump experimental apparatus.
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Microbubbles have very sensitive characteristics, depending on the pump pressure and suction air
flowrate. In order to measure the performance characteristics of microbubble generation, the measuring
ranges of variables, such as pressure and air flowrate, are determined through preliminary experiments.
The experimental conditions are shown in Table 2. In the table, the air flowrate ratio, Ra, represents the
ratio of the air flowrate and the water flowrate.

Table 2. Experimental conditions.

Variables Value

Air Flowrate Ratio (Ra), % 0.8–4.8
Pump pressure, bar 4–6

Rotational speed of impeller, RPM 3550

3. Result and Discussion

3.1. Performance Curve of Test Microbubble Pump

Prior to measuring the microbubbles generated, the pump performance is obtained by an open
loop pump test facility, as shown in Figure 4. It is noted that the pump performance is determined by
the water supply only, in the absence of air suction. Mechanical efficiency (η) of the pump is derived
from following Equation (3).

η =
QΔP
Tω

(3)

where T and ω are the torque acting on the rotational axis and the angular velocity of the microbubble
pump impeller, respectively.

Figure 4. Performance curve of test microbubble pump.

3.2. Bubble Size and Distribution

Since the diameter of microbubbles are usually considered to be 50 micrometers or less, the present
study also analyzes the bubble size range. Figures 5–7 show bubble concentration (c) with respect to
the bubble diameter (d) at the three different pump pressure conditions, while the air flowrate ratio (Ra)
also being changed. The particle counter used for the measurement of the bubble size and concentration
automatically converts the total counts of particles to the volume of them and displays the concentration
of particles in ppb. That is, the bubble concentration in the unit of ppb means the relative volume ratio
of air and water with a scale of one billionth. It is noted that the bubble concentration is determined at
the fixed rotational speed of impeller of 3550 rpm. As shown in Figure 6, the bubble concentration is
higher when the pump pressure is at 5 bar, than the other two pressures in Figures 5 and 7. A higher
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bubble concentration is distributed between the 20 and 30 micrometer bubble diameters at a pump
pressure of 5 bar, as shown in Figure 6. When considering the microbubble generation by mixing
the water and suction air at the blade passage with the rotation of the impeller, it is understood that
optimal pump pressure is important to generate a higher concentration of microbubbles. On the other
hand, the amount of suction air is also an important factor for bubble generation.

Figure 5. Bubble concentrations at the pump pressure of 4 bar.

Figure 6. Bubble concentrations at the pump pressure of 5 bar.

Figure 7. Bubble concentrations at the pump pressure of 6 bar.
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Figure 8 shows the bubble concentration with respect to the air flowrate ratios at the pump
pressure of 5 bar, which is the optimal operation condition for microbubble generation. As shown in
the figure, the microbubble concentration at the range of 20–30 micrometers is the most prevalent when
compared to other ranges. It is noted that the most efficient operational condition for microbubble
generation is located near the 4.0 percent air flowrate ratio. The bubble concentration increases with
the increase of the intake air flowrate ratios from 0.8 to 4.0, and then rapidly decreases at 4.8 percent.
Thus, the optimal intake air amount for the maximum bubble concentration can be determined.

Figure 9 shows microbubbles from the maximum generation condition with the pump pressure
of 5 bar and the air flowrate ratio of 4.0 percent, and the minimum condition with the pump pressure
of 4 bar and the air flowrate ratio of 3.2 percent. Unlike to the picture of Figure 9a, the microbubbles
have a gray milky color under the best operational condition in Figure 9b.

Figure 8. Bubble concentration with respect to the airflow ratios at the pump pressure of 5 bar.

 
(a) (b) 

Figure 9. Picture of microbubbles: (a) pump pressure of 4 bar and air flowrate ratio of 3.2 percent;
(b) pump pressure of 5 bar and air flowrate ratio of 4.0 percent.

3.3. Effect of Intake Air Flowrate on Pump Performance

In order to understand the effect of the suction air flowrate on the pump performance, the pump
performance is compared at the operational conditions of the pump, with the pressure of 5 bar and the
air flowrate ratio of 4.0 percent, as shown in Figure 10. This operation condition corresponds to the
maximum generation of microbubbles. As shown in the figure, pressure and efficiency have a similar
tendency for both air suction conditions, while the maximum difference of the pump efficiency is less
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than 1.2 percent. Therefore, the performance difference of the microbubble pump can be neglected
depending on the air flowrate ratio.

Figure 10. Effect of the suction air flowrate on the pump performance.

3.4. Relationship between Microbubble Generation and Dissolved Oxygen

For measuring the dissolved oxygen concentration during microbubble generation, a dissolved
oxygen meter with a range between 0 and 90 mg/L has been used (Orion Star A223, Thermo Scientific,
Waltham, MA, USA). Its resolution is 0.01 or 0.1 mg/L and has a relative accuracy is ±0.2 mg/L.

Figure 11 shows the dissolved oxygen and microbubble concentration with respect to time at
the pump pressure of 5 bar and the air flowrate of 4.0 percent, which is the maximum microbubble
generation condition. The dissolved oxygen concentration is measured during microbubble generation.
As shown in the Figure, dissolved oxygen rapidly increases up to 180 s after pump operation,
then increases more gradually, subsequently decreasing rapidly after stopping pump operations
at 420 s. It can be seen that the tendency of the oxygen dissolved amount changing in resects to time is
the same as the generated amount of microbubbles. From these results, it can be said that the time
variation of the oxygen concentration and the concentration of microbubbles measured in the present
study have a close relationship from generation to extinction.

Figure 11. Dissolved oxygen and microbubble concentration in respect to time at the pump pressure of
5 bar and the air flowrate ratio of 4.0 percent.
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3.5. Correlation between Microbubble Diameter and Terminal Rise Velocity

The terminal rise velocity estimated at the lower reservoir where the microbubbles generated
from the pump are stored as shown in Figure 3 is compared to theoretical Equation for spherical fluid
body derived by Hadamard and Rybczynski as follows [23,24].

Ut(H−R) =
2Δρgr2

9μ

μ + μ′

2μ + 3μ′ (4)

where Ut(H−R), Δρ, g, r, μ and μ′ are the terminal rise velocity, the difference in density between air
and water, gravitational acceleration, the radius of the microbubble, viscosity of water and internal
viscosity of air, respectively. In case of negligible internal viscosity like air, Equation (4) and diameter
of microbubble become following Equations:

Ut(H−R) =
Δρgr2

3μ
(5)

d =

[12μUt(H−R)

Δρg

]1/2

(6)

where d is the diameter of microbubble.
As shown in Equation (6), the bubble diameter can be predicted from the terminal velocity. In the

methodology to determine it, Parkinson et al. have introduced visualization and image analysis by
attaching a high-speed camera [25]. In this study, it was estimated from the time required for the
concentration change of microbubbles at the conditions under which the microbubble was generated
at the maximum for pump pressure of 4–6 bar.

Figure 12 shows the terminal velocity with respect to the microbubble diameter. In the figure,
Hadamard and Rybczynski indicate the theoretical relation between the microbubble diameter and
the terminal velocity. The microbubble diameters for three different pump pressures shows a similar
tendency to the theoretical formula of Hadamard and Rybczynski. In particular, the microbubble
diameter of about 20 μm determined at the pump pressure of 5 bar shows a relatively good agreement
to the value acquired from the theoretical formula. It is noted that the highest concentration of
microbubbles measured by the particle counter is at the pump pressure of 5 bar. Throughout the
theoretical comparison of the microbubble size based on the terminal velocity, it can be said that the
experimental study on the characteristics of microbubbles generated from the pump with respect to
operating conditions has been carried out properly.

Figure 12. Terminal rise velocity with respect to microbubble diameter.
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4. Conclusions

Bubble size and the concentration of a microbubble pump have been investigated by controlling
intake air flowrates and pump pressure of 4, 5 and 6 bar, while the rotational frequency of the pump
impeller was kept constant. The results are summarized as follows:

(1) Microbubble pumps with a regenerative impeller induce higher pressure differences from the
inlet to the outlet and local recirculation flow at each blade passage. Considering the microbubble
generation by mixing the water and suction air at the blade passage with the rotation of the
impeller, optimal pump pressure is important to generate a higher concentration of microbubbles.
It is noted that the amount of air suction is also an important factor for optimal bubble generation.

(2) Among the three different pump pressures, the bubble concentration of the test microbubble
pump is highest when the pump pressure is 5 bar. The highest bubble concentration is distributed
between the 20 and 30 micrometer bubble diameters, while the air flowrate ratio (Ra) is 4.0 percent.

(3) In the condition of higher bubble concentrations, it can be seen that pressure and efficiency of the
microbubble pump have a similar tendency, regardless of the air supply. In the present pump,
the maximum difference of the pump efficiency is less than 1.2 percent. So, the performance
differences of the microbubble pump can be neglected, depending on the air flowrate ratio.

(4) Throughout the measurement of the dissolved oxygen concentration during microbubble
generation, the tendency of the amount of oxygen dissolved to change with respect to time
is the same as the generated amount of microbubbles. It is noted that the time variation of
the oxygen concentration and the concentration of microbubbles have a close relationship from
generation to extinction.

(5) Using a theoretical comparison of the terminal rise velocity with respect to the bubble size derived
by Hadamard and Rybczynski, the microbubble diameters obtained from present measurements
show a similar tendency to the theoretical formula.
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Nomenclature

c concentration of microbubbles
d diameter of microbubble
g gravitational acceleration
r radius of microbubble
A cross-sectional area of side channel of microbubble pump
ΔP pressure rise between inlet and outlet of microbubble pump
Q volumetric flowrate of water
Ra air flowrate ratio
T torque acting on rotational axis of microbubble pump impeller
Ut rotational velocity of microbubble pump impeller
Ut(H−R) terminal rise velocity
Greek Letters

η machinical efficiency of microbubble pump
μ viscosity of water
μ′ internal viscosity of air
Δρ difference in density between air and water
ρw density of water
φ flow coefficient
ψ pressure coefficient
ω angular velocity of microbubble pump impeller
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Abstract: The main concern is to explore an electro-magneto hydrodynamic (EMHD) squeezing flow
of (Ag − Fe3O4/H2O) hybrid nanofluid between stretchable parallel Riga plates. The benefits of the
use of hybrid nanofluids, and the parameters associated to it, have been analyzed mathematically.
This particular problem has a lot of importance in several branches of engineering and industry. Heat
and mass transfer along with nonlinear thermal radiation and chemical reaction effects have also
been incorporated while carrying out the study. An appropriate selection of dimensionless variables
have enabled us to develop a mathematical model for the present flow situation. The resulting
mathematical method have been solved by a numerical scheme named as the method of moment.
The accuracy of the scheme has been ensured by comparing the present result to some already
existing results of the same problem, but for a limited case. To back our results further we have also
obtained the solution by anther recipe known as the Runge-Kutta-Fehlberg method combined with
the shooting technique. The error analysis in a tabulated form have also been presented to validate
the acquired results. Furthermore, with the graphical assistance, the variation in the behavior of
the velocity, temperature and concentration profile have been inspected under the action of various
ingrained parameters. The expressions for skin friction coefficient, local Nusselt number and local
Sherwood number, in case of (Ag − Fe3O4/H2O) hybrid nanofluid, have been derived and the
influence of various parameters have also been discussed.

Keywords: (Ag − Fe3O4/H2O) hybrid nanofluid; nonlinear thermal radiation; heat transfer;
chemical reaction; mass transfer; method of moment; numerical results

1. Introduction

An unprecedented and staggering development in the field of microfluidics, microelectronics,
optical devices, chemical synthesis, transportation, high power engines and microsystems, including
mechanical and electrical components, transforms the underpinnings of human life. These expansions

Energies 2019, 12, 76; doi:10.3390/en12010076 www.mdpi.com/journal/energies271
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further demand efficient cooling techniques, in order to manage the thermal performance, reliability
and long-term operational devices. The primitive thermal management techniques (like cooling
through liquids) seem to be deficient, in order to meet the challenges of thermal efficiency. Later on,
this issue has been resolved by dispersing nano-meter sized structures, within the host fluid, which
certainly influences its thermo-mechanical properties. In this regard, Choi [1,2] was considered as
the pioneer, who gave this concept and calls it ‘Nanofluid’. Many researchers have proposed various
theoretical models for thermal conductivity, by following his footsteps. Maxwell [3] worked on a
model for the thermal conductivity which is suitable only for the spherical shaped nanoparticles.
Further studies in this area lead us to a variety of models, containing the impact of, particle–particle
interactions (i.e., Bruggeman model, 1935) [4], particles shapes (i.e., Hamilton and crosser model
1962) [5] and particles distribution (i.e., Suzuki et al. 1969) [6]. Furthermore, researchers have found a
number of articles in the literature that covers the different aspects of the nanofluid. Some of them can
be found in the references [7–12].

In recent past years, a new class of nanofluids, entitled “Hybrid nanofluid”, have come into
existence that bears high thermal conductivity as compared to that of mono nanofluid. They have
brought a revolution in various heat transfer applications like nuclear system cooling, generator
cooling, electronic cooling, automobile radiators, coolant in machining, lubrication, welding, solar
heating, thermal storage, heating and cooling in buildings, biomedical, drug reduction, refrigeration,
and defense etc. In the case of a regular nanofluid, the critical issue is either they possess a good thermal
conductive network or display a better rheological properties. The nanocomposites (single handedly)
do not possess all the possible features which are required for a certain application. Therefore, by an
appropriate selection of two or more nanoparticles, hybrid nanofluid can lead us to a homogeneous
mixture, which possesses all physicochemical properties of various substances that can hardly be
found in an individual substance [13,14].

The distinctive features of hybrid nanofluid have gained the attention of worldwide researchers and
therefore a number of research articles have been published over the past few years. By employing a
new material design concept, Niihara [15] discussed that the mechanical and thermal properties of the
host fluid can be greatly enhanced, by the inclusion of nanocomposites.. Jana et al. [16] examined the
thermal efficiency of the host fluid, by incorporating single and hybrid nanoparticles. Suresh et al. [17]
takes into account a two-step method in order to synthesize water-based (AI2O3 − Cu) hybrid nanofluid.
Their experimental results reveal an improvement in the viscosity and thermal properties of the prepared
hybrid nanofluid. In their next study [18], the effects of (AI2O3 − Cu) hybrid nanofluid on the rate of
heat transfer have been investigated. Momin [19], in 2013, conducted an experiment to study the impact
of mixed convection on the laminar flow of hybrid nanofluid inside an inclined tube. By employing a
numerical scheme, Devi and Devi [20] investigated the influence of magneto hydrodynamic flow of H2O
based (Cu − AI2O3) hybrid nanofluid, over a porous dilating surface. With the aid of entropy generation,
the magneto hydrodynamic flow of water based (Cu − AI2O3) hybrid nanofluid, inside a permeable
channel, has been discussed by Das et al. [21]. Chamkha et al. [22], numerically analyzed, the time
dependent conjugate natural convection of water based hybrid nanofluid, within a semicircular cavity
The Blasius flow of hybrid nanofluid with water, taken as a base fluid over a convectively heated surface,
has been examined by Olatundun and Makinde [23]. Besides, in [24], Hayat and Nadeem incorporated
the silver (Ag) and copper oxide (CuO) as nanoparticles within the water, to enhance the rate of heat
transfer, over the linearly stretching surface.

These days, researchers have been attracted, to analyze the squeezing flows in various geometries.
Due to their significance, they have been involved in many practical and industrial situations, like
biomechanics, food processing, and chemical and mechanical engineering. They have also been
utilized, in order to examine the formation of lubrication, polymer processing, automotive engines,
bearings, injection, gear, appliances etc. These flow phenomena have been observed in different hydro
dynamical machines and devices, where the normal velocities are enforced by the moving walls of
the channel. Stefan [25] was the pioneer behind this concept. Later on, Shahmohamadi et al. [26]
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employed an analytical technique, to examine the time-dependent axisymmetric flow of a squeezed
nature. Recently, the effects of squeezing flow on nanofluid, confined between parallel plates, have
been investigated by M. Sheikholeslami et al. [27]. They also utilized the Adomian’s decomposition
method to find the solution of the respective flow model. Khan et al. [28] have taken into account,
the viscous dissipation effects along with slip condition, to analyze the two-dimensional squeezing
flow of copper-water based nanofluid. For solution methodology, they have employed a variation of
the parameters method. In 2017, the squeezing effects on the magneto hydrodynamic flow of Casson
fluid (inside a channel) have been thoroughly inspected by Ahmed et al. [29]. They have modelled the
respective flow problem and then solved it both numerically (Runge-Kutta scheme of fourth order)
and analytically (Variation of parameters method).

Gallites and Lilausis [30] came up with the idea of an electromagnetic actuator device, in order to
set up the crossed magnetic and electric fields, that appropriately provoked the wall’s parallel Lorentz
forces. The purpose of that device was to control the flow characteristics, which usually have a span
wise arrangement of alternating and invariable magnets that specifically mounted a plane surface. The
device, sometimes indicated as Riga plate [31], provided an aid to reduce the pressure drag, as well as
the friction of submarines, that can be achieved by reducing the turbulence production and a boundary
layer separation. A number of research articles have been published, in order to explore the distinctive
features of the laminar flow of a fluid due to Riga plate. By assuming the least electrical conductivity
effects, Pantokratoras and Magyari [32] investigated the flow behavior along with free convection.
1n 2011, Pantokratoras [33] reported the performance of Blasius flow, enforced by the Riga plate. He
also encounterd the Sakiadis flow in his study. Later on, Magyari and Pantokratoras [34] took into
account the Blasius flow of the liquid, which at the same time is electrically conducting, induced by
Riga surface. The electro magneto hydrodynamic flow of nanofluid, induced by Riga plate along with
the slip consequences, have been examined by Ayub et al. [35]. In 2017, Hayat et al. [36], discussed the
squeezing flow of a fluid between two parallel Riga plates, together with convective heat transfer. The
thermal radiative effects accompanied by chemical reaction, were also a part of their study. Moreover,
Hayat et al. [37] investigated the electro magneto squeezing flow of carbon nanotube’s suspended
nanofluid between two parallel rotatory Riga plates along with viscous dissipation effects. They have
considered the melting heat transfer condition, which basically revealed that the heat conducting
process to the solid surface, involved the combine effects of both sensible and melting heat, which
significantly enhances the temperature of the solid surface to its melting temperature.

The thermal radiation is a significant mode of heat transfer [38,39], which seems to be dominant,
in order to transfer the net amount of heat, even in the existence of free or forced convection. The
transfer of heat via radiation have been significantly found in many engineering and industrial
applications, including airplanes, space vehicles, satellites, and atomic-force plant. In this context,
many researchers have comprehensively discussed the radiative heat transfer phenomena. Some of
the most relevant have been found in [40–44].

The literature survey revealed the fact that no single step has been taken in order to analyze the
salient features of (Ag − Fe3O4/H2O) hybrid nanofluid, between two parallel Riga plates. This article
encounters the influential behavior of the viscid flow of (Ag − Fe3O4/H2O) hybrid nanofluid between
two parallel Riga plates, where the lower plate experiences a stretching velocity, while the upper
plate enforces a squeezing flow. The transfer of heat and mass along with nonlinear thermal radiative
and chemical reaction effects would also be a part of this study. By employing the suitable similarity
transforms, a mathematical model for the present flow situation have been accomplished. Method of
moment along with Runge-Kutta-Fehlberg method have been considered to find the solution of the
model. Tables have been provided which presents the validity of the acquired results. Furthermore,
the graphical aid has been provided, to demonstrate the influence of various ingrained entities, on the
velocity and temperature along with concentration profiles. The expressions related to the coefficient
of skin friction, local Nusselt number and local Sherwood number have also been developed and
discussed with the help of graphs.
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2. Formulation of the Governing Equations

Two parallel Riga plates have been under consideration, among which an electro-magneto
hydrodynamic (EMHD) flow of (Ag − Fe3O4/H2O) hybrid nanofluid has been flowing. The flow is
also time dependent and incompressible. Cartesian coordinates have been chosen in such away, that the
�̌�−axis coincides with the horizontal direction, whereas the −axis is placed normal to it. The lower
plate positioned at = 0, experiences a stretching velocity 𝒰𝓌(�̌�) = 𝒶�̌�/

(
1 − λ𝓉

)
. Besides, the

upper Riga plate, owing the place at = 𝒷
(
𝓉
)
= −λ

2

(
𝒶/υ f

(
1 − λ𝓉

))−0.5
. It is further assumed that

the flow of (Ag − Fe3O4/H2O) hybrid nanofluid is a squeezing flow, having the velocity �̌�𝒷 = 𝒹𝒷/𝒹𝓉.
Moreover, the nonlinear thermal radiation and chemical reaction effects are also considered. Figure 1
displays the configuration of the flow model.

Figure 1. Physical model of the present flow situation.

The Navier-Stokes equations, suitable for the present flow situation, are given as [36]:

∂�̌�

∂
+

∂�̌�
∂�̌�

= 0, (1)

∂�̌�
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+ ρ̌hn f
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(
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2 +
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+

Exp
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−1 , (2)
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+
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∂�̌�

�̌�+
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∂
�̌�
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= μhn f

(
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∂
2 +

∂2�̌�
∂�̌�2

)
, (3)

∂

∂𝓉
+

∂

∂�̌�
�̌�+

∂

∂
�̌� =

𝓀hn f(
ρ̂Cp

)
hn f

(
∂2

∂
2 +

∂2

∂�̌�2

)
− 1(

ρ̌Cp
)

hn f

(
∂q̌r

∂
+

∂q̌r

∂�̌�

)
, (4)

∂

∂𝓉
+

∂

∂�̌�
�̌�+

∂

∂
�̌� = Dhn f

⎛⎝ ∂2

∂
2 +

∂2

∂�̌�2

⎞⎠− 𝒸1

(
− 𝒷

)
, (5)

where, �̌�, signifies the horizontal component of velocity, while the vertical one is symbolized by
�̌�. The dimensional pressure, temperature and concentration, are respectively shown by �̌�, and

. Furthermore, � denotes the width between magnets and electrodes. ℳ0(Tesla) represents the
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magnetization of the permanent magnets, while, 𝒿0
(
m−2 A

)
is the applied current density in the

electrodes. The first order coefficient for a chemical reaction, is presented by 𝒸1. In addition, q̌r

symbolizes the rate of heat flux. The expression for the thermal radiative term has been successively
proposed by Rosseland [38], which is given as:

q̌r = −16σ̌
3

3
∂

∂
, (6)

where, the coefficient for mean absorption is given by , while σ̌ stands for Stefan-Boltzmann constant.
Therefore, after incorporating the Equation (6) in Equation (5), the energy equation can be generalized
as follows:

∂

∂𝓉
+

∂

∂�̌�
�̌�+

∂

∂
�̌� =

𝓀hn f(
ρ̂Cp

)
hn f

(
∂2

∂
2 +

∂2

∂�̌�2

)
+

1(
ρ̌Cp

)
hn f

16σ̌

3
∂

∂

(
3 ∂

∂

)
. (7)

The auxiliary conditions, specifying the current flow situation, are given as:

�̌� = 𝒰𝓌(�̌�) = 𝒶�̌�/
(
1 − λ𝓉

)
, �̌� = 0,

(
− 0

)
= 0,

(
− 0

)
= 0 at = 0, (8)

�̌� =
𝒹𝒷
𝒹𝓉

=
−λ

2

(
𝒶
(
1 − λ𝓉

)
υ f

)−0.5

, �̌� = 0,
(

− 𝒷

)
= 0,

(
− 𝒷

)
= 0 at = 𝒷

(
𝓉
)
, (9)

where, 0 and 𝒷 simultaneously, indicates the temperatures of the plates situated at = 0 and

= 𝒷
(
𝓉
)
. The concentration of nanoparticles at the bottom plate is denoted by 0, while, 𝒷 is the

nanoparticles concentration at the top wall. Moreover, the rate, with which the lower surface is being
stretched is 𝒶, while, λ represents the constant characteristics parameter.

In the aforementioned equations, υ f = μ f /ρ̌ f denotes the effective kinematic viscosity.
Furthermore, μhn f and μ f simultaneously represents the effective dynamic viscosities of the hybrid
nanofluid and mono nanofluid that significantly influence the flow behavior of the host fluid.
Brinkman [45], in 1952, proposed a model for the effective dynamic viscosity

(
μn f

)
of a mono

nanofluid which is given below:

μn f =
μ f

(1 − ϕ)5/2 , (10)

where, ϕ denotes the nanoparticle volume fraction. Thus, in the case of hybrid nanofluid, the effective
dynamic viscosity

(
μhn f

)
is defined as [22]:

μhn f =
μ f

(1 − ϕh)
5/2 , (11)

where, ϕh = ϕ1 + ϕ2 (in case of hybrid nanofluid) is a net volume fraction of distinct nanoparticles.
The effective density

(
ρ̌n f

)
presented by Pak and Cho [46] and the heat capacity

(
ρ̌Cp

)
n f [47] of

mono nanofluid, can be respectively given by:

ρ̌n f = ρ̌ f + ϕ
(

ρ̌p − ρ̌ f

)
, (12)

(
ρ̌Cp

)
n f =

(
ρ̌Cp

)
f + ϕ

((
ρ̌Cp

)
p −

(
ρ̌Cp

)
f

)
. (13)
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By following the rules of mixture principle, the effective density
(

ρ̌hn f

)
[22,48] and heat capacity(

ρ̌Cp
)

hn f [22,48] of hybrid nanofluid, can be estimated via Equations (14) and (15).

ρ̌hn f = ϕ1ρ̌p1 + ϕ2ρ̌p2 + (1 − ϕh)ρ̌ f , (14)(
ρ̌Cp

)
hn f = ϕ1

(
ρ̌Cp

)
p1 + ϕ2

(
ρ̌Cp

)
p2 + (1 − ϕh)

(
ρ̌Cp

)
f . (15)

The thermal conductivity
(
𝓀n f

)
is the fundamental property, defining the heat transfer

characteristics of the mono nanofluid. Maxwell suggested a correlation [3], for the mono nanofluid, by
considering the spherical shaped nanoparticles, whose mathematical expression is given by:

𝓀n f = 𝓀 f
𝓀p(1 + 2ϕ) + 2𝓀 f (1 − ϕ)

𝓀p(1 − ϕ) +𝓀 f (2 + ϕ)
. (16)

In the case of hybrid nanofluid, the thermal conductivity ratio can be accomplished by modifying
the Maxwell correlation [22] as:

𝓀hn f

𝓀 f
=

ϕ1𝓀p1+ϕ2𝓀p2
ϕh

+ 2𝓀 f + 2
(

ϕ1𝓀p1 + ϕ2𝓀p2
)− 2ϕh𝓀 f

ϕ1𝓀p1+ϕ2𝓀p2
ϕh

+ 2𝓀 f −
(

ϕ1𝓀p1 + ϕ2𝓀p2
)
+ ϕh𝓀 f

. (17)

In 1935, another correlation, for spherical nanoparticles, has been introduced by Bruggeman [4],
which usually considers the impact of nano clusters on the thermal conductivity. By mixture principle,
this model can be extended for the estimation of thermal conductivity ratio of the hybrid nanofluid
and is given by:

𝓀hn f

𝓀 f
=

1
4

⎡⎣(3ϕh − 1)

⎛⎝ ϕ1𝓀p1+ϕ2𝓀p2
ϕh

𝓀 f

⎞⎠+ (2 − 3ϕh) + (Δ)1/2

⎤⎦, (18)

where,

Δ =

⎡⎢⎢⎢⎢⎣
(3ϕh − 1)2

( ϕ1𝓀p1+ϕ2𝓀p2
ϕh
𝓀 f

)2

+ (2 − 3ϕh)
2+

2
(
2 + 9ϕh − 9ϕ2

h
)( ϕ1𝓀p1+ϕ2𝓀p2

ϕh
𝓀 f

)
⎤⎥⎥⎥⎥⎦. (19)

The molecular diffusivity [22,49–51], of the species concentration, for mono nanofluid and hybrid
nanofluid are simultaneously defined as:

Dn f = (1 − ϕ)D f , (20)

Dhn f = (1 − ϕh)D f . (21)

In all the above expressions, ϕ1 and ϕ2 simultaneously, represents the volume concentration of
magnetite (Fe3O4) and silver (Ag) nanoparticles in hybrid nanofluids. The viscosity, density and
specific heat of host fluid are respectively denoted by μ f , ρ̌ f and

(
Cp
)

f . At constant pressure,
(
Cp
)

p1
and

(
Cp
)

p2 respectively, denotes the specific heat of magnetite and silver nanoparticles. The densities,
of magnetite and silver nanoparticles, are specified by ρ̌p1 and ρ̌p2 respectively. 𝓀 f and D f represents
the thermal conductivity and mass diffusivity of the water (H2O). The thermal conductivities of
magnetite and silver nanocomposites, are respectively symbolized by 𝓀p1 and 𝓀p2.
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The prescribed form of similarity transforms, which deals with the process of conversion of
Equations (1)–(3) and (7) into a nonlinear set of ordinary differential equations (ODE), are given as:

Ψ =

(
(1−λ𝓉)
𝒶υ f

)−0.5
�̌� (χ), χ =

(
𝒷
(
𝓉
))−1, �̌� = ∂

∂
(Ψ) = 𝒰𝓌

′
(χ),

�̂� = − ∂
∂�̌� (Ψ) = −

(
(1−λ𝓉)
𝒶υ f

)−0.5

(χ), �̌�(χ) = − 𝒷

0− 𝒷

, 𝒞(χ) = − 𝒷

0− 𝒷

.
(22)

where, the superscript ′ stands for d/dχ. Thus, by opting Brinkman (11) and Bruggeman (18)
models, the dimensionless mode of a system of nonlinear ordinary differential equations, for
(Ag − Fe3O4/H2O) hybrid nanofluid, along with radiation and chemical reaction parameters has
been accomplished that can be written as:

iv
+ Υ̌1

[
′ ′′ − ′′′ − γ

2

(
3

′′
+ χ

′′′)]− (1 − ϕh)
5/2ℳ𝒷𝒫e−𝒫χ = 0, (23)

((
𝓀hn f

𝓀 f
+ Rd

((
1 − �̌�

)
+ �̌�θ𝓌

)3
)
�̌�′
)′

+ PrΥ̌2

(
− γ

2
χ
)
�̌�′ = 0. (24)

Θ̌′′
+

Sc
(1 − ϕh)

(
− γ

2
χ
)

Θ̌′ − Sc
(1 − ϕh)

𝒸ℛΘ̌ = 0. (25)

where, , �̌� and Θ̌, all are the dependent functions of dimensionless variable χ. Furthermore, the
dimensionless auxiliary conditions, supporting the present flow situation, are therefore suggested as:

(0) = 0, (1) =
γ

2
, ′(0)− 1 = 0, ′(1) = 0, (26)

�̌�(0)− 1 = 0, �̌�(1) = 0, (27)

Θ̌(0)− 1 = 0, Θ̌(1) = 0. (28)

In the above-mentioned system of Equations (23) and (25), γ = λ/𝒶 represents a dimensionless
squeeze number, while, ℳ𝒷 = π𝒿0ℳ0�̌�/8ρ̌ f𝒰2

𝓌 is the modified Hartman number and 𝒫 = π𝒷
(
𝓉
)
/�

is the dimensionless parameter. Moreover, the radiation parameter is denoted by Rd = 16σ̌
3
𝒷/3 𝓀 f .

Prandtl number is symbolized by Pr =
(
𝓀 f /

(
ρ̌Cp

)
f υ f

)−1
. Besides, Sc = υ f /D f signifies, the Schmidt

number. The chemical reaction is indicated by 𝒸ℛ = 𝒸1
(
1 − λ𝓉

)
/𝒶.

Moreover, the constants Υ̌1 and Υ̌2, embroiled in the governing dimensionless model, can be
mathematically stated as:

Υ̌1 =
υ f

υhn f
=

(
1−ϕh+ϕ1

ρ̌p1
ρ̌ f

+ϕ2
ρ̌p2
ρ̌ f

)
(1−ϕh)

−5/2 ,

Υ̌2 =
(ρ̌Cp)hn f

(ρ̌Cp) f
= 1 − ϕh + ϕ1

(ρ̌Cp)p1

(ρ̌Cp) f
+ ϕ2

(ρ̌Cp)p2

(ρ̌Cp) f
.

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (29)

The coefficient of skin friction, local heat transferal rate (i.e., local Nusselt number) and local
Sherwood number, for the present flow situation, opt the following dimensionless expressions:

𝒞f �̌� =
τ𝓌

ρ̌hn f𝒰2
𝓌

, Nu�̌� =
𝒷𝓀 f

−1(
0 − 𝒷

) (q̌𝓌 + q̌r) and Sh�̌� =
𝒷D f

−1(
0 − 𝒷

) q̌𝓂, (30)
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where, τ𝓌 indicates the shear stress, while, the heat and mass fluxes, at both of the walls, are
simultaneously signifies by q̌𝓌 and q̌𝓂. They are respectively defined as:

τ𝓌 = μhn f

(
∂�̌�

∂

)
= { 0

𝒷(𝓉)

, q̌𝓌 = −𝓀hn f

(
∂

∂

)
= { 0

𝒷(𝓉)

, q̌𝓂 = −Dhn f

(
∂

∂

)
= { 0

𝒷(𝓉)

(31)

Subsequently, by incorporating Equations (6) and (31) into Equation (30), we finally achieved the
dimensionless forms of skin friction, the Nusselt number, and the Sherwood number, both at the top
and bottom walls, which can be expressed as:

Re0.5
�̌� 𝒞lower =

1
Υ̌1

′′
(0), Re0.5

�̌� 𝒞upper =
1
Υ̌1

′′
(1), (32)

(
1 − λ𝓉

)0.5Re−0.5
�̌� Nulower = −

(
𝓀hn f
𝓀 f

+ Rd(θ𝓌)
3
)
�̌�′(0),(

1 − λ𝓉
)0.5Re−0.5

�̌� Nuupper = −
(
𝓀hn f
𝓀 f

+ Rd
)
�̌�′(1),

(33)

and
Re−0.5

�̌� Shlower = −(1 − ϕh)Θ̌
′
(0), Re−0.5

�̌� Shupper = −(1 − ϕh)Θ̌
′
(1), (34)

where, Re�̌� = �̌�𝒰𝓌/υ f denotes the local Reynolds number.

3. Solution Procedure

Method of moments (MM), one of the sub-class of the method of weighted residual (MWR),
has been considered, in order to tackle the system of differential equations coupled with boundary
conditions. From an accuracy point of view, a comparison has also been made, between the results
achieved by Method of moments (MM) and Runge-Kutta-Fehlberg method (RKF). For this purpose,
a mathematical software Maple 16 has been used.

Method of Moments

Let 𝒟, an arbitrary differential operator, acting upon (χ) generate a function ℊ(χ), which is
given as:

𝒟
(

(χ)
)
= ℊ(χ). (35)

In order to approximate the solution of the above-mentioned problem, a trial solution has been
defined, which is in the form of a linear combination of base function. These basis functions, also hold
the property of linearly independence. Mathematically, it can be expressed as:

(χ) ∼= (χ) = ψ0 +
n

∑
i=1

𝒸iψi, (36)

where, the essential boundary conditions are usually incorporated in ψ0. By substituting back
Equation (36) in Equation (35), one can acquired an exact solution, in the form of the trial solution that
satisfies the given problem (35), which is an extremely rare situation. More often, it does not satisfies
the given problem and therefore, left an expression that represents the error or the residual as under:

ℛ̃(χ) = 𝒟
(

(χ)
)
−ℊ(χ) �= 0. (37)

The proper selection of weights enabled us to construct weighted residual error. The values of
unknown constants 𝒸i’s have been accomplished after the minimization procedure, that is:∫

χ
ℛ̃(χ) 𝒲i(χ)dχ = 0, i = 1, 2, . . . , n. (38)
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The above equation generate a system of algebraic equations, whose solution finally lead us
to determine the unknown constants 𝒸i’s, and thus, a numerical solution has been obtained after
plugging them back into the trial solution.

It is pertinent to mention that the weight functions involved in the method of moments (MM),
are defined as:

𝒲i(χ) =
∂

∂𝒸j
𝒸jχ

j, j = 0, 1, . . . , n − 1. (39)

For the present flow problem, the system of the trial solution, under consideration, are defined as:

(χ) =
4
5

χ3 − 17
10

χ2 + χ +
5

∑
i=1

𝒸iχ(χ − 1)i, (40)

�̌�(χ) = 1 − χ +
5

∑
i=1

diχ(χ − 1)i, (41)

Θ̌(χ) = 1 − χ +
5

∑
i=1

eiχ(χ − 1)i. (42)

By following the procedure as suggested above, the numerical solution has been achieved by
substituting the above set of trial solutions into the governing dimensionless system of equations, which
are nonlinear in nature. Thus, by assigning some specific values to the parameters, the approximate
solution for the velocity and temperature along with concentration profiles are as under:

(χ) ∼= (χ) = 0.0387970586596651373χ6 − 0.135831460629211753χ5+

0.150915945544620123χ4 + 0.750688356622255526χ3−
1.70467856655171612χ2 + 1.00010866635438700χ,

(43)

�̌�(χ) ∼= �̃�(χ) = −0.0866389688520037421χ6 + 0.500946012785362327χ5−
1.06954770759623097χ4 + 0.911080929453323640χ3−

0.0448789189043188319χ2 − 1.21096134688613266χ + 1.0,
(44)

Θ̌(χ) ∼= Θ̃(χ) = −0.00281815275323297988χ6+

0.0301378227343711141χ5 − 0.0834665005070162475χ4+

0.0635487269722848497χ3 + 0.0509906671544004958χ2−
1.05839256360080736χ + 1.0.

(45)

The above solutions are obtained for certain values of parameters, which are given as:

γ = 𝒸ℛ = Rd = 0.2, Sc = 0.5, θ𝓌 = 1.1, ℳ𝒷 = 1.5, 𝒫 = 10, ϕ1 = ϕ2 = 0.01. (46)

Table 1 displays some important thermal and physical properties of carrier fluid (H2O) [52] and
the nanoparticles. These values play a key role in order to obtain the above solutions.

Table 1. Thermo-mechanical properties of H2O, Fe3O4 and Ag nanoparticles [51–53].

H2O(f) Fe3O4 (ϕ1) Ag (ϕ2)

ρ̌
(
kg m−3) 997.1 5180 10,500

Cp
(

J kg−1K−1) 4179 670 235
𝓀
(
Wm−1K−1) 0.613 9.7 429

Pr 6.2 − −
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The subsequent Tables 2–4 respectively, provide a comparison between the results obtained via
MM and RKF, for velocity, temperature, and concentration profiles. The values, as suggested above,
remains the same for ingrained parameters. From these tables, one can clearly visualize the validity of
the acquired results. Furthermore, for the tabulated values, the significant digit is set to 4.

Table 2. Comparison of the results obtained for (χ) for (Ag − Fe3O4/H2O) hybrid nanofluid with
(ϕ1 = 0.01).

χ NM MM Abs Error

0.0 0 0 0
0.1 0.08361971055 0.0837285414 0.0001.088308511
0.2 0.1377601897 0.1380405799 0.0002803901712
0.3 0.1674522669 0.1678007463 0.0003484793851
0.4 0.1776981193 0.1779703975 0.0002722782048
0.5 0.1734032258 0.1735144536 0.000111227772
0.6 0.1593783977 0.1593361686 0.00000422290531
0.7 0.1403592885 0.1402398353 0.0001194532992
0.8 0.121027384 0.1209214235 0.0001059605161
0.9 0.1060297995 0.1059871531 0.0000042646395
1.0 0.1 0.1 0.0000000000000

Table 3. Comparison of the results obtained for �̌�(χ) for (Ag − Fe3O4/H2O) hybrid nanofluid with
(ϕ1 = 0.01).

χ NM MM Abs Error

0.0 1 1 0.0000000000000
0.1 0.8793088955 0.8792641251 0.0000044770436
0.2 0.7618050723 0.7617447028 0.0000060369490
0.3 0.6498328728 0.6497624809 0.0000070391950
0.4 0.5442201803 0.5441384063 0.0000081773904
0.5 0.4447153684 0.4446388103 0.0000076558102
0.6 0.3504084469 0.3503582131 0.0000050233744
0.7 0.2600611457 0.2600397494 0.0000213962680
0.8 0.1723422761 0.1723332129 0.0000090632458
0.9 0.08599850137 0.08599072095 0.0000007780414
1.0 0 0 0.0000000000000

Table 4. Comparison of the results obtained for Θ̌(χ) for (Ag − Fe3O4/H2O) hybrid nanofluid with
(ϕ1 = 0.01).

χ NM MM Abs err

0.0 1 1 0.0000000000000
0.1 0.8947297917 0.8947261509 0.0000003640704
0.2 0.7907519656 0.7907454211 0.0000006544490
0.3 0.688190526 0.6881823084 0.0000008217550
0.4 0.5870371838 0.5870289256 0.0000008258260
0.5 0.4871828347 0.4871760929 0.0000006741763
0.6 0.3884468482 0.3884424019 0.0000004446265
0.7 0.2906036897 0.29060125 0.0000002439726
0.8 0.1934071528 0.1934058456 0.0000001307163
0.9 0.09661287932 0.09661218516 0.0000000694153
1.0 0 0.0000000000000 0.0000000000000
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The reliability of the obtained results have been further checked by reproducing the results for Skin
friction coefficient, which were previously presented by Hayat et al. [36]. The results were obtained for
the regular fluid (ϕ1 = ϕ2 = 0). Table 5 has been prepared to check the validity of the obtained results.
It has been observed that the results obtained via Method of Moments are in good agreement with the
previously existing results. Moreover, Method of Moments offers less computational complexity as
compared to Homotopy analysis method. From the table, it has also been detected that the skin friction
coefficient displays a decline with the increasing squeezing parameter (γ). However, a reversed

behavior has been observed for increasing values of Modified Hartmann number .

Table 5. Comparison of the results obtained for Skin friction coefficient with (ϕ1 = ϕ2 = 0).

γ NM [36] HAM [36] MM

1.5 0.5 0.467511 0.467511 0.467511
1.0 - 0.452395 0.452395 0.452395
0.0 - 0.422159 0.422159 0.422159
1.5 0.3 1.08543 1.08543 1.08543
- 0.1 1.69635 1.69634 1.69634

4. Results and Discussions

The goal is to graphically elucidate the influential behavior of velocity, temperature and
concentration profiles, due to the various ingrained entities. A pictorial view, from Figures 2–20,
has been presented for the above-mentioned purpose. Figures 2–4 displays the performance of velocity
profile, under the action of the squeezing parameter, Modified Hartmann number and solid volume

fraction. The variations in velocity component
′
(χ), due to squeezing parameter γ, have been depicted

in Figure 2a. For γ > 0, i.e., when the upper plate moves in the downward direction, the fluid nearby
the upper wall experiences a force, which in turn enhances the fluid velocity in that region. As

γ increases sufficiently, the velocity component
′
(χ) also increases and gradually depreciates the

reversal behavior of the flow. The velocity component (χ) also experiences an increment in the region,
adjacent to the upper wall, which is mainly due to the squeezing behavior of the upper plate and
this phenomena has been clearly observed through Figure 2b. Figure 3 demonstrates the impact of
Modified Hartmann number ℳ𝒷 on the axial and normal components of the velocity distribution.

Since the magnetic field experiences an exponential decline, therefore velocity component
′
(χ) seems

to be increased in the lower region of the channel. The fact behind is that the application of magnetic
field generates the Lorentz forces, which in turn opposes the fluid flow. But in the present situation,
the magnetic field decreases, so the Lorentz forces decreases and consequently, an increment in
velocity has been perceived in the region close to the lower Riga plate. Besides, in the upper half,
the velocity displays an opposite behavior as compared to the lower half of the channel, which may
be due to the downward squeezing motion of the upper plate. Figure 3b exhibits an increment in
the normal component of velocity (χ) with the increasing Modified Hartmann number, which is
primarily be due to the decreasing effects of Lorentz force. It can be detected from Figure 4a that the
axial velocity decreases in the lower region with the increasing nanoparticles concentration, while
an opposite behavior has been perceived in the upper portion of the channel. The reason behind
is that the nanoparticle’s concentration resists the fluid to move and therefore decreases the fluid
velocity. Figure 4b depicts a decline in the normal component of the velocity (χ) with increasing
nanoparticle’s concentration, which opposes the fluid motion. Moreover, the inset pictures reveal the
fact that the velocity for the (Fe3O4/H2O) nanofluid mostly attains the higher values as compared to
the (Ag − Fe3O4/H2O) hybrid nanofluid.
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(a) 

 

(b) 

Figure 2. Impact of particular values of γ on (a)
′
(χ) and (b) (χ).

 
(a) 

 
(b) 

Figure 3. Impact of particular values of ℳ𝒷 on (a)
′
(χ) and (b) (χ).

 
(a) 

 
(b) 

Figure 4. Impact of particular values of ϕ1 and ϕ2 on (a)
′
(χ) and (b) (χ).

 
Figure 5. Impact of particular values of γ on �̌�(χ).
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Figure 6. Impact of particular values of ℳ𝒷 on �̌�(χ).

 
Figure 7. Impact of particular values of ϕ1 and ϕ2 on �̌�(χ).

 
Figure 8. Impact of particular values of Rd on �̌�(χ).

 
Figure 9. Impact of particular values of θ𝓌 on �̌�(χ).
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Figure 10. Impact of particular values of γ on Θ̌(χ).

 
Figure 11. Impact of particular values of ℳ𝒷 on Θ̌(χ).

 
Figure 12. Impact of particular values of ϕ1 and ϕ2 on Θ̌(χ).

 
Figure 13. Impact of particular values of 𝒸ℛ on Θ̌(χ).
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Figure 14. Impact of particular values of Sc on Θ̌(χ).

 
Figure 15. Coefficient of skin friction drag for particular values of ϕ1 and ϕ2.

 
Figure 16. Coefficient of skin friction drag for particular values of ℳ𝒷.
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Figure 17. Local Nusselt number for particular values of ϕ1 and ϕ2.

 

Figure 18. Local Nusselt number for particular values of θ𝓌.

 

Figure 19. Sherwood number for particular values of ϕ1 and ϕ2.
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Figure 20. Sherwood number for particular values of 𝒸ℛ .

The upcoming figures give a pictorial description of the variations in temperature distribution,
for various embedded parameters. Figure 5 displays the impact of squeezing parameter γ on
temperature profile. When the upper plate squeezed down, i.e., γ > 0, it exerts a force on the
nearby fluid and enhances its velocity, but since the temperature seems to be dominant at the lower
wall therefore the fluid in the adjacent region experiences the higher temperature values as compared
to the region nearby the channel’s upper wall. To demonstrate the impact of Modified Hartmann
number ℳ𝒷 on temperature distribution, Figure 6 has been plotted. It has been found that temperature
reveals lower values, as ℳ𝒷 increases. As the impact of Lorentz force on velocity profile produce a
friction on the flow, which mainly be responsible to produce more heat energy. In the present flow
situation, since the magnetic field exponentially decreases, so the Lorentz force decreases which in
turn generates less friction force and consequently, decreases the heat energy and therefore decreases
the fluid’s temperature as well as the thermal boundary layer thickness. From Figure 7, one can
clearly observe an increment in temperature profile with increasing nanoparticles concentration.
The fact behind is that, the inclusion of nanoparticles with different volume fractions augments
the thermal properties of the host fluid and therefore increases its temperature. It has also been
observed that the temperature of (Ag − Fe3O4/H2O) hybrid nanofluid shows its supremacy over the
(Fe3O4/H2O) nanofluid, which definitely be due to the rising values of the thermal conductivity for
(Ag − Fe3O4/H2O) hybrid nanofluid.

Figure 8 has been sketched, to highlight the temperature behavior under the influence of radiation
parameter Rd. An upsurge has been encountered in temperature, for increasing Rd. The fact behind is
that, the increasing Rd corresponds to the decrement in mean absorption coefficient, which in turn
raises the fluid temperature. The temperature also depicts a rising behavior with increasing θ𝓌 (see
Figure 9). The increasing θ𝓌 implies that the temperature differences between the lower and upper
walls significantly rises and subsequently, an increment in temperature has been recorded.

The next set of figures provide us an aid, to visualize the deviations, in concentration profile,
caused by various embedded parameters. Figure 10 demonstrates the influence of squeezing parameter
γ on the concentration profile. When the upper plate moves vertically downward, i.e., γ > 0, it
suppresses the adjacent fluid layers and enhances its velocity, but since the concentration shows its
supremacy at the lower wall, therefore the concentration profile shows its dominancy in the region,
close to the lower wall, as compared to the region adjacent to the upper wall. To demonstrate the impact
of Modified Hartmann number ℳ𝒷 on concentration profile, Figure 11 has been painted. As explained
earlier that the Lorentz forces, in present flow situation, experience a decline, which as a result generate
less friction force and therefore, decrease the concentration profile along with concentration boundary
layer thickness. From Figure 12, one can clearly detect a decline in concentration profile, as nanoparticle
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fraction increases. Moreover, it has been noticed that the concentration profile for (Ag − Fe3O4/H2O)

hybrid nanofluid possesses lower values as compared to the (Fe3O4/H2O) nanofluid.
Figure 13 portrays the influence of chemical reaction parameter 𝒸ℛ on concentration profile. A

clear decline has been perceived in the concentration of species with the growing values of chemical
reaction parameter 𝒸ℛ . Since the chemical reaction, in the present flow analysis, is due to the
consumption of the chemicals, therefore, the concentration profile experiences a decline with the
increasing values of 𝒸ℛ . The variations in concentration profile, under the action of Schmidt number
Sc, has been presented in Figure 14. It has been observed that the increasing values of Schmidt number
Sc causes a decline in the concentration of the species. Since the Schmidt number is the ratio of
momentum diffusivity to mass diffusivity. Therefore, the increment in Schmidt number consequently
implies a decline in mass diffusivity, which in turn decreases the concentration profile.

Figures 15 and 16 display the impact of various ingrained parameters on the skin friction
coefficient, both at the upper and lower Riga surfaces. It has been detected from Figure 15 that
increasing the nanoparticles concentration certainly enhances the coefficient of skin friction drag at
the lower Riga plate. However, at the upper plate, an opposite behavior has been clearly visible.
As far as squeezing parameter γ is concerned, the skin friction coefficient exhibits an increasing
behavior, in the region adjacent to the lower plate. However, a decline has been perceived at the
upper wall. From Figure 16, one can clearly observes an increment in skin friction coefficient, with
the increasing ℳ𝒷, both at the upper and lower Riga plates. Moreover, the skin friction coefficient
for (Ag − Fe3O4/H2O) hybrid nanofluid possesses higher values, at the bottom of the channel, as
compared to the (Fe3O4/H2O) nanofluid.

Figures 17 and 18 have been plotted, to assess the consequences of various embedded entities
on the local rate of heat transfer i.e., Nusselt number. From Figure 17, one can clearly detect an
increment in heat transfer, with increasing nanoparticle volume fraction, at both of the plates. Since
the nanoparticle’s inclusion, in the base fluid, is responsible for rising its temperature, therefore
an augmentation in the heat transfer rate is quite obvious. By varying the squeezing number γ

horizontally, the local Nusselt number at the upper as well as on the lower plates, indicate a decreasing
behavior. Figure 18 depicts the variations in heat transfer rate, with growing values of radiation
parameter Rd and temperature difference parameter θ𝓌. Since both the parameters (Rd and θ𝓌)
significantly amplifies the temperature of the fluid, therefore, they play a key role in enhancing the
local Nusselt number, both at the upper and lower Riga plates. Besides, it has been observed from
both the figures that the (Ag − Fe3O4/H2O) hybrid nanofluid shows its supremacy in transferring the
heat, both at the upper and lower Riga plates.

Figures 19 and 20 depict the variations in the rate of mass transfer, i.e., Sherwood number under
the action of various involved parameters. Figure 19 reveals a decline in the Sherwood number with
increasing nanoparticle concentration, both at the upper and lower Riga plates. Since the increasing
nanoparticle’s volume fraction certainly opposes the fluid motion, therefore a decrement in Sherwood
number is quite obvious. The rate, with which mass flows, also shows a decreasing behavior when the
squeezing parameter γ increases horizontally. From Figure 20, one can observes a clear enhancement
in the rate of mass flow in the region nearby the lower plate, when the chemical reaction parameter
𝒸ℛ increases curve wise and Schmidt number Sc varies along the horizontal axis. On the other hand, a
reverse behavior has been perceived at the upper plate. Moreover, (Fe3O4/H2O) nanofluid remains
dominant in transferring the mass, both at the upper and lower Riga plates.

Hybrid nanofluids, being advanced version of nanofluids, considerably influences the
thermo-mechanical properties of the working fluid, particularly the thermal conductivity. For the said
purpose, Tables 6 and 7 have been designed, to see the deviations in thermo-mechanical properties of
the (Ag − Fe3O4/H2O) hybrid nanofluid and (Fe3O4/H2O) nanofluid. It has been detected that the
density of (Ag − Fe3O4/H2O) hybrid nanofluid depicts an increment, as compared to (Fe3O4/H2O)

nanofluid. While, the specific heat clearly experiences a decline with the increasing nanoparticles
fraction. As far as thermal conductivity is concerned, (Ag − Fe3O4/H2O) hybrid nanofluid shows
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a dominant behavior against the (Fe3O4/H2O) nanofluid. Besides, the Bruggeman model (18), for
thermal conductivity shows its proficiency over the Maxwell’s model (17). The reason is that, the
Bruggeman model is more focused on the maximum interactions between randomly dispersed particles.
It usually involves the spherical shaped particles, with no limitation on the particles concentration. On
the other hand, the Maxwell’s model depends on the nanoparticle’s volume fraction and the thermal
conductivity of the base fluid and the spherical shaped particles.

Table 6. Variation in thermo-physical properties of (Ag − Fe3O4/H2O) hybrid nanofluid with
(ϕ1 = 0.01).

     
0.00 1038.929 4.159918091 0.628640157 0.628422974 
0.02 1228.987 4.125930473 0.67317743 0.6695051201 
0.04 1419.045 4.091942855 0.72042306 0.7092486827 
0.06 1609.103 4.057955237 0.77474778 0.7506805172 
0.08 1799.161 4.023967619 0.83787931 0.7939214931 
0.10 1989.219 3.989980001 0.91213707 0.8390950667 

Table 7. Variation in Thermo-physical properties of (Fe3O4/H2O) nanofluid with (ϕ2 = 0).

     
0.00 997.1 4.1668809 0.613 0.613 
0.02 1080.758 4.152955282 0.644998753 0.6441068291 
0.04 1164.416 4.139029664 0.680047429 0.6762841143 
0.06 1248.074 4.125104046 0.718527614 0.7095880769 
0.08 1331.732 4.111178428 0.760870799 0.7440789486 
0.10 1415.39 4.09725281 0.80756218 0.779821329 

5. Conclusions

This article discloses the salient features of nonlinear thermal radiation, in the squeezing flow of
(Ag − Fe3O4/H2O) hybrid nanofluid, between two Riga plates along with a chemical reaction. Method
of moment has been employed for the solution point of view. The obtained results are then compared
with the numerical results (obtained via Runge-Kutta-Fehlberg algorithm). Both the methods depict
an excellent agreement between the results.

Further investigations are as follows:

• Velocity profile seems to be an increasing function of both squeezing parameter γ and modified
Hartmann number ℳ𝒷.

• A decrement in the velocity behavior has been perceived, with increasing
nanoparticle concentration.

• The velocity profile for (Ag − Fe3O4/H2O) hybrid nanofluid mostly remains on the lower side.
• The amplification in temperature has been recorded for increasing squeezed number γ and

nanoparticle concentration, while a reversed behavior has been noticed for increasing modified
Hartman number ℳ𝒷.

• The temperature behaves in an increasing manner with the rising Rd and θ𝓌. Besides, the
temperature profile possesses a dominant behavior for (Ag − Fe3O4/H2O) hybrid nanofluid.

• The concentration profile demonstrates a decreasing behavior, with increasing modified Hartman
number ℳ𝒷 and nanoparticle volume fraction.

• The increment in chemical reaction parameter 𝒸ℛ and Schmidt number Sc depicts a clear decline
in the concentration profile.

• Skin friction coefficient for (Ag − Fe3O4/H2O) hybrid nanofluid displays an increasing behavior,
in the region adjacent to the lower Riga plate, against the varying squeezing parameter γ, modified
Hartman number ℳ𝒷 and the nanoparticle concentration.
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• The local heat transfer rate, for (Ag − Fe3O4/H2O) hybrid nanofluid, shows its proficiency for
varying nanoparticle concentration, radiation parameter Rd and temperature difference parameter
θ𝓌 and this phenomena has been detected at both the plates.

• The augmentation of Schmidt number Sc and chemical reaction parameter 𝒸ℛ enhances the
Sherwood number, at the lower plate, while a reversed phenomenon has been observed at the
upper plate.
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Nomenclature

� Width between magnets and electrodes
ℳ0 Magnetization of the permanent magnets, Tesla
𝒿0 Applied current density in the electrodes, m−2 A
𝒸1 First order chemical reaction coefficient
D Molecular diffusivity
𝓀 Thermal conductivity, W/mK
�̌� Pressure
Cp Specific heat at constant pressure, J/kg.K
�̌� Axial velocity component, m/s
�̌� Normal velocity component, m/s

Coefficient for mean absorption
ℳ𝒷 Modified Hartman number
𝒶 Rate of stretching
𝒸ℛ Chemical reaction parameter
Pr Prandtl number
Rd Radiation parameter
Nu Nusselt number
Sc Schmidt number
Re Reynolds number
Sh Sherwood number
Ag Silver nanoparticles
H2O Water
Fe3O4 Magnetite nanoparticles
EMHD Electro-magneto hydrodynamic

Greek Symbols

ϕ Solid volume fraction
μ Dynamic viscosity, N.s/m2

ρ̌ Density, kg/m3

υ Kinematic viscosity, m2/s
χ Similarity variable
σ̌ Stefan-Boltzmann constant
λ Constant characteristics parameter
γ Dimensionless squeeze number
θ𝓌 Temperature difference parameter
ρ̌Cp Heat capacitance
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Subscripts

hn f Hybrid Nanofluid
n f Nanofluid
f Base fluid
p1 Solid nanoparticles of Fe3O4
p2 Solid nanoparticles of Ag
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Abstract: A numerical study of ferromagnetic-fluid flow and heat transfer in a square porous
cavity under the effect of a magnetic field is presented. The water-magnetic particle suspension is
treated as a miscible mixture and, thus, the magnetization, density and viscosity of the ferrofluid
are obtained. The governing partial-differential equations were solved numerically using the
cell-centered finite-difference method for the spatial discretization, while the multiscale time-splitting
implicit method was developed to treat the temporal discretization. The Courant–Friedrichs–Lewy
stability condition (CFL < 1) was used to make the scheme adaptive by dividing time steps as
needed. Two cases corresponding to Dirichlet and Neumann boundary conditions were considered.
The efficiency of the developed algorithm as well as some physical results such as temperature,
concentration, and pressure; and the local Nusselt and Sherwood numbers at the cavity walls are
presented and discussed. It was noticed that the particle concentration and local heat/mass transfer
rate are related to the magnetic field strength, and both pressure and velocity increase as the strength
of the magnetic was increased.

Keywords: magnetic field; ferrofluid; porous cavity; heat transfer; mass transfer; numerical modeling

1. Introduction

Ferromagnetic fluids are smart fluids [1,2], composed of magnetized nanoparticles suspended in
a liquid-based medium, such as oil and water. Ferromagnetic fluids have been used in different
engineering and environmental applications, such as enhanced oil recovery (EOR). The idea of
using ferrofluids, such as iron oxide, Fe2O3, and zinc oxide, ZnO, under an external magnetic
field is to control the ferrofluids’ movement in porous media [3–5]. Heat transfer in porous media
involves a wide range of applications such as heat exchangers, oil/gas recovery, geophysical systems,
nuclear waste disposal, chemical reactors, thermal insulation of buildings, and drying processes.
Chegenizadeh et al. [6] provided a classification of the most popular nanoparticles under optimal
operational conditions. El-Amin et al. [7,8] conducted some studies on modeling nanoparticle transport
in porous media. Suleimanov et al. [9] and Ryoo et al. [10] conducted an experimental investigation of
using nanoparticles in enhanced oil recovery application.

Energies 2018, 11, 3235; doi:10.3390/en11113235 www.mdpi.com/journal/energies294
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Flows in cavities have many technological applications, such as heat exchangers, cooling systems
for electronic equipment, and environmental flows. Sheremet and Pop [11] investigated the steady
laminar mixed convection inside a lid-driven square cavity filled with a water-based nanofluid.
Chalambaz et al. [12] studied the heat and mass transfer in a square porous cavity with differential
temperature and concentration at the sidewalls, and they found that the heat transfer of the mixture
and the mass transfer of the other phase can be maximized for specific values of the Lewis number of
one phase. Carvalho and de Lemos [13] presented the problem of laminar free convection within a
square porous cavity filled with a saturated fluid. Javed et al. [14] presented a numerical study for
free convection through a square enclosure filled with a ferrofluid-saturated porous medium under a
uniform magnetic field.

Numerical simulation is an important tool enabling engineers and scientists to predict the
transport phenomena, test, and optimize an appropriate intervention strategy for heat transfer [15].
The time-stepping method has been presented for the problems of fluid dynamics by using implicit-type
time-marching procedures to resolve transients [16]. Martinez [17] solved the shallow water equations
by using the time-splitting technique. The time viscosity-splitting method was used for the Boussinesq
problem by Zhang and Qian [18]. A time-splitting Fourier spectral method has been developed
for approximating singular solutions of the Gross–Pitaevskii equation [19]. El-Amin et al. [20–23]
used a multiscale time-splitting strategy to manage different time-step sizes for different physics.
In this research, a multiscale adaptive time-splitting scheme is introduced to simulate the problem
of magnetic-field effects on ferrofluids and heat transfer with a single-phase flow in a porous cavity
considering variation of the nanoparticle concentration.

2. Problem Definition

The problem of a single-phase flow with ferromagnetic fluid flow and heat transfer in a
square porous cavity under the effect of an external magnetic field is considered in this study.
The ferromagnetic fluids gain properties of both liquid and magnetized solid particles. If the
ferromagnetic fluid is subjected to an external magnetic field, it flows toward the magnetic field,
and the flow resistance increases. In the absence of the magnet, nearby ferrofluids act as normal liquid.
Figure 1 shows the schematic diagram of the 2D square porous cavity of Cases 1 and 2. In Case 1,
the cavity walls are kept at a low temperature/concentration, T0, C0, except the inlet at the center
of the left wall is kept at a higher temperature/concentration Th, Ch (Dirichlet boundary condition).
Initially, the cavity was filled with a pure water, then the ferrofluid suspension injection begins.
The flow boundary condition of the inlet is defined by the existing velocity, ux,in. Above and below
inlet, the no-flow boundary condition, ∂p

∂x = 0, is assumed, as circulation may exist close to the inlet.
However, far away from the inlet region, the circulation is expected to vanish, and a constant pressure
boundary condition, p0, is assumed. In Case 2, the walls are assumed adiabatic ( ∂C

∂x = 0, ∂C
∂y = 0),

( ∂T
∂x = 0, ∂T

∂y = 0) as indicated in Figure 1b. The constant pressure, p0, is assumed to represent the
flow boundary condition. The inlet is kept at high temperature, Th, high concentration, Ch, velocity
ux,in. Above and below inlet are kept at low temperature Tc, concentration, Cc, and no-flow ( ∂p

∂x = 0)
boundary condition.
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Figure 1. Schematic diagram of the 2D square porous cavity—(a) Case 1: cavity walls are kept
at a low temperature/concentration except the inlet at center of the left wall is kept at a higher
temperature/concentration (Dirichlet boundary condition) and inlet velocity (Neumann boundary
condition); (b) Case 2: the cavity walls are adiabatic and isothermal with constant pressure
(Dirichlet boundary condition), except that the inlet at center of the left wall is kept at a high
temperature/concentration and the upper/lower of left wall is kept at a low temperature/concentration
with no-flow Neumann boundary condition. The z-axis of the local magnet coordinate system is set
perpendicular to the poles, the x-y plane.

3. Mathematical Modeling

The external permanent magnetic field produces attractive forces on the fluid. The external
magnetic force with a variable concentration, and hence density, acts as a body force per unit volume,
Fmag [4,24]:

Fmag = −∇
⎡⎣μ0

H∫
0

(
∂M
∂V

)
H,T

dH

⎤⎦+ μ0 M∇H (1)
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where μ0 is the magnetic permeability. The specific volume, V, is defined by:

∂V = ∂

(
1
ρ

)
= − 1

ρ2 ∂ρ

Therefore, Equation (1) can be rewritten as:

Fmag = μ0ρ2∇
⎡⎣ H∫

0

(
∂M
∂ρ

)
H,T

dH

⎤⎦+ μ0 M∇H (2)

Such that: (
∂M
∂ρ

)
H,T

=

(
∂M
∂a1

)
b1,H,T

∂a1

∂ρ
+

(
∂M
∂b1

)
a1,H,T

∂b1

∂ρ

The quantities ∂a1
∂ρ and ∂b1

∂ρ may be approximated around the points (a1,0, b1,0) = (0, 0), which
represent the non-magnetized case, as:

∂a1

∂ρ
≈ a1 − a1,0

ρ − ρ0
=

a1

ρ − ρ0

∂b1

∂ρ
≈ b1 − b1,0

ρ − ρ0
=

b1

ρ − ρ0

The magnetization M is a function of the magnetic field strength H:

M = a1 tan−1 (b1H) (3)

The two parameters a1 and b1 depend on the type of the ferromagnetic material and controlled both
the initial susceptibility and the saturation magnetization. Therefore, Equation (1) can be written as:

Fmag =
μ0ρ2

ρ − ρ0
M∇H +

μ0ρ2

ρ − ρ0

a1b1H
1 + b2

1 H2
∇H + μ0 M∇H (4)

The resulting magnetic induction (B) is a sum of the magnetic field strength (H) and the
magnetization (M), i.e., they are related by the following linear relationship:

B = μ0 (H + M) (5)

Equation (5) is expressed in a scalar formulation, such that B, H, and M are scalars representing
vector magnitudes. In this study, there is no free electric charge flow, so the Maxwell equations are
reduced to the second Gauss law:

∇·B = 0 (6)

which means that the magnetic field induction is divergence-free. Ampere’s law is reduced to the form:

∇× H = 0 (7)

which means that the magnetic field is vorticity-free.
Assuming that the medium is free of ferromagnetic materials and a permanent magnet is the

source of the magnetic field, we can use the simple Equations (8) and (9), to calculate the components
of H directly [4]. This assumption decouples the calculation of the external magnetic field from the
ferrofluid distribution. At a given location the gradient of H can be calculated by simple first-order
differencing in each of the coordinate directions. The z-axis of the local magnet coordinate system is set
perpendicular to the poles, and the magnet is located at the upper right corner as indicated in Figure 1.
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The flow simulation is in the x-y plane of the coordinate system (Equations (8) and (9) represent Hx

and Hy in the x-axis and y-axis, respectively). The 2D magnetic field strength is given by [4]:

Hx

= Br
4πμ0

(
ln

[
y+b+

√
(y+b)2+(x−a)2

y−b+
√
(y−b)2+(x−a)2

y−b+
√
(y−b)2+(x+a)2

y+b+
√
(y+b)2+(x+a)2

]

− ln

[
y+b+

√
(y+b)2+(x−a)2+L2

p

y−b+
√
(y−b)2+(x−a)2+L2

p

y−b+
√
(y−b)2+(x+a)2+L2

p

y+b+
√
(y+b)2+(x+a)2+L2

p

]
)

(8)

Hy

= Br
4πμ0

(
ln

[
x+a+

√
(y−b)2+(x+a)2

x−a+
√
(y−b)2+(x−a)2

x−a+
√
(y+b)2+(x−a)2

x+a+
√
(y+b)2+(x+a)2

]

− ln

[
x+a+

√
(y−b)2+(x+a)2+L2

p

x−a+
√
(y−b)2+(x−a)2+L2

p

x−a+
√
(y+b)2+(x−a)2+L2

p

x+a+
√
(y+b)2+(x+a)2+L2

p

]
)

(9)

where Lp is the distance between the poles of the magnet, and Br is the residual magnetization.
If the ferromagnetic materials are heated to temperatures above the critical point (Curie temperature
TC), they become paramagnetic, whereas, below TC, spontaneous magnetization occurs. The Curie
temperature TC for ferrofluids is high (e.g., for Fe2O3 is 948 K). The temperature dependence of the
spontaneous magnetization at low temperatures, which is the case in this study, is given by Bloch’s
law [25]:

M(T) = M0

(
1 −

(
T
TC

) 3
2
)

(10)

where M0 = M(T = 0) is the spontaneous magnetization at absolute zero. In fact, there are several
other mechanisms of temperature influence on the resulting magnetization of the magnetic fluid.
One of the most significant models is the Langevin model which takes into consideration the role of
the thermal fluctuations of the magnetic moments of the particles. The Langevin model is considered
one the simplest cases, which can be written as:

M(T) = M0φ

(
cth ξ − 1

ξ

)
(11)

such that:
ξ =

μ0ρH
kT

(12)

The thermal fluctuations of the magnetic moments are related to the Brownian diffusion by the
second fluctuation-dissipation theorem, which will be ignored in this study for simplicity.

The magnetization increases linearly with the ferrofluid mass fraction, C [4]:

M (C) = M(C = 1) C (13)

Combining Equations (10) and (13), one may write:

M(T, C) = M(T = 0, C = 1)

(
1 −

(
T
TC

) 3
2
)

C (14)

It is assumed that the volumes of pure water and ferrofluid are additive; therefore, the mixture
density is defined as [4,24,26]:

1
ρ

=
1 − C

ρw
+

C
ρ f

(15)
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where ρw is the density of the pure water component, and ρ f is the density of ferromagnetic-particle
component. The viscosity of the water–magnetic-particle mixture is calculated by the following linear
relationship [4]:

μ = μw(1 + 1.35C) (16)

where μw is the viscosity of the pure water. At a Reynolds number greater than 10, the inertial effect
becomes significant. The inertial term, which is known as the Forchheimer term, can account for the
nonlinear behavior of the pressure difference versus flow. Momentum conservation in porous media is
represented by the extended non-Darcy’s law [27]:

u +
F
√

K
ν

|u|u = −K
μ

(∇p − Fmag + gρ0(1 − β(T − Tr)− β∗(C − C0))∇z
)

(17)

where F is the inertia parameter, and ν is kinematic viscosity. In the above equation, the second term on
the left-hand side represents the inertial term in Darcy’s equation. The magnetic field effect on the fluid
flow acts as a body force in the extended Darcy’s law. Although this is an unsteady problem, however,
the momentum (Darcy’s law) has no time derivative term which is experimentally based. Actual fluid
velocity varies throughout the pore space, due to the connectivity and geometric complexity of that
space. This variable velocity can be characterized by its mean or average value. The convective flows
are caused by the temperature difference in terms of the Boussinesq approximation, in which the
density of the body force term is calculated by:

ρ = ρ0(1 − β(T − T0)− β∗(C − C0)), β = − 1
ρ0

∂ρ

∂T
, β∗ = − 1

ρ0

∂ρ

∂C

The mass conservation equation is represented by:

∇·u = 0 (18)

The energy conservation equation in porous media can be represented as [23]:

∂
[
(1 − ϕ)ρscp,s + ϕρcp

]
T

∂t
+ ρu·∇T = ∇·[(1 − ϕ)hs + ϕh]∇T (19)

The concentration (solute transport) equation may be represented as [26]:

ϕ
∂C
∂t

+∇·(uC − D∇C) = 0 (20)

In the above equations, C is the concentration, C0 is the initial concentration, cp is the heat capacity,
D is the diffusion-dispersion tensor, g is the gravitation acceleration, h is the thermal conductivity of
the fluid, hs is the thermal conductivity of the solid, K is the permeability, T is the temperature, T0 is
the initial temperature, p is the fluid pressure, u is the fluid velocity vector, β is the thermal expansion
coefficient, β∗ is the solute expansion coefficient, ϕ represents the porosity of the porous media, ρ is the
density of the fluid mixture, ρs is the density of the solid phase, and μ is the fluid viscosity. Substituting
Equation (16) into Equation (18), one may obtain:

∇·u = −∇· K

μ
(

1 + F
√

K
ν |u|

)(∇p − Fmag + gρ0(1 − β(T − Tr)− β∗(C − C0))
)
= 0 (21)

Calculating the heat transfer rate at boundaries/surfaces within fluids is of great interest in
industrial and technological applications. The Nusselt number (Nu), a dimensionless number, is the
ratio of convective to conductive heat transfer across the boundary. Unlike in other studies in the
literature, the local Nusselt number was calculated on the wall instead of the average Nusselt number,
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because it gives the direct heat transfer rate between the wall and the adjacent fluid. The local Nusselt
number measures the competition between convection and conduction heat flows and is defined by:

Nux =
qxL

(Tin − T0)kT
= − L

(Tin − T0)

∂T
∂x

∣∣∣∣
x=0

(22)

Nuy =
qyL

(Tin − T0)kT
= − L

(Tin − T0)

∂T
∂y

∣∣∣∣
y=0

(23)

where L is the characteristic length; qx, qy are the local surface heat fluxes and defined as:

qx = −kT
∂T
∂x

∣∣∣∣
x=0

(24)

qy = −kT
∂T
∂y

∣∣∣∣
y=0

(25)

where kT is the thermal conductivity of the fluid. Similarly, the local surface mass fluxes, jx, jy maybe
defined as:

jx = −D
∂C
∂x

∣∣∣∣
x=0

(26)

jy = −D
∂C
∂y

∣∣∣∣
y=0

(27)

Therefore, the local Sherwood number which represents the ratio of the convective mass transfer
to the rate of diffusive mass transport and given by:

Shx =
jxL

(Cw − C0)D
= − L

(Cw − C0)

∂C
∂x

∣∣∣∣
x=0

(28)

Shy =
jyL

(Cw − C0)D
= − L

(Cw − C0)

∂C
∂y

∣∣∣∣
y=0

(29)

Initially, the cavity is filled with pure water and, then, the ferrofluid suspension injection begins.
In the following, two cases based on the types of boundary condition are described:

Case 1. All the walls of the square cavity are kept cold at temperature Tc and low concentration
Cc except that the center of the left wall is kept at a high temperature Th and a high concentration Ch,
as shown in Figure 1a. The boundary conditions are described mathematically as follows:

at x = 0, 0 ≤ y ≤ L, T = Tc, C = Cc, ∂p
∂x = 0,

at inlet Tin = Th, Cin = Ch, u = ux,in;
at 0 ≤ x ≤ L, y = 0, T = Tc, C = Cc, p = p0;
at x = 1, 0 ≤ y ≤ L, T = Tc, C = Cc, p = p0;
at 0 ≤ x ≤ L, y = L, T = Tc, C = Cc, p = p0;

where in refers to the injection location (inlet), and the velocity is taken to be zero on all cells (no-flow
boundary conditions, i.e., impermeable wall) except for the central cells. The fluid exits from constant
pressure boundary, p0, which is a kind of exit boundary, as it is smaller than the entire pressure.

Case 2. All the walls of the square cavity are adiabatic and isothermal with constant Dirichlet
pressure, except that the center of the left wall is kept hot at temperature Th and high concentration Ch.
The upper and lower left walls are kept at a cold temperature and a low concentration with no-flow
Neumann boundary condition (impermeable wall), as shown in Figure 1b. The boundary conditions
are described mathematically as follows.
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at x = 0, 0 ≤ y ≤ L, T = Tc, C = Cc, ∂p
∂x = 0,

at inlet Tin = Th, Cin = Ch, u = ux,in.
at 0 ≤ x ≤ L, y = 0, ∂T

∂y = 0, ∂C
∂y = 0, p = p0.

at x = L, 0 ≤ y ≤ L, ∂T
∂x = 0, ∂C

∂x = 0, p = p0.
at 0 ≤ x ≤ L, y = L, ∂T

∂y = 0, ∂C
∂y = 0, p = p0.

4. Numerical Method

The governing equations were discretized numerically using the CCFD method for the spatial
discretization. The CCFD method is considered one of the most commonly used finite-difference
methods for flow and transport in porous media, because it is locally conservative. In the CCFD
method, one uses velocity on edges of the cell, and pressure on the center of the cell (cell-centered).
The permeability is calculated using the harmonic averaging on the center as well.

The backward Euler time discretization was used for the time derivative of equations of temperature
and concentrations, with a time-splitting implicit technique [17,20]. The outer time discretization, which had
a relatively large time step, was used for pressure. The subscript k + 1 represents the current time step,
while the subscript k represents the previous time step. The temperature and concentration had the same
level of time discretization. The following procedures have been considered,

- The total time interval, [0, T], is divided into a number of Np time steps, namely, 0 = t0 < t1 <

. . . < tNp=T , with a time-step of length Δtk = tk+1 − tk.

- For temperature and concentration, each interval,
(

tk, tk+1
)

, was divided into a number of Np,C

subintervals, i.e.,
(

tk, tk+1
)
= ∪Np,c−1

l=0

(
tk,m, tk,m+1

)
.

- The Courant–Friedrichs–Lewy stability condition (CFL < 1) is used to accomplish the time
step-size adaptation.

- The time-step size of the pressure was taken to be larger than the time-step sizes of temperature
and concentration.

The algorithm can be stated as:

- Calculating the pressure implicitly by coupling the continuity and momentum equations.
- Compute the velocity explicitly.
- Solve energy and concentration equations implicitly.
- Update porosity, permeability, and density.

Now, let us express the pressure equation as:

−∇· K

μ
(

1 + F
√

K
ν

∣∣uk
∣∣)
(
∇·pk+1 − Fk

mag + gρ0

(
1 − β

(
Tk − Tr

)
− β∗

(
Ck − C0

))
∇z
)
= qk+1 (30)

The energy equation is computed implicitly as:

[(1−ϕ)ρscp,s+ϕρ(Tk ,Ck)cp]Tk+1,m+1−[(1−ϕ)ρscp,s+ϕρ(Tk)cp]Tk+1,m

Δt + ρuk+1·∇Tk+1,m+1 = ∇·
[(1 − ϕ)hs + ϕh]∇Tk+1,m+1

(31)

Similarly, the concentration equation is computed implicitly as:

ϕ
Ck+1,m+1 − Ck+1,m

Δtm +∇·
[
uk+1Ck+1,m+1 − D∇Ck+1,m+1

]
= 0 (32)
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In order to control the time-step size, the CFL condition (CFL < 1) is used. The CFL condition of
the temperature and concentration equations is expressed as:

CFLx =
uxΔtk,m

x
, CFLy =

uyΔtk,m

Δy
(33)

The numerical stability procedures can be summarized as follows:

- The pressure time-step, Δtk,0 = Δtk is taken as an initial time step for both temperature and
concentration equations.

- After that, the conditions CFLx > 1 and CFLy > 1 are examined. If one of them is satisfied,
the temperature/concentration time-step is divided into smaller steps.

- Therefore, the conditions CFLx and CFLy are recalculated based on the new time steps and so on,
until satisfying the conditions CFLx < 1 and CFLy < 1.

5. Results and Discussion

To obtain physical insights, the system of the governing partial differential equations was solved
numerically using the above numerical method. Two different cases were considered based on different
boundary conditions, as in Figure 1a,b. In Case 1, all boundaries were of a Dirichlet type except that
the west boundary was a no-flow boundary condition, which was a Neumann type. The physical and
computational parameters are presented in Table 1. A value for the outer time loop k was selected,
and the step size Δtk was determined; then, the time-step size Δtm was calculated based on the CFL
conditions. In our calculation the velocity inlet was taken as 0.4756 × 10−8 m/s and the corresponding
Reynolds number is 0.00143, which is suitable for flow in porous media.

Table 1. Physical parameter values.

Parameter Description Value Units

a1 Constant 104–105 m A−1

b1 Constant 10−6–10−5 m A−1

a, b Half of width/height of the magnet 0.02 m
Br Residual magnetization 0:0.2 Tesla
C0 Initial concentration 0 -
Cin Inlet concentration 1 -
cp Heat capacity 800 J/Kg K
D Diffusion coefficient 5 ×10−3 m2/S
hs Thermal conductivity of the solid 0.718 W/(m/K)
h Thermal conductivity of the ferrofluid 0.6 W/(m/K)
g Gravity acceleration 9.81 m/s2

K Permeability 100 md
Lp Distance between poles 2.4 m
Lin Inlet width 0.3 m
L Cavity side length 5 m

md Millidarcy 9.86923 ×10−16 m2

p0 Initial pressure 1 ×106 N/m2

T0 Initial temperature 300 K
Tin Inlet temperature 360 K

ux,in Inlet velocity 0.4756 × 10−8 m/s
β Thermal expansion coefficient 0.005 K−1

β∗ Solute expansion coefficient 0.001 K−1

ϕ Porosity 0.3 -
μ Water viscosity 0.001 Pa.s
μ0 Magnetic permeability 1 ×10−7 N·A−2

ρs Solid media density 2500 kg/m3

ρw Pure water density 1000 kg/m3

ρ f Particles density 8933 kg/m3
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Some error estimates are listed in Table 2 to examine the accuracy of the proposed scheme.
The errors were calculated for temperature and concentration at various values of the time-step
iteration, k. The results in Table 2 indicate that the error decreases as the number of time steps increases.
In addition, the temperature error is very small and approaches zero; however, the concentration
error needs bigger time step numbers to reach the desired approximation. Moreover, the calculated
time step size (Δtm) is plotted against its number m in Figure 2. Moreover, concentration profiles for
different spatial grid size nx and ny of Case 1 are plotted in Figure 3 to show the grid independence test.
The spatial discretization, nx × ny, was chosen, respectively, as 50 × 50, 100 × 100, and 150 × 150. It is
clear from Figure 3 that the differences between the three curves are very small, therefore, we choose
the course grid, 50 × 50, for the computations in this study.

Figure 2. Variation of the adaptive time step size (Δtm) against its number m of Case 1.

Figure 3. Concentration profiles for different spatial grid size nx and ny of Case 1.

Table 2. Error estimates for various values of k, Case 2.

k ‖Tk+1,l+1−Tk+1,l‖ Ck+1,m+1−Ck+1,m

50 5.0317 × 10−11 0.0198
100 6.9070 × 10−11 0.0099
300 3.0481 × 10−12 0.0033
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5.1. Results for Case 1

Figure 4a,b illustrates the temperature difference, ΔT = T − T0, contours of Case 1 without the
magnetic-field effect (Br = 0.0) and with the magnetic-field effect (Br = 1.2), respectively. It seems that
the magnetic field slightly enhances the temperature. The differences between of the two cases are
similar, and it seems to be hard to notice the small differences (around 1 K); however, the differences
are shown clearly in Figure 5, which shows the temperature profiles against the x-axis at y = 1 m,
for various values of Br of Case 1. In Figure 6, the concentration profiles are plotted against the x-axis
at y = 1 m, for various values of Br of Case 1. It is clear from Figure 6 that as the parameter Br increases,
the ferrofluid concentration increases.

Figure 4. Temperature difference, ΔT = T − T0, contours of Case 1 with (a) Br = 0.0 and (b) Br = 1.2.
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Figure 5. Temperature profiles against x-axis at y = 1 m, for various values of Br of Case 1.

Figure 6. Concentration profiles against the x-axis at y = 1 m, for various values of Br of Case 1.

The pressure and velocity magnitude (uw =
√

u2
x + u2

y) profiles are plotted in Figure 7a,b,
respectively, against the x-axis at y = 1 m, for various values of Br of Case 1. These figures show
that, as Br increases, pressure and velocity increase. The maximum differences are located in the inlet
vicinity and gradually decrease far away from it.

305



Energies 2018, 11, 3235

Figure 7. (a) Pressure and (b) average velocity profiles against x-axis at y = 1 m, for various values of
Br of Case 1.

In Figure 8, the local Nusselt numbers are plotted along the left wall, right wall, upper wall,
and lower wall of the porous cavity, for various values of the parameter Br of Case 1. The magnetic
field has no effect on the left wall because the advection effect is much larger than the magnetic effect.
The variation in magnetic-field strength has a small effect on the other walls; however, the differences
are clear. The higher local Nusselt number is located in the center of the left wall, which indicates that
the heat transfer rate is high in that region. Moreover, the heat transfer rate on the right wall has high
values around the center of the wall and decreases gradually in the edge closure. The negative sign
indicates that the heat transfer direction is from the fluid to the solid wall. The behavior of the heat
transfer rate on the upper wall is similar to that on the right wall, but the maximum heat transfer rate
is shifted to the bottom edge. Finally, the local Nusselt number on the lower wall has maximum values
close to the left portion and then decreases gradually near the edges.
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Figure 8. Local Nusselt number distributions along the left wall, right wall, upper wall, and lower wall
for various values of the parameter Br of Case 1.

Figure 9 illustrates the local Sherwood number profiles along the left-, right-, upper-, and lower-walls.
It can be seen from this figure that the local Sherwood number profiles along the left and right walls
are symmetric around the center of y-axis and they decrease gradually far away from the center toward
the upper to the lower corners. The mass transfer rate on the left-wall is high close to the inlet region
and decreases from bottom to top. The negative sign indicates that mass transfer direction is from the
fluid to the solid wall. It also may be noticed that the mass transfer rate on the right-wall is very small.
The local Sherwood number on the upper- and left-walls has a similar behavior and same order of
magnitude with different signs. The local mass transfer rate has maximum values at x ≈ 0.1.

Figure 9. Cont.
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Figure 9. Local Sherwood number profiles along the left-, right-, upper-, and lower-walls for various
values of the parameter Br; Case 1.

In Figure 10, the transient temperature and concentration profiles are plotted against the x-axis at
y = 4, at different times of the ferrofluid injections. It is interesting to observe from Figure 10a that the
temperature reaches the steady-state after around 2 days of injection, while the concentration reaches
its steady-state after 2000 days of injection as indicated in Figure 10b.

Figure 10. Transient (a) temperature, and (b) concentration profiles against x-axis at y = 4, of Case 1.
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5.2. Results for Case 2

In Figure 11, the temperature profiles are plotted against the x-axis, for various values of Br of
Case 2. This figure shows that the existence of the external magnetic field increases the temperature.
The lowest temperature values are in the vicinity of the left wall, while the opposite happens at
y = 2.5 m. The magnetic field has a small effect at the centerline as the advection dominates, whereas it
has a clear effect far away from the high advection region (e.g., y = 1 m). As the parameter Br increases,
the temperature increases, which may be interpreted as the magnetic field enhancing the kinetic energy,
which, in turn, enhances the heat energy.

Figure 11. Temperature profiles against x-axis at y = 1 m, 2.5 m for various values of Br of Case 2.

The concentration profiles are plotted in Figure 12 against the x-axis at y = 4 m, 2.5 m, for various
values of Br of Case 2. At the centerline (y = 2.5 m), the concentration has maximum values close to
the inlet and decreases gradually far away from the inlet, whereas then opposite is true at y = 4 m.
The concentration has minimum values close to the left wall and increases gradually far away from it.
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As the magnetic field pulls the particles toward it based on its strength, the parameter Br increases the
concentration of the ferrofluid.

Figure 12. Concentration profiles against x-axis at y = 4 m, 2.5 m, for various values of Br of Case 2.

The temperature distribution of Case 2 is shown in Figure 13a. It can be seen from this figure that
the temperature is high around the inlet location. Then it decreases gradually far away from the inlet
because the other walls are adiabatic with a constant pressure. This may be interpreted as the heat
transfer mode changes from the mixed convection region close to inlet to the purely conduction region
far away. Figure 13b shows the concentration distribution of Case 2. The behavior of the concentration
is similar to the temperature distribution which can be interpreted similarly but with respect to mass
transfer and solute convection.
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Figure 13. Contours of (a) temperature, and (b) concentration, of Case 2.

6. Conclusions

In this study, the effect of a magnetic field on ferromagnetic fluid flow and heat transfer in a square
porous cavity was investigated. A mathematical model which consists of a set of governing equations
and set of axillary algebraic equations, along with initial and boundary conditions, was developed.
Two different cases of boundary conditions were considered. The governing equations were solved
numerically using the multiscale time-splitting implicit method. An adaptive algorithm was built
based on calculation of the Courant–Friedrichs–Lewy stability condition number. Error estimates for
temperature and concentration at various values of iteration number were presented. Also, the grid
independence of spatial discretization was examined. Numerical experiments were carried out to
simulate some physical scenarios. It was found that the magnetic field increases the temperature and
enhances the heat transfer rate. Also, the distribution of the particle concentration is related to the
magnetic field strength. The pressure and velocity increase as the magnetic field strength increases.
Close to the inlet the magnetic field had no effect on the local heat transfer rate because the advection
force is much larger than the magnetic force. Moreover, the magnetic field strength had a small effect
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on the local heat transfer rate at the other cavity walls. The highest local Nusselt number occurs in the
center of the left wall. Similar conclusions can be drawn for the mass transfer rate behavior under the
effect of the magnetic field.
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Nomenclature

A [m] half of width of the magnet,
a1, b1 [A m−1] constants depend on the type of the ferromagnetic material,
b [m] half of height of the magnet,
Br [Tesla] residual magnetization,
C [m m−3] ferrofluid concentration,
C0 [m m−3] ferrofluid initial concentration,
cp [J Kg−1 K−1] heat capacity,
D [m2 s−1] diffusion coefficient,
Fmag [N] external magnetic force,
g [m s−2] gravitation acceleration,
h [J K−1m−1s−1] thermal conductivity,
H [A m−1] magnetic field strength,
K [m2] permeability of the porous medium,
L [m] distance between the poles of the magnet,
Nu [-] Nusselt number,
T [K] temperature,
Tr [K] reference temperature,
p [Pa] fluid pressure,
q [kg s−1] external mass flow rate,
Qc [m3s−1] rate of change of particle volume of a source/sink term,
Qt [m3s−1] heat source term,
u [m s−1] fluid velocity vector,
x, y [m] Cartesian coordinates,
β [K−1] thermal expansion coefficient,
β∗ solutal expansion coefficient,
Δtk [s] time step for the loop k,
Δtl [s] time step for the loop l,
Δtm [s] time step for the loop m,
ϕ [-] porosity of porous media,
ρ [Kg m−3] density of fluid mixture,
ρw [Kg m−3] density of pure water component,
ρ f [Kg m−3] density of ferro-particles component,
ρs [Kg m−3] density of solid phase,
μ [m s−2] viscosity of water-magnetic-particles mixture,
μw [m s−2] viscosity of water,
μ0 [N A−2] magnetic permeability.
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Abstract: The effect of mainstream velocity and mainstream temperature on the behavior of
deposition on a flat plate surface has been investigated experimentally. Molten wax particles were
injected to generate particle deposition in a two-phase flow wind tunnel. Tests indicated that
deposition occurs mainly at the leading edge and the middle and backward portions of the windward
side. The mass of deposition at the leading edge was far more than that on the windward and
lee sides. For the windward and lee sides, deposition mass increased as the mainstream velocity
was increased for a given particle concentration. Capture efficiency was found to increase initially
until the mainstream velocity reaches a certain value, where it begins to drop with mainstream
velocity increasing. For the leading edge, capture efficiency followed a similar trend due to deposition
spallation and detachment induced by aerodynamic shear at high velocity. Deposition formation was
also strongly affected by the mainstream temperature due to its control of particle phase (solid or
liquid). Capture efficiency initially increased with increasing mainstream temperature until a certain
threshold temperature (near the wax melting point). Subsequently, it began to decrease, for wax
detaches from the model surface when subjected to the aerodynamic force at the surface temperature
above the wax melting point.

Keywords: gas turbine engine; particle deposition; capture efficiency; multiphase flow

1. Introduction

Aero-engines would encounter particle laden air flows when operating in environments with a
high concentration of airborne particles during extended service. Sand, fly ash, debris and other
external particles may flow into the engine combustion, once introduced into the inlet airflow.
A majority of particles flow through the combustion along the main channel flow, and subsequently
attack the hot component surface through deposition. The temperature is in excess of 2400 K in
the primary combustion zone, far above the particle melting temperature (Tmelt). Particles may flow
through the engine without any effect, or impact on the surface by means of rebounding, spreading,
spattering or adhering [1–3], possibly experiencing phase transition and deposition afterwards.
Deposition is a complex physical and chemical process. Deposition on the turbine blade would
dramatically increase the surface roughness and block film cooling holes in certain conditions, which
could lead to a loss in aerodynamic and cooling efficiency [4,5]. For land-based gas turbines, trace
amounts of foreign matter in fuels and carbon microparticles generated from the burning of raw energy
sources can be injected into the turbine along with the main flow and subsequently deposited on
the blade surface, which will affect its heat transfer characteristics and aerodynamic performance.
In addition, a growing number of impurities are found in the urban environment, indicating more
particles flow into the combustion along the turbine cascade passage once ingested into the engine.
This could shorten part life and increase the risk of operation failure [6,7].
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To date, the deposition of sand and coal ash on gas turbine engines has been studied by multiple
researchers. Kim et al. [8] conducted an experimental study of volcanic ash particle deposition. They
found that blockage of film cooling holes could cause damage to vanes at the normal inlet temperature.
Koenig et al. [9] explored the negative effect of gas-particle two phase flow on gas turbine blade
surfaces by experimental investigation. They found that if particle-laden gas flowed over the blade
surface at high temperatures, molten particles would be deposited in the proximity of the blade cooling
holes, causing a degradation in turbine blade cooling performance.

However, deposition study on a turbine is neither cost nor time efficient. To improve efficiency
and enable cost savings, Jensen et al. [10] designed the Turbine Accelerated Deposition Facility (TADF)
to generate deposition in a 4 h test that could simulate 10,000 h of turbine operation. They conducted
validation tests to simulate the ingestion of foreign particles typically found in an urban environment
by seeding a combustion with large concentrations of airborne particles. Crosby et al. [11] studied
the effects of particle size, inlet temperature, and impingement cooling on deposition. They noted
that deposition growth increased as particle mass mean diameter, inlet temperature, and target
coupon temperature increased, based on a series of 4-h deposition tests. Furthermore, deposition
thickness became more uniform at a lower test model surface temperature for a given inlet temperature.
Wammack et al. [12] studied the behaviors of deposition on a flat plate with three kinds of surface
treatments. They observed extensive spallation of the thermal barrier coated coupons caused by
successive deposition. Ai et al. [13] utilized the TADF to generate particle deposition on a test model
with film cooling holes. Hot gas flow impinged on the film-cooled target surface at 45 deg. The
coupon surface temperature was measured by a red, green, bule (RGB) camera, allowing measurement
of spatial temperature distribution to evaluate the influence of deposition thickness on surface heat
transfer and film cooling performance. Bonilla et al. [14] studied how particle size affected ash
deposition on nozzle guide vanes (NGVs) from a CFM56-5B aero engine. Lundgreen et al. [15]
constructed a new turbine cascade to study the deposition on an actual blade surface at turbine
mainstream temperatures of 1350 ◦C, 1265 ◦C, and 1090 ◦C. They found that deposition mass on the
pressure surface increased as the mainstream temperature increased. The largest amount of deposition
occurred on the leading edge. Whitaker et al. [16] noted that the mass of deposition on the blade
surface was dependent on particle size distribution, indicating that microparticles with larger sizes
were easier to deposit on the surface. They concluded that a reduction of inflow turbulence intensity
could slow down the deposition buildup and extend the service life of the turbine. Laycock et al. [17]
investigated the independent effects of mainstream temperature and surface temperature on fly
ash deposition at elevated operating temperatures. They found capture efficiency increased as the
mainstream temperature increased. It showed an increase until a certain threshold temperature and
then a decrease, with increasing initial deposition surface temperature.

Recently, a considerable effort has been devoted to developing computational models for the
prediction of particle deposition behavior. Numerical models of deposition mainly include two types
of models, the critical velocity model and the critical viscosity model. As proposed by Brach and
Dunn [18] in the former model, a particle will adhere to a surface when the incoming velocity of
the particle (critical velocity) is larger than the particle normal impact velocity. Based on the former
model, Zhou and Zhang [19] studied the characteristics of particle deposition on the film-cooled wall
numerically and the effect of particle size and blowing ratio on deposition efficiency of shaped holes.
Bons et al. [20] subsequently improved the critical velocity model and simulated the particle deposition
on a turbine vane surface [21]. They found that capture efficiency increased initially with Stokes
number (St), and then decreased rapidly when St > 1.5. In the latter model, the particle viscosity at
the softening temperature is considered as the reference viscosity and the sticking probability value is
dependent on the relationship between particle viscosity and the reference value. When the particle
viscosity is less than or equal to the critical value, the sticking probability value is assumed to be 100%,
whereas for higher particle viscosity, capture efficiency decreased with increasing particle viscosity.
Based on the latter model, Sreedharan and Tafti [22] investigated the deposition of ash particles
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impinging on a flat of 45◦ wedge-shape geometry numerically. They found that the majority of the ash
deposition occurred near the stagnation region and capture efficiency increased with increase in jet
temperature. Yang and Zhu [23] investigated the particle deposition in the vane passage numerically
according to the model. They found that the mainstream temperature and capture efficiency were
positively related, but deposition distribution was less sensitive to temperature. Considering the
coupled effect that deposition has on the flow geometry, Forsyth et al. [24,25] took advantage of the
dynamic mesh morphing technique to make an accurate prediction of particle deposition and found
that varied surface topology caused by deposition could be the reason for marked change in fluid and
particle velocity. With a similar method, Liu et al. [26] modelled the deposition of particles of different
sizes numerically. They investigated the independent effect of particle size on the deposition mass and
found that the deposition mass increased with the increasing particle size.

Model-size scaling and test condition scaling are required, due to the stringent test conditions and
limitations of necessary measurements at the engine-representative temperature. Lawson et al. [27]
constructed a low-speed open loop wind tunnel facility to simulate wax deposition on an endwall
with film cooling holes. They modeled the sand and coal ash with atomized molten wax droplets.
Particle Stokes number and thermal scaling parameter (TSP) were matched based on the similarity
laws. Albert et al. [28,29] adopted a similar method to investigate the wax microparticle deposition on
a blade leading edge and pressure side in a closed loop wind tunnel at low operating temperatures. The
effect of particle deposition on surface heat transfer characteristics has been thoroughly investigated.
However, few studies have been performed to shed light on deposition distribution under different
inlet operating conditions.

A deeper understanding of the particle deposition mechanism and characteristics would provide
a more accurate quantification of deposition effect on the efficiency and performance of engines. The
objectives of the study were to investigate wax particle deposition behavior experimentally in an open
loop wind tunnel facility and explore the individual effects of mainstream velocity and temperature
on spatial distribution of particle deposition on a flat plate.

2. Experimental Facilities and Procedures

2.1. Experimental Facilities and Model

Tests for this study were carried out in an open loop wind tunnel. The wind tunnel inlet
mainstream is driven by two axial fans, after which the flow passes through an air heater, turbulence
grids, and a wax sprayer before entering the test section (Figure 1). Mainstream flow is warmed in
the air heater to simulate gas from engine combustors. Turbulence grids are situated behind the air
heater and comprised of a series of vertically-oriented bars. They help to generate turbulence, thus
simulating the actual operating conditions for engines. A wax sprayer is positioned at the center of the
wind tunnel behind the turbulence grids. Wax particles could be seeded across the span of test section
from the sprayer head. Atomized molten wax particles are delivered to the test section by the wind
tunnel mainstream flow. They then impact the model surface to simulate the deposition phenomenon
that occurs for sand particles in an actual gas turbine flow-path. The surface temperature is measured
by an IR camera and calibrated in situ by a thermocouple (error ≤ 1 ◦C). The mass of deposition on the
test model is measured by an analytical balance with a high precision degree of 0.005 mg (METTLER
TOLEDO XPE206DR).

The test section is 0.3 m in width, 0.3 m in height, and 2.5 m in length (Figure 2). The model
could be viewed through glass windows in the test section walls. The mainstream approach velocity
could be maintained in a range of 5–40 m/s. The mainstream flow temperature is measured by a
thermal resistor (uncertainty: ±0.15 ◦C). The thermal resistor sends temperature feedback signals to a
temperature controller, which adjusts power output of the air heater based on the input current. With
this method, mainstream flow could attain a stabilized temperature during testing. The mainstream
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temperature could be increased by 70 ◦C at most. Both operating parameter range and sensor accuracy
are summarized and listed in Table 1.

Figure 1. Experimental system schematic.

 
Figure 2. Photograph of the test section.

Table 1. Operating parameter range and sensor accuracy.

Mainstream
Velocity

(m/s)

Mainstream
Temperature

(◦C)

Mainstream
Velocity

Measurement
Error
(%)

Mainstream
Temperature
Measurement

Precision
(◦C)

Deposition Mass
Measurement

Precision
(mg)

Surface
Temperature
Measurement

Error
(◦C)

5–40 25–95 2 ±0.15 0.005 ±0.5

The wax spray system schematic is shown in Figure 3. The system serves to heat the wax particles
above their melting point temperature and spray liquid wax particles into the test section mainstream
flow. Wax mass flow rate was in the range of 5–80 g/min with a relative uncertainty of 1.6%. Calibration
experiments were carried out based on the relationship between the wax mass flow rate and gear
pump speed to acquire calibrated data. A laser particle analyzer is used to measure particle size
with a precision degree of 3% (OMEC Instrument CO. DP-02). Wax particle size and flow rate can be
controlled by adjusting the air supply pressure and gear pump speed, respectively. The adjustable
range for mean particle size is 8–100 μm.

A photograph of the spray system in the wind tunnel is shown in Figure 4. The spray nozzle is
located in a hole at the middle of a hollow column (Spray Co. 1/8JJAUCO). The wax heating system
is composed of a molten wax reservoir, water-bath vessel, resistive heater and control system. The
molten wax reservoir is made up of stainless steel. It was heated uniformly and stably in the water-bath
vessel. The control system is used to send temperature feedback signals and minimize fluctuations
in the water temperature. The precision uncertainty for the wax temperature is 1 ◦C. The wax can
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be heated to 80 ◦C by the heating system. The purposes of compressed air are to atomize the molten
wax and provide the start-stop control of the wax spray system. The wax has a nominal solidification
temperature around 41 ◦C, above the ambient temperature. Consequently, air heating is required
to avoid the solidification of wax after its mixing with the atomized air in the spray nozzle. The air
temperature can reach 100 ◦C by using the air heater. All lines are wrapped with electrical heating
belts and foaming polyurethane materials as an outer layer to keep the liquid wax above the molten
point and achieve thermal insulation and energy saving. A thermocouple is applied to measure the
pipeline surface temperature for temperature control purposes. The working conditions of the wax
spray system are listed in Table 2.

 
Figure 3. Schematic of the wax spray system.

 
Figure 4. Picture of the wax sprayer and turbulence generating.

Table 2. Wax spray system working conditions.

Particle Size
(μm)

Wax Mass Flow
Rate

(g/min)

Wax Heating
Temperature

(◦C)

Atomized Air
Temperature

◦C)

Atomized Air
Pressure

(MPa)

8–100 5–80 30–80 25–100 0.1–0.8

The test model and its fixing holder are shown in Figure 5. The test model is a flat plate, which
is 150 mm in length, 150 mm in width, and 13 mm in thickness. The test model is fixed by a holding
device. Flow fields around the test model might be affected, in that the holding device is thicker than
the test model. To mitigate the possible effect, the holding device adopt streamlined outer surface
and three air guide holes. Both the pitch angle and rotating angle of the test model can be adjusted.
Schematic of the particle-laden flow and angle of attack (AOA) is shown in Figure 6. The adjustable
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ranges for AOA, pitch angle and rotating angle are −15◦~+15◦, −20◦~+20◦, −90◦~+90◦, respectively.
The height of the test model can be adjusted by a mechanical screw lift.

Figure 5. Three-dimensional maps of the test model and its fixing holder.

 
Figure 6. Schematic of multiphase flow and angle of attack.

2.2. Experimental Parameters

The experimental parameters in this paper are shown in Table 3. The mainstream velocity range
was 10–30 m/s and the temperature range was 32–48 ◦C. Wax with a molten point of 41 ◦C was selected
as the particle for injection to observe its deposition behavior. This enables an experimental simulation
of particle deposition in a wind tunnel facility. The wax particle size distribution was measured by a
laser particle analyzer, as shown in Figure 7. Its main range was 10–20 μm. According to the study
conducted by Dring et al. [30], the trajectory of the particles is dominated by the Stokes number. The
Stokes number of particles in air flow can be defined as:

Stk =
ρpd2

pUp

18μ∞L
(1)

where ρp is the wax particle density, dp is the wax particle diameter, Up is the wax particle velocity, L is
the characteristic length and μ∞ is the gas dynamic viscosity. The Stokes number characterizes the
behavior of particles suspended in a fluid flow, which provides an indicator of how well the particles
follow the mean fluid streamlines. A particle with a Stk < 1 follows fluid streamlines closely, indicating
a perfect convection-diffusion. On the contrary, a particle with a Stk > 1 is determined by the inertia
force and it is likely to continue along its initial trajectory.

The density of molten wax used in this paper was approximately 800 kg/m3. The corresponding
Stk, in the range of 0.04–0.12, could be estimated based on the length of the test model. The distance
between the sprayer and the test model was chosen as about 10 times length of the test model and the
corresponding Stk is 0.004–0.012, ensuring that the atomized wax particles could diffuse in mainstream
flow as uniformly as possible.
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Figure 7. Wax particle size distribution.

Table 3. Test parameters for deposition testing.

Case No.

Mainstream
Velocity

U∞

(m/s)

Mainstream
Temperature

T∞

(◦C)

Test Time
t

(min)

Wax Volume
Concentration

c

AOA
α

(deg)

1 10 40

5 4.21 × 10−7 −5

2 15 40
3 20 40
4 25 40
5 30 40
6 10 32
7 10 37
8 10 44
9 10 48

2.3. Experimental Procedures

The test procedure was as follows: (1) For a typical experiment, the test model should be fixed
by the holder at first. The status of all test devices was checked before testing, including the wax
spray system, air heater, and AOA of the flat plate. Full test preparations are required. (2) The wax
heating system was held at the desired temperature to keep wax in a molten state. The gear pump for
starting the wax spray system was closed at the time. (3) The axial fan was opened at the front of the
wind tunnel. The air speed was brought to the required value and then held stable. (4) Then the air
heater for the wind tunnel was opened and adjusted to a certain temperature so that the test model
surface and air can reach a thermal steady state. (5) The gear pump for starting the wax spray system
was opened and adjusted according to the required wax mass flow rate in order to achieve different
test conditions. The surface temperature of the test model was detected precisely with an infrared
radiation thermometer. The data were recorded every second. (6) At the end of an experiment, the wax
spray system, air heater for the wind tunnel and axial fan need to be turned off successively. (7) The
test model was moved away from the wind tunnel to be photographed. The wax depositions from
the entire leading edge, windward side, and lee side were collected to measure the wax deposition
mass, respectively. Finally, the remaining wax on the test model was removed in preparation for the
next experiment.

2.4. Uncertainty Analysis

An uncertainty analysis serves to validate the measurement technique effectiveness and
repeatability of test results. The test Case 1 in Table 3 was performed five times for uncertainty analysis.
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Deposition mass standard deviation σ and uncertainty Δm dep were calculated by Equations (2) and
(3), respectively.

σ =

√√√√√ n
∑

i=1

(
mi − mdep

)2

n − 1
, (2)

Δmdep =
tασ√

n
, (3)

where mi is an observed value for deposition mass, m dep is the mean deposition mass, n is the sample
size, and tα is the upper quantile of t-distribution. When the confidence interval is 0.95, tα is 2.766.

The standard deviation σ of the deposition mass was calculated as 0.046 with a sample size of
five (Table 4). Uncertainty in the deposition mass was calculated as 0.056 g (relative uncertainty 3.3%).
The resulting deposition mass showed sufficient repeatability between experiments to support the
discussions and conclusions.

Table 4. Test results of the deposition mass.

i mdep
(g)

mdep
(g)

σ
(g)

Δmdep
(g)

Δmdep
mdep

(%)

1 1.71

1.70 0.046 0.056 3.3
2 1.67
3 1.66
4 1.77
5 1.67

3. Results and Discussion

3.1. The Effect of Mainstream Velocity

Mainstream velocity through the wind tunnel was set to investigate its effect on the particle
deposition mass and efficiency. Mainstream temperature and particle concentration were held constant
in tests.

Deposition distributions created on the model leading edge, windward side and lee side are
presented in Figures 8–10, respectively. The particle deposition reached the maximum at the leading
edge and they became sparser on the windward and lee sides. The forward portions of the windward
and lee sides were not visible, with very thin and sparse depositions, while the middle and backward
portions of both the windward and lee sides were visible with increasing amounts of deposition
towards the trailing edge. Significant depositions at the leading edge region were attributed to particle
inertia force. When the particle-laden flow approached the stagnation line, change to the motion
direction occurred and it was more evident for the air phase. However, particles cannot follow fluid
well or flow around the semi-circular surface due to their inertia. They impacted and then deposited
on the leading edge surface. Small particles with a low Stokes numbers tended to follow the flow
readily along the model surface and they were less prone to deposition under the drag force. This
resulted in a much larger amount of deposition at the leading edge than that on the windward and
lee sides. Sreedharan and Tafti [22] conducted numerical simulations of ash deposition on a flat plate
oriented at 45 deg to an impinging ash laden jet. The obtained results were validated by experiments
from Crosby et al. [11]. Sreedharan and Tafti presented that most particle deposition occurred near
the stagnant region. Herein, the stagnant region is located at the leading edge of the test model
where maximum deposition mass occurred. Liu et al. [26] conducted numerical simulations of particle
deposition on a flat plate under operating conditions similar to those of this study. They noted that
deposition mass at the leading edge was far larger than that on the windward side. The result is
consistent with that obtained in this study. Deposition buildup at the leading edge affected its geometry
structure, serving as a shield from the mainstream, which resulted in less deposition on the forward
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portions of the windward and lee sides. On the other hand, a deposition layer was generated first
at the leading edge with a faster deposition rate. The model surface became rough gradually, which
increased the deposition at the leading edge. Sparsely distributed spotted particle deposition was
observed on the windward and lee sides. Compared with the leading edge, surface roughness changed
less for the windward and lee sides, which caused a lower deposition growth rate. Wax deposition
was almost symmetric about the stream-wise direction for both sides. It was less at each end than that
in the middle portion along the span-wise direction, due to the flow field edge effect.

Deposition behavior at the leading edge changed evidently with the increasing mainstream
velocity (Figure 8). At low velocity, particle deposition was less at the stagnant line. Deposition
thickness increased as an evident central depression belt extended to the ends of the windward and lee
surfaces. Deposition flaking occurred at the boundary lines between the leading edge and windward
side or lee side. The deposition had an irregular shape with a slightly serrated and rough border. With
velocity increasing, the mass of deposition adjacent to the stagnant line increased fast and the depressed
belt was filled up gradually. Also, deposition on the boundary lines became smooth. Deposition flaking
in long strips was observed at the same position in Figure 8c,d. The shedding region expanded with
the increasing velocity. Inspection of Figure 8e revealed the spallation of deposition that occurred at
the maximum velocity, which caused an irregular physical appearance of the deposition and changed
the streamlined shape of the leading edge. At low velocity, deposition was sparsely distributed in
spots at the windward and lee sides. The deposition pattern became uniform and the deposition range
was almost constant with increasing velocity.

 
(a) U  = 10 m/s 

 
(b) U  = 15 m/s 

 
(c) U  = 20 m/s 

 
(d) U  = 25 m/s 

 
(e) U  = 30 m/s 

Figure 8. Photographs of wax deposition on leading edge with different mainstream velocities.
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(a) U  = 10 m/s (b) U  = 15 m/s (c) U  = 20 m/s 

  
(d) U  = 25 m/s (e) U  = 30 m/s 

Figure 9. Photographs of wax deposition on windward surface with different mainstream velocities.

   
(a) U  = 10 m/s (b) U  = 15 m/s (c) U  = 20 m/s 

 

  
(d) U  = 25 m/s (e) U  = 30 m/s 

Figure 10. Photographs of wax deposition on lee surface with different mainstream velocities.

The deposition mass at different mainstream velocities is presented in Figure 11. Deposition
mass increased gradually with increasing velocity. This was explained by the increased mainstream
velocity, which indicated an increased number of impinging particles in unit time for a constant particle
concentration. Deposition began to decrease just above a threshold velocity of 25 m/s. This was
caused by the deposition spallation occurring at the maximum velocity (Figure 8e). A large number
of particles detached from the deposition at the leading edge under the shear force, which resulted
in a loss of deposition mass. The windward and lee sides of the test model experienced a decreasing
deposition mass difference as the velocity increased.
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(a) Leading edge (b) Windward side and lee side 

Figure 11. Deposition mass with different mainstream velocities.

Capture efficiencies were measured and calculated in numerous literatures related to effects on
deposition to characterize the deposition behavior. The capture efficiencies can be defined as:

ηcap =
mdep

min
=

mdep

qv × c × t
, (4)

where mdep is the mass of particle deposition, min is the total mass of particle injected, qv is the
mainstream volume flow rate, c is the particle volume concentration and t is the test time. Figure 12
shows the effects of the mainstream velocity on deposition capture efficiency. For the leading edge,
capture efficiency increased over the first four tests and then decreased as the velocity increased. The
dominant force for wax particles to impinge on the test model is inertial force. The increasing capture
efficiency could be attributed to increased particle Stokes number, indicating a relative increase in the
inertial force. Deposition mass increased with increasing velocity. The increase in deposition mass
was related to deposition thickness with a given exposed coupon surface area for 5 min of exposure
time. As the deposition thickness increased, the resulting vane contour was no longer in the streamline
shape, which enhanced the capture efficiency. Capture efficiency decreased at a velocity of 30 m/s.
The main reason for this is that the inlet air mass flow rate increased with increasing mainstream
velocity, resulting in increased deposition gravity. The leading edge could have been ‘saturated’ with
wax particles. Meanwhile, the increase in velocity causes the aerodynamic shear force to increase.
When the sum of the gravity and aerodynamic force is greater than the bonding force of the deposition,
splitting and detachment may occur. For the windward and lee sides, the capture efficiency increases
first and then decreases with increasing mainstream velocity. The capture efficiency is at maximum at
a mainstream velocity of 20 m/s. Deposition was easier to generate with higher mainstream Reynolds
number and particle Stokes number, which resulted in the enhanced capture efficiency. The effect of
particle impingement on the wall surface could not be neglected [20]. Due to increased mainstream
Reynolds number, particles impacted the test model at the AOA of 5 deg. with more normal impact
energy and momentum transfer, and subsequently rebounded more easily. This could lead to the loss
in capture efficiency. The change trend of the capture efficiency on the windward and lee sides could
be the result of both particle tracing fidelity to the mainstream and rebounding against the wall surface.

The total capture efficiency for a test model was consistent with the capture efficiency for the
leading edge (Figure 12c). This could be attributed to the fact that the mass of the deposition at the
leading edge occupied a large proportion of the total deposition mass. Variations in mainstream
velocity would account for change in the Stokes number. Apart from the Stokes number, particle
collision and rebound characteristics combined with the deposition splitting and detachment due to
aerodynamic force could account for the change of the capture efficiency. For a flat plate, total capture
efficiency was dominated by the mass of deposition at the leading edge. Figure 13 shows the capture
efficiency as a function of mainstream velocity and its comparisons with that reported by Taltavull [31]
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and Bowen [32]. The horizontal coordinate is the particle kinetic energy (Ekin), a function of velocity.
The expression for Ekin is shown in Equation (5):

Ekin =
1
2

mpU2
p, (5)

where mp is the particle mass, Up is the particle velocity, which is equal to U∞. The variation trend
of capture efficiencies with Ekin is consistent to that reported by Taltavull and Bowen, but the value
of capture efficiency is not consistent, mainly due to the different geometric structure. Taltavull et al.
and Bowen et al. studied the behavior of deposition on flat plates oriented at 30 deg, 90 deg to an
impinging gas flow, respectively. The area of windward sides is bigger than that herein, accounting for
the difference in the capture efficiency.

 

 
(a) Leading edge (b) Windward and lee sides 

 
(c) Total capture efficiency 

Figure 12. Capture efficiency at different mainstream velocities.

Figure 13. Total capture efficiency in this study compared with data from Taltavull [31] and Bowen [32].
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3.2. The Effect of Mainstream Temperature

Five series of tests were set up to investigate the individual effects of mainstream temperature
(T∞) on particle deposition for a given mainstream Reynold number and particle concentration. The
tests were run with a mainstream velocity of 10 m/s and particle concentration of 4.21 × 10−7. The
temperature was increased from 32 ◦C up to a maximum of 48 ◦C.

Wax deposition distribution at the leading edge, windward and lee sides are presented in
Figures 14–16, respectively. The maximum deposition amount was observed at the leading edge,
while the amount of deposition was less in the forward portions of the windward and lee sides than
that in the middle and backward portions. At the T∞ of 32 ◦C, far below the wax melting temperature,
deposition near the stagnation line reached maximum and it became gradually less towards the two
ends, in a V shaped pattern. The deposition patterns at the two ends were uniform and no flaking
was observed. As T∞ increased, a nonuniform deposition structure occurred, indicating softened
particle behavior and the effect of the mainstream flow along the surface. When the test was conducted
at the T∞ of 37 ◦C, particle deposition was less than that at 32 ◦C in the vicinity of the stagnation
line. An evident depressed belt at the leading edge could be observed from Figure 14b. Particle
deposition increased gradually from the middle to the two ends. It was also observed during tests
that larger bulks of wax detached from the deposition at the bottom side of the leading edge. At the
T∞ of 40 ◦C, close to the wax melting temperature, the depressed belt appeared to be more evident.
The deposition pattern at both ends was nonuniform, for particles there were blown off from the
deposition. This could mean that the deposition stickiness increased with more trapping particles
at the leading edge. Deposition decreased significantly as T∞ increased from 40 ◦C to 43 ◦C, above
the wax melting temperature. A transparent deposition layer was observed at the leading edge at
43 ◦C, while no deposition was observed on the surface of the leading edge at 48 ◦C. When T∞ was
below the wax melting point, sparse individual deposition was observed at 32 ◦C on the windward
and lee sides, whereas more deposition could be discerned at the higher T∞. However, deposition
decreased significantly when the temperature increased to 43 ◦C. Sparse deposition was observed at
the backward portions of the windward and lee sides at the T∞ of 43 ◦C, slightly above the melting
point. At the T∞ of 48 ◦C, a transparent wax deposition layer was observed only at the trailing edge.

 
(a) T  = 32 °C 

 
(b) T  = 37 °C 

 
(c) T  = 40 °C 

 
(d) T  = 43 °C 

 
(e) T  = 48 °C 

Figure 14. Photographs of wax deposition on leading edge with different mainstream temperature.
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(a) T  = 32 °C (b) T  = 37 °C (c) T  = 40 °C 

  
(d) T  = 43 °C (e) T  = 48 °C 

Figure 15. Photographs of wax deposition on windward surface with different mainstream temperatures.

   
(a) T  = 32 °C (b) T  = 37 °C (c) T  = 40 °C 

  
(d) T  = 43 °C. (e) T  = 48 °C 

Figure 16. Photographs of wax deposition on lee surface with different mainstream temperatures.

The deposition mass variation with T∞ was shown in Figure 17. Deposition mass initially
increased and then began to decrease at a mainstream temperature of 40 ◦C for the leading edge,
windward sides and lee sides. The threshold temperature was found to be approximately equal to the
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wax melting point. Once a molten wax particle was injected from the nozzle head at the T∞ of 32 ◦C,
it was very likely to quickly cool down and solidify just before it impacted the surface. Lower T∞

increased the probability of a particle rebounding upon impact and not sticking to the surface. As T∞

approached the wax melting point, particles attached to the test model in a molten, or partially molten
state, making them less susceptible to rebounding or detachment. Instead, deposition appeared to
spread and solidify. This increased deposition mass was attributed to the larger number of molten
particles in the larger temperature mainstream. Liquid wax spatter could occur due to the model
surface temperature above the wax melting point. The uncoagulated particles flew along the surface in
the form of a liquid film. The aerodynamic stress caused the liquid particles to detach from the surface
of the test model, resulting in less deposition.

  
(a) Leading edge (b) Windward surface and lee surface 

Figure 17. Deposition mass with different mainstream temperature.

Capture efficiency at different T∞ was shown in Figure 18. Capture efficiency increased to a
certain threshold temperature and then decreased with increasing T∞. It reached the maximum when
T∞ was close to the melting point. When T∞ was below the melting temperature, the trend of capture
efficiency in this paper was consistent with that reported by Lundgreen and Crosby [11,15]. They noted
that capture efficiency increased with the mainstream temperature increasing. However, for T∞ above
the wax melting temperature, the capture efficiency decreased with T∞ increasing. This behavior was
also observed by Laycock et al. [17] They concluded that capture efficiency increased until a certain
temperature, where capture efficiency began to decrease as surface temperature increased. This was
attributed to the increased number of particles in molten form as they encountered the flat plate and
increased probability of liquid wax spatter at increased T∞. Since the test model was non-cooled, its
surface temperature was highly dependent on T∞. Increasing T∞ could elevate the model surface
temperature. When the surface temperature of the test model exceeded the wax melting point, liquid
wax film would detach from the structure surface under the aerodynamic force and thus it would not
solidify upon reaching it. Figure 19 shows total capture efficiency reported by this paper, Crosby and
Laycock. The variation trend of the capture efficiency reported in the paper is basically consistent
with the data from Crosby and Laycock. The result is more closely matched to the data from Crosby,
mainly for Stokes number of wax particles adopted herein is close to that of sand particles adopted by
Crosby. For the particles of larger sizes used by Laycock, capture efficiency is higher due to a larger
Stokes number.

Temperature increases were found to decrease particle capture efficiency at inlet temperatures
above the particle melting point. However, excessively high inlet temperatures may cause damage
to the component surface [12,33]. Therefore, it is not reasonable to achieve low capture efficiency
and normal engine performance only by increasing gas temperature. Further investigation is still
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required to decrease the negative effects of deposition on plate surface heat transfer characteristics and
aerodynamic performance.

 

 

(a) Leading edge (b) Windward and lee surfaces 

Figure 18. Capture efficiency with different mainstream temperature.

 
Figure 19. Total capture efficiency herein compared to data from Crosby [11] and Laycock [17].

4. Conclusions

Nine series of tests were conducted in a two-phase flow wind tunnel to investigate the
independent effects of mainstream Reynolds number and mainstream temperature on particle
deposition mass and distribution. Based on the results presented in this paper, the following
conclusions can be drawn:

(1) Maximum wax deposition occurred at the leading edge, which increased levels of surface
roughness and affected the vane contour. For the windward and lee sides, deposition was distributed
in sparse spots, mainly in the middle and backward portions. No position was observed in the
forward portion.

(2) Increased mainstream velocity denoted more particles reaching the surface in unit time for
a given particle concentration. For the windward and lee sides, deposition mass increased with
increasing mainstream velocity. Capture efficiency increased initially to a certain value and then
decreased as mainstream velocity increased, for particles were easier to rebound with more kinetic
energy. For the leading edge, capture efficiency increased and then began to decrease at a mainstream
velocity of 25 m/s.

(3) T∞ was adjusted to change the phase of particles impacting the model surface. When T∞ was
below the particle melting point, deposition mass and capture efficiency increased with increase in T∞
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for both the leading edge and windward and lee sides. The mainstream temperature, higher than the
particle melting point, would result in lower deposition mass and capture efficiency.

The study focused on particle deposition on a flat plate. Further work should consider the effect
of geometric structure on the particle deposition and the effect of particle deposition on surface heat
transfer characteristics.
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Abstract: This paper presents the development and assessment of a two-stage thermoacoustic
electricity generator that aims to mimic the conversion of waste heat from the internal combustion
engine exhaust gases into useful electricity. The one wavelength configuration consists of two identical
stages which allow coupling a linear alternator in a “push-pull” mode because of the 180◦ out of phase
acoustic excitation on two sides of the piston. This type of coupling is a possible solution for the low
acoustic impedance of looped-tube traveling-wave thermoacoustic engines. The experimental set-up
is 16.1 m long and runs at 54.7 Hz. The working medium is helium at maximum pressure of 28 bar.
In practice, the maximum generated electric power was 73.3 W at 5.64% thermal-to-electric efficiency.
The working parameters, namely load resistance, mean pressure and heating power, were investigated.
System debugging illustrates the effect of local acoustic impedance of the regenerator on the start-up
process of the thermoacoustic engine. The additional modelling showed that the feedback loop length
can be reduced by using a combination of acoustic inertance and compliance components.

Keywords: thermoacoustic electricity generator; multi-stage; traveling-wave heat engine; push-pull;
inertance-compliance; acoustic streaming

1. Introduction

Due to the widespread utilisation of high-grade heat sources in industry and transportation, there
has been an increase in waste heat rejected to the environment. Therefore, many technologies have been
developed for waste heat recovery applications for a range of scales and heat-grades. Thermoacoustic
traveling-wave engines (TATWE) have drawn attention because of their advantages which include
no mechanical moving parts, longevity and the use of environmentally friendly gases as working
media [1]. Thermoacoustic engines are capable of converting heat into acoustic power. The acoustic
power generated by the TATWE can be used to generate electricity by driving an electromechanical
linear alternator or generate cooling by driving a thermoacoustic refrigerator [2] or a pulse tube
cryocooler [3,4]. In general, TATWE take the form of an acoustic resonator filled with a gas and
containing a thermoacoustic core consisting of a porous medium (stack or regenerator) with heat
source and heat sink (i.e., heat exchangers) adjacent to it. The gas in the vicinity of the solid surface of
the porous medium undergoes a thermodynamic cycle somewhat similar to the Stirling cycle.

The first TATWE in a looped-tube configuration was presented by Yazaki et al. [5]. It can be
likened in certain respects to a standing-wave thermoacoustic engine because of the two-wavelength
loop containing the thermoacoustic core at a specific location. Yazaki et al. [5] designed and built their
air-filled engine to study the spontaneous gas oscillations in a travelling wave setting. The experimental
results showed that the travelling wave outperformed the standing wave engines at the same frequency
and wavelength. The low efficiency of this engine was discovered to be caused by low acoustic
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impedance (acoustic impedance is the ratio of oscillating pressure to volume flow rate). Looped-tube
TATWE can have more than one thermoacoustic core in the same engine. These so-called multi-stage
TATWEs are a solution to a low acoustic impedance and work at low onset temperature [6,7].
The multi-stage TATWE can be built either having identical stages each having a power extraction
point or a number of geometrically non-identical stages in series and a single alternator in the loop.
Although the cross section of the thermoacoustic cores in series increases in the wave propagation
direction to reduce acoustic loses [8,9], identical stages run at lower acoustic losses as the staged power
extraction points allow the device to run without high acoustic power “spots”.

de Blok [8,10] built four engines demonstrating the possibility of cascading stages in looped
tube TATWE. The engines consisted of four identical stages each having a power extraction point,
and they were generating electricity in a range of 18 W to 1.64 kW. Zhang and Chang [7] studied the
onset temperature, mean pressure, type of working medium (gas), hydraulic radius as well as the
number of stages in a four-stage engine configuration similar to de Blok’s [8]. They also investigated
replacing one of the engine stages with a refrigerator stage [11]. The results showed that the device can
reach a relative Carnot COP (coefficient of performance) of 28.5% at a cooling temperature of 5 ◦C.
Yang et al. [12] adopted the four-stage configuration and adapted it by replacing one stage with acoustic
compliance acting as acoustic impedance control. The engine design aimed at low-grade temperature.
A thermal-to-electric efficiency of 1.51% was achieved at the hot temperature of 120 ◦C. Yang et al. [13]
developed the engine by adding five acoustic loads. A maximum thermal efficiency achieved was 9.6%
at the hot temperature of 195 ◦C. Li et al. [14] suggested an upgrade for the system with four identical
stages by installing a branch containing a refrigerator stage and a dual linear alternator.

Another multi-stage configuration proposed by Li et al. [15] was built as three identical stages with
linear alternators connected in-line to shift the phase difference. At a mean pressure of 40 bar of helium,
each stage of the engine generated 1080 W of acoustic power at 36% total efficiency. Wu et al. [16]
developed the system to generate useful electricity. At 50 bar mean pressure and 650 ◦C heating
temperature, the engine generated 1.57 kW of electricity at thermal-to-electric efficiency of 16.8%.
Bi et al. [17] optimized the acoustic network of the engines and ran it at a higher mean pressure of 60
bar; the engine generated 4.69 kW at 15.6% of thermal-to-electric efficiency.

Linear alternators convert the acoustic power into electricity at high transduction efficiency.
The alternators used in thermoacoustic technology must have flexure bearings and gas clearance seals,
which require no lubrication, to make them compatible with the low-maintenance requirements of
thermoacoustic devices. The main disadvantage is that they are expensive. Hamood et al. [18] showed
that the linear alternator performance improves with increasing the acoustic impedance. It is then
advantageous to utilize multi-stage TATWE where high acoustic impedance is favourable for the
linear alternator to generate higher electrical power. However, for “self-matched” identical stages
they require many expensive linear alternators to run at high acoustic impedance and relatively low
acoustic losses—hence finding a way to limit the number of alternators is important. The aim of the
current research is to demonstrate a configuration that enables coupling one linear alternator to two
power extraction points of two stages that work in pressure antiphase, thus reducing the number of
expensive alternators in the system. Here, the effective acoustic field driving the linear alternator is the
algebraic sum of the two fields belonging to the two stages.

2. Experimental Apparatus

The experimental apparatus consists of two identical engine stages each having a power extraction
point, and a linear alternator connected to these two power extraction points. The conceptual design of
the electricity generator is shown in Figure 1a, while Figure 1b shows a photograph of the actual device.
The identical stages generate acoustic waves having similar pressure and volume flow rate amplitudes,
but which are out of phase by 180◦ between the two stages. When these out of phase acoustic fields
act upon the alternator, one is “pushing” while the other is “pulling” the piston. Hence, the active
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acoustic impedance running the alternator is the sum of the two push-pull acoustic fields, and this will
increase the power output at a specific acoustic impedance [18].

  
(a) (b) 

Figure 1. (a) Conceptual drawing of the engine; (b) Photo of the thermoacoustic engine reported here.

The DeltaEC (design environment for low-amplitude thermoacoustic energy conversion)
simulation tool was used to simulate the acoustic field and optimize the dimensions of the device
components. DeltaEC is a design tool for thermoacoustic applications developed based on the linear
thermoacoustic theory [19]. It enables a continuous optimization process to investigate the dimensions
that offer the best performance. After a complex trade-off optimization process which considers the
performance and parts’ availability, a successful model was generated.

In addition to the system optimisation, DeltaEC was also used to study the favourable acoustic
field for the linear alternator to generate high electrical power out of the acoustic input with high
efficiency. Specifications of the linear alternator (Q-Drive 1S132M) were used as input values for the
model. Figure 2 shows the generated power (black curves) and efficiency (blue curves) at a frequency
of 56 Hz. They are plotted as a function of phase difference between velocity and pressure. The local
acoustic impedance (which is a parameter here) is shown in the legend. The simulation results confirm
that the linear alternator generates higher electrical power and runs more efficiently at higher acoustic
impedance. In addition, the phase difference of around 15◦ is favourable for the linear alternator to
generate the highest power, while between 40–60◦ to run at highest possible efficiency.

Figure 2. LA electrical power generated and efficiency at push-pull coupling for different acoustic
impedance and phase difference.
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This paper describes the experimental rig only in brief, since the full details can be found in [18].
The thermoacoustic generator is a 16.1 m long, looped tube two-stage thermoacoustic engine, and uses
pressurized helium at 28 bar as the working gas. It runs at a frequency of 54.7 Hz. The simulation
results for the one-wavelength acoustic field in the engine are presented in Figure 3. The figure
shows that the regenerators are located near maximum pressure and minimum volumetric velocity
amplitudes to be near the highest acoustic impedance and minimize the viscus dissipation. The two
branches leading to the linear alternator sides are placed near the regenerator to ensure the highest
possible acoustic impedance at the linear alternator branches. The acoustic power distribution along
the engine shows that the acoustic power is generated in regenerators and mainly dissipated through
the linear alternator branches.

Figure 3. Distribution of pressure amplitude, volumetric velocity and acoustic power along the engine.

Figure 4 shows a cross-section of the thermoacoustic core. The regenerator holder, hot heat
exchanger and thermal buffer tube have been manufactured as one piece to eliminate potential gas
leakage problems which might appear at elevated temperatures at the seals of hot parts. The ambient
heat exchanger is a cross flow heat exchanger having staggered fins at both water and helium flow
directions. It is made out of a block of copper. The diameter of the heat exchanger on the helium side
is 101.75 mm, and its thickness is 30 mm. The fins are 0.5 mm in width leaving 1 mm channels; on the
helium side the fins are 8 mm long, while they are 5 mm long on the water side. At the design drive
ratio, the peak-to-peak displacement is roughly half of the heat exchanger length. The porosity of the
ambient heat exchanger is 31.2% on helium side.

The regenerator is made of 445 stainless steel mesh screen layers, piled up inside the regenerator
holder. Regenerator length is 73 mm, and its diameter is 102 mm. The wire diameter in the mesh screen
is 65 μm while the wire-to-wire aperture is 180 μm. On each end of the regenerator, there are coarse
diamond mesh screens of 1.2 mm thickness, which act as spacers. The spacers allow the gas leaving the
heat exchangers to mix and spread over the entire regenerator cross section. The regenerator hydraulic
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radius and the volume porosity have been calculated using the wire diameter, aperture and the amount
of packed mesh per unit volume. The hydraulic radius is 60.5 μm and the volumetric porosity is 78.9%.

 

Figure 4. Cross-section of the thermoacoustic core consisting of ambient heat exchanger, regenerator
packing, hot heat exchanger, thermal buffer tube and secondary ambient heat exchanger.

The hot heat exchanger has been manufactured from a low carbon steel. The choice of the
material is based on a trade-off between the thermal conductivity and mechanical strength at elevated
temperature. It has the face diameter of 102.2 mm (4 inch) and length of 40 mm along the flow direction.
It is equipped with pairs of 100 W cartridge heaters. On the helium side, the comb-like structure creates
channels of 1 mm width and fins that are 7 mm long and 0.5 mm thick. The porosity of the hot heat
exchanger on the helium side is 34.4%. At the design amplitude, the peak-to-peak displacement is
roughly one third of the heat exchanger length.

Below the hot heat exchanger is the thermal buffer tube providing thermal buffer between the hot
and secondary ambient heat exchangers. It is 162 mm long having a conical middle section which
reduces the internal diameter from 102.2 mm to 77.9 mm. The conical section is expected to reduce the
Rayleigh streaming in the thermal buffer tube, as recommended by Swift [1].

The last part of the thermoacoustic core is the secondary ambient heat exchanger. The purpose of
this part is to prevent heat from flowing beyond the core into the resonator. It is similar to the main
ambient heat exchanger but with smaller dimensions. It is made of copper and has a porosity of 38%.
The diameter of the heat exchanger on helium side is 77.5 mm, and its thickness is 20 mm. The fins are
0.5 mm in width; the fins are 9 mm long on the helium side and 5 mm long on the water side. At the
design amplitude, the peak-to-peak displacement is roughly equal to the heat exchanger thickness.

The acoustic network delivers the acoustic power generated in the thermoacoustic core to the
linear alternator branch and the rest is fed to the other thermoacoustic core. The network comprises of
a straight standard 1 1

2 inch tube. The last 275 mm of the feedback loop is a standard 1-inch tube to
adjust the phase difference at the linear alternator for a better performance. The linear alternator used
in the rig is Q-Drive 1S132M. This alternator is asymmetric in that on one side the piston is exposed
to the gas while the other side is connected to a shaft forming part of the electromagnetic armature.
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Subsequently, the gas flow on two sides of the piston is not symmetrical—this feature is being corrected
to some extent by introducing bespoke PVC inserts on the armature side, cf. [18].

3. Experimental Results

The experiment preparation starts with charging the engine with helium to 28 bar and then turning
the cooling and heating systems on. The regenerators start generating weak oscillations when helium
at the hot side of the regenerator reaches a temperature of 230 ◦C at a temperature difference of 185 ◦C.
Normally, the engine does not amplify the weak acoustic oscillations (even at much higher temperature
differences) to a level intense enough to drive the linear alternator. However, it has been found that in
practice the intense acoustic wave can be excited by driving the linear alternator as an acoustic driver at
a specific frequency. For instance, a few cycles of the piston excitation using a function generator and an
amplifier at a frequency of 50.8 Hz was enough to excite the intense oscillation. This allows delivering
an acoustic power to the cold side of the regenerator at a favourable acoustic phasing. An electrical
control circuit was designed to protect the alternator and facilitate starting the engine. It switches the
linear alternator connection in three ways based on the piston displacement measured by the laser
displacement sensor: namely to function generator/amplifier, load resistance and a short circuit. At no
oscillations present, the circuit connects the linear alternator to the function generator/amplifier which
excites the piston for a few cycles at about 1.5 mm peak displacement. Once the engine amplifies the
acoustic power and drives the piston over 2 mm peak displacement threshold, the circuit connects
the linear alternator to the load resistance to dissipate the generated electricity and control the piston
displacement. In case the engine drives the linear alternator close to its maximum stroke of 6 mm,
the circuit switches the connection of the linear alternator to a short circuit to protect the alternator by
stopping the piston oscillation.

At no oscillation condition, there is a high heat loss of about 450 W per stage from the hot heat
exchanger (this value is deducted in performance calculation in this paper). As the hot heat exchanger
is manufactured as one piece with the thermal buffer tube and the regenerator holder, the hot heat
exchanger cannot be insulated from these two pieces. A possible way to reduce the conduction heat loss
from the regenerator holder to the ambient heat exchanger is to place a low heat conductivity gasket
between them. A gasket made out of thermiculite 715, Flexitallic model number SCRC04003T71515,
was used. This gasket material has a low thermal conductivity of 0.3 W/m.K. The minimum available
gasket thickness of 1.5 mm was selected. At this thickness, the gasket can seal up to 140 bar at a
temperature of up to 540 ◦C.

The experiments showed that the insulating gasket improved the regenerator temperature
difference and the performance of the engine. For example, the regenerator temperature difference
increased from 297 ◦C to 308 ◦C and the generated electricity from 48.6 W (cf. previous work [18]) to
62.2 W at 900 W heating power, 28 bar mean pressure and 30.8 Ω load resistance.

There is an acceptable agreement between the measurements and the calculated results. The circular
symbols in Figure 3 indicate the measured pressure amplitude and acoustic power (calculated using a
two-microphone method, [20]), while the continuous line shows the calculated values along the engine.
The measured values of pressure amplitude showed small differences between corresponding points
for the two stages. This is caused by the construction of the asymmetrical linear alternator. All the
left-hand side (LHS) points which are facing the armature of the linear alternator have slightly higher
amplitudes than the right-hand side (RHS) points which are facing a flat side of the piston.

3.1. Effect of Load Resistance

In the experiments, a resistive load was connected to the linear alternator to measure and dissipate
the generated electricity. The load value varied from 26.3 Ω to 92.5 Ω. Any value lower than 26.3 Ω
damps the oscillations and the performance decreases at loads higher than 92.5 Ω, at similar heating
power and mean pressure. For the linear alternator acting alone, at the nominal operating frequency,
an increase in the load resistance will normally lead to a decreased acoustic load imposed by the linear
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alternator upon the oscillatory flow into the branch. As a result, the acoustic pressure in the branch,
as well as the acoustic pressure difference across the alternator, increase in amplitude. The piston
displacement also increases slightly, and so the linear alternator with the branch act more like a
standing wave resonator which will draw less power from the engine loop. When such an alternator is
coupled to the engine loop (as is the case here), the resulting acoustic pressure in the engine loop is of a
higher amplitude.

The linear alternator piston applies an acoustic load to the acoustic field at each of the linear
alternator branches. The value of the load resistance dominates the acoustic load which dominates
the acoustic field and performance of the engine. Figure 5a shows the experimental results for the
acoustic power generated by one engine stage, the acoustic power delivered to one side of the linear
alternator and the piston displacement at different load resistances. Increasing the load resistance will
decrease the linear alternator acoustic load which allows the piston to oscillate at higher displacement.
Figure 5b shows the electricity output measured using the load resistance connected to the linear
alternator against the predicted values obtained from the DeltaEC model. The experimental values are
indicated by the symbols, while the continuous line shows the model prediction. The experimental
values represent the average of four experimental readings, while the error bars correspond to their
standard deviation. In experiments, the device generated 62.2 W of electricity at load resistance of
30.8 Ω (the best performance of the engine will be presented later in Section 4.1). The load resistance,
the amplitude of acoustic pressure at the linear alternator and the temperature differential across the
regenerator taken from experiments were applied as the boundary conditions for the DeltaEC model.
A maximum electrical power of 85.02 W was predicted when the load resistance is 30.8 Ω.

Figure 5. (a) Acoustic power generated by one engine stage, acoustic power delivered to one side of
the linear alternator and piston displacement, (b) Electricity generated as a function of load resistance
on the linear alternator. Heating power is 900 W.

The experimental and simulated electricity output profiles are comparable at all magnitudes of
load resistance. However, significant discrepancies are observed. The main reason is that the phase
difference between the volumetric flow rate and pressure at the linear alternator in the experiment is
not the linear alternator’s favourable acoustic condition set during modelling. For instance, the phase
difference in the simulation is −30◦, while in the experiment it is 10.5◦. Figure 2 shows that the linear
alternator does not favour the experimental phase difference value. Unfortunately, when fitting the
DeltaEC model to the experimental results one can only take care of a limited number of the most
important parameters, for instance the pressure amplitudes and temperature data will take precedence
over phase relationships. However, there are additional reasons for discrepancies between modelling
and experiments. For example, acoustic streaming which occurs in the experiment (explained in
Section 4.2) and which is responsible for transferring heat from the hot to ambient heat exchanger is
not included in the model. Similarly, the acoustic power dissipation through major and minor losses
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was calculated in the simulations using steady flow loss correlations for oscillating flow. In addition,
DeltaEC performs calculations by integrating the one-dimensional wave and heat transfer equations,
while the actual flow and heat transfer physics is three-dimensional in experiments. The accuracy of
DeltaEC simulation results in predicting turbulence phenomena remains questionable, which may also
be the underlying problem.

The power output of the electricity generator is a product of the acoustic power delivered to
the alternator and its acoustic-to-electric transduction efficiency. The transduction efficiency should
reach the maximum when the load resistance is equal to the coil resistance of the alternator [21],
i.e., 2 Ω. The electrical power produced is also proportional to the piston displacement to the power of
two. This increases continuously as seen in Figure 5a. Figure 6a shows that the acoustic-to-electric
efficiency falls from 62.7% to nearly 28.4% by increasing the load resistance from 26.3 Ω to 92.5 Ω.
The thermal-to-electric efficiency reaches the maximum of 6.91% at the highest electrical output when
applying a load resistance of 30.8 Ω. Figure 6b shows the temperature difference measured across
the regenerator (T2 and T4 shown in Figure 4) at various load resistances. At the same heating
power, the temperature differential across the regenerator reduces gradually vs. the load resistance.
Clearly, the heat transfer between hot and ambient heat exchangers increases due to a high-volume
flow rate, but unfortunately this is not coupled with the increase in electricity production. This is
because, while the acoustic power increases (cf. Figure 5a) the phasing between pressure and velocity
(cf. Figure 2) becomes less favourable, and so the electrical power extraction decreases.

Figure 6. (a) Acoustic-to-electric and thermal-to-electric efficiencies vs. load resistance; (b) Temperature
differential across the regenerator vs. load resistance. Heating power is 900 W.

3.2. Effect of Mean Pressure

The values of the mean pressure will affect both the power density of the acoustic field and the
thermodynamic properties of the working gas. Swift et al. [1] determined the power density factor
to be pmaA, where a is the speed of sound, pm is the mean pressure and A is the cross-sectional area.
Higher power density will enable the thermoacoustic engine to run at higher acoustic impedance
which in turn will allow higher acoustic to electric conversion at the linear alternator [18]. Varying the
mean pressure changes the thermodynamic properties of the gas, including density and thermal and
viscous penetration depths. These influence the processes of energy conversion in the thermoacoustic
system. The mean pressure was varied in the range of 14–28 bar, at a load resistance of 30.8 Ω and
heating power of 900 W. Any mean pressure less than 14 bar led to a non-harmonic oscillation which
failed to maintain itself and was quickly damped.

Figure 7a shows the experimental values of the net acoustic power generated in one engine stage,
the acoustic power delivered to one side of the linear alternator and the piston displacement vs. load
resistance applied. It indicates that the engine performs better at higher mean pressure, as it provides
higher power density and favourable phase difference to the linear alternator. Figure 7b shows the
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measured electrical power and the values predicted by the DeltaEC model. Symbols denote the
experimental results, while the line shows the model prediction. In experiments, the engine generated
62.2 W of electricity at mean pressure of 28 bar (the best performance of the engine will be presented
later in Section 4.1). The mean pressure, load resistance, the amplitude of acoustic pressure at the linear
alternator and the measured temperature differential across the regenerator were applied as DeltaEC
boundary conditions. A maximum electrical power of 85.02 W was predicted when the mean pressure
is 28 bar. There is a clear trend of decreasing the generated electrical power with the decreasing mean
pressure. The experimental and simulated electricity output profiles are comparable at all magnitudes
of mean pressure. However, significant discrepancies are observed, which were explained in Section 3.1
in some detail and these explanations are applicable here too. Additional Figure 8 shows the effect of
mean gas pressure on the acoustic-to-electric efficiency and thermal-to-electric efficiency (cf. Figure 8a)
and the measured drive ratio (cf. Figure 8b).

Figure 7. (a) Acoustic power produced in one engine stage, acoustic power on one side of the linear
alternator and piston displacement vs. mean pressure; (b) Electricity generated by the device vs. mean
pressure. Heating power is 900 W.

Figure 8. (a) Acoustic-to-electric and thermal-to-electric efficiencies vs. mean pressure; (b) Drive ratio
vs. mean pressure. Heating power is 900 W.

Focusing on the low mean pressure range, it is not clear why the generated electrical power,
generated acoustic power, drive ratio and piston displacement increase slightly when the mean
pressure drops from 16 to 14 bar. Theoretically, these values should decrease based on the argument of
power density being proportional to mean pressure. Most likely, this counterintuitive performance
enhancement might be attributed to a phase difference at the regenerator being closer to the traveling
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wave for 14 bar (compared to 16 bar), which could lead to generating a higher acoustic power. Swift [1]
pointed out that a resonator channel acts as an acoustic inertance and compliance simultaneously.
Both contribute to the behaviour of the wave propagation in the channel. However, reducing the mean
pressure increases the acoustic compliance effect which shifts the volumetric flow rate phase, while
decreasing the acoustic inertance effect of a resonator which shifts the pressure phase. Unfortunately,
the current setup does not allow the detailed measurements to validate this point. However, it is
possible to inspect the DeltaEC modelling results in terms of the phase angle between oscillating
pressure and volumetric velocity. When the mean pressure reduces from 28 to 16 bar the phase angle
increases from 58.9◦ to 68.4◦, i.e., the wave becomes “less travelling” and “more standing”. On the
other hand, a further decrease of mean pressure from 16 to 14 bar causes the phase angle to decrease
from 68.4◦ to 68.0◦ to make the wave slightly “more travelling” again, which explains the apparent
improvement of generator performance.

3.3. Effect of Heating Power

Heating power and oscillation intensity are the two parameters determining the regenerator hot
side temperature. However, heating power is the dominant parameter determining the ability to
maintain a high temperature difference across the regenerator during the oscillation. In this section,
the value of the heating power represents the summation of the equal heating power of the two stages.
At no oscillation, there is a high heat loss of about 450 W per stage from the hot heat exchanger which is
deducted in performance calculations in this paper. The heating power was varied from the minimum
power of 500 W capable of maintaining oscillations to a maximum of 1700 W, at 28 bar mean pressure
and load resistance of 30.8 Ω. Figure 9a shows the generated electrical power at different heating
power for both experiments and simulation. For both, the maximum is reached at a heating power of
1300 W. In the experiments, a maximum electrical power output of 72.5 W was obtained at 5.58% of
thermal-to-electric efficiency, while the maximum efficiency of 7.3% was obtained at heating power
of 700 W generating 51.1 W of electricity, as shown in Figure 10a. The thermal-to-electric efficiency
decreases between 700 W and 1700 W.

Figure 9. (a) Electricity generated by the device vs. heating power; (b) Acoustic power generated in one
engine stage, acoustic power on one side of the alternator and piston displacement vs. heating power.

The existence of maximum generated electricity for heat input of 1300 W can be explained as a
combination of two effects: On the one hand, increasing the heating power leads to the increase of
the regenerator temperature difference (Figure 10b), generated acoustic power, acoustic power at the
linear alternator and the piston displacement (Figure 9b). At the same time, the measured difference
between volumetric flow phase and pressure phase increases towards the unfavourable values for the
linear alternator which leads to the decrease in the alternator acoustic-to-electric efficiency, as shown in
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Figure 10a. In experiments, the phase difference at 900 W heating power is 10.5◦ and it increases up
to 34◦ at 1700 heating power. Figure 2 shows how shifting the phase difference affects the generated
power and efficiency of the linear alternator. These competing effects lead to a maximum electricity
production at 1300 W heating power rather than the highest heating power.

Figure 10. (a) Acoustic-to-electric and thermal-to-electric efficiencies vs. heating power; (b) Regenerator
temperature difference vs. heating power.

The regenerator acts as an acoustic power amplifier. However, the flow resistance inside the
regenerator plays a vital role in the power amplification as reported by Yu and Jaworski [22]. At a
certain acoustic impedance, the flow resistance will dissipate most of the acoustic power fed through the
regenerator cold end and this will decrease the acoustic power generation. Under such circumstances,
the externally set temperature gradient will not have a significant effect. In fact, low conversion of heat
into sound will lead to heating up of the regenerator hot side as shown at 500 W heating power in
Figure 10b.

4. System Debugging

The aim of the debugging and optimization process was to solve and/or eliminate two problems:
self-starting and streaming.

4.1. Start-Up Improvement

As mentioned in Section 3, the engine in its baseline configuration could not self-start and required
“kick-starting” where a few cycles of initial excitation came from externally exciting the linear alternator.
The successful solution to this problem turned out to be a slight reduction in the flow resistance.
Yu and Jaworski [22] highlighted the relation between the flow resistance and local acoustic impedance
and their effect on the net acoustic power and acoustic power input. It was concluded that the flow
resistance plays a key role in determining the regenerator impedance as it determines the volumetric
flow rate at a specific pressure amplitude. At a given pressure amplitude, the higher flow resistance
increases the acoustic impedance by decreasing the volumetric flow rate.

Reducing the flow resistance in the regenerator was a possible solution to reduce the acoustic
impedance, and hence increase the acoustic power leaving the regenerator, at specific acoustic power
entering it, by reducing the acoustic power dissipated at the regenerator. The flow resistance could
be reduced by decreasing the length of the regenerator or increasing the cross-sectional area. In the
current research, the regenerator holder was welded to the hot heat exchanger and a heavy flange,
therefore its length and diameter are fixed. The only way to reduce the regenerator length is to replace
some of the regenerator mesh screens with coarse mesh (same as used for the spacers, cf. Section 2).
The coarse mesh screens were applied on the cold side of the regenerator, for ease of replacement.
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The effect of the regenerator length was investigated experimentally at 30.8 Ω load resistance,
1300 W heating power and 28 bar mean pressure. The regenerator length was increased once and
reduced twice by a 1.2 mm step, which is the thickness of a single coarse mesh.

The engine self-starts at a regenerator length of 71.8 mm and 70.6 mm. The oscillation starts at
a regenerator temperature difference of 280 ◦C. The reduction of the flow resistance was found to
enhance the performance by a very small fraction. Figure 11 shows the effect of regenerator length on
the generated electricity and thermal-to-electric efficiency. The new maximum generated electricity is
73.3 W at 5.64% thermal-to-electric efficiency. The relative Carnot efficiency is 11.3%, drive ratio is 3.4%
at a regenerator temperature difference of 288.8 ◦C.

Figure 11. Generated electricity and thermal-to-electric efficiency versus the regenerator length.

4.2. Efforts Towards Supressing Streaming

Gedeon streaming exists in looped-tube or toroidal devices only. The reason is that a closed
loop topology encourages a steady flow to circulate along such resonators. Gedeon [23] explained
it as mass flow in the Stirling engines and pulse tube cryocoolers with a closed loop which leads to
time-averaged convection enthalpy flux from the hot to the cold side. This phenomenon wastes heat
in a thermoacoustic engine by removing heat from the hot side to the ambient of the regenerator
without generating acoustic power. The devices suffering from a non-zero mass flow through the
porous medium will show a non-linear temperature distribution within the porous medium. All the
experimental tests showed a non-uniform temperature distribution, an example being shown in
Figure 12. Many researchers [1,24,25] summarized that this kind of streaming can be suppressed either
by placing a latex membrane or applying a non-symmetric flow resistance such as jet pump. The latex
or elastic membrane will be transparent to the acoustic power while forming a barrier to the streaming
flow, hence eliminating it.

The elastic membrane needs to be placed close to the minimum volumetric flow rate to suppress
this streaming at the lowest possible acoustic power loss. Figure 3 shows that the best location is near
the main ambient heat exchanger. Unfortunately, this location in the experimental rig was used to feed
through the thermocouples, and hence, the membrane could not be placed there. Potential locations
are between two flanges at three locations, as shown in Figure 13a. Figure 13b shows the locations of
the membrane with reference to the theoretical volumetric flow rate.
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Figure 12. The effect of the presence of a concave membrane on the temperature profiles in the
thermoacoustic core.

 

Figure 13. (a) Locations of the membrane along the engine loop; (b) locations of the membrane on the
volumetric flow rate graph.

The membrane was selected based on its material elastic properties and thickness. A sheet of 100%
genuine latex of 0.25 mm thickness, was used. Figure 14b–d show the three profiles of the membrane
that were tested: flat, concave and loose. Figure 14a shows an example of an assembled membrane.
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All three profiles were used in single and double locations. They were used on their own at the 1st and
3rd location, as shown in Figure 13a, and together at the 1st and 2nd location. The concave profile was
made by continuous stretching and heat treatment.

Figure 14. (a) A membrane assembled on a flange; (b) concave membrane; (c) flat membrane;
(d) loose membrane.

The experimental results showed that a single membrane placed at any location or a double
membrane can suppress the Gedeon streaming and generate a uniform temperature distribution along
the regenerator, as shown in Figure 12. Unfortunately, the membranes also act as flow resistance and
dissipate the acoustic power. The generated electricity for the tested membrane locations and profiles
varied from 0.5 W to 4.2 W. The highest performance was achieved by using one concave membrane at
the 1st location.

5. Feedback Loop Optimization

This section presents a DeltaEC study to propose a modified design of the experimental apparatus
to reduce its size. In particular, the new model considers shortening the feedback loop while keeping
the current thermoacoustic cores and alternator holder unchanged. The current engine is 16.1 m long,
of which approximately 15 m is a constant diameter feedback loop.

The function of the feedback loop is to deliver acoustic power to the regenerator at a favourable
acoustic phasing. The current uniform section feedback loop shifts the pressure phase by 175◦ and
volumetric flow rate phase by 50◦. This phase shift could be achieved within a much shorter length
by using a variable cross-section feedback loop. A wide cross-section pipe shifts the phase of the
volumetric velocity since it acts as an acoustic compliance, while a narrow pipe shifts the pressure
phase since it acts as an acoustic inertance [1]. The combination of compliance-inertance loop shifts the
acoustic phasing in much shorter length than the constant diameter loop.

Many configurations of feedback loop combining inertances and compliances were studied,
however, the paper will present the one that provides the shortest length without dissipating a high
share of engine’s generated acoustic power. Firstly, DeltaEC was used to simulate the acoustic field
in the feedback loop only. The model considered the acoustic wave characteristics at the beginning
and the end of the thermoacoustic core as boundary conditions of the compliance-inertance feedback
loop. The new feedback loop reduced the engine length from 16.1 to 7.5 m. Subsequently, it was tested
numerically on a full model and showed the same performance.

For a pipe of a certain length and diameter, the phase shifting capabilities strongly depend on the
acoustic wave characteristics at the inlet. In this study, the phase shifting results for the local acoustic
wave at the engine feedback inlet are shown in Figure 15. The selection of the pipe dimensions to
act as an acoustic inertance is based on the pressure phase shifting and acoustic power dissipation.
Figure 15 shows an example of the pressure phase shifting and acoustic power dissipation for different
sizes of pipes at an acoustic impedance of 5.1 M Pa·s/m3, 55◦ phase difference and 56.6 Hz frequency
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(which are the values at the inlet of the feedback loop to be replaced). A small diameter pipe can shift
the pressure phase at a shorter length than larger diameter, however, it will dissipate higher acoustic
power. For every pipe diameter there is a length range that appears to be very sensitive to the pressure
phase shifting. This region needs to be avoided.

Figure 15. Effect of pipe length and diameter of the inertance pipe on (a) pressure phase shifting; (b)
dissipated acoustic power.

Large diameter pipe shifts the velocity phase at low acoustic power dissipation. The phase shifting
capabilities strongly depend on the acoustic wave characteristics at the inlet. The selection of the pipe
diameter and length is based on the required phase shifting, at the acoustic wave characteristics at the
inlet. Figure 16 shows an example of the effect of pipe length and diameter on the velocity phase shifting
at an acoustic impedance of 3.8 M Pa·s/m3, 39◦ phase difference and 56.6 Hz frequency (which are
the values in the middle of the feedback loop where the compliance will be placed). Similar to the
selection of inertance, the steep change regions of the phase shifting need to be avoided for better
solution stability.

Figure 16. Effect of pipe length and diameter of the compliance pipe on (a) velocity phase shifting; (b)
dissipated acoustic power.

The best feedback loop configuration studied consisted of inertance-compliance-inertance.
The inertance was split into two parts with a compliance sandwiched between them so that the
inertance after the compliance will be in lower acoustic impedance region. This will allow the use
of a thinner pipe in the second inertance (after the compliance) which will lead to a shorter feedback
loop without creating a high acoustic power loss. After continuous optimisation process, the ideal
diameters of the inertances and compliance were replaced by those available for the commercially
available pipes. This generated some discrepancy which was actually found to be advantageous as the
new configuration allowed a reduction of the phase difference near the middle of the regenerator closer
to the traveling wave phase difference (namely from 26◦ to 9◦). This helped to increase the generated
acoustic power, at a similar regenerator temperature difference, from 123.5 W to 159.5 W. However,
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the extra generated acoustic power is dissipated in the feedback loop. The original feedback loop
dissipates 23.8 W while the new loop dissipates 59.5 W, as shown in Figure 17c. Figure 18 compares
the engine configuration for both old and new feedback loops.

Figure 17. One-stage simulation results comparing the original and new feedback loop: (a) pressure
phase, (b) velocity phase and (c) acoustic power flow along the engine.

  
(a) (b) 

Figure 18. Electricity generator with: (a) original feedback loop and (b) improved feedback loop.

Figure 17 compares the pressure phase, velocity phase and acoustic power in one stage for the
original and new feedback loop. The first section of the feedback loop is a 1 1

2 inch diameter pipe with
300 mm length, which is part of the previous configuration. This is followed by a standard cone leading
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to the first inertance which is 1313 mm long and has a 3
4 inch (20.9 mm) diameter. This shifts the

pressure phase by approximately 100◦, as shown in Figure 17a. The acoustic compliance is 420 mm long
and 3 inches (77.9 mm) in diameter, which shifts the volumetric flow velocity phase by approximately
40◦, as shown in Figure 17b. The second inertance is 584 mm long with dimeter of 1

2 (12.2 mm)
inch, and shifts the pressure phase by approximately 62◦, as shown in Figure 17a. Both reducers
connecting the compliance to the two inertances are non-standard, and of 50 mm length. The length
and diameter of the two inertances and compliance were carefully optimized aiming to achieve the
acoustic conditions at the shortest length possible.

6. Conclusions

Current work is focused on detailed studies and potential further improvements of a two-stage
traveling-wave thermoacoustic engine. Here, the configuration of two identical half-wavelength
stages allows the coupling of the linear alternator to two points with out-of-phase acoustic field,
i.e., in so-called “push-pull” mode in an attempt to improve the impedance matching of the alternator
to the engine, as well as reduce the ultimate cost by requiring only one alternator for two power
extraction points. Modelling approaches are combined with experimental work in order to improve
the overall performance of the prototype as well as improve the design to achieve more compact size.

In particular, the work presented here deals with system debugging, for instance improvements in
electrical power output through limiting the axial heat leaks, and investigating the effects of regenerator
length (i.e., regenerator impedance) on the start-up conditions in order to allow the engine self-excite
without external power input and application of elastic membrane to eliminate Gedeon streaming.
In addition, the paper presents a detailed account of the characterisation of the electricity generator
system from the point of view of the mean pressure (range 14–28 bar) and heating power (500–1700 W)
and load resistance (26.3 Ω to 92.5 Ω). It was found that the maximum electricity generated can reach
73.3 W at the heat input of 1300 W, load resistance of 30.8 Ω and mean pressure of 28 bar, with the
overall thermal-to-electric efficiency of 5.64%. The maximum thermal-to-electric efficiency of 7.3% was
obtained at heat input power of 700 W, while generating 51.1 W of electricity.

Finally, a design exercise was carried out aiming at reducing the size of the device while
maintaining the same levels of performance. DeltaEC simulations have shown that introducing an
inertance-compliance-inertance coupling instead of the constant diameter feedback pipe can reduce
the resonator length from 16.1 m to 7.5 m, leading to a much smaller volume of the device.
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Abstract: Thermal energy of flue gases (FG) dissipating from industrial facilities into the environment,
constitute around 20% of the total dissipated thermal energy. Being part of the FG, water vapour
carries thermal energy out of the system in the form of the latent heat, which can be recovered by
condensation, thus increasing the overall efficiency of an industrial process. The limiting factor in this
case is the low dew point temperature (usually 40–60 ◦C) of the water vapour in the FG. The increase
of the dew point temperature can be achieved by increasing the water content or pressure. Taking
these measures as a basis, the presented work investigated the following concepts for increasing
the dew point temperature: humidification of the flue gas using water, humidification using steam,
compression of the FG and usage of the steam ejector. Modelling of these concepts was performed
using the commercial software Aspen®. The humidification of the FG using water resulted in the
negligible increase in the dew point (3 ◦C). Using steam humidification the temperatures of up to
92 ◦C were reached, while the use of steam ejector led to few degrees higher dew point temperatures.
However, both concepts proved to be energy demanding, due to the energy requirements for the
steam generation. The FG compression enabled the achievement of a 97 ◦C dew point temperature,
being both energy-efficient and exhibiting the lowest energy cost.

Keywords: thermal energy recovery; flue gas; dew point temperature; condensation; Aspen®

1. Introduction

The dissipation of thermal energy from industrial facilities during production processes is and
has been a challenging issue worldwide. Flue gases from industrial processes constitute around 20%
of the total dissipated energy [1–3]. Water vapour, as a part of the flue gas, carries latent heat, which
can be recovered. Depending on the industry, flue gas temperatures vary from 120 to 200 ◦C [4–6],
whereas water vapour content can be up to 90 %vol. For example, as presented in Table 1, in the flue
gas of natural gas-fired boilers 20 %vol accounts for the water vapour [3,6], while in the potato crisps
manufacturing its content is around 40 %vol [5]. Unlike the flue gas from the drying processes, which
can contain up to 90% of the water vapour [7], most of the flue gases from the other processes have a
much lower water vapour content. Baking, textile, pulp and paper industries have a potential for the
recovery of thermal energy from the flue gas, due to the large quantity of water vapour in their flue
gases and massive production rates [8–10].

Energies 2019, 12, 1585; doi:10.3390/en12091585 www.mdpi.com/journal/energies351



Energies 2019, 12, 1585

Table 1. Composition of different industrial flue gases.

Industry H2O [%] CO2 [%] N2 [%] O2 [%]

Potato crisps manufacturing [5] 41.1 5 50.6 3.3
Natural gas-fired boiler [11] 18–20 8–10 67–72 2–3

Coal-fired boiler [11] 8–10 12–14 72–77 3–5

The difference in the concentration levels of water vapour in flue gases of different processes is
in general less influenced by the type of the fired fuel and more by the amount of the water vapour
originating from the process itself. In many of the processes, especially in the food industry, a single fan
at the outlet of the system evacuates all the gases from the system. In this way, the flue gas originating
from the burners is commonly mixed with the gases originating from the processed product and also
often with the excess air, sucked into the system from the surrounding. In the processes like drying
or baking, the raw material (paper, potato, dough, etc.) can release significant amounts of the water
vapour leading to the increase of the overall water vapour concentration in the flue gas at the outlet of
the system.

The higher the amount of water vapour in the flue gas, the more latent heat can be recovered
from it. Therefore, this issue is essentially relevant for industries with water vapour-rich flue gases.
Recovering sensible and latent heat by water vapour condensation from the flue gas has been reported
by different sources as a promising way to improve the total energy efficiency by around 10% [3,7,12].
Herewith come economic and environmental benefits.

A traditional unit for thermal energy recovery from the flue gas is a gas-to-liquid condensing heat
exchanger. During the heat exchange with the cooling liquid, the flue gas temperature is reduced
below the dew point, so that the water vapour is condensed and the release of the latent and sensible
heat occurs. Porous and non-porous gas separation membranes have been actively developed for the
simultaneous heat and water recovery from the flue gas [7,13]. The growing interest for the thermal
energy recovery application is connected to the Organic Rankine Cycle (ORC) technology for generation
of electricity and absorption refrigerator (AR) technology for driving cooling processes [5,14–16].

One of the factors limiting the application of the aforementioned recovery systems is the low
dew point temperature of the water vapour in the flue gas, usually in the range of 40–60 ◦C, i.e.,
the temperature increase of the working liquid is not sufficient to be used as process heat within the
production cycle. Increasing the dew point temperature can help to upgrade the temperature level of
working fluids and to reach higher energy efficiencies. For example, in AR the increase of the thermal
source temperature from 80 ◦C to 86 ◦C, increases the coefficient of performance by 7% [17,18].

On the example of the condensing heat exchangers (HE) as a recovery technology, the increase
of the dew point temperature of the water vapour contained in the flue gas leads to obtaining the
condensate and the cooling water at the higher temperature level. In this way, these otherwise waste
streams can be further used within an industry as process heat for a wide range of applications, e.g.,
space heating, heating, ventilation and air-conditioning (HVAC) of office areas, as sanitary water,
for washing and cleaning in the production areas, for preparation of dough in the case of a baking
industry, for preheating of fuel and combustion air in the case of a power generation industry [19–21],
etc. Other industry-dependent in-plant demands for recovered thermal energy should be generally
determined by conducting a full energy audit.

Process modelling is one of the ways to analyse the thermal energy recovery from industrial
processes. The licensed software Aspen Plus® and Aspen® HYSYS® find applications in modelling
of chemical, biological and physical processes. It enables to model complex processes using simple
models with built in unit operation models (e.g., heat exchangers, columns, reactors, mixers, splitters,
etc.) and property methods.

The Aspen® software is a widely used tool for analysing system performances. Jana et al. [22]
used it to model the utilisation of the waste heat by means of a condensing HE for the post-combustion
CO2 capture. Luyben [23] simulated HEs with phase changes, namely a condenser and an evaporator,
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for low-level energy recovery with n-hexane as a working fluid. Duan et al. [24] analysed coal
gasification, which included a gasifier and a boiler to recover steam and blast furnace slag. Ishaq et
al. [25] modelled a trigeneration system for electricity, hydrogen and fresh water production from
the flue gas of a glass melting furnace. Mazzoni et al. [26] proposed ORC plant arrangements, based
on the turbo-expander pumping system and internal regeneration processes for low grade waste
thermal energy recovery, aiming to improve the plant efficiency and to reduce the cooling load on
the condenser.

The motivation behind the presented research was to investigate the concepts, leading to the
increase of the dew point temperature of the water vapour contained in the flue gas (preferably above
80 ◦C), in order to recover its latent and sensible heat. It is generally known, that the increase of the
dew point temperature can be achieved through the increase of the water vapour share in the flue gas
or through the increase of the flue gas pressure. Taking these measures as a basis, the presented work
investigated the following concepts for increasing the dew point temperature: humidification of the
flue gas using water, humidification of the flue gas using steam, compression of the flue gas and the
usage of the steam ejector.

The investigated models were developed in Aspen Plus® V8.8 and Aspen® HYSYS® V8.8.
The condensing shell-and-tube HE was chosen as a thermal energy recovery technology. Under
examination was the influence of the dew point temperature of the water vapour in the flue gas and the
flow rate of the cooling water in the HE on the amount of the recovered thermal energy, the temperature
of the cooling water at the HE outlet and the flow rate of the condensate. In order to analyse each
concept from the economic point of view, the energy cost was estimated.

2. Model Description and Methodology

Within the presented work, four concepts leading to the increase of the dew point temperature of
the water vapour in the flue gas were investigated, by means of the aspenONE® Engineering Suite:

1. Humidification of the flue gas using water (Aspen Plus® V8.8)
2. Humidification of the flue gas using steam (Aspen Plus® V8.8)
3. Compression of the flue gas (Aspen Plus® V8.8)
4. Usage of the steam ejector (Aspen® HYSYS® V8.8)

The steady state process modelling based on the energy balance was performed for each concept.
The Peng-Robinson equation of state was chosen as a physical property method, commonly used in the
gas processing industry. The investigated models were established under the following assumptions:
the flue gas follows the ideal gas behaviour, the flue gas is composed of noncondensable (dry air) and
condensable gas (water vapour), which is the approach followed in many studies [3,6,27].

In the tested concepts, the parameters of the flue gas at the outlet of the industrial baking oven
were measured and used for calculations. The flue gas at the exit of an industrial baking oven had the
temperature of 120 ◦C and the pressure of 1.01 bar, with the dew point temperature of 67 ◦C. The flue
gas mass flow rate was 276.2 kg/h, with the air mass flow rate of 229.4 kg/h (83 %mas) and 46.8 kg/h for
water vapour (17 %mas).

2.1. Concept 1: Humidification of the Flue Gas Using Water

Modelling of the concept with humidification of the flue gas using water, shown in Figure 1, is
realised by adding WATER (95 ◦C and 1.01 bar) into the flue gas stream EXGAS. During perfect mixing
(MIXER unit model) water evaporates using the thermal energy of the flue gas. Evaporation of the
sprayed water increases the concentration of the water vapour in the flue gas stream and consequently
its partial pressure and the GASIN dew point temperature.

The humidified flue gas stream GASIN leaves the mixer and is cooled in the counter-current
heat exchanger HE (HEATX model) by the flow of WATERIN, supplied at a temperature of 60 ◦C and
pressure of 1.01 bar. During the heat exchange between the two streams, the water vapour from the

353



Energies 2019, 12, 1585

humidified flue gas stream condenses at constant pressure, and the condensate CONDENS occurs.
The heated cooling water WATEROUT and the cooled dried flue gas GASOUT leave the HE.

Figure 1. Flowsheet for the humidification of the flue gas using water.

The heated cooling water is then separated in the stream splitter (FSPLIT model), depending on
the required amount of water for the GASIN dew point temperature increase. The first part, the water
for further recycling RECWATER, is heated in the HE (HEATER model), in order to be sprayed into
the MIXER. The second part, the process water PRWATER, can be used in other applications required
within the industry, and is considered as the useful process stream, obtained from the thermal energy
recovery cycle of the flue gas.

2.2. Concept 2: Humidification of the Flue Gas Using Steam

In the process model of the second investigated concept, the steam generator SG (HEATER
model) is provided for the production of STEAM (120 ◦C and 1.01 bar). This steam is further used
for humidification of the flue gas stream EXGAS, as presented in Figure 2. The recycling water in the
concept RECWATER passes through the SG, in order to be evaporated. The other components are the
same as in the previous model.

Figure 2. Flowsheet for the humidification of the flue gas using steam.

It is expected that in the case of the steam humidification, the higher GASIN dew point temperature
can be reached, since there is no need to use the thermal energy of the flue gas for the evaporation of
water, as in concept 1.
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2.3. Concept 3: Compression of the Flue Gas

The third investigated concept is the compression of the flue gas, demonstrated in Figure 3.
The flue gas stream EXGAS is directed to the compressor (COMPR model), where during the isentropic
compression its temperature and pressure increase. The compressed flue gas stream GASIN is then led
to the heat exchanger HE, as in the previously described cases. The heated cooling water WATEROUT
at the outlet of the HE is not needed further in the recovery process, thus it can be fully utilized as
process heat for different applications within the industry.

Figure 3. Flowsheet for the concept with the compression of the flue gas.

2.4. Concept 4: Usage of the Steam Ejector

Using the steam ejector leads to the GASIN dew point temperature increase, due to the simultaneous
increase in the water content of the flue gas and its pressure, resulting from the geometry of the device.
The flowsheet for concept 4 is given in Figure 4. The modelling was performed in the Aspen® HYSYS®

software, since Aspen Plus® does not incorporate the steam ejector model. The other units are the
same as in the previously described concepts.

Figure 4. Flowsheet for the concept with the steam ejector.
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The flue gas stream EXGAS is introduced from the low pressure side of the STEAM EJECTOR
(Ejector model), whereas STEAM as a motive fluid is supplied from the high-pressure side.
The discharged stream GASIN is directed to the HE (Heat Exchanger model), where the water
vapour condenses from the flue gas during water cooling by WATERIN. The heated cooling water
WATEROUT is separated in the SPLITTER (Tee model) into two parts: (1) PUMPIN, recirculated to
generate the high pressure steam, and (2) PROCESS WATER, utilized for the needs of the industry.
Pressure of the water PUMPIN is increased in the PUMP (Pump model), and then the high pressure
water PUMPOUT is directed to the STEAM GENERATOR (Heater model) to be evaporated at the
constant pressure. The generated high pressure STEAM is led to the STEAM EJECTOR to humidify
the flue gas.

2.5. Heat Exchanger Design

The shell-and-tube heat exchanger for extracting the thermal energy from the flue gas was
designed using the Aspen Shell & Tube ExchangerTM. The following inlet parameters for the HE were
used: physical properties of the inlet streams (T, p, mass flow and composition), temperature change,
pressure drops in the shell and the tube side and the fouling factors for each inlet fluid. The possible
HE design, according to the given inlet parameters, coupled with the failure analysis was provided by
the software. The suggested design was improved by trial-and-error calculations following Kern’s
method [28]. The HE with the key design parameters, shown in Table 2, was used for modelling of all
the previously described concepts.

Table 2. Design parameters of the HE.

Shell OD
(mm)

Tube OD
(mm)

Tube Length
(mm)

Tube
Pattern

Number of
Tubes

Baffle Spacing
(mm)

Number of
Baffles

219 19 2700 Triangular 49 0.15 15

The effectiveness of the heat exchanger was calculated using the Number of Transfer Units (NTU)
method. The typical values for the reference case with the dew point temperature of 67 ◦C lay in the
range of 83–93% for the flow rate of cooling water of 400–2000 kg/h, respectively.

The allowable pressure drops were determined, based on the standard values given by Aspen®,
as 0.1 bar and 0.2 bar for the shell and the tube side, respectively. The fouling factor of 0.0003 m2·◦C/W
for the cooling water and 0.0005 m2·◦C/W for the flue gas were taken from the literature [29].

2.6. Theoretical Calculations

All the calculations and considerations in this work are related to one specific industrial facility,
namely the natural gas fired, tunnel baking oven. The limitations related to the investigated facility
(composition, temperature and flow rate of the flue gas, fluid parameters at the inlet/outlet of the
process components, etc.) influence most of the obtained results. Therefore, it is imperative to perform
the similar analysis for each specific system of interest with its unique properties.

Based on the parameters of the flue gas, previously listed in the preface to chapter two of this work,
the inlet values for process modelling were determined by thermodynamic calculations. Few major
ones are presented below with Equations (1)–(4). The used terminology can be found in Nomenclature.

Humidity ratio of an air-vapour mixture:

x =
mw

mair
(1)

Partial pressure and density of water vapour in the flue gas:

Pw =
x·P

0.622 + x
(2)
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ρw =
Pw

Rw·T (3)

Dalton’s law for air-vapour mixtures:

P = yairP + yvapP (4)

The dew point of the water vapour was taken from the thermodynamic tables for the saturated
vapour pressure values (Ps

i ), calculated using Raoult’s law:

yiP = xiPs
i (5)

The amount of the recovered thermal energy, representing the enthalpy difference between the
flue gas at the HE inlet (GASIN stream) and at HE outlet (GASOUT stream), was calculated with
Equations (6)–(8):

QRE = mair·(hin − hout) (6)

hin =
(
Cp,air·tgas,in

)
+ xin

(
Cp,vap·tgas,in + Δhvap

)
(7)

hout =
(
Cp,air·tgas,out

)
+ xout

(
Cp,vap·tgas,out + Δhvap

)
(8)

For each investigated concept described above (Figures 1–4), the energy gain and the energy
demand were estimated. The energy dissipation in the pipelines between the system components was
neglected. As energy gain (Equations (9)–(12)) was considered the case, when the temperature of the
cooling water, of the flue gas and of the condensate at the HE outlet exceeded twashing. The temperature
twashing was set to be 60 ◦C, based on the average temperature level useful for washing purposes within
the production.

Qgain = Qw,out + Qgas,out + Qcondens (9)

Qw,out = mprwater·Cp,w·
(
tw,out − twashing

)
(10)

Qgas,out = mgas,out·Cp,gas·
(
tgas,out − twashing

)
(11)

Qcondens = mcondens·Cp,condens·
(
tcondens − twashing

)
(12)

The energy demand for increasing the dew point temperature in each concept was calculated as
the difference between the thermal energy of a stream at the outlet and the inlet of a device, taking the
corresponding device’s efficiency into account (90% for the heater, 90% for the steam generator, 85%
for the compressor and 90% for the pump [30,31]):

Qdem =
Qd,out −Qd,in

η
(13)

The energy cost was estimated for each tested concept, assuming that: (1) the flue gas compressor
(concept 3) is driven by the electro motor, while (2) the heater and the steam generator (concepts 1, 2
and 4) use natural gas as fuel. The average electricity and the natural gas prices for German industries
in 2017 were 0.127 €/kWh and 0.026 €/kWh, respectively [32].

3. Results and Discussion

The effects of the dew point temperature of the water vapour in the flue gas (Ө) and the flow rate
of the cooling water in the HE (mw,in) on the recovered thermal energy (QRE), the water temperature
at the HE outlet (tw,out) and the condensate flow rate (mcondens) were investigated for each concept
described above. The fitting curves were created using the Origin® 2019 by polynomial fit of the
second order with R2 ∈ [0.9882–1].
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3.1. Concept 1: Humidification of the Flue Gas Using Water

In this concept, water (t = 95 ◦C and p = 1.01 bar) for humidification of the flue gas is sprayed
directly into the flue gas stream. The computational results of the calculations, obtained for concept 1,
are presented in Figure 5.

Figure 5. Influence of the cooling water flow rate in the heat exchanger (HE) and the dew point
temperature on the recovered thermal energy (black lines), the water temperature at the HE outlet (red
lines), the condensate flow rate (green lines) and the flue gas temperature at the HE outlet (gray lines)
for concept 1.

Increasing the flow rate of sprayed water (0, 3, 10 kg/h) leads to an increase of the dew point
temperature from 67 ◦C (no water added) to 70 ◦C (water addition of 10 kg/h). The relatively low
temperature increase of ΔT = 3 ◦C can be attributed to the negligible rise in the water content of the
flue gas. On the other hand, a further increase of the sprayed water amount above 10 kg/h is limited by
the ability of the flue gas to evaporate the sprayed water.

The increase of the dew point temperature from 67 ◦C to 70 ◦C results in the 8% reduction of the
water temperature at the outlet of the HE (tw,out) for 400 kg/h flow rate of cooling water. This is due to
the fact that in case of the low flow rate of cooling water, the transferred heat is mostly sensible and,
therefore, higher for the flue gas with the lower dew point temperature. By increasing the flow rate of
cooling water more condensate is generated, meaning that the transferred heat is both sensible and
latent. The same explanation is applicable to the thermal energy recovery trend line, which increases
with the increase of the cooling water flow rate.

Nevertheless, due to the low amount of the recovered thermal energy (maximum of 10.5 kW) and
unattainability of the high dew point temperature, this concept does not meet the goals of the research
and is not recommended for the practical use in the investigated facility.

3.2. Concept 2: Humidification of the Flue Gas Using Steam

The computational results of the calculations, obtained for concept 2, are presented in Figure 6.
Steam for the humidification purpose is supplied in this case at the temperature of 120 ◦C and pressure
of 1.01 bar.
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Figure 6. Influence of the cooling water flow rate in the HE and the dew point temperature on the
recovered thermal energy (black lines), the water temperature at the HE outlet (red lines), the condensate
flow rate (green lines) and the flue gas temperature at the HE outlet (gray lines) for concept 2.

The increase of the dew point temperature (67, 82, 87 and 92 ◦C) is achieved by increasing the flow
rate of the introduced steam (0, 78.6, 143.2 and 274.8 kg/h, respectively). As expected, this results in the
increase of all investigated parameters. For the flow rate of cooling water of 2000 kg/h, the recovered
thermal energy is increased by 80% (from 10 to 52 kW), due to the enthalpy increase of the flue gas at
the inlet of the HE caused by the steam humidification. The flow rate of condensate is increased by
around 75% and reaches the maximum absolute value of 62 kg/h for the case with 92 ◦C dew point and
2000 kg/h flow rate of cooling water. Since by steam introduction, the enthalpy of the flue gas at the
HE inlet increases, water which is passing through the HE is increasingly heated up. The temperature
of water at the HE outlet increases on average by around 25%, independent of the cooling water flow
rate at the HE, with the increase of the dew point temperature.

The flow rate of the cooling water in the HE has the similar influence on investigated parameters
compared to the previous concept with water humidification. Supplying more cooling water to the HE
results in the release of latent heat from the flue gas, so the condensate flow rate and the recovered
thermal energy show the intensive growth. On the other hand, the higher flow rate of the cooling
water results in the decrease of the water temperature at the HE outlet. This follows from the fact that
the same amount of the flue gas at the same conditions has to warm up the significantly (five times)
increased amount of the cooling water in the HE.

3.3. Concept 3: Compression of the Flue Gas

In the third investigated concept the increase of the flue gas pressure (1.01, 1.92, 2.33, 2.83 and
3.41 bar) results in the increase of the dew point temperature (67, 82, 87, 92 and 97 ◦C, respectively),
whereas the water vapour content of the flue gas remains constant (17 %mas). The computational
results, obtained for concept 3 are shown in Figure 7.

The dependences of QRE, tw,out and mcondens are qualitatively similar to the ones obtained in the
concept with the steam humidification. However, the achieved values are higher in the case of steam
humidification. For instance, the recovered thermal energy displays the rise while increasing the dew
point temperature, but the maximum absolute value is 30 kW in the case of the flue gas compression,
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which is ca. 20 kW less than in the case of the steam humidification. This is because the flue gas
contains four times less water vapour: 46.8 kg/h in the case of the flue gas compression concept and
(46.8 + 143.2) kg/h in the case of the steam based humidification.

Figure 7. Influence of the cooling water flow rate in the HE and the dew point temperature on the
recovered thermal energy (black lines), the water temperature at the HE outlet (red lines), the condensate
flow rate (green lines) and the flue gas temperature at the HE outlet (gray lines) for concept 3.

Nevertheless, looking at the condensation rate, the pressure rise of the flue gas of around 2 bar
(from 1.01 to 3.41 bar) leads to the 70% increase in the condensate flow rate.

The temperature of the flue gas is significantly increased during the isentropic compression and
the high amount of the sensible heat is transferred to the water supplied to the HE. For this reason
the water temperature at the outlet of the HE rises with the increase of the dew point temperature by
around 30% for the low flow rate of the cooling water (800 kg/h) and by around 17% for the high flow
rate (2000 kg/h).

3.4. Concept 4: Usage of the Steam Ejector

The modelling results for concept 4 (steam supply via the steam ejector) in comparison to concept
2 (steam supply via the steam generator) are presented in Figure 8. The comparison is eligible, due
to the same flow rate of steam introduced in both cases, which amounts to 143.2 kg/h. While the
humidification via the steam generator was performed by adding steam at 120 ◦C and 1.01 bar, the
steam ejector was supplied with steam at 160 ◦C and 4 bar. In concept 2, the dew point temperature
was 87 ◦C, whereas in concept 4 the higher dew point temperature was reached, namely 91 ◦C.

The process tendencies, corresponding to concepts 2 and 4, are qualitatively similar, but the target
temperatures (dew point and cooling water outlet temperature) are higher in the case of the steam
ejector. This is attributed to the fact that the usage of the steam ejector leads to the increase in both the
water content and the pressure of the flue gas.

The condensate flow rate and the recovered thermal energy are almost the same in the case of the
low flow rate of the cooling water (400–1200 kg/h) for both concepts. In this case the condensate flow
rate dependencies are similar and therefore, the recovered thermal energy is mainly influenced by the
sensible heat of the flue gas.
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Increasing the cooling water flow rate further demonstrates the more noticeable difference between
the two concepts. For 2000 kg/h the recovered thermal energy and the condensate flow rate are around
8% and 12% higher in the case of the steam ejector usage, because steam is introduced at higher
thermodynamic parameters.

Figure 8. Comparison between the results calculated for concepts 2 and 4. Influence of the cooling
water flow rate in the HE on the recovered thermal energy (black lines), the water temperature at the
HE outlet (red lines), the condensate flow rate (green lines) and the flue gas temperature at the HE
outlet (gray lines).

The water temperature at the outlet of the HE by using the steam ejector is 10 ◦C higher compared
to the steam humidification case in the whole range of the cooling water flow rate. This follows from
the fact that the flue gas at the inlet of the HE has higher temperature in the case of the steam ejector
concept, therefore the flue gas transfers more sensible heat to the cooling water passing through the HE.

3.5. Comparison of the Results of the Investigated Concepts

The energy balance with the gain and the demand trend lines for concepts 2, 3 and 4, at the cooling
water flow rate of 1200 kg/h, are shown in Figure 9. Concept 1 (humidification of the flue gas using
water) is not considered, due to the relatively low increase in the dew point temperature.

During the humidification of the flue gas using steam (concept 2), additional energy input is
required for the steam generator. In the concept with the compression of the flue gas (concept 3),
additional energy input is required to run the flue gas compressor. In the case of the steam ejector
usage (concept 4), additional energy is required by the pump, for the pressure rise of water, and by the
steam generator, for the production of steam.

The analysis indicates that the humidification of the flue gas using steam (concept 2) is the most
energy demanding process for increasing the dew point temperature. The energy demand of the
steam generator rises with the dew point temperature increase, since the greater mass flow rate of
water has to be evaporated in order to get the required amount of steam for injection into the flue gas.
The concept with the steam ejector (concept 4) has the lower energy demand than concept 2, because
the desirable dew point temperature is reached using the lower amount of steam but at the higher
pressure. Moreover, the pump has a relatively high efficiency and is considered as the low-energy
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consuming equipment for increasing the pressure. In case of the third investigated concept, where
the flue gas is compressed, the energy demand is the lowest of all three concepts. The reason is
that the mass flow rate of the flue gas to the compressor remains constant for all of the investigated
dew point temperatures. The maximum considered pressure increase by the compressor is about 2
bar (for increasing the dew point temperature from 67 ◦C to 97 ◦C), which requires a relatively low
isentropic work.

Figure 9. The energy demand and the energy gain for increasing the dew point temperature (Ө) for the
investigated concepts.

Further analysis of the obtained results is related to the ratio of the recovered and additionally
introduced energy. Since the energy gain stays almost the same for all investigated concepts,
the conclusion is that only the third investigated concept, based on the flue gas compression, is of
practical interest. In this case the energy gain exceeds the energy demand, therefore, the concept with
compression is considered as the most promising for the energy recovery in the systems with the dew
point temperature increase.

Cost analysis of the investigated concepts was conducted based on the current energy costs and
additional energy demands of different concepts (Figure 10). The prices of different energy sources
were introduced in chapter 2.6. The required investment costs including the prices of equipment were
not taken into consideration.

As it was expected, the energy cost follows the trend of the energy demand, and grows as the
dew point temperature increases. The growth of the energy cost per temperature degree for the
steam humidification concept is especially steep, since the generation of the high amount of steam is
coupled with the high energy demand. The energy cost can be reduced up to 35% (for the dew point
temperature of 92 ◦C) by applying the steam ejector, which uses the lower amount of steam, but at
higher pressure.

The energy cost in the case of the flue gas compression concept also increases, since the greater
pressure is required for increasing the dew point temperature. Compared to two other concepts,
concept 3 exhibits the lowest energy cost (20,000 €/year), which is half of the costs of concept 2 in the
case of the dew point temperature of 92 ◦C. Nevertheless, the installation, the maintenance and the
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repair costs of the compressor are normally higher than the equipment used in the other proposed
concepts and should be taken into account in the future work.

Figure 10. Estimated energy costs for the investigated concepts.

The potential practical application of the theoretical concepts investigated in this work is also
related to several major challenges. The first one is an appropriate selection of the optimal method
based on the actual size, requirements and properties of each specific facility. For example, all the
calculations and considerations in this work are related to one specific industrial facility, namely the
natural gas fired, tunnel baking oven. The limitations related to the investigated facility (composition,
temperature and flow rate of the flue gas, fluid parameters at the inlet/outlet of the process components,
etc.) influence most of the obtained results. Therefore, it is imperative to perform the similar analysis for
each specific system of interest with its unique properties. The next technical challenge is to compensate
for the eventual dynamic changes within the process. The presented work is based on the continuous
industrial process with time independent process parameters which is often not the case. Although
compensation of the dynamic process behavior is out of the scope of this work, the use of cognitive
algorithms for the process management in connection to the dew point temperature increase, could
result in the optimal use of the available potentials for the thermal energy recovery. Nevertheless, one of
the major challenges for the practical implementation of the investigated techniques would probably
be of the financial nature and related to the investment costs for the additional equipment. Taking into
account the investment costs, the additional maintenance costs and the price of the low-temperature
thermal energy in Germany, some of the simplified financial calculations, not presented in this work,
indicate that most of the investigated processes are financially justified only for the larger facilities and
pay-off periods of 20–30 years. Therefore, a full economic analysis for the considered concepts will be
part of a future detailed investigation.

4. Conclusions

Recovering both the sensible and latent heat is part of the energy efficiency optimization of every
process that has thermal energy dissipating with the flue gas. Essential relevance is related to the
industrial processes where flue gases are rich in water vapour (e.g., baking, textile, pulp and paper
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industries). Cooling the flue gas below the water vapour dew point temperature in a shell-and-tube
heat exchanger, leads to the condensation of the water vapour and to the release of the sensible and
latent heat. In order to use this energy as process heat, the increase of the usually low dew point
temperatures (40–60 ◦C) to the higher levels (80–95 ◦C) is of special interest.

The increase of the dew point temperature of the water vapour contained in the flue gas, leads to
the increase of the temperature level of the cooling fluid and the condensate. In this way, these otherwise
waste streams can be further used within an industrial process, thus improving its energy efficiency.

The present study was focused on the investigation of four concepts for the increase of the dew
point temperature of the industrial flue gas: humidification of the flue gas using water, humidification
of the flue gas using steam, compression of the flue gas and the usage of the steam ejector. All the
calculations and considerations in this work are related to one specific industrial facility, namely the
natural gas fired, tunnel baking oven. The process modelling was performed using the commercial
software Aspen®. For each considered concept the effects of the dew point temperature and the cooling
water flow rate in the HE on the recovered thermal energy, the water temperature at the HE outlet and
the condensate flow rate were investigated.

The major conclusions for the considered concepts are summarized as follows:

• The increase of the dew point temperature above 90 ◦C is possible by the steam humidification,
compression of the flue gas and using the steam ejector.

• The humidification of flue gas using water is not recommended, due to the relatively low thermal
energy recovery level (maximum of 10 kW is achieved) and the negligible increase in the dew
point temperature (up to 70 ◦C) in comparison to other tested concepts.

• Although the steam humidification shows the highest potential for the thermal energy recovery, it
is also the most energy demanding and, consequently, the most expensive process, in the case when
the steam has to be specially produced for the dew point temperature increase. When this low
parameter steam is available as a waste product, the investigated concept gains on its importance.

• In the steam humidification concept the maximum of 52 kW of the recovered thermal energy
is achieved and the flow rate of the condensate is increased by app. 75% at mw,in = 2000 kg/h.
The maximal calculated dew point temperature is 92 ◦C. The energy demand of the steam generator
increases with the dew point temperature increase, since the greater water mass flow rate has to
be heated and evaporated, in order to get the required amount of steam.

• Using the steam ejector leads to the increase in both the water content and pressure of the flue gas,
due to the geometry of the device. Therefore, the recovered thermal energy and the condensate
flow rate are around 8% and 12% higher compared to the steam humidification concept. Yet, the
energy demand exceeds the energy gain, making this concept not suitable for the use in a thermal
energy recovery cycle, in the case when there is no waste steam available in the facility.

• Both from the energetic and economic point of view, the compression of the flue gas has the highest
potential, as the energy gain exceeds the energy demand and the energy cost is the lowest out of all
the investigated methods. Although the low required pressure increase of app. 2 bar corresponds
to the relatively low isentropic work by the compressor, a detailed economic analysis should be
performed, taking into account the equipment price, the installation and the maintenance costs
for each concrete industrial facility.

• The concept with the flue gas compression will be the subject of further investigations,
in combination with the Organic Rankine Cycle and the absorption refrigerator.
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Nomenclature

Cp Specific heat capacity (kJ kg−1 K−1)
h Specific enthalpy (kJ kg−1)
Δhvap Vaporization enthalpy of water (kJ kg−1)
m Mass flow rate (kg h−1)
P Total pressure (bar)
Ps

i Saturation vapour pressure (bar)
Q Heat (kW)
R Gas constant (kJ kg−1 K−1)
t Temperature (◦C)
x Humidity ratio of an air-vapour mixture (kgw kgair

−1)
xi Mole fraction of a component in liquid phase (-)
y Mole fraction of a component (-)
yi Mole fraction of a component in gas phase (-)
Greek symbols

ρ Density (kg m−3)
Ө Dew point temperature (◦C)
η Efficiency (-)
Abbreviations

AIR Dry air
COMPR Compressor
CONDENS Condensate
D Device
DEM Energy demand
EXGAS Flue gas at the exit of an industrial flue before a concept modification
FG Flue gas
FSPLIT Splitter
GAIN Energy gain
GAS Flue gas after a concept modification
HE Heat exchanger
HEWATER Cooling water for a heat exchanger
IN Inlet
OD Outer diameter
OUT Outlet
PRWATER Useful water for processes in a company
RE Recovered thermal energy
RECWATER Recycling water to be used in a concept
SG Steam generator
VAP Vapour
W Water
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Abstract: In this article, large-scale experimental studies were conducted to figure out the fire
characteristics, such as fire-spreading, toxic gases, and heat release rates, using large-scale calorimeter
for one- and two-vehicle fires. The initial ignition position was the passenger seat, and thermocouples
were attached to each compartment in the vehicles to determine the temperature distribution as a
function of time. For the analysis, the time was divided into sections for the various fire-spreading
periods and major changes, e.g., the fire spreading from the first vehicle to the second vehicle.
The maximum temperature of 1400 ◦C occurred in the seats because they contained combustible
materials. The maximum heat release rates were 3.5 MW and 6 MW for one and two vehicles,
respectively. Since the time to reach 1 MW was about 240 s (4 min) before and after, the beginning
of the car fire appears to be a medium-fast growth type. It shows the effect on the human body
depending on the concentration of toxic substances such as carbon monoxide or carbon dioxide.

Keywords: fire-spreading characteristics; real vehicle experiments; toxic gases; temperature
distributions; unsteady heat release rate

1. Introduction

Many vehicle fire studies are being carried out since vehicle accidents result in catastrophe due
to various reasons such as drivers’ negligence, electrical faults, deliberately lit and arson in parking
lots [1], buildings, and tunnels, and so forth. To prevent vehicle disasters and suggest a guideline
for evacuees in case of emergency, figuring out the fire-spreading mechanism and measuring other
key parameters such as heat release rates and temperatures are necessary to install sprinklers, smoke
control systems, and setting up fire extinguishers.

In fire researches, calorimeters, which can estimate a heat release rate, smoke generation, carbon
dioxide, carbon monoxide, and so on, have been widely used for experimental study [2–5]. In the case
of heat release rate, it has been regarded as one of the most important factors during experimental
studied since it can be used to calculate the size of the fire and be more easily used in performance-based
design (PBD). Large-scale tests are considered the most accurate way to secure fire-spreading effect and
heat release rate, however, there is limited research, as it cost too much [6–8]. Katsuhiro et al. [6] found
that the temperature distribution and maximum HRR reached 3 MW by changing the initial ignition
location of the fire. In addition, they found that the fire spread radically after the windows were broken.
Throughout related large-scale experiments, a single vehicle represents the heat release rate of 2.5–5 MW.
However, most of the experimental studies were conducted only on one vehicle. Vehicle fires normally
occur between two vehicles because of accidents. Li et al. [9] conducted large-scale experiments using
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two sedan vehicles to determine the change of the temperature distribution; however, in this study, the
heat release rate was not considered, although it is an imperative part not only for analyzing the fire
phenomena, but also suggesting guidelines for rescue as a function of time. Therefore, we investigated
fire-spreading phenomena considering the effect of two vehicles fire scenario to figure out an important
parameter such as heat release rates, fire-spreading time, and so forth.

A secondary factor that causes catastrophe in vehicle fires is the influence of toxic gases, e.g.,
carbon monoxide (CO) and carbon dioxide (CO2), on human breathing and other functions [10–12].
Truchot et al. [13] investigated toxic-gas emissions from vehicle fires in tunnels. They did experimental
studies using large-scale facilities, where the air flow in the tunnel could be controlled. They found
and measured the toxic substances through a flame ionization detector/analyzer. It showed the toxic
substances emitted in the tunnel shaft and analyzed the effects of various heat release rates. Smoke
and toxic gases that are produced in the open are released into the air, due to their buoyancy. However,
when a vehicle burns in an enclosed space, e.g., a tunnel or an indoor parking lot, the gas cannot escape
to the atmosphere. Therefore, it is one of the main factors that should be considered in fire research to
understand the concentration of the toxic substances generated when a vehicle fire occurs. However,
there is limited information regarding the toxic gases that appear in the event of the fire.

Furthermore, many experimental studies are being actively carried out with pool-fire tests to
represent fire accidents in tunnels or high-rise buildings [14–23]. Beak et al. [23] conducted tunnel-fire
experiments using small-scale tunnels with pool fires, because it is challenging to experiment in real
tunnels with real vehicles. He provided detailed information on the fire’s heat release rate and its
hole-plugging effect on tunnels; however, the results were obtained from pool-fire experiments, not
real vehicles. It is clear that the results obtained from real products and pool-fire experiments will
be different.

Therefore, it is necessary to analyze the fire-spreading characteristics of an actual vehicle and
analyze the heat release rate and temperature distribution in order to understand the fire phenomena
and its applications. Figure 1 represents a schematic diagram of the basic concept for this study. In this
study, the fire-spreading characteristics, unsteady heat release rate, and the toxic substances in vehicle
fires are measured using a large-scale calorimeter. All information, such as the change of heat release
rate, temperature distributions and toxic gases as a function of time, gained throughout this research
can be applied to other fire-related researches regarding vehicles and tunnels, parking lots, and so forth.

Figure 1. Schematic diagram of the basic concept for this study.
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2. Experimental Setup and Conditions

Experiments were conducted using a large-scale calorimeter (LSC) from the Korea Institute of
Construction Technology (KICT), applicable up to 10 MW, to determine the unsteady heat release rate
and toxic gases, e.g., CO and CO2, generated by the fire. The schematic diagram of LSC is represented
in Figure 2 to figure out the values regarding change of the heat release rate and toxic substances as a
function of time, and specifications of the experimental apparatus are represented in Table 1.

Figure 2. Schematic diagram of large-scale calorimeter (LSC) used to detect the changes in the heat
release rate and toxic substances as a function of time.

Table 1. Specification of experimental apparatus.

Measurement Specification

Duct pressure difference Output: 4–20 mA, Range: 0–1245 Pa
Model: PADT-D1000 Pa

Duct Temperature K-type wire, Range: −200–1000 ◦C

Gas Analyzer Output: 4–20 mA, Range: O2 20.95%, CO2 8%, CO 0.8%
Model: Servomax 4100

Laser Output: 0–8.4 mV, Range: 0–100%
Model: 25-LHP-213-249

Load Cell Output: 4–20 mA, Range: 0–3000 kg
Manufacturer: Sartorious

Heat Flux Plate Type, Range: −200–1000 ◦C
Model: GTW-10-32-485A

Mass Flow Output: 4–20 mA, Range: 0–2500 L/min
Model: DPE-S

To investigate the fire-spreading characteristics and temperature distributions for one and two
vehicles, K-type thermocouples (OMEGA, measuring range: −200–1260 ◦C) were attached to the
engine room, bumpers, seats, and fuel tank. Temperature data were transmitted to a data-acquisition
unit (DAQ) on a PC every second, and the experiments were recorded by a video recorder. The initial
ignition location was assumed to be the passenger seat. Figure 3 represents the experimental setup
and conditions. In the two-vehicle experiment, the distance between vehicles was set to 50 cm, and
the thermocouples were attached in the same positions. The fuel was almost eliminated to prevent
explosions during the experimental study.
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Figure 3. Experimental setup and measurement tools.

Four-door sedan vehicles were used in the experiments. The vehicle size was 4.7 m (length)
× 1.8 m (width) × 1.4 m (height), and was Hyundai’s EF sonata released in 1998. These vehicles
have not been used for about 10 years, and the experiment was carried out after the pressure of tires
were removed with opening full front windows. The location and number of thermocouples in each
compartment are represented in Figure 4. Thermocouples were attached to the engine room, bumpers,
seats, and fuel tank. Sixteen thermocouples were attached to the engine room, four each at the top and
bottom, and two on each side. Ten thermocouples were attached to the bumpers; five each on the front
and rear. In addition, 14 thermocouples were attached to each seat in the vehicle interior, representing
the head, waist, legs, and feet. Twelve thermocouples were attached to the fuel tank, one on each side,
and four each on the top and bottom. Thus, 42 thermocouples were used to figure out the change of
the temperature distribution as a function of time.

 
(c)                                      (d) 

Figure 4. Location and number of thermocouples: (a) Engine room, (b) bumpers, (c) vehicle interior,
and (d) fuel tank.
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3. Results and Discussion

3.1. Fire-Spreading Characteristics

Fire-spreading over one and two vehicles as a function of time while on experiments are presented
in Figure 5. Also, a flow-chart about fire-spreading inside a vehicle and two vehicles as a function of
time are represented in Figure 6. These represent the major fire-spreading points as a function of time.
As represented in the Figure 5 and the flow-chart, in the one-vehicle experiments, the fire spread to the
driver seat and rear seat almost simultaneously, followed by the fuel tank, engine room, and finally
the front and back bumpers. In the two-vehicle experiments, the fire followed the same sequence
until it spread to the next vehicle, due to radiation. It then spread simultaneously to the rear seat and
driver seat of the second vehicle, then the engine room, fuel tank, and bumpers in a regular sequence.
Detailed information on the fire-spreading characteristics and special events as a function of time are
represented in Table 2.

 
(d) 700 s 

 
(i) 700 s 

 
(e) 1160 s 

 
(j) 1160 s 

Figure 5. Fire spreading as a function of time for one and two vehicles; (a) 150 s after fires in one
vehicle, (b) 300 s after fires in one vehicle, (c) 500 s after fires in one vehicle, (d) 700 s after fires in one
vehicle, (e) 1160 s after fires in one vehicle, (f) 150 s after fires in two vehicles, (g) 300 s after fires in two
vehicles, (h) 500 s after fires in two vehicles, (i) 700 s after fires in two vehicles, and (j) 1160 s after fires
in two vehicles.
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Figure 6. Major fire-spreading flow-chart.

Table 2. Detailed information on the fire-spreading characteristics and special events as a function
of time.

Time (s) After Ignition
Fire Reaches Maximum Temperature and Goes Out

First Vehicle Second Vehicle

0 Ignition in passenger seat
150 Fires active in passenger seat
300 Fire spreads to driver and rear seats almost simultaneously
500 - Fire spreads to the second vehicle
700 Fire spreads to fuel tank Fire dramatically spreads to seats
900 - Fire spreads to fuel tank
1000 Fire spreads to engine room -
1100 - Fire spreads to engine room
1250 - Fire spreads to bumpers
1500 Fire spreads to bumpers -

1500–3600 Fire goes out Fire goes out

Therefore, the main temperature changes in the seats, engine room, fuel tank, and bumpers were
represented. The temperature distribution on seats are represented in Figure 7. The passenger seat
actively caught fire around 300 s (5 min) after ignition, and the highest temperature was observed in
the interior, due to its combustible materials compared with the other compartments.

Figure 7. Temperature distribution on seats of the first vehicle; (a) temperature of driver seat in first
vehicle and (b) temperature of passenger seat in first vehicle.
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The fire spread to the driver and rear seats simultaneously; however, the temperature differed
slightly, as can be seen in Figure 8, which represents the temperature distribution of the driver and
rear seats for the two sets of vehicles. The temperature increase in the driver seat and the rear seat
can be observed almost simultaneously. The beginning of the temperature increase and the highest
temperature are represented as the green and red lines, respectively. This means that the fire in the
driver seat was larger than the rear seat, even though the fire-spreading time was similar because the
driver seat was located closer to the fire than the rear seat.

To investigate the effect of temperature propagation on the number of vehicles, the driver seat and
the rear seat inside the first vehicle are represented in Figure 8a,b. In the case of Figure 8c,d, it showed
the driver seat and the rear seat inside the first vehicle when the two-vehicle experiment. After 500 s
(8 min 20 s), the fire spread to the next vehicle, and the interior’s temperature rapidly increased around
700 s (11 min 40 s), as shown in Figure 8c,d. Since the second passenger seat was located next to the
first vehicle, the fire reached the thermocouple’s temperature limit of 1370 ◦C.

The analysis was begun by dividing the time into sections for the various fire-spreading periods
and major changes. Section 1 represented the period of the fire spreading from the passenger seat to
the driver and rear seats after 300 s (5 min). Section 2 was 500 s (8 min 20 s) after the ignition, in which
the fire spread to the next vehicle. Section 3 was when both the passenger seat and driver seat of the
second vehicle caught fire. Section 4 was the period when the HRR reached maximum in the case of
two-vehicle fire. These same sections were used for representing the heat release rates and the toxic
substances in Sections 3.2 and 3.3, respectively.

 
(c) Driver seat for two-vehicle experiment (d) Rear seat for two-vehicle experiment 

Figure 8. Temperature distribution results inside the driver and rear seats for one and two vehicles:
(a) Temperature of driver seat inside the first vehicle for the one-vehicle experiment, (b) temperature of
rear seat inside the first vehicle for the one-vehicle experiment, (c) temperature of driver seat inside the
first vehicle for the two-vehicle experiment, and (d) temperature of rear seat inside the first vehicle for
the two-vehicle experiment.
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The temperature distribution in engine room and fuel tank were represented in Figure 9. The engine
room was comprehensively burning within about 1200 s (20 min) of the fire ignition. In addition, the
fire in the initial vehicle did not propagate directly to the engine room, but first spread to the seats.
After about 1300 s (21 min 40 s), the fire spread to the adjacent vehicle. The fire went out 2500 s (41 min
20 s) after reaching the maximum temperature.

In the fuel tank, the temperature change was relatively small compared to the other combustibles.
This was because most of the fuel was removed; however, in a real vehicle fire, it is the most vulnerable
and dangerous compartment for the fire to reach.

Figure 9. Temperature distribution in the engine room and fuel tank for one and two vehicles:
(a) Temperature of engine room in first vehicle in the one-vehicle experiment, (b) temperature of fuel
tank in first vehicle in the one-vehicle experiment, (c) temperature of engine room in first vehicle in the
two-vehicle experiment, and (d) temperature of fuel tank in first vehicle in the two-vehicle experiment.

The temperature distributions at the bumpers are represented in Figure 10. For the front bumper,
the temperature rose from the place nearest the initial fire vehicle. After about 1400 s (23 min 30 s), the
temperature rose in the next vehicle. The temperature rose later because it was located farthest from
the first vehicle. In addition, in the rear bumper, the fire spread more quickly than the front bumper
because it was relatively close to the seat.
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(a) Front bumper; first vehicle (b) Back bumper; first vehicle 

 
(c) Front bumper; second vehicle (d) Back bumper; second vehicle 

Figure 10. Temperature distribution at bumpers for one and two vehicles: (a) Temperature of front
bumper in first vehicle, (b) temperature of back bumper in first vehicle, (c) temperature of front bumper
in second vehicle, and (d) temperature of back bumper in second vehicle.

3.2. Heat Release Rate

The heat release rates considering the unsteady fire phenomenon are represented in Figure 11.
As can be seen in Figure 6, the heat release rate increased rapidly around 180 s (3 min) after ignition
because the fire spread into the vehicle interior. Further, when the windshield broke around 300 s (5 min),
the heat release rate increased sharply to about 2.3 MW. However, it continued to increase because
the fire spread from the passenger seat to the driver seat. The passenger-seat cushion spontaneously
ignited and then temporarily decreased. Because the cushion was composed of a composite material,
the heat release rate increased and decreased repeatedly until it reached its maximum.

Figure 11. Heat release rate for one and two vehicles as a function of time.
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For the engine room and the fuel tank, the increasing and decreasing heat release rate was not
apparent because there was little fuel in the engine room and the engine oil was low. After reaching
the maximum heat release rate of 3.5 MW, the fire slowly went out.

In the case of the two-vehicle experiments, the heat release rate followed a similar pattern until
the initial window breakage. After that, the fire spread to the entire passenger seat and then the next
vehicle at about 600 s (10 min), due to radiation. After the ignition, the fire spread rapidly through the
open passenger window. The spacing between the vehicles was about 50 cm, and there was a 2 MW fire
around the vehicle. When both vehicles were burning, the fire spread dramatically to all of the seats.
The maximum heat release rate was about 6 MW, and the fire went out gradually. Since the time to
reach 1 MW was about 240 s (4 min), the fire growth in a vehicle is considered to be a medium-fast fire.

The heat release rate is one of the most important parameters to calculate the flame height [24,25].
McCaffrey [24] presented several formulas under various conditions, but, one of the functions under
the open condition can be calculated the flame height using heat release rate. McCaffrey’s formula is
as follows:

Zc = 0.08 Q2/5 (1)

where Zc (m), Q (kW) are flame height and the heat release rates, respectively. Throughout this formula,
the maximum flame heights were calculated as 2.1 m and 2.6 m for one and two vehicles, respectively.

Furthermore, the height of the flame in normal atmospheric conditions was indicated by
non-dimensional analysis [25], and it is as follows:

L f = 0.235 ·Q2/5 − 1.02D (2)

where L f (m), Q (kW), D (m) are flame height, the heat release rates, and diameter of pool, respectively.
In case of the function suggested by Heskastad [25], the flame height can be calculated using the heat
release rate and pool diameter. Throughout this formula, the maximum flame heights were calculated
4.3 m and 7.6 m, 1.35 m and 2.83 m, and 3.49 m and 4.97 m for one and two vehicles for varying
diameters, respectively. Because the width and length of the vehicle have different diameters, the flame
heights were calculated with the diameters at 1.8 m width, 4.7 m length, and 2.6 m hydraulic diameter
of the vehicle. Flame heights are represented as a function of time and maximum flame heights in
Figure 12 and Table 3, respectively. However, measuring the change of flame heights was affected
significantly under various conditions.

Figure 12. Flame height calculated by Equation 1 (McCaffrey [24]) and Equation 2 (Heskestad [25]) for
varying diameter as a function of time.
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Table 3. Comparison of flame heights under the open condition.

Number of
Vehicle

Maximum Flame Height (m)

McCaffrey [24] Heskestad [25]

- D = 1.8 D = 4.7 Dh = 2.6

One 2.1 4.3 1.35 3.49
Two 2.6 7.6 2.83 4.97

The fire growth can be evaluated using the following generic fire-growth curve:

Qmax = a · (t− ti)
2 (3)

where a is the fire-growth coefficient (kW/s2), t means time (s), and ti means the time of ignition (s).
In this study, the time of ignition can be taken as zero. The fire-growth coefficients for vehicle fires up
to 1 MW are represented in the Appendix A. Reducing the flame height and fire growth were decisive
parameters for suppressing a fire; a fire extinguisher should be considered, especially in enclosed
spaces, e.g., tunnels and indoor parking lots.

It is generally well acknowledged that fire experiments are really difficult to do repeated
experiments, due to time consumption and expensive time. Thus, various fire articles did not contain
a detailed uncertainty analysis. Melcher et al. [26] suggested the impact of random deviations that
may occur in a single experiment. Mass loss rates and heat release rates for one and two vehicles were
represented with error range in Figure 13. Yellow and lavender indicate the error ranges that occurred
in one and two vehicles, respectively.

Applying the actual heat release rates obtained from this study to the numerical analysis study,
Park et al. published a study on the effect of a vehicle accident on the evacuation in various tunnel
aspect ratio [27].

Figure 13. Mass loss rate and heat release rate for one and two vehicles as a function of time, error
range estimated following Melcher et al. [26]: (a) Mass loss rate and (b) heat release rate.

The maximum heat release values obtained by other studies are shown in Table 4 and compared
with the results obtained through this experiment. As a rule of thumb, the maximum heat release
rates were normally represented 2.5 MW to 5 MW. Okamoto et al. [8] found the heat release rates as a
function of time in real-scale experiments, and the vehicles used in this experiment were similar to
those used in this study. The experimental conditions were quite similar, such as conducting the vehicle
fire test in the absence of fuel, but only with different experimental measuring equipment. In addition,
the maximum heat release rate was 3.5 MW, the same as this study. However, in the case of research
done by Shipp et al. [28], the maximum heat release rate was significantly higher than other studies
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since the vehicle tests involved fuel spill from the petrol tank. Furthermore, Ingason [29] conducted
the vehicle fire experiments in a tunnel so that the maximum heat release rates were different because
of ceiling temperatures, ventilation system on maximum heat release rate, and fire growth rates.

Table 4. Comparison of maximum heat release rates throughout large-scale experiments.

Type of Vehicles
Maximum Heat Release Rate (MW)

Okamoto et al. [6] Shipp et al. [28] Ingason [29] Park et al.

Small passenger car 3.5 8 2.5 3.5
Large passenger car 4.2 - <5 -

2 passenger cars - - 3.5–10 6

3.3. Toxic Substances

The changes in the amounts of carbon dioxide and carbon monoxide as a function of time are
represented in Figure 14. These values represent the toxic gases obtained through the LSC from the
vehicle as it burned. The main changes on carbon monoxide and carbon dioxide as a function of
time are represented in Tables 5 and 6, respectively. Furthermore, it showed similar trends to the
distribution of change of heat release rate. However, judging from the influence on the human body,
it is obvious that these values might be not correct, because of the many differing conditions in fire
phenomena, e.g., enclosed or open spaces, scale of space, ventilation systems, sprinklers, and so on.

With fires in open spaces, the smoke and toxic gases will be released into the air. In enclosed spaces,
e.g., tunnels or indoor parking lots, the smoke will accumulate continuously, and the concentration
will greatly increase. However, the effects on the human body can be analyzed based on concentrations
of CO and CO2 from the vehicle itself [30].

Figure 14. Toxic-substance concentration results: (a) Carbon dioxide and (b) carbon monoxide.

Table 5. Carbon-dioxide concentration at the major change periods, and influences on the body based
on value.

Section
CO2 Concentration (ppm) Effect on Health [30]

One Car Two Cars One Car Two Cars

Section 1 1000–3000 General condition and mild headaches
Section 2 3000 Poor air condition and headaches
Section 3 3000 4500–6200 Poor air condition and headaches

Section 4 3000–3500 6500–8000 Headaches Respiratory, circulatory, and
cerebral impairment
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Table 6. Carbon-monoxide concentration at the major change periods, and influences on the body
based on value.

Section
CO Concentration (ppm) Effect on Health [30]

One Car Two Cars One Car Two Cars

Section 1 0–50 0–100 Slight headaches
Section 2 75–150 Headaches
Section 3 100–125 150–225 Headaches Dizziness, nausea, fatigue, headaches

Section 4 150–175 300–425 Dizziness, nausea,
fatigue, headaches

Headache and nausea;
life threatening in 3 h

Based on the values obtained from the LSC, the CO2 generated from one vehicle will give a person
a slight headache. However, in a two-vehicle fire, the slight influence occurs before 1000 s (16 min
40 s); however, after that, it will affect the respiratory system and nervous system, and cause cerebral
impairment. Furthermore, only a slight headache can be felt about 500 s (8 min 20 s) after ignition.
However, after that, the area should be evacuated. In the worst case, life is threatened, and evacuation
may be difficult because of the high concentration of CO over 1200 s (20 min). The higher the heat
release rate is, the higher the concentration of CO and CO2. Therefore, the larger the fire is, the faster
the area should be evacuated. Based on the CO and CO2 concentrations absorbed through the LSC, the
impact on human health applies when people were directly exposed. It is apparent that the values
obtained through the LSC will vary depending on the location and conditions of the fire inside of
buildings, but it can provide indirect guidance on ventilation and evacuation in compartment space
while presenting the toxic concentration occurring in the vehicle itself.

4. Conclusions

The aim of this study was to investigate how fire spreads through a vehicle using an actual
vehicle-fire test, and to analyze the heat release rate for two vehicles using a large-scale calorimeter.
In addition, the influence of the toxic gases generated from the vehicle fires was analyzed. An analysis
of the experimental results provided the following conclusions.

(1) In actual vehicle tests, the fire spread from the initial ignition location to the rear seat, engine
room, fuel tank, and bumper in regular sequence. In the two-vehicle situation, a similar tendency
was observed, and the fire spread to the next vehicle after about 500 s (8 min 20 s).

(2) The fire rose sharply after 200 s (3 min). The maximum heat release rates of one and two vehicles
were represented as 3.5 MW and 6 MW, reached at about 1540 s (25 min 40 s) and 1160 s (19 min
20 s), respectively. Since the time to reach 1 MW was about 240 s (4 min) before and after, the fire
growth in a vehicle fire is considered to be a medium-fast fire phenomenon.

(3) The evacuation should be totally completed within 20 min after the fire starts, because of the high
concentrations of carbon dioxide and carbon monoxide in an enclosed space. This may vary,
depending on the size of the location where the fire occurs.

(4) In this study, uncertainty analysis cannot be included because of financial problems like other
related studies [6–8], however, we place emphasis on fire-spreading characteristics inside of a
vehicle and toxic gases.
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Appendix A. Fire-Growth Coefficients for Vehicle Fires

Table A1. Fire-Growth Coefficients for one and two vehicle fires.

Time One Vehicle Two Vehicles Time One Vehicle Two Vehicles

55 0.000122845 0 111 –0.00003228 0
56 0.000110589 0 112 –0.000100544 0
57 0.000111826 0 113 –0.000102829 0
58 0.000119181 0 114 –0.000125789 0
59 0.000151472 0 115 –0.000112598 0
60 0.000143496 0 116 –0.000120963 0
61 0.000141763 0 117 –0.000118931 0
62 0.000142229 0 118 –0.000123675 0
63 0.00014096 0 119 –0.000136618 0
64 0.00013857 0 120 –0.000132197 0
65 0.000130619 0 121 –0.000123733 0
66 0.000143594 0 122 0.000045496 0
67 0.000153154 0 123 5.5872E-06 0
68 0.000143394 0 124 4.16544E-05 0
69 0.000115387 0 125 3059376E-05 0
70 0.000326219 0 126 3.63424E-05 0
71 0.000223675 0 127 3.67568E-05 0
72 0.000277621 0 128 2.67056E-05 0
73 0.000272314 0 129 –1.11936E-05 0
74 0.000274293 0 130 1.77728E-05 0
75 0.000288267 0 131 9.4848E-06 0
76 0.000282707 0 132 1.01104E-05 0
77 0.000298621 0 133 –3.34768E-05 0
78 0.000276741 0 134 0.00000116 0
79 0.000281992 0 135 0.000144683 0
80 0.000264557 0 136 0.000136411 0
81 0.000300158 0 137 0.000158899 0
82 0.000287592 0 138 0.000142838 0
83 0.000257986 0 139 0.000129723 0
84 0.000279203 0 140 0.000139946 0
85 0.000259619 0 141 0.000131667 0
86 0.000282691 0 142 0.000127328 0
87 0.000290432 0 143 0.000127696 0
88 0.000129774 0 144 0.000236862 0
89 0.000130891 0 145 0.000222347 0
90 0.000116182 0 146 0.000211238 0
91 0.000112029 0 147 0.000220477 0
92 0.000117714 0 148 0.000215518 0
93 0.000104933 0 149 0.00025139 0
94 0.00010421 0 150 0.00021375 0
95 0.000104573 0 151 0.000351069 0
96 0.000099011 0 152 0.000364856 0
97 0.0000978 0 153 0.000371894 0
98 0.00009746 0 154 0.00035011 0
99 0.0000985872 0 155 0.000354869 0
100 0.000088056 0 156 0.000278704 0
101 0.000102904 0 157 0.000365112 0
102 0.0000951808 0 158 0.00045428 0
103 0.000102624 0 159 0.00038917 0
104 –1.50448E-05 0 160 0.000341139 0
105 –9.12816E-05 0 161 0.000341352 0
106 –0.000100579 0 162 0.000358957 0
107 –9.69392E-05 0 163 0.000454278 0
108 –9.98464E-05 0 164 0.000407691 0
109 –2.65664E-05 0 165 0.000914008 0
110 –3.36192E-05 0 166 0.000862808 0
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Table A1. Cont.

Time One Vehicle Two Vehicles Time One Vehicle Two Vehicles

167 0.001054307 0.000220694 203 0.0100165 0.0120997
168 0.001063165 0.000611402 204 0.0110054 0.0114384
169 0.00104391 0.00068039 205 0.0110963 0.0124061
170 0.001228091 0.000880261 206 0.0101954 010114076
171 0.001635272 0.000812598 207 0.0104325 0.0122057
172 0.001834352 0.001029643 208 0.0106026 0.0121818
173 0.001916245 0.001240034 209 0.0111004 0.0124914
174 0.00199748 0.002309933 210 0.0111064 0.0135382
175 0.001945301 0.002533862 211 0.0126027 0.0129667
176 0.002285653 0.002699115 212 0.0107972 0.01428483
177 0.002352554 0.002952645 213 0.011416 0.0135615
178 0.002293226 0.002970237 214 0.0117953 0.0138855
179 0.003488533 0.003338856 215 0.0112167 0.0142959
180 0.003595838 0.003579187 216 0.0117955 0.0135957
181 0.003715666 0.00413451 217 0.0123651 0.0139167
182 0.004403666 0.0041032 218 0.011948 0.0153101
183 0.004578416 0.004038008 219 0.0121137 0.013121
184 0.00505969 0.005178826 220 0.0118276 0.0146671
185 0.004863582 0.006157565 221 0.0121345 0.0160241
186 0.005264023 0.007279477 222 0.0121715 0.0140538
187 0.005925605 0.007346544 223 0.0121353 0.0150714
188 0.005557421 0.006510378 224 0.0125515 0.0146725
189 0.006212605 0.007681355 225 0.0120098 0.0150361
190 0.006590218 0.007854469 226 0.0126213 0.0147933
191 0.005883032 0.007422917 227 0.0113123 0.0146584
192 0.003584963 0.007919211 228 0.0113451 0.0153618
193 0.0066938 0.0087581 229 0.0112896 0.0158492
194 0.0082796 0.0090616 230 0.0117224 0.0150186
195 0.008573 0.0095076 231 0.0121374 0.0151767
196 0.0081337 0.010333 232 0.0122526 0.0159671
197 0.0084333 0.0105719 233 0.0122324 0.0157199
198 0.0092459 0.0096946 234 0.0120766 0.0158552
199 0.0098028 0.0101741 235 0.0121153 0.0149351
200 0.0101057 0.0114833 236 0.0119933 0.0169582
201 0.009347 0.011416 237 0.0112681 0.0161582
202 0.0100612 0.0113177 238 0.0123996 0.016821
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Abstract: The efficiency of oil shale pyrolysis is directly related to the feasibility of in-situ mining
technology. Taiyuan University of Technology (China) proposed the technology of in-situ convective
heating of oil shale, which uses superheated steam as the heat carrier to heat the oil shale’s ore-body
and transport the pyrolysis products. Based on the simulated experiments of in-situ oil shale
pyrolysis using superheated steam, the changes in fracture characteristics, pyrolysis characteristics
and mesoscopic characteristics of the oil shale during the pyrolysis have been systematically studied
in this work. The Xinjiang oil shale’s pyrolysis temperature ranged within 400–510 ◦C. When the
temperature is 447 ◦C, the rate of pyrolysis of kerogen is the fastest. During the pyrolysis process,
the pressure of superheated steam changes within the range of 0.1–11.1 MPa. With the continuous
thermal decomposition, the horizontal stress difference shows a tendency to first increase and then,
decrease. The rate of weight loss of oil shale residue at various locations after the pyrolysis is found
to be within the range of 0.17–2.31%, which is much lower than the original value of 10.8%, indicating
that the pyrolysis is more adequate. Finally, the number of microcracks (<50 μm) in the oil shale after
pyrolysis is found to be lie within the range of 25–56 and the average length lies within the range of
53.9636–62.3816 μm. The connectivity of the internal pore groups is satisfactory, while the seepage
channel is found to be smooth. These results fully reflect the high efficiency and feasibility of in-situ
oil shale pyrolysis using superheated steam.

Keywords: superheated steam; triaxial stress; thermogravimetry; X-ray microtomography; thermal cracking

1. Introduction

As an unconventional oil and gas resource, oil shale is a fine-grained sedimentary rock, which is
rich in solid organic matter (kerogen) and has fine bedding [1,2]. Oil shale can generate shale oil
through retorting. After shale oil’s hydrocracking, refined oil, such as gasoline, kerosene and diesel oil
can be obtained, which is of great significance to alleviate the current oil shortage. The reserves of oil
shale resources in China are huge and can be converted into 47.6 billion tons of shale oil [3,4].

At present, most countries around the world use in-situ retorting to exploit oil shale [5,6]. In-situ
mining of oil shale only needs to pass the heat-injection well to the ore-body and directly heat the
ore-body. After the oil shale ore-body is fully pyrolyzed, the organic matter is also pyrolyzed to
generate oil and gas, whereas the hydrocarbon is discharged to ground through production well [7].
According to different forms of heating, the in-situ mining of oil shale can be divided into three
classifications, namely heat conduction, convection heating and radiation [8,9]. Furthermore, in-situ
conversion process [10] uses high temperature of electrode to heat the ore-body, whereas the heater
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temperature can reach up to 1000 ◦C. However, the thermal conductivity of the oil shale is extremely
poor, and the heating efficiency is low. Therefore, it takes a long time for the oil shale to reach the
effective pyrolysis temperature. Han et al. [11] found that it takes about 10 years or more to reach
the initial pyrolysis temperature of oil shale in the area of 400 m2. Kyung et al. [12] simulated the
effect of electric heating on the behavior of pyrolysis products and concluded that, after pyrolysis,
almost 60% of the shale oil was trapped in mineral matrix because of poor fluidity. Raytheon’s radio
frequency/critical flow (RF/CF) technology [13] uses (RF) transmitters to heat the oil shale’s ore-body,
and then, extract oil and gas, which is produced from pyrolysis, using supercritical carbon dioxide.
Yang et al. [14] proposed an in-situ oil shale recovery method, which combines microwave heating and
hydraulic fracturing, and then, simulated the thermal decomposition of oil shale under microwave
irradiation. Compared with the conventional heating method, microwave heating requires shorter
time, and has lower energy consumption, higher oil production and quality. Radiation produces
strong heat penetration and faster heating, though the technology is not yet mature enough [15,16].
The in-situ fracturing and heating technology using nitrogen injection [17,18] uses high-temperature
and high-purity nitrogen to pyrolyze the oil shale’s ore-body. Therefore, high-temperature nitrogen
can play an important role in the recovery of oil and gas. Allawzi et al. [19,20] found that the solubility
of organic matter increased due to the interaction of supercritical carbon dioxide and cosolvent.
Zhang et al. [21] studied the changes in shale oil composition and yield after bioleaching the oil shale,
and found that, after bioleaching, the yield of shale oil increased by 15.38%, whereas the contents of
high molecular weight and low molecular weight hydrocarbons in shale oil also increased.

It can be said that, regardless of the mining technology used, the most important thing is to find a
way to maximize the efficiency of pyrolysis, whereas the pyrolysis temperature and the development of
pores and fractures directly determine the efficiency of pyrolysis. At present, studies have focused on
describing the evolution of pore construction in the pyrolysis of oil shale [22–26]. Geng et al. [27] have
systematically analyzed the evolution of pores and the structure of fractures in oil shale under high
temperature and high pressure using a combination of X-ray microtomography (μCT) and mercury
intrusion porosimetry. It is considered that 300–500 ◦C is the stage, where the porosity and the number
and aperture of fractures increase significantly. Bai et al. [28–30] studied the evolution characteristics
of pore structure during the pyrolysis of Huadian oil shale at the temperature of 100–800 ◦C and found
that the permeability of oil shale significantly increases within the temperature range of 350–450 ◦C.
Kang et al. [9,31] calculated the percolation probability of true three dimensional (3D) digital CT cores
of oil shale specimens under different temperatures. The results showed that, when the porosity
is higher than 12%, the connectivity of pore-connected clusters is very good and the connection of
seepage channels is smooth, which is favorable for oil and gas production and high temperature fluid
injection. Saif et al. [32–34] studied the evolution of pores and fractures during pyrolysis of Green
River oil shale and found that the critical temperature for a sharp increase in the porosity of oil shale
lies within the range of 390–400 ◦C. After the critical temperature, the porosity of oil shale rapidly
increased to 22–25%. Liu et al. [35] analyzed the evolution of pore structure of Fushun oil shale under
pressure and temperature conditions and found that the lithostatic pressure would significantly inhibit
the development of pores. Pan et al. [36,37] reported that the mineral matters have an insignificant
effect on the pyrolysis reactions of kerogen in Jimsar oil shale. Barshefsky et al. [38] reported that
the isolated kerogen of Russian oil shale was completely pyrolyzed at 420 ◦C, while the raw oil shale
decomposition was only 65% complete.

In short, many experts and scholars have done a lot of research on the relationship between
temperature and pyrolysis characteristics; however, there is little research on the study of pyrolysis
characteristics of oil shale under stress constraints. In 2005, the in-situ convection heating of oil shale
was put forward by Zhao Yangsheng’s team at the Taiyuan University of Technology, China [39].
The technology used superheated steam as the heat carrier to heat the oil shale ore-body, while
the produced oil and gas were transported using steam. During the in-situ mining of oil shale
using superheated steam, the internal pores and fractures of oil shale are not only a channel for
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the migration of steam and kerogen pyrolysis products but also a location for heat exchange and
transfer in the rock mass, which is directly related to the efficiency of pyrolysis. In this work, based on
the simulated experiments of in-situ oil shale pyrolysis using superheated steam, the cracking and
pyrolysis characteristics of oil shale samples are thoroughly studied during the pyrolysis and after
the pyrolysis, the evolutionary characteristics of pores and fractures inside the oil shale are carefully
discussed. The study provides a necessary prerequisite for the application and commercialization of
in-situ oil shale mining technology using superheated steam.

2. Experimental

2.1. Thermogravimetric Experiments

The experimental sample was taken from Jimsar County, Xinjiang, China. The oil shale was
crushed and sieved to a particle size of ≤180 μm for pyrolysis experiments. Table 1 summarizes the
results of oil shale industrial analysis and low-temperature carbonization.

Table 1. Proximate and Fischer assay analyses of the Xinjiang oil shale.

Analysis Composition

Proximate analysis (wt %, ad)
Moisture 0.56

Ash 77.89
Volatile matter 17.78
Fixed carbon 3.77

Fischer assay analysis (wt %, ad)
Oil yield 9.08

Water yield 1.50
residue 86.48

Gas + loss 2.94

The pyrolysis weight loss experiment of oil shale was conducted using DTU-2B thermogravimetric
analyzer. The device has a temperature measuring accuracy of 0.1 ◦C and a sensitivity of less than 1 μg.
The ground oil shale samples were evenly spread in the crucible. The cooling water was turned on and
high-purity nitrogen was slowly passed into the crucible. The temperature was increased from 70 ◦C
to 900 ◦C at the rate of 3.5 ◦C/min. The thermogravimetric (TG) and differential thermogravimetric
(DTG) curves of the oil shale were obtained using the thermogravimetric experiments. The TG curve
reflects the change in sample’s mass with temperature, while the DTG curve reflects the relationship
between the rate of change of sample’s mass and the temperature.

2.2. Simulated Experiments for In-Situ Oil Shale Pyrolysis Using Superheated Steam

For the simulated experiments of in-situ oil shale pyrolysis using superheated steam, the process
of preparing the samples is shown in Figure 1. Large oil shale samples were cast through concrete,
making the fabricated specimen a cube with the dimensions of 300 mm × 300 mm × 300 mm. After the
sample was fully dried, a well-shaped diversion trough was ground on the surface of the specimen
using the polisher, which facilitates the outflow of oil shale pyrolysis products. Meanwhile, core drilling
was carried out in the middle of the specimen. The diameter of the drill hole was 32 mm, whereas
the depth was 200 mm. The drill hole was used as the location for the insertion of heat injection tube.
The heat injection tube was mainly composed of a lower-end flower tube and an upper-end sleeve
tube. The flower tube was used as the channel of oil shale pyrolysis using the superheated steam and
the sleeve tube played the role of sealing and insulation.
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(a) (b) (c) 

Figure 1. The process of specimen preparation: (a) Casting large the oil shale sample with concrete;
(b) Drill hole and diversion groove of the processed sample; (c) Structure of the heat injection tube.

The vertical stress of 3 MPa and the horizontal stress of 4 MPa (Figure 2) were applied to the
specimen using a large-size true triaxial press (Figure 3) to simulate the geo-stress environment
where the oil shale was located. The press was mainly composed of test loading frame, axial and
lateral hydraulic cylinder loading system, numerically controlled hydraulic instrument and other
auxiliary devices. The superheated steam, generated by the steam generator, pyrolyzed the specimen
under the condition of stress constraint using the heat injection tube. The numerically controlled
hydraulic instrument can monitor the stress characteristics of the specimen in real time during the
pyrolysis process.

Figure 2. Schematic of the applied horizontal stress.

Figure 3. Large-size true three-axes press.
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2.3. Micro-CT Scan and the Analysis of Pyrolysis Effect

According to the difference of vertical distance between the outlet of heat injection tube and
the pyrolysis oil shale, the oil shale residue was divided into three locations. The thermogravimetric
analyses of the oil shale residues at different locations were carried out to analyze the pyrolysis of oil
shale. The oil shale residues at different locations were processed into cylindrical samples having the
length and diameter of 10 mm and 5 mm, respectively. The internal structure of the oil shale residue
was scanned using a μCT225kVFCB high-precision CT analysis system (Figure 4) and the mesoscopic
characteristics of the oil shale after pyrolysis were obtained. In this experiment, the scanning
voltage was 90 kV and the electric current was 70 μA. The scans were obtained in with 400 frames,
the superimposed frame rate was 2 fps and a plane image was generated after the reconstruction.
There were 1500 scanned layers and the size of the scanning cell was 2.66 μm × 2.66 μm.

Figure 4. X-ray microtomography experimental system.

3. Results and Discussion

3.1. Thermogravimetric Analysis of Xinjiang Oil Shale

Figure 5 shows the TG and DTG curves of Xinjiang oil shale obtained using thermogravimetric
analysis. As can be seen from Figure 5, the major stage of weight loss of Xinjiang oil shale occurs in a
relatively small temperature range of 400–510 ◦C, while the rate of weight loss reaches 10.8%. During
this stage, the pyrolysis of oil shale kerogen is closer to completion and the rate of pyrolysis is faster.
The pyrolysis of oil shale is considered to be a process in which oil shale is pyrolyzed into oil, gas and
semi-coking products in two steps. Firstly, the oil shale was pyrolyzed into tar, which then, was further
pyrolyzed to obtain the final products. When the temperature is 447 ◦C, the rate of mass loss of oil
shale is the highest and the pyrolysis rate of kerogen is the fastest.

 

Figure 5. Thermogravimetric (TG) and differential thermogravimetric (DTG) curves of Xinjiang
oil shale.
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3.2. Stress Characteristics of the Specimen during Pyrolysis

In the process of in-situ oil shale pyrolysis using superheated steam, the weak cementing surface
inside the oil shale will break under the action of high-temperature and high-pressure steam, due to
which, the heat exchange area inside the rock mass increases. The superheated steam will heat the rock
mass along the fracture surface. After the decomposition of organic matter, more pores and fractures
are formed inside the oil shale and the hydrocarbon generated by the pyrolysis will further widen the
pores and fractures in the migration process, which forms a huge seepage channel. At the same time,
due to the continuous development of internal fractures inside oil shale and the continuous injection
of superheated steam, the cohesive force of the molecular bonds of oil shale is reduced, which reduces
the tensile strength of oil shale and makes the oil shale more prone to tensile fracture. The variation in
steam pressure with pyrolysis time during the pyrolysis process is shown in Figure 6.

Figure 6. Variation in steam pressure with pyrolysis time.

It can be seen from Figure 6 that the superheated steam pressure varies between 0.1–11.1 MPa
as the oil shale pyrolysis proceeds. This is due to the reason that the thermal cracking of oil shale
is a process of gradual expansion. With the continuous injection of superheated steam, the stress
at the tip of the fracture gradually increases. When the stress value reaches the threshold point of
crack initiation, the fracture expands. The expansion process is also the process of energy release,
which shows the decrease in stress. Once the stress is lower than the threshold point of the crack,
the fracture stops expanding. Meanwhile, the stress concentration is produced again in the tip of the
fracture and the fracture continues to expand. Therefore, the fracture expansion process inside the
oil shale is characterized by the continuous cycle of stress concentration—fracture expansion—stress
reduction and stress re-centralization.

The critical state of tensile fracture of oil shale is:

p − σv ≥ T0 (1)

where T0 is the tensile strength of oil shale (MPa), p is the superheated steam pressure (MPa) and συ is
the vertical stress (MPa).

When the tensile fracture of the specimen occurs, the fracture direction is perpendicular to the
vertical principal stress direction, thereby forming multiple horizontal fractures around the heat
injection tube, as shown in Figure 7.
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Figure 7. Characteristics of the oil shale fracture after pyrolysis.

The anisotropy of the oil shale is obvious. In the process of pyrolysis, the thermal expansion
coefficient of particles in different positions inside the oil shale is different, which leads to the change
in stress state in the horizontal direction.

Figure 8 shows the variation in horizontal stress difference with time during the pyrolysis process.

Figure 8. Variation in horizontal stress difference with time in pyrolysis process.

In Figure 8, the horizontal stress difference is the difference between the horizontal stress in the
north-south direction and the horizontal stress in the east-west direction. When the pyrolysis time is
within the range of 0–252 min, the horizontal stress difference increases with the increase in pyrolysis
time and the maximum horizontal stress difference is found to be 2.95 MPa. During this period of time,
the north-south direction is the direction of the maximum principal stress and the fracture will expand
perpendicular to the north-south direction. Additionally, the degree of cracking will become more
obvious during this time period. This is due to the reason that, in the experiment, the direction of oil
shale bedding is perpendicular to the north-south direction, whereas the bedding plane undergoes
tensile brittle fractures, which appear to be open perpendicular to the north-south direction, resulting in
an increase in the stress in the north-south direction. When the pyrolysis time changes from 256 min to
316 min, the maximum horizontal stress difference is 0.75 MPa. During this time period, the rock mass
between the oil shale bedding surface in in-situ condition undergoes shear failure under the action of
high-temperature and high-pressure steam, which results in larger horizontal stress in the east-west
direction than that in the north-south direction. Under these conditions, the east-west direction is the
direction of the maximum principal stress. Overall, the extent of shear failure of rock mass between the
bedding planes is lower than that of the brittle fractures of the bedding plane. From the macroscopic
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point of view, a large number of cracks formed by thermal fracturing and pyrolysis of oil shale will
cause the injected heat-carrying fluid to seep into the ore-body from the injection well, which continues
to pyrolyze the oil shale and continuously extract oil and gas. Therefore, the results of this study
provide a scientific basis and technical support for the implementation of in-situ retorting of oil shale.

3.3. Microscopic Characteristics of the Specimen after Pyrolysis

The pyrolyzed sample is shown in Figure 9a. The oil shale around the heat injection tube has
been broken into many small pieces, indicating that the oil shale has been fully pyrolyzed and its color
has changed from yellow brown to black. Figure 9b shows the sampling position of the oil shale after
pyrolysis. The distance between Location A and the outlet of the heat injection tube is the smallest,
followed by Location B, whereas the distance from Location C to the outlet of the heat injection tube is
the largest.

 
(a) (b) 

Figure 9. Pyrolized sample: (a) Morphology of the oil shale after pyrolysis; (b) Sampling locations.

The TG curves of oil shale at different locations after pyrolysis are shown in Figure 10. At the
temperature of 510 ◦C, the rates of weight loss of oil shale at Locations A, B and C are 0.17%, 0.72%
and 2.31%, respectively, while that of the original oil shale is 10.8%, indicating that the oil shale at each
location has been fully pyrolyzed. At the same time, the pyrolysis effect decreases with the increase in
distance from the outlet of the heat injection tube. This is because the process of oil shale pyrolysis
using superheated steam is an energy consuming process. Farther from the outlet of the heat injection
tube, lower is the temperature and worse is the pyrolysis effect.

 

Figure 10. TG curves of oil shale after pyrolysis.
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Xue et al. [40,41] used thermogravimetry to analyze the oil shale residue, pyrolyzed using
low-temperature dry distillation technology and found that the rate of weight loss of oil shale residue
was 6.52%.

The thermogravimetric results of oil shale at different locations after pyrolysis show that the rates
of weight loss of oil shale at Locations A, B and C are 0.63%, 2.49% and 4.61%, respectively, which are
lower than that of the oil shale residue after low-temperature dry distillation. Therefore, it can be said
that the method of oil shale pyrolysis using superheated steam can achieve a high degree of pyrolysis
of organic matter in oil shale. In order to further study the pyrolysis properties of oil shale and its
residue, the Coats-Redfern method [42] was used to analyze the pyrolysis kinetics of oil shale and its
residue. The expression of the Coats-Redfern method is given by Equation (2).

In
[
− In(1 − α )

T2

]
= In

AR
βE

− E
R
· 1

T
(2)

The equation represents a straight line with as In AR
βE . the intercept and − E

R as the slope.
The activation energy E can be obtained by fitting the least square method. The activation energy of oil
shale and its residue in the main weight loss stage (400–510 ◦C) is presented in Table 2.

Table 2. Analysis of the activation energy of oil shale and its residue.

Activation Energy (kJ/mol)

Temperature Range 400 ◦C–450 ◦C 450 ◦C–510 ◦C

Original sample 24.804 25.396
Sample A 10.582 6.294
Sample B 9.532 4.151
Sample C 5.935 7.177

CT scanning technology uses the principle that X-rays have different penetration capabilities for
different density materials and therefore, the density is reflected in voxel of different gray levels. In the
grayscale image of CT, greater the brightness, higher is the density of the material. As the density of the
pores and fractures is the lowest, it appears black in the CT image [43,44]. Figure 11 shows a micro-CT
reconstructed image of the internal structure of the 500th and 1000th layers of the cross-sections of oil
shale at Locations A, B and C.

Figure 11. CT-scan grayscale imaging of oil shale after pyrolysis.
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In Figure 11, the scattered white areas are the undecomposed minerals during pyrolysis. There are
less pores and fractures inside the oil shale. This is because the pores and fractures, formed by the
pyrolysis of oil shale under triaxial stress constraint, are constrained in the process of expansion and
the fracture surface may be closed. Due to these reasons, the thermal cracking of oil shale under in-situ
condition is the result of the combined effect of thermal stress of superheated steam and triaxial stress.
In order to visually obtain the distribution of pores and fractures in oil shale after pyrolysis, the CT
grayscale images of Figure 11 need to be subjected to “image segmentation” (binarization processing).
To conduct segmentation (separate the image into pore and solid phases), 288 the maximum entropy
method proposed by Kapur et al [45] was adopted. The Kapur et al [46] 289 method quantitatively
considers the gray values of all pixels of an image, and assigns a unique 290 threshold to each image
(Figure 12). Because there are a lot of noises in the binary image, the cracks less than 3 voxel are cleared
by MATLAB software. Figure 13 shows a micro-CT image of a cross-section of the sample processed
using binarization, where the white areas represent the pores and fractures (the length greater than
7.98 μm) and the black areas represent the oil shale matrix.

Figure 12. The workflow for processing images from CT scan.

Figure 13. Oil shale CT-scan imaging after the binarization processing.
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In order to quantitatively evaluate the development characteristics of pores and fractures of the
oil shale after pyrolysis, the number, average length and average aperture of fractures with the length
greater than 50 μm are determined. The statistical results are presented in Table 3.

Table 3. Parameters for the fracture of oil shale after pyrolysis.

Sample Number

Parameters of Fractures
Number

Average
Length (μm)

Average
Aperture (μm)

A
500th layers 48 54.4334 24.6902
1000th layers 64 53.2752 24.4329

B
500th layers 30 59.4005 21.7064
1000th layers 28 65.3627 27.0685

C
500th layers 25 57.5110 23.8858
1000th layers 25 50.4162 23.0557

As can be seen from Table 3, the number of fractures in the 500th layer of oil shale at Location
C is the lowest (only 25), while the number of fractures of oil shale at Location A is the highest
(up to 56). The average length of fractures in oil shale at different locations lies within the range of
53.9636–62.3816 μm. Among them, the average length of fractures in the 1000th layer of oil shale at
Location C is the smallest, whereas that at Location B is the largest. The average aperture of fractures
in the 500th layer of oil shale at Location C is only 23.4708 μm and is the minimum, whereas that in
the 1000th layer of oil shale at Location A is 24.5616 μm and is the largest. The fracture parameters
of the 500th and 1000th layers of oil shale at different locations are averaged to obtain the variation
characteristics of oil shale fractures, as shown in Figure 14.

 

Figure 14. Variation characteristics of fracture parameters in oil shale.

In general, as the distance from the outlet of heat injection tube increases, the number of fractures
continuously decreases, however the average length and the aperture of the fractures do not change
significantly. This is due to the reason that, greater the distance from the outlet of the heat injection
tube, lower is the temperature of superheated steam, and worse is the effect of thermal cracking of
oil shale, which result in fewer number of fractures. The oil and gas generated by the pyrolysis of oil
shale will both extend and expand the formed fractures in the process of migration, thus forming a
more developed fracture channel. Furthermore, there will be little change in the length and aperture
of fractures inside the oil shale at different locations. Generally speaking, oil shale is an anisotropic
and heterogeneous rock, and the effect of thermal expansion of internal particles is different under the
action of temperature. During the in-situ pyrolysis, many micron-scale cracks can be formed in oil
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shale. In this type of cracks, fluids, such as shale oil and shale gas, can migrate freely and obey the law
of hydrostatic mechanics.

After CT scanning of the samples, a series of two-dimensional grayscale images are obtained,
which can reflect the density distribution of different layers inside the samples. The 700th to 900th
layers are selected and imported into the AVIZO 9.0 software. The threshold segmentation of these
grayscale images is done through appropriate thresholds and a binary image characterizing fractures
inside the oil shale is obtained [47]. Then, all the binary images obtained in the foregoing operation are
successively stacked in the vertical direction, so that the reconstruction of the three-dimensional fracture
structure can be achieved. In the process of three-dimensional reconstruction, a three-dimensional
digital model of 200 × 200 × 200 voxel is obtained. In order to fully reflect the connectivity
and distribution of fractures inside the oil shale, the computing load of the computer in the
three-dimensional reconstruction is considered. Figure 15 shows a three-dimensional image of the
distribution of fractures inside the oil shale at Locations A, B and C (the color of the fracture space
is blue, while that of the matrix is gray), whereas the image is an 8-bit undefined grayscale image.
The color range is 0–255.

(a) 

 
(b) 

(c) 

Figure 15. Distribution characteristics of internal holes and fractures in oil shale: (a) pore and fracture
groups of oil shale at location A; (b). pore and fracture groups of oil shale at location B; (c) pore and
fracture groups of oil shale at location C.
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From Figure 15, it can be seen that the distribution of pore and fracture groups inside the oil shale
is denser at Location A and the number of pores and fractures is large, which form a large permeate
channel, which connects the two relative surfaces. The distribution of oil shale pore and fracture groups
at Locations B and C is more scattered in the three-dimensional space and its size and number of oil
shale fractures are smaller than that of oil shale at Location A. However, the seepage channel is still
formed between the two relative surfaces, which is beneficial to the extraction of oil and gas. In general,
the pyrolysis reaction of kerogen occurs obviously and a large number of pores and cracks are formed
in the solid skeleton of oil shale, which constitute the entrance and exit channels of pyrolysis fluids
and products in the pyrolysis process of oil shale. After pyrolysis using superheated steam, the oil
shale can be regarded as a porous medium with high permeability. The results have shown that the
in-situ oil shale pyrolysis technology using superheated steam is an efficient and feasible method for
oil and gas production from shale oil.

4. Conclusions

The process of oil shale pyrolysis using superheated steam is a multi-field coupling process.
The pyrolysis process involves the crack initiation, the decomposition of organic matter and the
migration of the products. During the pyrolysis, the temperature distribution inside the oil shale
will have serious inhomogeneity, which leads to the different pyrolysis effects of oil shale at different
positions. On the basis of simulated experiments of in-situ oil shale pyrolysis using superheated steam,
the variations in steam pressure and constrained stress during the pyrolysis are obtained. At the same
time, the pyrolysis effect of the oil shale and the evolution of pores and fractures are studied after
pyrolysis, which provide a certain level of guidance for the technological design of in-situ oil shale
pyrolysis using superheated steam.

With the continuous development of pyrolysis, two forms of rupture occur inside the oil shale.
These are the brittle fractures of the bedding plane and the shear failure of the rock mass between the
bedding planes. After the pyrolysis, the rate of weight loss of oil shale residue was much lower than
that of the original sample, indicating that the pyrolysis of the oil shale was more complete. After the
pyrolysis, the pores and fractures inside the oil shale are widely distributed, whereas the oil shale can
be regarded as a porous medium with high permeability. The feasibility of in-situ mining of oil shale
using superheated steam is verified based upon an efficient pyrolysis process.
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Abstract: The loss of kinetic energy of moving parts due to viscous friction of lubricant causes the
reduction of piston pump efficiency. The viscosity of lubricant film is mainly affected by the thermal
effect. In order to improve energy efficiency of piston pump, this research presents a numerical
method to analyze the lubricant film characteristics in axial piston pumps, considering the thermal
effect by the coupled multi-disciplinary model, which includes the fluid flow field expressed by
Reynolds equation, temperature field expressed by energy equation and heat transfer equation,
kinematics expressed by the motion equation. The velocity and temperature distributions of the
gap flow of piston/cylinder interface in steady state are firstly numerically computed. Then the
distributions are validated by the experiment. Finally, by changing the thermal boundary condition,
the influence of thermal effect on the lubricant film, the eccentricity and the contact time between the
piston and cylinder are analyzed. Results show that with the increase of temperature, the contact
time increases in the form of a hyperbolic tangent function, which will reduce the efficiency of the
axial piston pump. There is a critical temperature beyond which the contact time will increase rapidly,
thus this temperature is the considered as a key point for the temperature design.

Keywords: thermodynamic; numerical simulation; thermal effect; axial piston pumps

1. Introduction

As sliding pairs of axial piston pump move, both the metal parts and lubricants heat up,
which causes temperature to increase significantly, decreases oil viscosity, reduces the bearing capacity
of the oil, and intensifies the radial movement of the parts simultaneously [1]. The shape of the oil film
changes, as does the lubrication mode, and the trajectory of piston could vary with the changing of oil
film. The temperature impacts on oil film characteristics are important for analysis of the efficiency of
the sliding pair.

Practical experience also indicates that the medium temperature significantly affects life.
Cai et al. [2] tested the life of steel materials with a lubricating medium in the range of 23–175 ◦C
and verified that the wear degree was directly related to the temperature. Specifically, the life of
steel materials was closely related to the oil temperature distribution in the gap, and the distribution
condition had a distinct influence on the oil characteristics. Unfortunately, the general test method
could take temperature as the only variables; thus the results obtained by this way could only indicate
the existence of a fuzzy relationship between temperature and life.
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To indicate the relationship between the temperature and life more precisely, the behavior of
lubricant film between the moving pair needs to be studied. Because the moving process is affected by
fluid, solid, and thermal conditions together, it is a typical multiple-domain coupled problem. Many
researchers have studied this problem around the bearing. McCallion et al. [3] solved the Reynolds and
energy equations separately and neglected the effects of pressures during the calculation of temperature
distribution. Ferron et al. [4] thoroughly studied the thermohydrodynamic (THD) performance of a
plain journal bearing and determined its thermal characteristics. Rohde et al. [5] studied the elastic and
thermal deformations in a slider bearing, noted that the variations in fluid viscosity with temperature
were much more influential than solid deformation due to thermal and elastic effects. Researchers are
still interested in the journal bearing where oil or gas is used as lubricants [6,7]. Lu et al. [8] conducted
a thermal-fluid coupling study on characteristics of air–oil two phase flow and heat transfer in a micro
unmanned aerial vehicle (UAV) bearing chamber. Some researchers took the cavitation into account [9]
and others developed an efficient numerical method [10].

Axial piston pumps with constant pressure are the main type of engine-driven pumps
(EDP), whose lifetime is affected by three sliding pairs, specifically the swash plate/slipper pair,
cylinder/valve plate pair, and piston/cylinder pair, as shown in Figure 1.

Figure 1. Sliding pairs in axial piston pump.

Several Elasto Hydrodynamic Lubrication (EHL) researches have focused on the piston pump.
Gels et al. developed a simulation tool based on the Reynolds equation, which allowed to vary the
geometry of the sliding parts. With the help of this tool, Gels have found an optimal compromise of
piston/cylinder interface which reduces the losses of energy [11]. Ma et al. presented a method on the
basis of the EHL model to analyze the behavior of the swash plate/slipper pair [12]. Olems presented an
analytical model that integrates the multiphysics characteristic equations including Reynolds Equation
and energy equation [13]. Given inlet medium temperature and operating conditions, the temperature
distribution in the clearance of piston/cylinder interface was determined using the model. A series
of studies of MAHA research center were carried out based on Olem’s results. Ivantysynova et al.
established a complete model of main sliding pairs for thermal analysis of oil film gap [14]. Kazama
established a non-isothermal model of slipper/swash plate pair based on thermos-hydraulic dynamic
theory [15]. Pelosi, Ivantysynova [16], and Zecchi [17] built an EHL model for the piston/cylinder pair
and the swash plate/slipper pair. However, as shown in all these studies, few studies have modelled
the interaction relationship among elastic, thermal and hydraulic behaviors only use numerical method
without establishing the computer-aided design (CAD) model or using commercial software.

This study was designed to investigate the temperature distribution for the further accurate
analysis on the thermal effect on the piston/cylinder interface. The flow velocity distribution in the
piston/cylinder interface at a steady operating state of the piston pump (the output pressure of pump
is steady) was calculated using the Reynolds equation. Then, the velocity distribution was imported
into the model, considering the comprehensive effects of flow and temperature distributions in the
gap, and the movement of moving components.
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Only the numerical method is used during the whole simulation process. So, a parametric
simulation model without the construction of a three-dimensional (3D) digital model was established,
which is convenient for further application to the simulation of sliding pairs with different structures.

2. Description of Model

Under the assumption that the gap clearance (radial direction) was much smaller than the other
two dimensions (circumferential and axial directions), an unwrapped Cartesian reference system was
used for the description of the computation domain. The coordinates in this reference system are
defined as Equation (1) and presented in Figure 2.⎧⎪⎨⎪⎩

x = θ

y = r
z = z

(1)

Figure 2. Definitions of coordinates and gap height.

2.1. Mathematical Model

The axial piston pump has an odd number of pistons arranged in a circular array within a housing
that is commonly referred to as a cylinder block. This cylinder block is driven to rotate about its axis of
symmetry by an integral shaft that is aligned with the pumping pistons. A piston/cylinder interface
is an assembly with one piston, one cylinder, and a film of lubricant oil. When the piston pump is
operating, the piston moves in a linear reciprocating pattern within the cylinder block, suctioning or
discharging oil.

Analysis of thermodynamic behavior of piston/cylinder interface in piston pumps is a
fluid-structure interaction problem. The motion for fluid flow, heat transfer, and the motion of
the piston are expected to be determined simultaneously. Because it is a time-dependent problem,
one shaft revolution is divided into a number of discrete time steps. For each time step, the problem
was considered time-independent.

The momentum transport for the fluid flow in the gap is described by the Reynolds equation [18]:

∂

∂x

(
∂p
∂x

h3

μ

)
+

∂

∂z

(
∂p
∂z

h3

μ

)
= 6

(
(Uh − U0)

∂h
∂x

+ (Vh − V0)
∂h
∂z

+ 2
∂h
∂t

)
(2)

where h is the film thickness, μ is the oil viscosity, Uh is fluid velocity component along the
circumferential direction on the boundary y = h, U0 is fluid velocity component along the
circumferential direction on the boundary y = 0, Vh is fluid velocity component along the axial
direction on the boundary y = h, V0 is fluid velocity component along the axial direction on boundary
y = 0. y = h indicates the interface between the cylinder and oil, and y = 0 indicates the interface

401



Energies 2018, 11, 1842

between the piston and oil. We assumed that the velocity of oil at oil/solid interface was the same as
the solid. So Uh, U0, Vh, and V0 were constant.

The temperature field of the fluid is governed by the convection-conduction equation [18]:

co
∂(ρoTo)

∂t
+ ρocodiv(V · To) = kodiv(gradTo) + φo (3)

where, To is oil temperature, co is the specific heat capacity at constant pressure of oil, ρo is the density
of oil, ko is the thermal conductivity of oil, and φo is the viscous dissipation term.

The vector V in Equation (3) is the velocity of fluid composed by u and v which are determined
by followed equations:

u = 1
2μ

∂p
∂x
(
y2 − yh

)
+ (Uh − U0)

y
h + U0

v = 1
2μ

∂p
∂z
(
y2 − yh

)
+ (Vh − V0)

y
h + V0

(4)

The temperature depends on the fluid velocity, so the last term in Equation (3) describes the
energy dissipation:

φo = μ

[(
∂u
∂y

)2
+

(
∂v
∂y

)2
]

(5)

Then the local viscosity of grid point in the gap can be calculated using the temperature
distribution with the Reynolds viscosity temperature equation [18]:

μ = μrefe−σ(To−Tref) (6)

where Tref is the reference temperature, μref is the viscosity of oil at reference temperature, and σ is the
viscosity-temperature index.

The local viscosity is then used as new value in the following iteration cycle of algorithm.
For the temperature distribution inside the piston, the temperature distribution was determined

using the heat conduction equation, which is written as Equation (7) [18]:

cp
∂
(
ρpTp

)
∂t

= kpdiv
(
gradTp

)
+ φp (7)

where Tp is the piston temperature, cp is the specific heat capacity at constant pressure of piston, ρp is
the density of piston, kp is the thermal conductivity of piston, and φp is the viscous dissipation term.

Because the cylinder is geometrically much larger than the gap and the piston, the temperature is
here considered a constant, Tc (case temperature).

2.2. Boundary Conditions

To simplify the model, only one piston/cylinder interface was considered. This piston/cylinder
formed the system boundary of the thermal calculation, as shown in Figure 3. Because the nine
piston/cylinder interfaces were symmetrical around the distribution circle, the behavior of these
interfaces could be expected to be almost the same. For this reason, it was here considered reasonable
to choose one interface as a representative. The numbers here represent the corresponding boundaries
as labeled in Figure 3.
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Figure 3. Computation domain and boundary.

The boundary conditions of fluid mechanics equations (Reynolds equation) are shown in
Equation (8):

Interface 3 : P|bottom edge =

{
Psuc(θs = 0◦ − 180◦)

Pdis(θs = 180◦ − 360◦)

Interface 4 : P|top edge = Pcase

(8)

where Psuc is the output pressure of the pump when the piston is in the oil suction area (θs = 0◦–180◦),
Pdis is the output pressure of the pump when the piston is in the oil discharge area (θs = 180◦–360◦),
and Pcase is the case pressure of the pump.

The boundary conditions of thermal analysis are the environmental temperature and temperatures
of the medium at the inlet and outlet temperatures. For one piston/cylinder interface, solving the
energy equation of fluid and heat conduction equation of solid covers the changes in heat in one phase
and between two phases. For each specific boundary, the following boundary conditions are defined.
The numbers here represent the corresponding boundaries as labeled in Figure 3.

(1) On the film-cylinder interface:

∂To(x, z)
∂y

∣∣∣∣
y= dc

2

= − kc

kodp
h(x, z)

(
To(x, z)− Ta

Δy

)
(9)

(2) On the film-piston interface:

∂To(x, z)
∂y

∣∣∣∣
y=

dp
2

= − kp

kodp
h(x, z)

∂Tp(x, z)
∂y

∣∣∣∣
piston−film

(10)

(3) Oil on the bottom edge of the film:

To|bottom edge = Tmix (11)

where Tmix is the mixing temperature, which is determined based on the energy balance [19].

(4) Oil on the top edge of the film:
To|top edge = Tin (12)

where Tin is inlet temperature of oil.
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(5) On the bottom surfaces of the piston:

∂Tp(x, y)
∂z

∣∣∣∣
z=0

= −ηdp

2kp

(
Tp(x, y)

∣∣
z=0 − Tmix

)
(13)

where η is piston convection heat transfer coefficient.

(6) On the top of the piston:

∂Tp(x, y)
∂z

∣∣∣∣
z=lt

= −ηdp

2kp

(
Tp(x, y)

∣∣
z=lt

− Tin

)
(14)

Once the oil film temperature distribution was determined, mechanical analysis could progress.

2.3. Deformation Equation

For an accurate description of thermodynamic behavior of piston/cylinder interface, it is not
sufficient to just solve the energy and Reynolds equation, but one also needs to consider deformation
due to temperature and pressure. In this paper, the deformation matrix method was used to calculate
the elastic deformation and thermal deformation of metal parts. The deformation equations are shown
in Equation (15) [20]:

hE(i, j) = ∑
f

∑
g
[p f ,g + pc| f ,g]Cp

∣∣i,j
f ,gΔA

hT(i, j) = ∑
f

∑
g
[TP| f ,g − Tref]CT |i,jf ,g

(15)

where hE is the elastic deformation, pf,g is the oil pressure at node (f, g), pc|f,g is the contact pressure,

which is zero in this case, because the piston bears no force in the initial free case, Cp
∣∣i,j

f ,g is the elastic
deformation matrix, which represents the displacement of node (i, j) caused by the unit load acting on
the node (f, g).

Similarly, hT is the thermal deformation, CT |i,jf ,g is the thermal deformation matrix, TP|f,g is the
temperature at node (f, g), and Tref is the reference temperature and set to 25 ◦C.

2.4. Force Analysis

The force must be analyzed to solve motion equations. To clarify the description of force analysis,
some definitions are presented in Figure 4.

Figure 4. Definitions used for mechanical analysis.

When the pump is operating, the cylinder block slides over the valve plate. With the change in
position within the distribution circle (θs), the displacement chambers of each piston are connected
to the low-pressure port (θs = 0◦–180◦) or the high-pressure port (θs = 180◦–360◦). The pistons were

404



Energies 2018, 11, 1842

joined to the slippers that glided over the swash plate. By changing the swash plate angle β, the piston
stroke s could be adjusted. θs, lt, and s were subject to Equation (16).

θs = ωt
lt = ds

2 (1 − cos θs) tan β

s = l0 − lt = l0 − ds
2 (1 − cos θs) tan β · k

(16)

The loads acted on the piston in the cavity of piston/cylinder interface in the specific coordinates
system is shown in Figure 5.

Figure 5. Graph of mechanical analysis.

Because of the overturning angle α, the velocity of piston ṡ had a component normal to the
ω, so the Coriolis force Fc took place. With the movement of cylinder block around the shaft,
the centrifugal force Fu acted on the center of gravity of the piston. Because the piston movement took
place within six degrees of freedom, there was also the inertia force in z-direction Fi and the inertia
moment Mi. All these forces acted on the center of gravity and were defined using Equation (17):

Fc = −2mω× .
s

Fu = mω2 ds
2 j′{

Fi = −m
.
s

Mi = −J
.
ω

(17)

The swash plate was removed for the calculation of acting force of slipper Fs. Fs was resolved
through the force equilibrium equation in the x-direction. Fs was decomposed into the y-direction and
z-direction as presented in Equation (18):

Fsz = Fs cos(α + β) · k

Fsy = Fs sin(α + β) · j
(18)

The pressure force Fp was calculated using the pressure of displacement chamber Pc, which
differed between the low-pressure port (θs = 0◦–180◦) and the high-pressure port (θs = 180◦–360◦):

Fp =
πdp

2

4
Pc · k (19)

The acting force of oil was normal to the piston surface and is defined as follows:

Fo =
∫ 2π

0

∫ lt

0
p(x, z) · j · cos x

dp

2
dzdx (20)
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Due to the movement of piston, the friction of oil Ff acted on the piston. Ff was calculated using
Equation (21):

Ff =

(∫ 2π

0

∫ lt

0

(
−h(x, z)

(
∂p(x, z)

dp
2 ∂x

+
∂p(x, z)

∂z

)
+

μ
.
s

h(x, z)

)
dp

2
dzdx

)
· k (21)

Because the forces defined by Equations (17) and (19) acted through the center of gravity of the
piston, their resultant moments were all zero. This left the moments produced by Fs, Fo, and Ff, which
can overturn the piston. These moments were calculated using Equations (22)–(24):

MFs = Fs · ls sin(α + β) (22)

MFo =
∫ 2π

0

∫ lt

0
p(x, z) · j· cos x(z − lm)

dp

2
dzdx (23)

MFf
=

(∫ 2π

0

∫ lt

0

(
−h(x, z)

(
∂p(x, z)

dp
2 ∂x

+
∂p(x, z)

∂z

)
+

μ
.
s

h(x, z)

)
cos x

dp
2

2
dzdx

)
· k (24)

where p(x,z) in Equations (20), (21), (23) and (24) is the pressure distribution obtained by Section 2.1.
h(x,z) will be determined in Section 2.6.

Assuming the vector sum of forces and moments are Fsum and Msum.

Fsum = Fc + Fu + Fi + Fs + Fp + Fo + Ff

Msum = Mi + MFs + MFo + MFf

(25)

2.5. Movement Analysis

The movement of the piston was analyzed during force analysis. According to Newton’s second
law, several types of force were identified. They are shown in Equation (26).

ve|t+dt = ve|t + Fsum
m dt

e|t+dt = e|t + ve|tdt

vα|t+dt = vα|t + Msum
J dt

α| t+dt = α| t + vα|tdt

(26)

2.6. Calculation of the Thickness of the Oil Film

The thickness of the oil film h(x,z) was determined as described below.
As shown in Figure 6, supposing that the space between the piston and cavity was filled with

an oil film, the thickness of that oil film distribution could be determined according to the geometry
characteristics of piston and cavity. In section C-C, O1 was the center of the cavity, O1

′ was the
projection of O1 on the y axis and O2 was the center of piston, assuming that the piston overturning
angle was α and projection of eccentric distance at bottom of piston e on y axis was e0. Piston shaft
and cavity shaft intersected in the position (0, 0, l1)|(x,y,z). The following geometric relationships
were established:

e0 = l1 tan α (27)

For an arbitrary cross section C-C of piston, O1 and O2 were used to define a straight line that
crossed the surface of the piston at P1 and crossed the cavity surface at P2. Any position on surface of
piston P1 could correspond to the circumferential angle θ. |P1P2| was the thickness of the oil film,
whose value is here written as h(θ, z). In order to simplify the calculation, there was a transformation
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of system of coordinates. As shown in Figure 6b, O2 was located at (0, 0, z) and O1 at (-e2, -e1, z). e1 and
e2 were subject to Equation (28):

e1 = |O1
′O2| = (z − l1) tan α

e2 = e1
tan θ

(28)

In this way, the algebraic expression of straight line determined by O1O2 was as follows:

y = x tan θ (29)

On the cross section C-C, cavity was an ellipse, and the piston was a circle. Their algebraic
expression was as shown in Equation (30):

4(x+e2)
2

dc2 + 4(y+e1)
2

dc2 sec2 α
= 1

x2 + y2 =
dp

2

4

(30)

The coordinates of P1 and P2 were determined by solving Equations (29) and (30) simultaneously.
The results are presented in Equations (31) and (32):⎧⎨⎩ xP1 =

dp
2 cos θ

yP1 =
dp
2 sin θ

(31)

⎧⎪⎪⎨⎪⎪⎩
xP2 =

√
dc2 sec2 α

4(sec2 α+tan2 θ)
− e2

yP2 =

√
dc2 sec2 α

4(sec2 α+tan2 θ)
tan θ − e1

(32)

Oil film thickness h(θ, z) under specific overturning angle α was determined using the coordinates
of P1 and P2:

h(x, z) =
√(

xP1 − xP2

)2
+
(
yP1 − yP2

)2 (33)

Along with the elastic and thermal deformations, oil film thickness should be written as:

h(x, z) = h(x, z) + hE(x, z) + hT(x, z) (34)

Figure 6. Graph of calculation of oil film thickness: (a) Axial section view; (b) Bottom view.

3. Simulation Algorithm and Conditions

Simulation of the thermodynamic behavior of the piston requires knowledge of the eccentric
position, velocity of the piston, and all forces acting on it. Among these, eccentric position and forces
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are profoundly influenced by temperature distribution within the gap. An iterative method for the
simultaneous calculation of all the requirements was here developed. Figure 7 shows a diagram of
these calculations.

 

Figure 7. Flow chart of calculation.

With constant inlet and outlet pressure, the velocity distribution is considered constant and a
basic condition of the Reynolds equation. When the velocity results were considered as the input
of energy equation, the temperature distribution indicated by resolving of energy equation was
the temperature distribution of oil film in steady state. The mechanical analysis was completed
considering hydrodynamic forces and temperature distribution as inputs of motion equations. Using
the overrelaxation iterative formula of the finite difference method, the Reynolds equation and the
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energy equation are solved by programming in MATLAB. If the absolute error of the results on all
interior points obtained by two adjacent iterations is not greater than that of the prescribed error,
then the iterative solution is considered to be convergent.

An axial piston pump with nine pistons was here selected for study. To start the simulation, some
fundamental conditions were defined, which were the structure and working parameters of the pump,
the material properties and thermal coefficients of the piston/cylinder interface, and the pressure of
displacement chamber.

The structure and working parameters of a specific type of pump are presented in Table 1.

Table 1. Structure and working parameters.

Parameter Value

Number of pistons 9
Rated working pressure 225 bar

Rated rotation speed 1000 rpm
Distribution circle diameter 80 mm

Piston diameter 30.14 mm
Cylinder cavity diameter 31.2 mm

The material properties and thermal coefficients of the pump are shown in Table 2 [21].

Table 2. Material properties.

Density
(kg/m3)

Young Modulus
(Gpa)

Specific Heat
Capacity (J/(kg·K))

Heat Conductivity
(W/(m·K))

Viscosity
(20◦C) (Pa·s)

Heat Convection
Coefficient
(W/(m2·K))

Cylinder 8100 130 390 41.9 / /
Piston 7850 210 490 50.28 / 50

Oil 862.1 / 1880 0.143 0.15 /

4. Results and Discussion

A simulation of the chosen piston pump was conducted with the model and numerical algorithm
introduced in this paper.

In order to validate the developed model in this article, the simulated velocity and temperature
distribution were compared with the experiment performed by Pelosi [22]. Constant inlet and outlet
pressures on both sides of the piston when the pump was in normal operation were 16 bar (θs = 0◦–180◦)
and 225 bar (θs = 180◦–360◦) (boundary z = 0 in Figure 8) and 5 bar (boundary z = 1 in Figure 8)
respectively. For the temperature simulation, the input parameters were same as Pelosi [22], which are
57.5 ◦C for the case temperature, 48 ◦C for temperature at high pressure port, and 43 ◦C for temperature
at low pressure port.

We selected the state where lt = l0, where the piston was in the position of θs = 0◦ on the distribution
circle, and the whole piston was in the cylinder, The corresponding α = 0.0067◦. Figure 8 shows the
velocity distribution of oil film at the interface of the oil and the piston. Figure 9a shows the result of
thermal simulation, and Figure 9b shows the measurement result of the oil film at the interface of the
oil and the piston carried by Pelosi [22]. Thus, we can conclude that the model could describe the oil
temperature distribution, with reference to previous research.

Results indicated that the velocity distribution of oil film in piston/cylinder interface was affected
not only by the relative velocity between piston and cylinder in the form of sinusoidal wave (z direction)
but also the rotation of piston (x direction). The motion of the piston would lead the oil to follow its
motion, and the change of the velocity direction of the oil would have hysteresis because of the viscous
effect, so the vortex would be produced.
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Figure 8. Velocity distribution.

Figure 9. (a) Simulated temperature distribution; (b) Measured temperature distribution by
experiment [22].

Analysis of the Figure 8 also showed that the velocity of flow near the boundaries (z = 0 and z = 1)
was faster than in the middle.

Comprehensive analysis of the contents of Figures 8 and 9 indicated that heat transfer was faster
where the velocity was faster. Temperature diffused along the velocity, whether the temperature was
high or low. This indicated that the accurate calculation of the velocity distribution was very important
to the calculation of temperature distribution, considering the velocity has a highly significant effect
on temperature diffusion.

The higher temperature region corresponded to a region where the fluid film was thinner, where
more heat was generated. In these areas, the oil film tended to become thinner in next time step
because high temperature reduced the carrying capacity of oil under the condition of lower viscosity.
The eccentricity may be increased, but it still depended on the structure and the pressure in the chamber.

5. Analysis of Thermal Effect

With the thermal results, it was possible to calculate the fluid pressure and piston motion in the
piston/cylinder interface. In order to investigate the effect of inlet oil temperature on the lubricating
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characteristics of oil film, we used the model proposed in this paper to simulate the movement of
the bottom of piston in the chamber at different inlet temperatures. To facilitate the simulation,
we assumed that the temperatures at high pressure port and low pressure port were the same as
the inlet temperature Tin, and the Tin of the six simulations was 20 ◦C, 40 ◦C, 60 ◦C, 80 ◦C, 100 ◦C,
and 140 ◦C respectively, and the case, temperature Tc was always 50 ◦C.

Figure 10 presents simulated trajectory of the piston bottom in the cavity over one shaft revolution
with different inlet temperatures. The following conclusions can be summarized:

Figure 10. Simulated trajectory of the piston bottom in the cavity over one shaft revolution with
different inlet temperatures.
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(1). When the piston rotates within the suction zone (θs = 0◦–180◦), the oil pressure of the cylinder
cavity is smaller, therefore the oil film supporting force is smaller, and the radial movement of the
piston intensifies under the same inertial force compared with the condition when the pistons rotates
into the outlet zone (θs = 180◦–360◦). The reduction of the eccentricity during the discharge area is
caused by the very high pressure difference between the cylinder and the ambient pressure.

(2). With the increase of oil inlet temperature, the contact time between piston and cavity becomes
longer and longer.

These results show that when the pump is operating, the eccentricity appears to be up and
down with the changes of piston position in the distribution circle. The bottom of piston makes
physical contact with the cylinder during a large part of the operating time, there will be more
energy consumption.

According to the six simulation results, the curve of contact time with the inlet oil temperature is
fitted out (see Figure 11). In general, there should be a positive correlation between contact time and
solid friction. Therefore, the contact time is regarded as a simple measurement of solid friction, the
longer the contact time, and the more the energy consumption. From our analysis, it is concluded that
this relationship between contact time and inlet oil temperature should be expressed by Equation (35).
The values A, B, C and D are constants, which are determined by the material properties, physics and
operating conditions of the sliding pair and lubricating oil and can be obtained by the simulation
method presented in this paper. In this case, A = 0.15, B = 0.04, C = −84.37, and D = 0.25. The R-square
for the fitting, analyzed by MATLAB, is 0.97.

tc

ttotal
= A · tanh(B(Tin + C)) + D (35)

Figure 11. Curve of contact time with oil inlet temperature.

Figure 11 shows that the contact time increased with the increase of inlet oil temperature, and the
growth rate increased first and then decreased, but would not increase all the time. From 20◦C to 60◦C,
the contact time increased slowly and the temperature did not have much effect on the movement of
the piston. From 60 ◦C to 100 ◦C, the contact time increased by a large margin, which may be due to
the decrease in viscosity as the temperature continues to increase, resulting in a significant decrease in
the bearing capacity of the lubricant film. The piston is in continuous contact with the cylinder under
the action of centrifugal force. After 100 ◦C, the contact time between the piston and the cylinder
will finally reach a balance due to the constraints of the structure of piston/cylinder interface and the
working conditions (pressure).
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6. Conclusions

A numerical multi-discipline modeling method suitable for describing the lubricant oil film
characteristics in piston pump has been developed. The results of velocity field and temperature
field are accurate compared with the experiment. Considering the thermal effect, the quantitative
relationship between oil inlet temperature and contact time between piston and cylinder is obtained in
this paper, and it is shown that the relationship is a hyperbolic tangent. Thus, it can be predicted when
and where the contact will appear under different temperature conditions. This method can be helpful
when it refers to the design and analysis of a piston pump.

In this paper, we consider the thermal effect on the oil film characteristics. In the future, we would
include the oil pressure, axis rotate speed and the cavitation in the model and analyze all these factors’
effects on the pump operation performance, such as oil leakage and pressure fluctuation. We will also
establish a test rig to verify the simulation results.
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Abstract: Water hammer control in water supply pipeline systems is significant for protecting
pipelines from damage. The goal of this research is to investigate the effects of pumps moment of
inertia design on pipeline water hammer control. Based on the method of characteristics (MOC),
a numerical model is established and plenty of simulations are conducted. Through numerical
analysis, it is found that increasing the pumps moment of inertia has positive effects both on water
hammer control as well as preventing pumps rapid runaway speed. Considering the extra cost of
space, starting energy, and materials, an evaluation methodology of efficiency on the increasing
moment of inertia is proposed. It can be regarded as a reference for engineers to design the moment
of inertia of pumps in water supply pipeline systems. Combined with the optimized operations of
the valve behind the pumps, the pipeline systems can be better protected from accident events.

Keywords: transient analysis; pumps; moment of inertia; water hammer; pipe flow

1. Introduction

Due to the non-uniformity on spatial and temporal distribution of water resources, long-distance
water supply systems are required to deliver water from humid regions to arid regions, and from
the wilderness to the cities [1]. Water hammer is an undesired hydraulic phenomenon in this kind of
engineering, especially in pressured pipelines. It is a pressure wave caused when the running condition
of the system is changed, for example, a sudden valve closure at the end of a pipeline system, causing a
pressure wave to propagate in the pipe. Extreme water hammer can cause pipe and device damage by
high overpressure or low negative pressure [2–5]. Operations such as rapid opening and closing of
the valves, starting and shutting down the pumps, and other sudden changes on devices along the
pipeline will cause water hammers. To reduce harmful extreme water hammers, designers usually
use pressure control devices such as surge tanks [6–8], air valves [9,10], and pressure vessels [11–13],
as well as changing the operation time of valves [14–16], to keep the extreme pressure in a safe range.
Usually, it is the water hammer occurring place that will load the most extreme pressure. For example,
the valve at the end of a pipeline will bear the highest pressure in the whole pipeline in a water hammer
after a rapid closing of it, and the outlet tube of a pump will suffer the lowest negative pressure in a
water hammer caused by a pump stop event [17–19]. The magnitude of extreme pressure of the worst
case is related to the wave speed of water hammer and the time for valve closing according to the
Joukowsky formula [20], and it can be significantly reduced by expanding the closing time of the valves.
The pressure control devices can protect the part of the pipeline on the other side of it, opposite to the
pressure wave source [21]. Thus, the pressure control devices are normally recommended to be set
somewhere most likely to produce a water hammer, if the geographical conditions permit this [22].
Nevertheless, pressure control devices set at other special positions may have a great positive influence

Energies 2019, 12, 108; doi:10.3390/en12010108 www.mdpi.com/journal/energies415



Energies 2019, 12, 108

too. For instance, in-line valves are selected to isolate parts of the system from a high-pressure source to
a low-pressure water hammer event [14], in this way greatly reducing or eliminating any return surge.

Sometimes, the pressure control devices are limited by the geographical conditions. For instance,
surge tanks provide a free surface to reflect the pressure wave and store energy, reducing the reflection
time of the system and limits the influence of the pressure wave, which helps to protect the upstream
section from higher pressure. Meanwhile, there is a problem with the limited heights, caused by
mass oscillations between the reservoir and the surge tanks, which can be limited by throttles in
the surge tanks [23–25]. On the other hand, when the pipeline is buried deep underground, the air
valve is difficult to install. Except for adding pressure control devices in the pipeline systems, there
are other methods to reduce the extreme pressure. Li et al. [26] proposed an improved bypass pipe
which overcomes the limitations of conventional bypass pipes and can significantly help to reduce
the maximum extreme pressure in a pumped water supply system. Triki [27,28] investigated other
water hammer control strategies using an in-line polymeric short-section, and a branched polymeric
penstock, respectively, and found both have a significant effect on mitigating the pressure increase
and decrease induced by water hammer waves. Zeng et al. [29] analyzed different guide vane closing
schemes on reducing water hammer intensity. Considering controlling the pulsating pressure and
runaway speed during the transient processes, a three-phase valve closing scheme showed an obvious
advantage, and is validated by correspondingly conducted experiments. Ballun [30] investigated
advantages of different kinds of valves and proposed a methodology for designers to predict and
ultimately prevent the valve slam. Hur et al. [31] used a frequency response analysis to study the
homologous relationships between the rotational speed of a pump and its head or discharge, and
derived the transfer functions for the head and discharge between the upstream and downstream
pumps. Wan et al. [32], on the other hand, presented an optimal collaborative scheme to prevent
inverse rotation and overpressure during the startup process.

In this research, another strategy is proposed to control the transient processes by adjusting the
pumps moment of inertia in pumped water supply systems. Compared to other strategies, it can be
accessed directly by changing the size of the flywheel of a pump and does not require further artificial
operations. Through 1D pressured water supply pipeline model establishment and plenty of numerical
simulations, the principles of adding a moment of inertia are analyzed. It is found that this strategy
has a positive effect on both extreme pressure and pumps runaway speed control. Combining the
operations on valves, more cases are studied, and a kind of evaluation methodology is proposed to
judge the improvement. The results show that an optimized strategy of staging the valve closing
period, and an appropriate increase of pumps moment of inertia can significantly reduce the water
hammer intensity and protect the devices.

2. Materials and Methods

2.1. Method of Characteristics

In this study, the simulation was conducted by programming in FORTRAN based on MOC and
the boundary conditions of the involved devices. To simulate a transient process, there are a lot
of numerical methods, including the Finite Difference Method (FDM) [33] and the Finite Element
Method (FEM) [34,35]. The FDM method of characteristics (MOC) is one of the most widely used
methods recently, because of its convenience and accuracy. In water supply pipeline systems, using the
method of characteristics [36], the complete dynamic governing equations can be expressed as
Equations (1) and (2). There are some assumptions made in the derivation of the equations. The flow
in a pipe is one-dimensional and the control volume is fixed relative to the pipe. The velocity and
pressure are uniform at the cross sections of the pipe, and the fluid density is constant. The pipe
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walls and fluid are linearly elastic, that is, stress is proportional to the strain. And the temperature is
assumed to be constant [36]:

g
∂h(x, t)

∂x
+ v(x, t)

∂v(x, t)
∂x

+
∂v(x, t)

∂t
+ τw = 0 (1)

v(x, t)
∂h(x, t)

∂x
+

∂h(x, t)
∂t

− v(x, t) sin αPipe−Plane +
a2

g
∂v(x, t)

∂x
= 0 (2)

where x and t are independent variables denoting the location and the time, respectively, and
correspondingly, the h and v are dependent variables denoting, respectively, the hydraulic pressure
and the flow velocity. τw = τws + τwu is the instantaneous wall shear stress, which can be divided
into two parts [37]. One is τws = f v(x,t)|v(x,t)|

2D , representing the quasi-steady component, where f
denotes the Darcy friction factor, which is valued as 0.029 in the simulation of this study, D denotes
the diameter of the pipeline, and is the dominant friction factor in a steady flow. τwu, the unsteady
component, has a significant influence on the water hammer intensity reducing process. However,
it affects little on the value of the extreme pressure, which is usually the first strike when the water
hammer occurs. To simulate the unsteady component, various numerical methods were proposed.
Instantaneous acceleration-based (IAB) models and weighting function-based (WFB) are the two
popular models [37]. αPipe−Plane represents the angle between the pipeline and the horizontal plane.
However, in this research, it is the extreme pressure that we care about, the unsteady friction factor was
therefore neglected. Controlling the characteristic relation between wave speed and meshes, which is
the essential assumption of MOC, is shown as Equation (3),

dx
dt

= ±a (3)

the variables at the next time step on the middle node can be inferred from the parameters at the last
time step on those three adjacent nodes, expressed as Equation (4) derived from Equation (1)–(3):⎧⎪⎨⎪⎩

C+ : h(i, t + Δt) = h(i − 1, t)− Rq(i − 1, t)|q(i − 1, t)|+ Bq(i − 1, t)− Bq(i, t + Δt)

C− : h(i, t + Δt) = h(i + 1, t) + Rq(i + 1, t)|q(i + 1, t)| − Bq(i + 1, t) + Bq(i, t + Δt)
(4)

in which B = a
gA , R = f Δx

2gDA2 , h(i, t + Δt) denotes the water head at section i at time t + Δt; q(i, t + Δt)
denotes the discharge at section i at time t + Δt; h(i − 1, t) denotes the water head at section i − 1 at
time t; q(i − 1, t) denotes the discharge at section i − 1 at time t; h(i + 1, t) denotes the water head
at section i + 1 at time t, and q(i + 1, t) denotes the discharge at section i + 1 at time t. The access
of the variables at the next time step can be expressed as two characteristic lines, shown in Figure 1.
The positive characteristic line represents the controlling relationship between the variables of the
node at section i at time t + Δt, and the hydraulic head h(i − 1, t) and discharge q(i − 1, t) of the node
at section i − 1 at time t. While the negative characteristic line represents the controlling relationship
between the variables of the node at section i at time t + Δt, and the variables of the node at the
downstream adjacent section at time t. As the variables of the adjacent nodes at time t are already
known, the middle node at the next time step can be solved by combining the two characteristic lines.
In this way, the variables can be solved in every inner section except the boundary sections.
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Figure 1. Meshing of the method of characteristics (MOC) in the pipeline.

Furthermore, in a water supply system, there are always many kinds of devices set along the
pipelines, such as valves, tanks, pumps, etc. Therefore, to simulate the transient processes in water
supply systems, those boundary conditions need to be solved first. In previous research, boundary
conditions have been a significant topic in numerical simulations [8,38–41]. Till now, researchers have
investigated a series of reliable and effective accesses in numerical simulations of transients in water
supply systems.

2.2. Boundary Conditions of Pumps

Pumps are frequently used in hydraulic systems. To simulate a transient process of a hydraulic
system with a pump station, the boundary conditions of pumps are necessary to be solved correctly.
The running characteristics of a pump depend on several parameters. Four quantities are involved in
the characteristics, including the dynamic head H, the flow discharge Q, the shaft torque T, as well as
the rotational speed N.

In addition, every single pump has its own complete characteristics curve, which determines the
relationship among these four quantities. According to the rated dynamic head HR, the rated flow
discharge QR, the rated shaft torque TR, and the rated rotational speed NR, the complete characteristics
can be expressed in the following form as Equation (5):⎧⎪⎪⎨⎪⎪⎩

WH
(
xp
)
= H/HR

(N/NR)
2+(Q/QR)

2

WB
(

xp
)
= T/TR

(N/NR)
2+(Q/QR)

2

(5)

where WH
(
xp
)

and WB
(
xp
)

are two defined dimensionless quantities representing the features of the
pumps, the curve of which consists the relationships among the four dominant variables mentioned
above. Once two of the variables are determined, the others can be derived using the characteristic
curves represented by WH

(
xp
)

and WB
(
xp
)
. Figure 2 shows the complete characteristic curve of

the pump used in this simulation model. It is an imaginary turbine with the parameters changed
according to the example described in reference [2]. The abscissa xp = π + tan−1

(
QNR
NQR

)
represents

the instantaneous position of pump operation. That means only two quantities among them are
independent. Along with the complete characteristic curve, a certain operating condition can be
concretely expressed numerically.
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Figure 2. Complete characteristic curve of the pumps. [2].

The characteristic lines of a pump are shown in Figure 3. A working pump provides a water head
rise. The water head and discharge on both sides of a pump can be solved using the following set of
equations [8], which combine the complete characteristic curve in Figure 3:

 

Figure 3. Characteristic lines of a pump.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h(is−s, t + Δt) + tdh = h
(
ip−p, t + Δt

)
tdh = HR

(
N

NR

2
+ Q

QR

2)
WH

(
xp
)(

N
NR

2
+ Q

QR

2)
WB

(
xp
)
+ T0

TR
− WR2

g
g

NR
TR

π
30Δt

N0−N
NR

= 0

q(is−s, t + Δt) = q
(
ip−p, t + Δt

)
h(is−s, t + Δt) = CP − Bq(is−s, t + Δt)

h(ip−p, t + Δt) = CM + Bq(ip−p, t + Δt)

(6)

The solutions have been described in detail in previous research [2,32], which is complex and
lengthy. Since it is not the main focus of this study, the details of these solutions are partly omitted here.

3. Model Establishment

3.1. Pipeline Meshing

In a long water supply system, there are various kinds of pipelines, including steel pipes,
PCCP pipes and tunnels etc. that divides a water supply system into several zones. Due to the
differences in the diameter, roughness, and elasticity, the wave velocity and rubbing effect in the zones
are not the same. At the connecting profile of two continuous pipeline sections, usually, it may not be
divided just exactly at the abrupt change profile. To deal with the meshing problem, the wave speed
or pipe length must be modified in the numerical simulation model, and that inevitably leads to a
system error. The best way to limit the simulation system error is to compact the meshing. The closer
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the adjacent sections are set, the more accurate the simulation will be. However, while increasing the
accuracy by using dense mesh, the calculating time and internal storage required in the computer are
enhanced at the same time.

In the simplified model shown in Figure 4, there are two reservoirs upstream and downstream,
whose boundary conditions are assumed to regard the water level of them kept constant during
the transient processes. A pump station is located at the upstream side to provide hydraulic head,
and the pipeline is a long tunnel through a mountain connecting the two reservoirs. The meshing
is uniformly distributed according to Equation (3), which should satisfy the Courant condition [36].
The maximum value of time step mainly depends on the rate at which the transient process occurs.
There is no compulsory restriction on the minimum value of time step, in theory, however, the less the
time step is set, the longer the running time of the program, and the higher the cost. From previous
investigations [42], it is found that when the time step is in the order of 0.01 s, the detailed reflection of
device operations, and the simulation accuracy can be ensured. Considering the running time and
accuracy of the calculation, the time step is chosen to be 0.01 s in this numerical model empirically.
According to the basic assumption of MOC, Equation (3), which requires the location step to equal the
time step multiplying the wave speed. Therefore the mesh density is set every 10 m, as the wave speed
is considered as 1000 m/s in the model.

 

Figure 4. The physical model of a simplified case established for simulation.

3.2. Pumps Moment of Inertia

In a water supply system, pumps are the energy providing devices, pressurizing the delivering
liquids meters to tens of meters’ water head. Both starting and stopping the pumps can cause water
hammer in the pipelines. Starting a pump can cause a positive pressure rising wave delivering
downstream, while stopping a pump may lead to a sudden pressure decrease. In a pressured pipeline
system, extreme negative pressure is always an undesired phenomenon that may cause the stability
failure of pipelines. Determined by the material, the pipelines can tolerate a certain range of negative
pressure, which is the available static pressure, similar to its loading capacity of positive pressure.
When the intensity of negative pressure is within the tolerable range, it is not severe and can be resisted
by the pipeline. However, when the intensity of the negative pressure is beyond the tolerable range of
the pipelines, it will be critical.

The moment of inertia is a kind of inherent parameter that determines the rotate speed changing
processes, with a dominant influence on the restrictive relationship among the four variables illustrated
above, connected with Equation (5). In Equation (7), T is the unbalanced torque, I = WR2

g/g is the
moment of inertia, W is the weight of the rotating part plus entrained liquid, Rg is the radius of
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gyration of the rotating mass, ω is the angular velocity in radians, and dω
dt represents the angular

acceleration. It shows that the angular acceleration is inversely proportional to the moment of inertia.

T = −I
dω

dt
(7)

Figure 5 shows the negative pressure wave producing process in a controlled volume behind the
pump after pump stopping. After the pump power off, while the discharge qoutlet through section j
remains as large as the steady condition, the discharge qinlet through section i decreases with the rotate
speed n of the pump. In this way, the water supplied from upstream cannot fulfill the room in the
control volume anymore. The faster the angular velocity ω decreases, the worse the negative water
hammer will be. Therefore, we prefer the angular acceleration to be less, which demands the moment
of inertia of the pump to raise. When the moment of inertia of the pump increases, the acceleration
processes of pump start and stop last longer. It should have a positive effect on water hammer control
by expanding the transient responding time after a sudden operation.

 

Figure 5. Physical analysis of negative pressure occurring in a pump stopping progress.

4. Simulation and Analysis

4.1. Pump Load Process and Extreme Pressure Along Pipeline

The parameters of the simulated pipeline and pumps are listed in Table 1. The simulated
conditions are shown in Table 2, which are changed at the moment of inertia or valve operations to
investigate different aspects as follows. tV0 is the start time of valve operation, ΔtV1 is the time period
of the first stage of valve operation, ΔtV2 is the time period of the first stage of valve operation, Δτ1 is
the closed ratio of the first stage, and Δτ2 is the closed ratio of the second stage. To investigate the
influence of changing pumps moment of inertia on water hammer protection, the first five cases shown
in Table 2, which use different moments of inertia without valve operations, are simulated respectively
for comparison. In all the simulated cases, the pump failure times are set as 1000 s uniformly. Actually,
the model does not need that long to achieve stability, however, it is set at this value to imitate a sudden
failure during a normal running condition. As the length of the pipeline is 40 km, and the pressured
wave speed is 1000 m/s, the reflection time is therefore 2L

a = 80 s after the pump’s failure. It is the time
of the first water hammer response transferring back after the event occurrence. The upstream water
level is 0 m, while the downstream water level is 30 m higher, which needs the pumps to provide the
head difference and extra energy to overcome the friction along the pipeline. Therefore, after pumps
failure, the water will flow backward and push the pumps to inverse if the valve is not closed. In this
part of the analysis, the valve is kept open, thus, the backflow would cause the pumps inversion.
The operations of the valve will be analyzed in the following section. Increasing the pumps moment of
inertia can be easily accessed by adding a flywheel onto the pump’s spindles, as shown in Figure 6.
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Figure 6. Physical model of a pump with an additional flywheel to increase the moment of inertia.

Table 1. Parameters of the simulated pipeline.

Pumps Pipeline

HR (m) QR (m3/s) NR (r/min) TR (N · m) L (km) D (m) a (m/s) A (m2)
35.57 8.60 375 84,583 40 5 1000 19.6

Table 2. Parameters of the simulated conditions.

Cases I (kg · m2)
Valve Closing

tV0 ΔtV1 Δτ1 ΔtV2 Δτ2

iC# (iC = 1,2, . . . ,7) iC · 105 / / / / /
8# 105 1000 600 s 100% 0 s 0%
9# 105 1100 600 s 100% 0 s 0%

10# 105 1000 60 s 80% 540 s 20%

After a sudden power off, the pumps lose electric force resource to sustain the water supply
function, turning gradually slower due to the inertia. In this way, the water discharge drawn through
the pumps decreases, while the outlet of the control volume in Figure 5 remains at a high velocity.
Therefore, the negative pressure wave occurs as the momentum of the water in the control volume
decreases. Figure 7 shows the complete pressure processes behind the pump of the whole simulation
under a series of conditions including the pumps’ start, normal running condition, pumps’ failure,
and backflow steady condition. Under different conditions of additional moment of inertia, the start
period, normal running, and backflow steady conditions differ little, while the difference in the pump
failure period is obvious. For a clear comparison, a detailed view of the pressure changing process in
the pump failure period at the location right behind the pumps is shown in Figure 8. After the power
off, the hydraulic head behind the pumps decreases dramatically, which produces a negative water
hammer. Using pumps with a high moment of inertia, the head dropping process shows a relatively
smooth trend compared to other conditions. That leads to a protection effect for the water supply
system by reducing the negative water hammer intensity. However, there is an interesting inversion of
those pressure curves under different conditions. In this set of curves, the inversion zone appears at
about 150 s after the pumps power off. It reveals that the pressure process under a low moment of
inertia condition not only decreases rapidly but also has a quicker rise back than the other conditions.
Obviously, it can be regarded as a sign of a stronger intensity of the produced negative water hammer.
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Figure 7. Pressure processes behind the pump of complete time series under different moment of
inertia conditions.

Figure 8. Detailed comparison of pressure processes behind the pump under different moment of
inertia conditions.

Figure 9 shows the non-dimensional rotate speed of the pumps and the non-dimensional velocity
of the water flowing through the pumps. The non-dimensional rotate speed is using the actual rotate
speed divided by the rated rotate speed of the pump, and the non-dimensional velocity is using
the actual discharge divided by the rated discharge of the pump. During the period of the normal
running condition, the flow discharge is 3.74 m3/s, the cross area of the pipeline is 19.6 m2, and the
flow velocity is 0.19 m/s. After about 500 s since the pump failure with no operations on the valve,
the system reaches another steady condition, where the backflow discharge is −6.1 m3/s, and the
corresponding velocity is −0.31 m/s. The hydraulic head h analyzed in this study, sometimes called
the piezometer head, does not include the velocity head. The velocity head is as large as v2

2g , and the

velocity v = Q
A . Then, the velocity head of the normal condition and backflow steady condition are,
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respectively, 0.0018 m and 0.0049 m. Compared to the changes on the hydraulic head, the velocity
head affects little. As for the pumps’ behavior, in normal conditions, the rotate speed is 375 r/min,
equal to the rated rotate speed. In the backflow steady condition after the pumps’ failure without
valve operations, the pumps will be forced to inverse by the backflow force provided by the water
level difference between the upstream and downstream reservoirs. The non-dimensional rotate speed
of inversion will reach −0.87, finally, which is about −326 r/min. The inversion needs to be controlled,
because the extended rapid runaway speed may cause damage to the pumps as well. In comparison,
it can be seen that the normal running condition and backflow steady condition do not differ as
the moment of inertia changes. The moment of inertia only affects the unsteady transient processes.
Apparently, regardless of the rotate speed or fluid velocity, pumps of higher moment of inertia show
better stability and produce slighter water hammer than those of low moment of inertia. Thus, it is
clear that using pumps with a high moment of inertia is definitely a more secure choice for water
hammer control in engineering.

 
Figure 9. Comparisons of dimensionless rotate speed and dimensionless velocity changing progress
under different moment of inertia conditions.

In reality, we are concerned more about the extreme pressure along the pipeline rather than the
water hammer process at a certain place. That is because the center pipeline altitude can be changed
limited by the topographic conditions. For instance, the pipeline should be deeper underground
when crossing a river, and it may rise along with a hillside. Thus, the long-distance water supply
pipelines are usually not horizontal. Figure 10 shows the comparison of the extreme pressure curve
along the pipeline. The simulation results show that increasing the pumps moment of inertia can not
only protect the most severe negative pressure zone but also reduce the water hammer intensity in the
whole pipeline system.
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Figure 10. Comparison of the extreme dynamic head along the pipeline under different moment of
inertia conditions.

4.2. Quantity of Additional Moment of Inertia

The moment of inertia can be accessed by changing the mechanic structure of the pumps.
Except for improving the working accuracy by reducing the water hammer intensity, it will accelerate
the cost and the occupied space at the same time. Except for adding an additional moment of inertia
of pumps, there are still plenty of ways to reduce the water hammer intensity, such as surge tanks,
air valves, optimization of operations, etc. Therefore, there is no need to increase the pumps moment
of inertia with no limit. That will cost unnecessary economical and space resources. To numerically
compare the value of positive effect, two quantities are defined. Δhp n1,n2 represents the difference
of the extreme low pressure at the side of pipe right next to the pumps, where the negative pressure
wave first occurs under the conditions of case n1# and case n2#, where n1 and n2 are two integers,
representing the order number of two different cases selected from five different cases shown in Table 1.
In most conditions, that is the location of the worst zone in a water hammer caused by a pump power
off event. Therefore, it is regarded as a typical quantity to measure the protecting effect. However,
in the conditions with a low moment of inertia, the rotate speed of the pumps would reduce quickly.
The filled water inlet may only relieve the negative pressure of the upstream part but cannot access the
downstream part to relieve the negative pressure wave delivered there. Therefore it is possible that
the minimum pressure will occur somewhere else in the pipeline. The hydraulic head h, sometimes
called piezometer head, equals the pipe center line height adding the relative pressure inside the pipe.
When the hydraulic head curve is lower than the altitude of the pipe center line, the pipe will suffer
negative pressure. In normal conditions, there is no negative pressure in the pipeline. However, in a
water hammer process, the negative pressure wave may bring about a dramatic head decrease, and
when the head decrease is greater than the original positive pressure at that point, negative pressure
occurs. Therefore, other than additional devices and optimization of operations, reducing the pipeline
height can significantly help to prevent negative pressure occurrence in the pipeline, while increasing
the positive pressure. Take case 1# for example, the negative pressure wave influence is shown in
Figure 11. There are three locations along the pipeline picked out to show the negative pressure
delivering process, which are, respectively, x = 1 km, x = 20 km, and x = 39 km. The other one is ΔW,
the whole area surrounded by two extreme pressure curves of different conditions, which represents
the effect along the whole water supply system. Figure 12 shows the definition of Δhp and ΔW.
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Figure 11. The negative pressure wave delivering process in case 1#.
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Figure 12. Description of the defined quantities Δhp and ΔW.

To find a rule between the additional moment and the caused positive effect on pressure control,
more conditions are simulated, since the original five cases were not adequate to reflect the trend.
Seven of them were selected to show the trend of the two defined quantities. Figure 13 shows the
relationship between the times of additional moment and the caused positive effect represented by
those two quantities of adjacent cases, using the first seven cases listed in Table 2.
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Figure 13. The trend of Δhp and ΔW changing with increased moment of inertia.

Obviously, as the increase of the additional moment of inertia, the efficiency of the improvement on
extreme pressure control effect will not be maintained at a high level. Especially ΔW, which represents
the sight of the whole pipeline system, which keeps decreasing while the moment grows.
Concerning the most severe zone in the pipeline, which is the point right behind the pump station,
the helpful quantity of additional moment is limited below 6 times of the original moment of inertia.
However, that can only be a qualitative conclusion, because the concrete numerical value is only
suitable for the model established in this study, thus there is a lack of universality.

4.3. Considering the Valve

The simulations conducted above are without considering operations of valves. Normally,
to ensure the pumps are not damaged from rapid runaway speed, there is always a non-returning
valve set behind the rotors, as shown in Figure 5. Once the pump starts to inverse, the valve should be
closed to protect the pump. However, operation of the valve can also bring undesired consequences to
the system. If the valve is closed too fast or not at a suitable time, it will cause another water hammer
event even more severe than the one caused by pump failure. In order to figure out the effect of putting
off the valve closing time, as well as staging the valve operation, three more cases were added to
make a comparison. The valve operations’ corresponding connection with the system is reflected
in Figure 14. Figures 15 and 16 show, respectively, the pressure processes behind the pump and the
dimensionless rotate speed, and velocity changing progresses in the conditions considering valve
closing listed as cases 8#, 9#, and 10# in Table 2.
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t

Figure 14. Parameters of the simulated operating conditions considering valve operations.

Figure 15. Comparison of pressure processes behind the pump under different valve closing operations.

 

Figure 16. Comparison of dimensionless rotate speed and dimensionless velocity changing progresses
under different valve closing operations.
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Comparisons among case 8#, case 9#, and case 10# represents two kinds of ways to adjust
the operation of the valve, putting off the valve operation time and staging the closing operation.
Obviously, putting off the valve closing operation time has a slight influence on pressure control,
and a negative effect on controlling the runaway speed. That means the backflow discharge should be
controlled by a quick reduction of the valve open ratio before it increases to cause a rapid runaway
speed. Though case 10# shows a significant improvement on both runaway speed and pressure control,
it magnifies the extreme negative pressure behind the pump at the same time. That is because the
rapid close stage I limited the discharge supplement into the negative pressure zone.

Adding pumps moment of inertia, and staging valve closing operation, plenty of more cases are
investigated. The remaining other parameters were unchanged, only adjusting the moment of inertia
and the time of valve closing in stage I. Ranging moment of inertia from 100,000 to 600,000, and time
of valve closing stage I from 60 s to 120 s, the lowest pressure behind the pumps and the maximum
runaway speed non-dimensional rotate speed are shown in Figure 17.

As shown, increasing pumps moment of inertia benefits on both aspects. Prolongation of valve
closing time can help reduce extreme negative pressure but enlarge runaway speed at the same time.
The key region is the period that the flow direction remains forward, which is within about 90 s shown
in Figure 9. The best operation is to let the flow go on running to fill the negative pressure zone and
close the valve to prevent runaway speed when backflow returns. Staging the time of valve closing is
for accessing two aims at the same time. The first is stage I, rapid closing till 20% opening ratio, that is
for preventing runaway speed. The other is stage II, slow closing till entirely closed, to avoid another
water hammer caused by valve closing.

N
N

h

Figure 17. Comparisons of pressure processes behind the pump and dimensionless rotate speed under
different additional moment of inertia when combining different valve closing operations.

5. Discussion

Surge tanks, air valves, and pressure vessels are widely used to the control intensity of water
hammer. They are usually of good value to improve the system running security. However, the pipeline
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arrangement of a long-distance water supply system is subject to the geographical conditions.
For instance, to cross a river, the pipeline is usually put under the riverbed, or above the water surface
like a bridge, and surge tanks are usually limited by the height of the covered thickness above the
pipeline. Indeed, the height of the surge tanks can be increased by building a tower upon the land but it
leads to much labor and financial cost at the same time. Therefore, reasonable adjustment on devices is
a relatively convenient and effective way to control extreme pressure in water hammers. Especially in
the projects when the altitude of the pipeline is higher than the pumps. The rising zone of the pump’s
outlet pipe cannot be protected by surge tanks or other additional devices. The pressure control
ability primarily depends on the characteristics of pumps and the operations of valves. Optimizing
the operations processes and adding pumps moment of inertia can also help to control the extreme
pressure along the pipeline and protect the pumps from fast runaway speed. The comparison among
case 1# to 7# indicates that additional moment of inertia has a positive effect on negative pressure
control and there is a most effective quantity of it. Furthermore, comparison among case 1#, and 8# to
10#, show the best cooperation of the valve to control the pump’s runaway speed is staging time and
to avoid the forward flow period. The simulated cases in this research are under specific limitations on
pipeline design and pump parameters, the conditions of actual water supply engineering may have
complex situations on the devices and pipeline design, including faster flow velocity and larger water
hammer intensity. Nevertheless, the advantages of the additional moment of inertia remain the same.

To claim the assumptions used in this research, expect for the physical model simplification,
the numerical model used for simulation has some assumptions. The first is the basic assumption
of MOC, which requires the relationship between meshing grid and pressure wave speed, which is
illustrated in Equation (3). The second is the neglect of unsteady friction factor, which actually has
little influence on the prediction of extreme pressure value and does not affect the investigation results
either. Besides, the flow in the pipe is one-dimensional and the control volume is fixed relative to the
pipe. The velocity and pressure are uniform at the cross sections of the pipe, and the fluid density is
constant. The pipe walls and fluid are linearly elastic, that is, stress is proportional to strain. And the
temperature is assumed to be constant. Increasing the pumps moment of inertia can be easily accessed
by adding a flywheel to the pump’s spindles. It makes the response of pumps to accident events slower
and slighter, which is normally a helpful change for device protection. It has to be pointed out that the
efficiency of improvement will decline as the additional moment increases. For different engineering,
there are corresponding valued limits of the additional moment of inertia. In addition, an added
moment of inertia requires extra materials, space, and energy consumption. However, it does not need
extra power to keep running in steady running conditions. Considering the security improvement on
accident events in water supply systems, it is a recommendation to design the pumps with a reasonably
high moment of inertia. Though, it has to be clarified that there are still some limitations, the effect of
additional pump moment of inertia has just a relieving function for negative pressure when pumps
fail. It has little benefit for water hammer control caused by downstream valve rapid closing or other
devices operations inside the pipeline. In further research, the investigation on other parameters of
pumps and pipeline design will be conducted, such as the complete characteristic curves of the pumps
and draft tube design of the pump station.

6. Conclusions

In this study, a 1D numerical model containing a pump station, valves, reservoirs, and pipeline
was established. After investigations on the effect of changing the pumps moment of inertia and
operations of valves behind the pumps after a power off event, the following conclusions were drawn:

In water supply pipe systems, except for normal pressure control devices, additional pumps
moment of inertia can help prevent extreme negative pressure occurring behind the pumps in accident
events such as electric power off. Moreover, the extreme pressure curve along the pipeline can also be
reduced. Considering the construction cost and the efficiency, there is always an efficient zone of the
additional moment of inertia according to different engineering.
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The pumps design and optimized valve operations are significant to protect pipe and pump from
damage when accident events occur. Through various cases of numerical simulations based on the
method of characteristics, it was found that increasing the moment of inertia benefits both negative
pressure control after pumps power off and preventing pumps runaway speed. Closing the valve is
for protecting the pumps from rapid runaway speed.

Staging the valve closing time can significantly reduce the water hammer caused by valve closing.
To limit the negative pressure intensity, the dominant part of valve closing should begin after the period
that the pipe flow direction remains forward. As when the flow direction is still forward, the filling
water can help reduce the negative pressure caused by pump failure. The best operation is to let the
flow go on running to fill the negative pressure zone and close the valve to prevent runaway speed
when backflow returns.
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Acronyms

MOC method of characteristics

Nomenclature

g Acceleration of gravity (m/s2)
h Pressure head (m)
x Distance along pipe from the inlet (m)
t Time, as subscript to denote time (s)
v Flow velocity (m/s)
τw Instantaneous wall shear stress
αPipe−Plane The angle between pipe and the horizontal plane.
τws The quasi-steady component
τwu The unsteady component
f Darcy–Weisbach friction factor
D Main pipe diameter (m)
a Wave speed of water hammer (m/s)
Δt Time step (s)
B A defined constant parameter of a pipeline
R A defined constant parameter of a pipeline
i Serial number of nodes (s)
q Discharge (m3/s)
A Area of section (m2)
Δx length of element, space interval step (m)
H Head of the pump (m)
Q Discharge through the pump (m3/s)
T Torque of the pump (Nm)
N Rotate speed of the pump
WH A defined dimensionless variable representing a pump’s characteristic
WB A defined dimensionless variable representing a pump’s characteristic
xp Instantaneous position of pump operation
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HR Rated head of the pump (m)
NR Rated speed of the pump
QR Rated discharge of the pump (m3/s)
TR Rated torque of the pump (Nm)
π Constant
I The moment of inertia (kgm2)
W The weight of rotating parts plus entrained liquid (kg)
Rg The radius of gyration of the rotating mass (m)
ω The angular velocity in radians
n Non-dimensional rotate speed of the pump
j Section number
L The length of pipeline (m)
tPstop Time of the pump powering off (m2)
hmax The maximum hydraulic head (m)
hmin The minimum hydraulic head (m)
Δh The difference of hydraulic head (m)
iC The number of cases
ΔW The whole area surrounded by two extreme pressure curves
λ Non-dimensional coefficient
hPsteady,2 The hydraulic head at pump in the second steady condition (m)
hPmin The minimum hydraulic head at pump in a transient process (m)
hPsteady,1 The hydraulic head at pump in the first steady condition (m)
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Abstract: The 80 year-old empirical Colebrook function ξ, widely used as an informal standard
for hydraulic resistance, relates implicitly the unknown flow friction factor λ, with the known
Reynolds number Re and the known relative roughness of a pipe inner surface ε∗; λ = ξ(Re, ε∗, λ).
It is based on logarithmic law in the form that captures the unknown flow friction factor λ in
a way that it cannot be extracted analytically. As an alternative to the explicit approximations or
to the iterative procedures that require at least a few evaluations of computationally expensive
logarithmic function or non-integer powers, this paper offers an accurate and computationally cheap
iterative algorithm based on Padé polynomials with only one log-call in total for the whole procedure
(expensive log-calls are substituted with Padé polynomials in each iteration with the exception of the
first). The proposed modification is computationally less demanding compared with the standard
approaches of engineering practice, but does not influence the accuracy or the number of iterations
required to reach the final balanced solution.

Keywords: Colebrook equation; Colebrook-White; flow friction; iterative procedure; logarithms;
Padé polynomials; hydraulic resistances; turbulent flow; pipes; computational burden

1. Introduction

The empirical Colebrook equation [1,2] implicitly relates the unknown flow friction factor λ

with the known Reynolds number Re and the know relative roughness of inner pipe surface, ε∗; λ =

ξ(Re, ε∗, λ), where ξ is functional symbol, Equation (1).

1√
λ
= −2·log10

(
2.51
Re

· 1√
λ
+

ε∗

3.71

)
(1)

In Equation (1) Re is Reynolds number; 4000 < Re < 108, ε∗ is relative roughness of inner pipe
surface; 0 < ε∗ < 0.05, and λ is Darcy flow friction factor; 0.0064 < λ < 0.077 (all three quantities are
dimensionless). All values are in correlation with the diagram of Moody [3–5].

The Colebrook equation is based on experiments performed by Colebrook and White in 1937 with
the flow of air through a set of artificially roughened pipes [2]. The accuracy of this 80 year-old equation
is disputed many times [6–8] but it is still accepted in engineering practice as an informal standard
for hydraulic resistance. Therefore, to repeat results and for comparisons, it is required to solve the
Colebrook equation accurately. Numerous evaluations of flow friction factor such as in the case of
complex networks of pipes pose extensive burden for computers, so not only an accurate but also
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a simplified solution is required. Calculation of complex water or gas distribution networks [9] which
requires few evaluations of logarithmic function for each pipe, presents a significant and extensive
burden which available computer resources hardly can easily manage [10–14].

The Colebrook equation is based on logarithmic law where the unknown flow friction factor
λ is given implicitly, i.e., it appears on both sides of Equation (1) in form λ = ξ(Re, ε∗, λ),
from which it cannot be extracted analytically (an exception is through the Lambert W-function [15–17]).
The common way to solve it is to guess an initial value λ0 for friction factor and then to try to
balance it using the iterative algorithm [18] which needs to be terminated after the certain number of
iterations when the final balanced value λn is reached. As an alternative to the iterative procedure,
numerous approximate formulas are available [19–22]. Usually, more complex approximations are
more accurate, but also more computationally expensive because they contain at least a few logarithmic
expressions and/or terms with non-integer powers which require use of demanding algorithms
(non-integer exponential or natural logarithm) to be evaluated in processor units of computers and to
be stored in registers [10–16]. The most accurate explicit approximations up to date are by Buzzelli [23],
Zigrang and Sylvester [24], Serghides [25], Romeo et al. [26], and Vatankhah and Kouchakzadeh [27,28].
They introduce the relative error of up to 0.14% [20] and they at least require evaluation of two or more
computationally expensive functions [10,11].

The presented scheme for solving the Colebrook equation requires only one single call of the
logarithmic function in respect to the whole iterative procedure. It is equally accurate as a standard
iterative approach and does not require additional iterations to reach the same accuracy. Instead of
the computationally expensive logarithmic function, its Padé polynomial equivalent [29] is used in all
iterations, exception the first. The Padé approximant is the approximation of a function by a rational
algebraic fraction where both the numerator and the denominator are polynomials [29]. Because these
rational functions only use the elementary arithmetic operations, they can be evaluated numerically
very easily. In the computer environment, they required less basic floating-point operations compared
with the logarithmic function [30–32].

The presented simplified iterative method can be profitable for future computing software in
terms of having a high level of accuracy and speed with a decreased computational burden.

2. Evaluation of Logarithmic Function through Padé Polynomials

Basic floating-point operations such as addition and multiplication are carried out directly in the
Central Processor Unit (CPU) while logarithmic functions, exponents or square roots require expensive
operations based on more complex algorithms [30–32]. In addition to logarithms and non-integer
powers, Biberg [33] adds also division in the group of more costly functions for evaluation while
addition, subtraction and multiplication has treated as low-cost operations according to Biberg [33].
Winning and Coole [34] report average time for 100 million operation in seconds and relative effort,
respectively as follows: addition 23.40 s and 1, subtraction 27.50 s and 1.18, division 31.70 s and 1.35,
multiplication 36.20 s and 1.55, squared 51.10 s and 2.18, square root 53.70 s and 2.29, cubed 55.58 s
and 2.38, natural log 63.00 s and 2.69, cubed root 63.40 s and 2.71, fractional exponential 77.60 s and
3.32, and log to 10-base 78.80 s and 3.37.

To illustrate the complexity of computing in modern computers it should be noted that even such
a relatively simple equation such as Colebrook’s can make a numerical problem in computer registers
due to overflow error. Its transformed version in term of the Lambert W-function can give such large
numbers for some pairs of the Reynolds number Re and the relative roughness of inner pipe surface
ε∗ which are from the practical domain of applicability in engineering practice and which cannot be
stored in 32- or 64-bit registers of modern computers [15,16].

In order to simplify the common iterative procedure from engineering practice for solving the
Colebrook equation, the logarithmic function is replaced with its relevant Padé polynomial equivalent in
all iterations with exception to the first. The Padé polynomials can accurately approximate logarithmic
function only in a limited domain. For example, knowing that log10(100) = 2, value of log10(90)
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can be obtained from log10(100/90) = log10(100)− log10(90) → log10(90) = log10(100)− log10(100/90)
using the fact that 100/90 ≈ 1.111 is near 1. Logarithmic function can be replaced by its Padé
polynomial equivalent very accurately in a limited domain, instead of log10(1.111), already calculated
log10(100) = 2 and Padé polynomial which is accurate around 1 for argument z = 1.1111 can be used to
calculate log10(90).

Because of linearization of the unknown parameter λ, a more suitable form of the Colebrook
equation for computation is x = −2·log10

(
2.51·x

Re + ε∗
3.71

)
, where x = 1√

λ
. The argument of logarithmic

function in the Colebrook equation is y = 2.51·x
Re + ε∗

3.71 where only evaluation through its native
logarithmic form log10(y) need go only in the first iteration where further evaluation can go through
the appropriate Padé polynomial which is accurate for its argument z around 1, knowing that
z01 = y0

y1
, z02 = y0

y2
, z03 = y0

y3
, etc. or z01 = y0

y1
, z12 = y1

y2
, z23 = y2

y3
, etc. in the case of the Colebrook

equation it is always near 1; z ≈ 1. Evaluation of 10-base logarithmic function in many computing
languages goes through natural logarithm where log10(z) =

ln(z)
ln(10) and where ln(10) ≈ 2.302585093 is

constant, and therefore the Padé polynomials that approximate accurately ln(z) for z ≈ 1 are shown;
Equations (2)–(7). Padé polynomials of different orders can be used for approximation of ln(z), here all
accurate for arguments z close to 1; z ≈ 1. As the expansion point z0 = 1 is a root of ln(z), the accuracy
of the Padé approximant decreases. Setting the OrderMode option in Matlab Padé command to relative
compensates for the decreased accuracy. Thus, here, the Pade approximant of (m,n) order uses the

form ln(z) ≈ (z−z0)·(α0+α1·(z−z0)+...+αm(z−z0)
m)

1+β1·(z−z0)+...+βn(z−z0)
n , where α and β are coefficients (the coefficients of the

polynomials need not be rational numbers).
Horner algorithm transforms polynomials into a computationally efficient form and therefore,

Horner nested polynomial representations of the Padé polynomials of different orders for ln(z) where
z → 1 are shown here; Equations (2)–(7). Relative error introduced by them; Equations (2)–(5)
compared with ln(z) is shown in Figure 1 and for Equation (6) in Table 1. Higher order of Padé
approximants are more accurate, but more complex. For example, Padé polynomial of order (2,3)
is with polynomial of order 2 in numerator and of order 3 in denominator; Equation (6). Of course,
low order formulas are simpler, but they have larger errors than high order formulas and vice versa.

Order (1,1), Equation (2):

ln(z) ≈ z·(z + 4)− 5
4·z + 2

(2)

Order (1,2), Equation (3):

ln(z) ≈ 3·(z − 1)·(z + 1)
z·(z + 4) + 1

(3)

Order (2,1), Equation (4):

ln(z) ≈ −z·(z·(z − 9)− 9)− 17
18·z + 6

(4)

Order (2,2), Equation (5):

ln(z) ≈ z·(z·(z + 18)− 9)− 10
z·(9·z + 18) + 3

(5)

Order (2,3), Equation (6):

ln(z) ≈ (z − 1)·(11·z2 + 38·z + 11
)

3·(z3 + 9·z2 + 9·z + 1)
(6)

Order (3,2), Equation (7):

ln(z) ≈ z·(z·(11·z + 27)− 27)− 11
z·(z·(3·z + 27) + 27) + 3

(7)
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In Equations (2)–(7), z is from z01 = y0
y1

, z02 = y0
y2

, z03 = y0
y3

, etc., or z01 = y0
y1

, z12 = y1
y2

, z23 = y2
y3

,

etc.; and y = 2.51·x
Re + ε∗

3.71 .
Relative error of Padé approximants (2,2) for z ≈ 1 of ln(z) is negligible for 0.8 < z < 1.2. Thus,

relative error of the used Padé approximants (2,3) of ln(z) in the proposed iterative procedure is even
more negligible and therefore it is not presented in Figure 1, but it is available in Table 1. As can be
seen from Figure 1, even the very simple form of Padé polynomials (1,2) and (2,1) are of high accuracy
in respect of domain of interest for solving the Colebrook equation which is z ≈ 1; z ε[0.9, 1.1].

R
el

at
iv

e 
E

rr
or

 (%
)

Figure 1. Relative error between ln(z) and its Padé approximants accurate for z ≈ 1.

Table 1. Relative error in % of Padé approximant (2,3) for z in interval [0.6; 1,6].

z log10(z)= ln(z)
ln(10) Padé Approximants (2,3) Relative Error %

0.6 −0.22184875 −0.221847398 6.1 × 10−4%
0.65 −0.187086643 −0.187086228 2.2 × 10−4%
0.7 −0.15490196 −0.154901848 7.2 × 10−5%
0.75 −0.124938737 −0.124938712 2.0 × 10−5%
0.8 −0.096910013 −0.096910009 4.4 × 10−6%

0.85 −0.070581074 −0.070581074 6.6 × 10−7%
0.9 −0.045757491 −0.045757491 4.9 × 10−8%

0.95 −0.022276395 −0.022276395 6.5 × 10−10%
1 0 0 0%

1.05 0.021189299 0.021189299 4.8 × 10−10%
1.1 0.041392685 0.041392685 2.7 × 10−8%

1.15 0.06069784 0.06069784 2.7 × 10−7%
1.2 0.079181246 0.079181245 1.3 × 10−6%

1.25 0.096910013 0.096910009 4.4 × 10−6%
1.3 0.113943352 0.113943339 1.2 × 10−5%

1.35 0.130333768 0.130333735 2.6 × 10−5%
1.4 0.146128036 0.146127961 5.1 × 10−5%

1.45 0.161368002 0.161367854 9.2 × 10−5%
1.5 0.176091259 0.176090987 1.5 × 10−4%

1.55 0.190331698 0.190331231 2.5 × 10−4%
1.6 0.204119983 0.204119223 3.7 × 10−4%

3. Initial Starting Point for the Proposed Iterative Method

In the case of the Colebrook equation, practical experience shows that trying to get a good initial
starting point x0 has limited value until it is chosen in the domain of applicability of the equation
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which is 3.68 < x < 12.47. Every initial starting point x0 chosen from the domain of applicability of
the Colebrook equation will lead to the final accurate solution surely, with the only difference that
in some cases more additional iterations would be needed. Usually, with the initial guess x0 that is
close to the exact solution, the iterative procedure converges to it in five or fewer iterations. To date,
cases which lead to divergence, fluctuation, or convergence to a possible far away solution outside
of the practical domain of applicability of the Colebrook equation are not known. In the proposed
approach, a good starting point should be chosen within the domain of applicability of the Colebrook
equation and should not contain any logarithmic function and/or non-integer power term.

A number of options to choose an optimal starting point x0 are considered: (1) special case
of the Colebrook equation when Re → ∞ , (2) integration of the Colebrook equation, (3) explicit
approximations of the Colebrook equation, and (4) fixed value.

1. The common approach is to choose an initial starting point from the zone of fully developed

turbulent rough hydraulic flow x0 = −2·log10

(
ε∗

3.71

)
, because in this special case of the Colebrook

equation where Re → ∞ , the equation is in explicit form with respect to x; x0 = ξ(ε∗), where ξ is
functional symbol [18,22]. Here the goal is to avoid use of logarithmic functions and therefore,
this starting point is not suitable.

2. An efficient procedure for finding a sufficiently good initial starting point x0 is proposed by
Yun [35] in the integral form; Equation (8):

x0 =
1
2
·
{

a + b + sgn(F(a))·
∫ b

a
tanh(F(x))dx

}
(8)

In Equation (8), F = x − ξ(x) = 0, ξ represents the Colebrook equation, a is the lower
while b is the upper limit from which an initial starting point x0 should be chosen; a = 3.68 and
b = 12.47 because the domain of applicability of the Colebrook equation that is between 3.68 and
12.47 in respect to x, sgn is signum function: if F(a) > 0 → sgn(F(a)) = 1 , F(a) = 0 → sgn(F(a)) = 0 ,
and F(a) < 0 → sgn(F(a)) = −1 , while tanh is hyperbolic tangent which is defined through the
exponential function ex with non-integer power x the use of which is as computationally expensive as
the use of the logarithmic function and which therefore cannot be recommended.

3. Every explicit approximation of the Colebrook equation [19–28]; x ≈ ς(Re, ε∗), where ς is
the functional symbol, can be used to choose an initial starting point x0. On the other hand,
almost all available approximations contain logarithmic or/and terms with non-integer powers,
which makes them unsuitable for use in the developed approach. On the other hand, having
previous experience with training Artificial Neural Networks (ANN) to simulate the Colebrook
equation [36], i.e., to use ability of artificial intelligence to simulate the Colebrook equation
not knowing its logarithmic nature but only knowing raw input and corresponding output
datasets {Re, ε∗} → {x} , a computationally cheap explicit approximation of the Colebrook
equation is developed through genetic programming [21,37–40]. The developed approximation
is computationally efficient because of its polynomial structure; Equation (9):

x0 = 5.05 − 30.73·ε∗ + 3.4·Re + Re2

469647.7

46137.9 + Re + Re2

3250657.6 + ε∗·Re2

515.25

(9)

Eureqa [computer software] by Nutonian, Inc., Boston, MA, USA. [41,42] is used to generate
Equation (9). The Eureqa-polynomial approximation; Equation (9) has up to 40% relative error, but it
is very cheap and sufficiently accurate to serve as an initial starting point x0.

4. Extensive tests over the domain of applicability of the Colebrook equation shows that one fixed
value can also be used as the initial starting point x0 for the iterative procedure in all cases.
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Results indicate that the proposed Padé approach works in all cases, as the argument z of ln(z)
is always close to one. When Equation (9) is used, values of z are within the range 0.91–1.05.
Moreover, for the most pairs of the Reynolds number Re and the relative roughness of inner pipe
surfaces ε∗ which are in the domain of applicability, the initial starting point x0 = 7.273124147
requires the least number of iterations.

To avoid using a computationally expensive logarithmic function in the initial stage of the iterative
procedure, the recommendation is to start calculation with fixed-value starting point x0 = 7.273124147
or to use a polynomial expression; Equation (9). Power-law formulas from Russian practice which
does not contain logarithmic function can also be used as an alternative although they usually contain
integer power in fractional form [43–45].

4. Proposed Iterative Method

The Colebrook equation is usually solved iteratively using the Newton-Raphson method [46]
or even more using a simplified Newton-Raphson method known as the fixed-point method [18].
Recently, hybrid three-point methods have been proposed [47,48].

Here is presented an adjusted very accurate, fast and computationally cheap version of the
Newton-Raphson method suitable for the Colebrook equation in which the logarithmic function is
replaced after the first iteration with the Padé approximant in polynomial form [29].

Knowing that the Colebrook equation is based on logarithmic law [1,2], the achievement with
this simplified approach is more significant. Numerical examples are shown in Section 5 of this paper.

Iteration 0:

In order to avoid use of computationally expensive logarithmic functions or functions with
non-integer powers, a required initial starting point x0 should be chosen using recommendations from
Section 3 of this paper; points 3 or 4.

Iteration 1:

Having provided an initial starting point x0, new value x1 can be calculated using Equation (10):

x1 = x0 − F(x0)

F′(x0)
(10)

In Equation (10), F(x) represents the Colebrook equation x = ξ(x) which needs to be in suitable
form, F = x − ξ(x) = 0; Equation (11):

F(x0) = x0 + 2·log10(y0) = 0 (11)

In Equation (11), y0 = 2.51·x0
Re + ε∗

3.71 which will also be used in the next iteration (in an additional
variant of the proposed method y0 is used in all subsequent iterations), while in Equation (10), the first
derivative of F in respect to x; F′(x) is from Equation (12):

F′(x0) = 1 +
2·2.51

2.302585093·Re·
(

100·ε∗
371 + 2.51·x0

Re

) (12)

In Equation (12), ln(10) ≈ 2.302585093 is with constant value, and therefore only log10(y0) from
Equation (11) requires evaluation of the logarithmic function.

In many programming languages, evaluation of logarithmic function of any base is processed by
natural logarithm [14]. Change of 10-base logarithm from the Colebrook equation to e-based natural
logarithm where e ≈ 2.718 and where ln(10) ≈ 2.302585093 is implemented as log10(z) =

ln(z)
ln(10) .

Iteration 2:

New value x2 should be calculated using Equation (13):

x2 = x1 − F(x1)

F′(x1)
(13)
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In Equation (13), F(x1) is not calculated by log10(y1), where y1 = 2.51·x1
Re + ε∗

3.71 , but using Padé
polynomial replacement for logarithmic function which is accurate for z → 1 and using the already
calculated value of log10(y0) from the previous iteration; Equation (14):

F(x1) = x1 + 2·log10(y0)−
(z01 − 1)·(11·z2

01 + 38·z01 + 11
)

2.302585093·(3·z3
01 + 9·z2

01 + 9·z01 + 1
) (14)

In Equation (14), log10(y0) − (z01−1)·(11·z2
01+38·z01+11)

2.302585093·(3·z3
01+9·z2

01+9·z01+1)
≡ log10(y1), 2.302585093 ≈ ln(10),

and z01 = y0
y1

. In the first iteration, log10(y0) is already known; Equation (11). The Padé polynomial
used in Equation (14) is of order (2,3) which means that the polynomial in the numerator is of the order
of 2 while in the denominator of order 3. The Padé polynomials are also known as Padé approximants
and here the maximal relative error of the polynomial expression term in Equation (14) in domain
zε[0.6, 1.6]; z → 1 is minor as shown in Table 1. Value of z for the procedure shown in practice is
zε[0.9, 1.1] and therefore the error of the used Padé approximant can be neglected in the case shown.

The first derivative F′(x1) does not contain any logarithmic functions and should be evaluated
using Equation (12), where x0 should be replaced with the new value x1 or knowing that the value
of the derivative does not change significantly between two iterations, F′(x0) can be reused in all
subsequent iterative cycles. Even knowing that the value of the first derivate in the procedure shown
is always near 1; for rough calculations it can be assumed that F′(x) ≈ 1 which gives the fixed-point
method as a special case of the Newton-Raphson scheme.

Iteration 3:

New value x3 is again evaluated in the same way using Equation (15):

x3 = x2 − F(x2)

F′(x2)
(15)

In Equation (15), F′(x2) can be calculated or F′(x1) or F′(x0) can be reused. In additon, F(x2) can
be calculated using z02 = y0

y2
, where y2 = 2.51·x2

Re + ε∗
3.71 . Input parameter for Padé polynomial z02 here

refers to y0 from the first iteration; Equation (16):

F(x2) = x2 + 2·log10(y0)−
(z02 − 1)·(11·z2

02 + 38·z02 + 11
)

2.302585093·(3·z3
02 + 9·z2

02 + 9·z02 + 1
) (16)

In Equation (16), log10(y0)− (z02−1)·(11·z2
02+38·z02+11)

2.302585093·(3·z3
02+9·z2

02+9·z02+1)
≡ log10(y2).

The Padé polynomial is a very accurate approximation of logarithmic function, so knowing that
y0 is evaluated directly through the logarithmic function, while y1, y2, y3, etc. is based on its Padé
polynomial equivalent, it is obvious that the sequence z01 = y0

y1
, z02 = y0

y2
, z03 = y0

y3
, etc. is slightly

more accurate compared with the sequence z01 = y0
y1

, z12 = y1
y2

, z23 = y2
y3

, etc. which accumulates error
introduced with Padé approximations. Anyway, the introduced error is so small that it can practically
be neglected. The second sequence z01 = y0

y1
, z12 = y1

y2
, z23 = y2

y3
, etc. yields Equation (17):

F(x2) = x2 + 2·log10(y1)−
(z12 − 1)·(11·z2

12 + 38·z12 + 11
)

2.302585093·(3·z3
12 + 9·z2

12 + 9·z12 + 1
) = x2+2·

log10(y0)−
(z01 − 1)·(11·z2

01 + 38·z01 + 11
)

2.302585093·(3·z3
01 + 9·z2

01 + 9·z01 + 1
) − (z12 − 1)·(11·z2

12 + 38·z12 + 11
)

2.302585093·(3·z3
12 + 9·z2

12 + 9·z12 + 1
) (17)

In Equation (17), log10(y1) − (z12−1)·(11·z2
12+38·z12+11)

2.302585093·(3·z3
12+9·z2

12+9·z12+1)
≡ log10(y2) and, log10(y0) −

(z01−1)·(11·z2
01+38·z01+11)

2.302585093·(3·z3
01+9·z2

01+9·z01+1)
≡ log10(y1)
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Iteration i:
All indexes i in respect the third iteration should be updated as i = i + 1 with exemption of index

0 in Equation (16). The calculation is finished when xi+1 ≈ xi.
The algorithm for the proposed improved procedure is given in Figure 2.

 

Figure 2. Algorithm for the proposed one log-call improved procedure.

Only a one-off evaluation of the logarithmic function is needed in the proposed algorithm from
Figure 2, which is clearly marked in red; A = log10(y0). On the other hand, y0 calculated in iteration 1
is reused in all next steps and it is marked in green in Figure 2.

The proposed procedure can be simplified assuming that F′(xi) = 1, which gives the simple
fixed-point procedure [18] instead of the Newton-Raphson.
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5. Numerical Examples

Here are two numerical examples:

Example 1: Example 2:

Re = 8.31·103, ε∗ = 0.024 Re = 2.5·106, ε∗ = 4·10−4

Iteration 0
x0 = 6.279860788 x0 = 7.401979091 (9)

Iteration 1
y0 = 0.008365808 y0 = 0.000115248

log10(y0) = −2.077492116 log10(y0) = −3.938365477
F(x0) = 2.124876556 F(x0) = −0.474751864 (11)
F′(x0) = 1.001337518 F′(x0) = 1.001024781 (12)

x1 = 4.157822498 x1 = 7.876244936 (10)

Iteration 2
y1 = 0.007724855 y1 = 0.000115724

z01 =
y0
y1

= 1.082972765 z01 =
y0
y1

= 0.995885374
0.034617535 −0.001790646 Padé approximant (6)

F(x1) = −0.066396805 F(x1) = 0.003095273 (14)
FF′(x1) = 1.001986711 F′(x1) = 1.000970478

x2 = 4.224087653 x2 = 7.873152664 (13)

Iteration 3
y2 = 0.00774487 y2 = 0.000115721

z02 =
y0
y2

= 1.080174034 z02 =
y0
y2

= 0.995912092
0.033493733 −0.001778995 Padé approximant (6)

F(x2) = 0.002115955 F(x2) = −2.03017·10−5 (16)
F′(x2) = 1.001957048 F′(x2) = 1.000970813

x3 = 4.221975832 x3 = 7.873172946 (15)

Final value:
x = 4.22204103 x = 7.873172814

λ = 1
x2 = 0.056098998 λ = 1

x2 = 0.016132454

6. Conclusions

An efficient algorithm for the iterative calculation of the Colebrook equation by both an accurate
and computationally efficient Padé approximation is presented in this paper. It requires only one
evaluation of the logarithmic function in respect to the whole iterative procedure and more specifically
only in the first iteration, while the common procedures from current engineering practice require
at least one evaluation of logarithmic function for every single iteration. The logarithmic function
in the proposed procedure is replaced in all iterations (except the first), with simple, accurate and
efficient Padé polynomials [29]. In this way the same accuracy is reached through the proposed less
demanding procedure, after the same number of iterations as in the standard algorithm which uses
log-call in each iterative step. This is a good achievement, knowing that the nature of the Colebrook
equation is logarithmic. For their evaluation in the Central Processor Unit (CPU), Padé polynomials
require a lower number of floating-point operations to be executed compared with the logarithmic
function [10–14,30–34,44].

The here presented iterative approach only introduces a computationally cheaper alternative to
the standard iterative procedure. It does not reduce the number of required iterations to reach the
final desired accuracy nor provide more accurate results. The proposed method reduces the burden
for the Central Processor Unit (CPU) as less floating-point operations need to be executed. In that
way, the presented approach also increases speed of computation. On the other hand, many explicit
non-iterative approximations to the Colebrook equation are available in literature [19–28,49] which
initially appear simple for computation, but are not. They are widely used, but although some of
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them are very accurate, they contain relatively complex internal iterative steps and also a number of
computationally demanding functions. For example, the widely used Haaland approximation [49,50]
introduces relative error up to 1.5%, but with the cost of evaluation of one logarithmic expression and
one non-integer power. In addition, the approximation by Romeo et al. [26,39] reaches extremely high
accuracy with the relative error of up to 0.14%, but with a cost of evaluation of even three logarithmic
expressions and two non-integer powers. Regarding alternative iterative procedures, Clamond [10]
provides an accurate iterative approach using Ω function, but this algorithm requires at least two
log-calls; one for initialization and one in the first iteration, which is more expensive compared with
the here presented approach.

The procedure proposed in this paper can significantly reduce the computational burden for
evaluating complex distribution networks with various applications (water, gas) [9,50–55]. For example,
a probabilistic approach using time dependent modeling of distribution or transmission networks
requires many millions of evaluations of Colebrook’s equation. For such kinds of computations it is
always good to have a cheaper but still accurate approach to speed up the process.
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