
 Advances in 
Groundwater 
Flow and Solute 
Transport

Hongbin Zhan, Quanrong Wang and Zhang Wen

www.mdpi.com/journal/water

Edited by

Printed Edition of the Special Issue Published in Water



Advances in Groundwater Flow and
Solute Transport





Advances in Groundwater Flow and
Solute Transport

Pushing the Hidden Boundary

Special Issue Editors

Hongbin Zhan

Quanrong Wang

Zhang Wen

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade



Quanrong Wang

China University of Geosciences 
China

Special Issue Editors
Hongbin Zhan
Texas A&M University
USA

Zhang Wen

China University of Geosciences 
China

Editorial Office

MDPI
St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Water

(ISSN 2073-4441) from 2017 to 2019 (available at: https://www.mdpi.com/journal/water/special

issues/hidden boundary)

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number,

Page Range.

ISBN 978-3-03921-074-9 (Pbk)

ISBN 978-3-03921-075-6 (PDF)

c© 2019 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Special Issue Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface to ”Advances in Groundwater Flow and Solute Transport” . . . . . . . . . . . . . . . . ix

Hongbin Zhan, Quanrong Wang and Zhang Wen

Editorial of Special Issue “Advances in Groundwater Flow and Solute Transport: Pushing the
Hidden Boundary”
Reprinted from: Water 2019, 11, 457, doi:10.3390/w11030457 . . . . . . . . . . . . . . . . . . . . . 1

Fang Yu, Boris Faybishenko, Allen Hunt and Behzad Ghanbarian

A Simple Model of the Variability of Soil Depths
Reprinted from: Water 2017, 9, 460, doi:10.3390/w9070460 . . . . . . . . . . . . . . . . . . . . . . . 5

Chengpeng Lu, Wei Qin, Gang Zhao, Ying Zhang and Wenpeng Wang

Better-Fitted Probability of Hydraulic Conductivity for a Silty Clay Site and Its Effects on
Solute Transport
Reprinted from: Water 2017, 9, 466, doi:10.3390/w9070466 . . . . . . . . . . . . . . . . . . . . . . . 18

Xiaoyuan Cao, Litang Hu, Jinsheng Wang and Jingrui Wang

Regional Groundwater Flow Assessment in a Prospective High-Level Radioactive Waste
Repository of China
Reprinted from: Water 2017, 9, 551, doi:10.3390/w9070551 . . . . . . . . . . . . . . . . . . . . . . . 31

Zhou Chen, Hongbin Zhan, Guiqing Zhao, Yong Huang and Yefei Tan

Effect of Roughness on Conservative Solute Transport through Synthetic Rough
Single Fractures
Reprinted from: Water 2017, 9, 656, doi:10.3390/w9090656 . . . . . . . . . . . . . . . . . . . . . . . 46

Yu Wang, Changhong Li, Xiaoming Wei and Zhiqiang Hou

Laboratory Investigation of the Effect of Slenderness Effect on the Non-Darcy Groundwater
Flow Characteristics in Bimsoils
Reprinted from: Water 2017, 9, 676, doi:10.3390/w9090676 . . . . . . . . . . . . . . . . . . . . . . . 63

Tian Zhou, Maoyi Huang, Jie Bao, Zhangshuan Hou, Evan Arntzen, Robert Mackley, 
Alex Crump, Amy E. Goldman, Xuehang Song, Yi Xu and John Zachara

A New Approach to Quantify Shallow Water Hydrologic Exchanges in a Large Regulated 
River Reach
Reprinted from: Water 2017, 9, 703, doi:10.3390/w9090703 . . . . . . . . . . . . . . . . . . . . . . . 80

Xin Liu and Hongbin Zhan

Calculation of Steady-State Evaporation for an Arbitrary Matric Potential at Bare
Ground Surface
Reprinted from: Water 2017, 9, 729, doi:10.3390/w9100729 . . . . . . . . . . . . . . . . . . . . . . . 98

Marilena Pannone

An Analytical Model of Fickian and Non-Fickian Dispersion in Evolving-Scale
Log-Conductivity Distributions
Reprinted from: Water 2017, 9, 751, doi:10.3390/w9100751 . . . . . . . . . . . . . . . . . . . . . . . 113

v



Costantino Masciopinto, Isabella Serena Liso, Maria Clementina Caputo and 
Lorenzo De Carlo

An Integrated Approach Based on Numerical Modelling and Geophysical Survey to Map 
Groundwater Salinity in Fractured Coastal Aquifers
Reprinted from: Water 2017, 9, 875, doi:10.3390/w9110875 . . . . . . . . . . . . . . . . . . . . . . . 130

Guiming Dong, Juan Tian, Hongbin Zhan and Rengyang Liu

Groundwater Flow Determination Using an Interval Parameter Perturbation Method
Reprinted from: Water 2017, 9, 978, doi:10.3390/w9120978 . . . . . . . . . . . . . . . . . . . . . . . 143

Anna Suzuki, Sergei Fomin, Vladimir Chugunov and Toshiyuki Hashida

Mathematical Modeling of Non-Fickian Diffusional Mass Exchange of Radioactive
Contaminants in Geological Disposal Formations
Reprinted from: Water 2018, 10, 123, doi:10.3390/w10020123 . . . . . . . . . . . . . . . . . . . . . 160

Yiben Cheng, Yanli Li, Hongbin Zhan, Hairong Liang, Wenbin Yang, Yinming Zhao and

Taojia Li

New Comparative Experiments of Different Soil Types for Farmland Water Conservation in
Arid Regions
Reprinted from: Water 2018, 10, 298, doi:10.3390/w10030298 . . . . . . . . . . . . . . . . . . . . . 171

vi



About the Special Issue Editors

Hongbin Zhan, Professor and Holder of Endowed Dudley J. Hughes Chair in Geology and

Geophysics, Texas A&M University.

Quanrong Wang, Professor, China University of Geosciences (Wuhan).

Zhang Wen, Professor, China University of Geosciences (Wuhan).

vii





About the Special Issue Editors

Hongbin Zhan, Professor and Holder of Endowed Dudley J. Hughes Chair in Geology and

Geophysics, Texas A&M University. Dr. Hongbin Zhan is a Professor of Geology and Geophysics,

a Professor of Water Management and Hydrological Science, a Professor of Energy Institute, all at

Texas A&M University (TAMU). He is currently the Holder of Endowed Dudley J. Hughes Chair in

Geology and Geophysics at TAMU, and he was the Holder of Endowed Ray. C Fish Professorship

in Geology at TAMU from 2010-2018. He is the Distinguished Chang-Jiang Scholar from Ministry of

Education of China (2009). He is the recipient of many honors, including Distinguished Achievement

Award in Faculty Teaching (2009) and Distinguished Achievement Award in Faculty Research (2016)

from College of Geosciences at TAMU, Distinguished Oversea Young Scientist Award from National

Natural Science Foundation of China (2004), Fellow of Geological Society of America (2006), to name

a few. He has published more than 200 papers, with a Web of Science citation of 2383 and H-index

of 29. His teaching and research interests are primarily in fundamental processes of groundwater

hydrology, flow and transport in geological formations, and their applications in water resources

management and geological, environmental, and petroleum engineering. He is recently interested

in unconventional subsurface flow and transport processes, with the studied media changing from

permeable porous and fractured ones to much less permeable ones such as clay and shale, and the

studied pore sizes also changing from millimeters to micro-meters or even nano-meters.

Quanrong Wang, Professor, China University of Geosciences (Wuhan). Dr. Quanrong Wang is a

Professor of Hydrogeology in China University of Geosciences (CUG), Wuhan, and he is the Holder

of the CUG Scholar. His teaching courses include Numerical Modeling of Groundwater Flow, Field

Hydrogeology, and Reactive Transport in Subsurface. His research interests are mainly focused

on the mechanics and the numerical modeling of the surface water and groundwater interactions,

reactive transport in subsurface, and heat transport in the aquifer. He and his co-authors developed

some new models of the reactive radial transport around the injection/withdraw wells, and some

models of pipe flow in the porous media.

Zhang Wen, Professor, China University of Geosciences (Wuhan). Dr. Zhang Wen is a Professor

of Water Resources and Hydrogeology, at China University of Geosciences, Wuhan (CUG). He has

published more than 30 papers. He is the recipient of many honors, including Nomination award

of outstanding Ph.D. dissertation in China (from Ministry of Education of China), Natural Science

Award from Ministry of Education of China, and Distinguished Achievement Award in Young

Faculty Teaching (2017) at CUG. His teaching and research interests mainly focus on groundwater

dynamics, solute transport process in the groundwater, and their applications in groundwater

resources evaluation and remediation. He is recently interested in non-Darcian flow and non-Fickian

transport in low permeability media, well hydraulics with considering multiple controlling factors,

technology of the groundwater circulation well (GCW) for environmental restoration.

vii





water

Editorial

Editorial of Special Issue “Advances in Groundwater
Flow and Solute Transport: Pushing the
Hidden Boundary”

Hongbin Zhan 1,2,*, Quanrong Wang 2,3 and Zhang Wen 2

1 Department of Geology and Geophysics, Texas A&M University, College Station, TX 77843-3115, USA
2 School of Environmental Studies, China University of Geosciences, Wuhan 430074, China;

wangqr@cug.edu.cn (Q.W.); wenz@cug.edu.cn (Z.W.)
3 Laboratory of Basin Hydrology and Wetland Eco-restoration, China University of Geosciences,

Wuhan 430074, China
* Correspondence: zhan@geos.tamu.edu

Received: 22 February 2019; Accepted: 1 March 2019; Published: 5 March 2019

Abstract: The theme of this special issue is to explore the new territories beyond conventional
subsurface flow and transport theories. We have selected 12 articles in this special issue and
these articles cover a wide range of problems including (1) Non-Fickian chemical transport in
various environments; (2) Non-Darcian flow; (3) Flow and transport in low-permeability media;
(4) Vadose zone process; (5) Regional scale groundwater flow and groundwater-surface interaction;
(6) Innovative numerical methods. The major contributions of these papers are summarized in
this editorial.

1. Non-Fickian Chemical Transport in Various Environments

For this subject, Pannone [1] has adopted a stochastic approach to deal with an evolving-scale
heterogeneous formation using power-law semi-variograms. Pannone [1] has analytically shown that
dispersion in such a hierarchy system can be ergodic and Fickian or non-ergodic and super-diffusive,
based on the scaling exponent value and the magnitude of Peclet number, which was defined in this
study as the ratio of the product of the ensemble mean velocity at the initial plume size to the local
dispersion. Specifically, a large Peclet number will make the transport process closer to asymptotically
ergodic-Fickian conditions. In contrast, a higher scaling exponent will make the transport process
closer to a non-ergodic super-diffusive regime. The finding of this article is quite different from what
has been reported in previous studies on the same topic.

Also concerning non-Fickian transport, Chen et al. [2] has employed well designed laboratory
experiments on flow and transport in synthetic single smooth and rough fractures using a conservative
tracer of Brilliant Blue FCF (bis {4-(N-ethyl-N-3-sulfophenylmethyl) aminophenyl}-2-sulfophenyl
methylium disodium salt) dye. This study provided visible evidence that the classical
advection–dispersion equation failed to capture the long-tailing of breakthrough curves (BTCs),
and the continuous time random walk (CTRW) model was better at explaining the long-tailing of BTCs.
Furthermore, the coefficient β in the CTRW model was found to be most relevant for characterizing
the heterogeneity of the rough single fractures.

Concerning the deep geological repositories for nuclear wastes, Suzuki et al. [3] has pointed out
that mass transport of radioactive contaminants displayed anomalous behaviors and often produced
power-law tails in BTCs due to the spatial heterogeneities in hosting fractured rocks. This paper
proposed a new equation involving an integral term of convolution and fractional derivatives to
account for mass exchange between a fracture and porous rock matrix.

Water 2019, 11, 457; doi:10.3390/w11030457 www.mdpi.com/journal/water1
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2. Non-Darcian Flow

In terms of non-Darcian flow, Wang et al. [4] has conducted a series of experimental flow tests
for bimsoils with various slenderness ratios. This study stated that the sample height had a strong
influence on the flow characteristics of bimsoils, and the degree of non-Darcy flow decreased with the
increase of sample height.

Also focusing on the experimental work of non-Darcian flow, like Wang et al. [4], Chen et al. [2]
has conducted flow tests in synthetic single smooth and rough fractures. This study showed that
non-Darcian Forchheimer flow was evident in both smooth and rough fractures, and it showed that
the non-Darcian coefficient βc in the Forchheimer equation was most relevant for characterizing the
heterogeneity of the rough single fractures.

3. Flow and Transport in Low-Permeability Media

Flow and transport in low-permeability media has become a focal point of research in recent
years [5,6]. In this regard, Lu et al. [7] has conducted a field-scale research in Ningchegu site located east
of Tianjin of China to investigate flow and transport in continental silty clay, mud-silt clay, and marine
silty clay deposits. After analyzing the hydraulic conductivity data collected from 52 boreholes,
Lu et al. [7] reported that a Levy stable distribution was a better choice to describe the hydraulic
conductivity distribution statistics than the log-normal, normal, Weibull, or gamma distributions.

4. Vadose Zone Process

Vadose zone process (VZP) has been studied more than five decades and still has many
controversies. This is partially due to the highly nonlinear flow and transport processes in this zone
and partially due to various driving forces coexisting in this zone. Vadose zone serves as an important
intermediate buffer zone between the Earth atmosphere and groundwater. Besides hydrological
processes, biological and geochemical processes also play active roles in VZP. Three papers of this
special issue are focused on VZP. Cheng et al. [8] has reported a field study of influence of irrigation
on desert farmland soil moisture dynamics. It included a new type of lysimeter installed below the
150 cm soil profile to continuously measure the so-called deep soil recharge (DSR). This study showed
that farmland consisting of an upper 50 cm plough soil and a lower 100 cm filled clay soil can save
more water, which is useful in agricultural and water resource management in arid regions.

Also focusing on VZP, Liu and Zhan [9] have proposed a new method of calculating the
steady-state evaporation for an arbitrary matrix potential at bare ground surface. This solution
expands our present knowledge of evaporation at bare ground surface to more general field conditions,
and can be very useful for quick assessment of the amount of evaporation at bare ground.

Concerning the variability of soil depths which are controlled by many natural and environmental
factors, Yu et al. [10] has proposed a simple model to describe the relationship between soil depth and
infiltration flux taking into account of a non-Gaussian distribution of rock biogeochemical weathering
rates. This model demonstrates the importance of fundamental principles of physics to quantify the
coupled effects of five major soil-forming factors of Dokuchaev.

5. Regional Scale Groundwater Flow and Groundwater—Surface Interaction

Similar to Suzuki et al. [3] for deep geological repository of high-level radioactive nuclear waste,
Cao et al. [11] has focused on the hydrogeological conditions of the Beishan area in China, a repository
site of high-level radioactive nuclear waste in China. This study illustrated the special features of
regional-scale groundwater flow in the Beishan area, which will be considered in designing the
repository facility in this area. In particular, the model is capable of evaluating the influence of the
extreme climate and regional faults on the groundwater flow pattern, factors that matter for long-term
safe operation of the repository site.
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Hydrologic exchange flux (HEF) is a crucial component of hydrological cycle and its strength
closely affects the biogeochemical and ecological processes in the hyporheic zone. Focusing on a scale
of 1000 m river reach, Zhou et al. [12] has used self-recording thermistors for measuring the vertical
thermal profiles and a time series of hydraulic gradients derived from river stage and inland water
levels monitoring to estimate HEFs. This method is capable of providing a high-resolution spatial and
temporal variation of HEF rates over a large river reach, information that is crucial for understanding
the hyporheic zone process.

6. Innovative Numerical Methods

Although numerical methods are routinely used for studying subsurface flow and transport at
present, new advancements in this area have never been haltered. Two papers in this special issue
represented two examples of continuous endeavor for pushing the boundary of advanced numerical
simulation techniques. In one of the two papers, Masciopinto et al. [13] has proposed an innovative
approach to model flow and salt transport in fractured coastal aquifers affected by seawater intrusion
in Bari, Italy. The model was based on a stochastic method to transfer all real medium heterogeneities
into the numerical model. This model provided a reliable estimation of local advancements of the
freshwater/saltwater wedge in coastal aquifers, and the numerical model results were corroborated
by the non-invasive geophysical measurements including the electrical resistivity tomography (ERT)
method at the site.

Focusing on tackling the groundwater flow uncertainties issues, Dong et al. [14] has proposed a
new method using the Interval Parameter Perturbation (IPP) principle. The IPP method avoids the
dilemma faced by many other statistical and stochastic methods in which the statistical characteristics
(such as mean, variance, covariance, etc.) of random variables of concerns must be known a priori,
which is usually not feasible in real-world applications. The new IPP method used in Dong et al. [14]
did not require the complete statistical characteristics of the random variables. Instead, it only needed
the bounded uncertain intervals of variables of concern. The benefit of this method is its capability of
analyzing the uncertainties of groundwater flow when it is difficult to obtain the complete statistical
characteristics of the hydrogeological systems.

7. Summary

It is our hope that this special issue can stimulate long-lasting interests among the hydrological
community to explore the new frontiers of subsurface hydrology in areas that are often either
untouched or overlooked before. The advancement of hydrology relies on constant push of knowledge
boundary, and this special issue represents one step forward in this direction. We thank all the authors,
reviewers, and editorial staff members for producing this special issue.

Conflicts of Interest: The authors declare no conflict of interest
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Abstract: Soil depth tends to vary from a few centimeters to several meters, depending on many
natural and environmental factors. We hypothesize that the cumulative effect of these factors on
soil depth, which is chiefly dependent on the process of biogeochemical weathering, is particularly
affected by soil porewater (i.e., solute) transport and infiltration from the land surface. Taking into
account evidence for a non-Gaussian distribution of rock weathering rates, we propose a simple
mathematical model to describe the relationship between soil depth and infiltration flux. The model
was tested using several areas in mostly semi-arid climate zones. The application of this model
demonstrates the use of fundamental principles of physics to quantify the coupled effects of the five
principal soil-forming factors of Dokuchaev.

Keywords: soil formation; percolation; infiltration; erosion

1. Introduction

The concepts of soil formation have been extensively examined, starting from the beginning of the
19th century (Justus von Leibig: see http://www.madehow.com/knowledge/Justus_von_Liebig.html),
and thereafter modified and refined by many world-renowned soil scientists, e.g., Charles Darwin [1]
in England, Vasily Dokuchaev [2] in Russia, and Grove Karl Gilbert [3], George Nelson Coffey [4], and
Eugene W. Hilgard [5] in the United States. The conceptual approaches to a pedogenic theory proposed
by many scientists are fundamentally different, and have been revisited many times [6–8]. Although
these theories are conceptually different, they all generally converge over the idea of Dokuchaev’s five
natural soil-forming factors: biota impact, climate impact, initial material, terrain, and time, as quoted
in both Glinka [9] and Jenny [10]. Dokuchaev, as quoted in Glinka [9], emphasized the necessity to
determine the solution of the soil-forming factor equation, stating that:

In the first place we have to deal here with a great complexity of conditions affecting soil;
secondly, these conditions have no absolute value, and, therefore, it is very difficult to
express them by means of figures; finally, we possess very few data with regard to some
factors, and none whatever with regard to others. Nevertheless, we may hope that all these
difficulties will be overcome with time, and the soil science will truly become a pure science.

The consideration of these theories and factors provide together a more comprehensive view of
soil formation than either can do alone [11] for different types of landscapes, including those dominated
by exposed bedrock, or fertile soils.

Water 2017, 9, 460; doi:10.3390/w9070460 www.mdpi.com/journal/water5
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For later reference, soils are most commonly divided into three horizons or layers: O, A, and B,
although the E, P, and C horizons are also fairly commonly discussed. In short, the O layer, present in
forests, but not grasslands, is dominated by organic material, e.g., decaying plant or animal matter.
The A and B layers were defined originally by Dokuchaev; the A horizon being the topsoil or humus,
which is typically brown or black due to its high organic content, while the B layer is called the subsoil,
and is typically more brightly colored due to the presence of clay minerals and iron oxides. However,
even the full traditional classification scheme does not capture the modern understanding of soil
evolution completely.

The evaluation of the lower boundaries of soil is important for many scientific and practical
applications, such as agricultural and hydrological studies [12]. The depth of the soil mantling the
Earth’s surface tends to vary from a few centimeters to several meters or even tens of meters [13],
depending on many natural and environmental factors. For example, Hillel [14] described soil as the
“top meter or so of the Earth’s surface, acting as a complex biophysical organism”. It is well recognized
that an understanding and a prediction of how and where water infiltrates from the land surface and
moves through the vadose zone within a landscape controls the process of biogeochemical weathering,
and soil hydrology can be used to explain soil morphology and an ecosystem’s dynamical functions [12].
It has been proven that soil is being transformed globally from natural to human-affected material, the
lower boundary of soil is much deeper than the solum historically confined to the O to B horizons,
and most soils are a kind of paleosol, being products of many soil-forming processes that have ranged
widely over the lifespans of most soils. In other words, a soil’s polygenesis is dependent on fluxes
of matter and energy, which are thermodynamically transforming soil systems [15,16]. Nevertheless,
when one compares predictions with data for soil depth, it is necessary at least to hypothesize the
relevance of theory to a particular boundary, which we have consistently chosen to be the bottom of
the soil Bw horizon, an oxidation depth.

We pose the question: are these soil fluxes dependent on infiltration from the land surface, and
does the spatial variability of infiltration underlie soil depth variability?

Water flow, soil erosion (and deposition), and soil formation all affect soil depth. Soil erosion is
chiefly accomplished through advective processes such as overland flow and rainsplash [17], though
soil creep and a number of other processes contribute as well. Biogeochemical weathering, a basis of
soil formation, requires water to carry reaction reagents to the weathering front, and reaction products
away [18], and thus relates to deep infiltration. Erosion rates vary over about 4 orders of magnitude,
from a fraction of a meter per million years in the interior of Australia, to a maximum of over 1000 m
per million years in the Himalayas [19]. Precipitation rates vary from 2 mm/year in the Atacama
Desert to 10 m/year in the New Zealand Alps (and in many other regions). The soil production rate is
linearly proportional to precipitation [18,20], and has been reported as an exponentially diminishing
function of soil depth [21], though the “humped” function was reported in several recent studies;
see Heimsath et al. [22]. Soil erosion and soil production must be correlated, which is a stipulation
guaranteed by the conditions of an apparent steady-state landscape evolution, but is also possible if
the fundamental physical processes controlling the soil formation processes are related, even when
steady-state conditions do not apply.

Historically, soil formation s has been represented in terms of a single formula, in which the
principle factors of formation s = f (cl, o, r, p, t), are represented independently from each other, e.g.,
cl, for climate, o for organisms, r for topography (relief), p for parent material, and t for time [9,10].
A guiding convention has been that soil is predominantly formed due to biogeochemical weathering,
as a combination of physical, chemical, thermal, and biological processes together causing the
disintegration of rocks, an evolutionary process that does not stop with the initial formation of
soil. These processes, themselves, are limited by the atmosphere–rhizosphere, subsurface interaction,
and in particular, infiltration from the land surface and solute transport in the unsaturated (vadose)
zone. For example, organisms and precipitation supply the CO2 necessary to drive silicate-weathering
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processes [23]. Soil processes are also affected by erosion, deposition, (e.g., aeolian) plant root uptake,
microbial processes, infiltration, and evapotranspiration.

In the following, we present the general model. Then, we test it: first to see whether the values of
the typical input variables generate values in accord with typical soil depths around the globe, then to
see whether it reproduces variability in soil depth in accord with that observed over variable climatic
input and what is known about parent material particle size variability with respect to topography
(slope). Finally, we consider the implications of our model treatment and its wide range of applicability
for landscape evolution concepts and discussions of agricultural sustainability.

2. General Model

The model for soil formation derives from percolation theory for solute transport in porous
media. Percolation theory can be applied to enumerate the dominant flow paths when the medium is
highly disordered. Chemical weathering in situ is shown to be transport-limited [24,25], but the lower
boundary of chemical weathering is the bottom of the B horizon. The soil depth, neglecting erosion,
is taken to be the distance of solute transport [18]. Percolation concepts that relate solute transport
time and distance thus relate soil age and depth through the process of transport-limited chemical
weathering [24].

It has been shown [18] that, when erosion (and deposition) can be neglected,

x = x0

(
t
t0

)1/Db

. (1)

Equation (1) describes the evolution of soil depth x as a function of time t. This expression has
been derived based on the results of field and laboratory investigations of solute transport [25,26]
associated with the chemical weathering of soil. It has also been assumed that this equation can be
used to describe the bottom depth of the Bw horizon. Here, Db = 1.87 is the fractal dimensionality of
the percolation backbone for vertical flow, with 1.87 valid for full saturation and three-dimensional
connectivity. In percolation theory, the backbone is obtained from the dominant, optimally connected
flow paths by trimming off portions that connect only at one spot, called dead-ends. The mass fractal
dimension of the backbone provides the scaling exponent relating time and distance. Predominantly
downward flow occurs also under wetting conditions, but in this case the correct exponent is only
slightly different, with Db = 1.861, an insignificant difference from 1.87. In this expression, x0 is a
characteristic particle size of the soil parent material, and (x0/t0) ≡ I/ϕ, with

I = P − AET + run-on − run-off,

where I is the net infiltration rate; ϕ is the soil porosity (used to change the Darcy velocity to the
pore-scale velocity); P is precipitation; and AET is the average evapotranspiration. The soil production
function is then given by

dx/dt = (1/Db) (x0/t0) (x0/x)Db − 1.

Erosion is assumed to be taken into account by subtracting a constant, E, from the right-hand side
of the differential equation. When soil erosion and soil production processes are equal in magnitude,
dx/dt = 0, and the soil depth, x, is given by the equation

x = x0

(
I

1.87ϕE

)1.15
. (2)

The power 1.15 of Equation (2) is 1/(Db − 1).
Equations (1) and (2) implicitly represent a combination of the effects of climate, topography, and

evapotranspiration. Equation (2) does not contain a time variable, since this equation represents the
solution of Equation (1), consistent with an asymptotical convergence of the soil formation depth to a
steady state value.
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3. Predicting a Typical Soil Depth

If a typical soil depth is a depth you would expect to measure, this equates the term, in a narrow
sense at least, to a mean soil depth. However, the actual values of soil depths vary from zero to tens of
meters. What is a typical soil depth? Batjes [26], who considered the 4353 soils in the World Inventory
of Soil Emission (WISE), used it to build up UNESCO’s (United Nations Educational, Scientific, and
Cultural Organization) database of 106 soil types presented on its soil map, assuming a characteristic
soil depth of 1 m. Montgomery [27] gives a mean soil depth of 1.09 m, with a mean soil depth of 2.74 m
for native vegetation, and 2.01 m for soil production areas. Hillel suggested that 1 m is a typical soil
depth. What value would be suggested by Equation (2)?

Take x0 = 30 μm, the size of a typical silt particle. Silt is the middle particle size (geometric mean)
class in all soil classification schemes, and 30 μm is the middle (arithmetic mean) of the silt range.
The same value, 30 μm, is also the geometric mean of the individual arithmetic means of the three
principal soil particle classes, clay, silt, and sand. This particular length scale relates most closely to
parent material, whether the soil is weathering from a bedrock with a specific mineral size, or whether
it is forming on, e.g., an alluvial deposition. To calculate a mean infiltration rate, we must consider not
only the precipitation, but also the water lost to evaporation and transpiration as well as what runs
off. These variables relate to climate, the hydraulic conductivity of the substrate, and to the role of
plants in the water cycle. Schlesinger and Jasechko [28] estimate that, globally, transpiration constitutes
61% of AET, and returns approximately 39% of P to the atmosphere. Thus, AET represents a mean
fraction (0.39/0.61) = 64% of P. Lvovich’s [27] estimation that AET = 65% of P is almost identical, and
he also gives a global mean precipitation of 834 mm. Lvovich [29] estimates that a global mean of
24% of P travels to streams by overland flow, leaving only 11% of P for deep infiltration. The mean
terrestrial P is reported as between 850 mm and 1100 mm [30], with a mean of 975 mm. Sixty-four
percent of 975 mm is 624 mm, leaving 351 mm for P − AET. However, 11% of 975 mm is only 102 mm.
On any local site, however, the difference between the run-on and the run-off can be either positive or
negative. Thus, these estimates suggest that the amount of water reaching the base of the soil should
be a column of water somewhere between 102 mm and 351 mm. Alternatively, we can consider the
mean global AET over cold, temperate, and tropical, forested and non-forested, regions. Using the six
different values given by Peel et al. [31] for these biomes generates an AET value of 654 mm, which is
fairly close to the value inferred from Schlesinger and Jasechko [28], and implying P − AET = 321 mm.
The actual infiltration rate is obtained from I through division by the porosity. We assume a typical
porosity of 0.4, leading to values of I/ϕ between 255 mm/year and 878 mm/year (using a combination
of Schlesinger and Willmott’s numbers), or between 225 mm/year and 735 mm/year (using the
numbers of Lvovich). These values average to 566 mm/year, or 480 mm/year, depending on the
particular estimates applied, and are reasonable. A typical erosion rate of about E = 30 m/Myear ≈
[(1 m/Myear) (1000 m/Myear)]0.5, is obtained from the geometric mean of the range of erosion rates
discussed in Bierman and Nichols [19]. Using x0 = 0.00003 m, I/ϕ = 806 mm/year, and E = 30 m/Myear,
and the first range of I values given, the result for x is 0.48 m < x < 1.81 m, while for the second range
of I values given, 0.42 m < x < 1.53 m. Both the arithmetic and geometric means of both ranges cluster
around 1 m.

4. What Can We Say about the Variability of Soil Depths?

Let us consider first the ratio I/E, which, raised to the power 1.15, has the potential to produce
the greatest variation (range) in soil depths. In fact, this ratio should be quite insensitive to P, since
both I and E tend to increase with increasing precipitation. For example, Dunne et al. [32] found a
linear relationship between I and P, in general accord with the previously cited tendency for AET
to be roughly half of P. Reiners et al. [33] reported a linear relationship between P and erosion, E.
Their study utilized a rainfall gradient at similar temperatures across the Cascade Mountains in
Washington State, United States. Along this transect one should thus expect roughly constant soil
depths, and the ratio I/E should, in the absence of steep topography, remain relatively invariant.
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What about trends with temperature? Data from Sanford and Selnick [34] revealed a tendency for the
fraction of precipitation lost to AET to increase with increasing temperature, particularly in conjunction
with aridity. Thus, the conclusions of Heimsath et al. [35] regarding the results of their Australian
measurements, “[t]he suite of results from different field sites indicates that erosion rates generally
increase with increasing precipitation and decreasing temperature,” indicate that the processes of soil
formation may be dependent on evapotranspiration. Consequently, the water potentially available for
either infiltration or overland flow, (P − AET), serves as a predictor of E and soil formation, rather
than simply P. We, therefore, hypothesize that both the numerator and denominator in Equation (1)
would contain a proportionality to the quantity (P − AET), meaning that weather conditions (within a
specific climatic zone) would have far less influence on soil depth than commonly assumed. However,
I and E can be expected to have a complementary dependence on the partitioning of water to overland
flow, which brings in the effect of topography. The relationship between the potential evaporation,
evapotranspiration, precipitation, and runoff was considered in great detail by Budyko [36], and many
soil scientists and hydrologists followed Budyko’s approach, e.g., Gentine et al. [37].

Concerning topography, regions with steeper topography will tend to have higher overland
flow, and thus higher erosion rates, resulting in lower infiltration and soil formation rates. As an
example, Burbank et al. [38] found that erosion rates and precipitation in the Himalayan mountains
were not correlated (in contrast to Reiners et al. [33]), and attributed their anomalous result to the
strong tendency for the precipitation to decline where the slope was increasing. Notably, however,
the declining precipitation with increasing slope should lead to a diminution in soil production
compared with erosion, and a higher probability of bedrock exposure, as is indeed the case in this
region. Divergent topography, with concomitant divergence in surface water flux and therefore soil
transport, will produce thinner soils than convergent topography, as noted in Heimsath et al. [39],
a tendency intensified by steeper topography generally. Our reasoning, though it may be accentuated
in reality by lateral soil transport [39], does not depend on such transport, and is merely a consequence
of the greater infiltration values in topography that is convergent and not so steep that soil covering is
missing entirely.

How does soil depth depend on the particle size of original sediments? This question is more
nuanced than the previous question. Soil depths should nominally be proportional to particle sizes.
However, erodibility has a strong dependence on particle size, first increasing with increasing size
from clay to silt, and then decreasing with increasing size at larger sizes. The seeming anomaly at small
particle sizes is due to the cohesive forces between clay grains, which are typically charged. Thus, as
long as I is principally precipitation-limited, a decrease in particle size below silt size tends to reduce
soil erosion, on account of the increasing cohesive forces between the grains. Therefore, x0, for finer
soils at least, should be positively correlated with the erosion rate, E, and the two stated influences will
tend to cancel. However, at larger particle sizes, increasing particle sizes should tend to decrease E,
accentuating the tendency for soils to be deeper; although, if the argument is turned around, a greater
importance of erosion will tend to remove finer components, leading to a coarser soil. Sandy soils
should thus have the deepest weathering horizons, although for larger particle sizes, the term soil
is not characteristically employed. If I is principally hydraulic conductivity-limited, however, then
greater precipitation rates, P, will not tend to increase I, but will tend to increase water run-off and
erosion, E, leading to much thinner soil depth, regardless of particle size. Thus, unfractured crystalline
rock with very low hydraulic conductivity values will tend to be exposed, unless it is buried through,
e.g., fluvial deposition. Similar conclusions hold for increased slope angles, which will increase E and,
more likely, decrease I, both of which should lead to thinner soils.

Finally, it is worth noting that, especially for very low soil formation rates and erosion rates in,
e.g., continental interiors such as Australia [40], soil formation rates do tend to be larger than soil
erosion rates, consistent with the predicted power-law decay of the soil production function (rather
than the oft-assumed exponential form of Heimsath et al. [41]). The slow decay toward a steady-state
soil production value leads to an increased tendency of soils in arid regions not to attain steady-state
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conditions [40], and for their depths to be smaller than that predicted from steady-state landscape
evolution assumptions.

5. Comparison With Data: Mainly Climate

Below, we use data of White et al. [42], He et al. [43], Egli et al. [44] the Heimsath
group [35,39,45–47], to confirm the relative consistency of soil depths across climatic gradients, but
not across a variation in topography. The San Gabriel Mountain data of Southern California [45]
demonstrate the variation of soil depths along a gradient in topographic relief, and thus erosion rates,
but not of climate. We have found particle size data for only five of the data sets below, and even in
some of these cases we had to generate a median particle size from graphic representations of what are
considered to be typical distributions of particle diameters for a given texture [48].

In southeastern Australia, where many of the Heimsath group’s field sites are located,
precipitation tends to increase inland up to the escarpment, and then decrease with increasing
altitude. The decrease in P with increasing altitude is mirrored by a diminution in AET from between
600 mm/year and 700 mm/year, to between 500 mm/year and 600 mm/year [49]. The Frog’s
Hollow and Brown Mountain sites at about 1000 m elevation have more limited vegetation cover
and cooler temperatures compared with Nunnock River and Snug, both factors that tend to
reduce evapotranspiration.

In the San Gabriel Mountains, “the landscape varies from gentle, soil mantled and creep
dominated in the west to steep, rocky and landslide dominated in the east”, accompanied by an
increase in erosion rates from about 35 m/Myear to over 200 m/Myear, with the boundary to landslide
dominated at about 200 m/Myear. The actual soil depth extremes were taken from Figure 3 of
Heimsath et al. [45], and restricted to non-landslide-dominated slopes. On landslide-dominated slopes,
the soil depth was “patchy”, a scenario not addressed here. Thus, the variation in soil depth from west
to east along the San Gabriel Mountains is a result of a variation in the erosion rate due to changes in
mountain slope, rather than a variation in, e.g., climatic variables. Net infiltration rates are calculated
as I = P − AET − Run-off, given the fact that run-off tends to be higher than run-on, and can play a
role in water loss on site (according to Lvovich [29], 24% of precipitation flows into the ocean through
surface run-off globally, while only 11% goes into deep infiltration). A summary of predicted and
observed soil depths over two orders of magnitude of erosion rates is given in Table 1. Our predicted
mean soil depth across 12 sites on four continents is 1.14 m, while the observed mean soil depth across
those sites is 0.81 m.

In Figure 1, we compare predicted and observed soil depths, forcing the linear fit to go through
the origin (for the San Gabriel Mountains, mean values are used here). We have an overall 43%
overestimation for the mean soil depths across 12 sites, with less than 15% discrepancy at 3 sites, and
5 out of 12 underestimations (~22% on average) along with 7 overestimations (~90% on average).
A large fraction of the overestimation comes from Merced River (84%), which has a slow average
erosion rate and might not have reached a steady-state condition, and from east of the San Gabriel
Mountains (200% to 500%) with a very shallow observed soil depth of 3 cm, which contributes a large
discrepancy to the percentage, if not the actual discrepancy. There are a number of other potential
reasons for overestimation. Our choice of an arithmetic mean for the observed soil depths tends to
minimize the influence of shallower soil depths in the reporting of regional values for soil depth, but
younger, shallower soils still tend to reduce a mean depth compared with a predicted steady-state
value. Other sources of errors could come from reducing an entire particle size distribution to a median
particle size, the accuracy of P, AET, and Run-off rates, and the porosity of the soils, particularly
since we do not have a means to address local variability for most sites. Note that removing Merced
River (maximum predicted value) will result in reducing R2 from 0.934 to 0.679, while decreasing the
numerical pre-factor from 1.66 to 1.05, making the relationship nearly one-to-one.
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Table 1. Predicted soil depths from reasonable infiltration and given erosion rates.

Station Region a E
(m/Myr)

I/ϕ b

(m/yr)

P
(m/yr)

Predicted c x
(m)

Observed
Mean x (m)

Reference
Number d

Brown Mountain AU 14 0.22 0.69 0.95 0.62 [35,49]
Frog’s Hollow1 AU 10 0.2 0.72 1.29 1.5 [35,46,49]
Frog’s Hollow2 AU 27 0.2 0.72 0.41 0.43 [35,46,49]

Snug AU 35 0.26 0.87 0.42 0.61 [35,49]
Nunnock River AU 35 0.45 0.91 0.78 0.62 [35,49]

Coos Bay OR 119 1.58 1.68 0.80 0.56 [47,50]
Gongga Mountain CH 2500 0.78 1.95 0.14 0.203 [43,51–55]

European Alps EU 127 0.55 1.55 0.22 0.33 [44,56,57]
Tennessee Valley N.CA 35 0.7 0.92 0.43 0.4 [39,48,50,58]

Merced River C.CA 13.75 0.1 0.31 7.12 3.87 [42,50]
San Gabriel Mountain-west S.CA 35 0.55 0.81 0.65 to 1.3 0.55 [45,50,59]
San Gabriel Mountain-east S.CA 200 0.55 0.81 0.09 to 0.18 0.03 [45,50,59]

Notes: a Region: AU = Australia, OR = Oregon, N. CA = North California, C. CA = Central California, S. CA = South
California, CH = China, EU = Europe. b I = P − AET − Run-off. P, AET and Run-off rates used to calculate the
infiltration rate in the United States were obtained from the Cal-adapt website [50], and in Australia, P values from
Heimsath group [35], AET and Run-off values from the Bureau of Meteorology [49], P for Gongaga Mountain is from
He et al. [43], AET was given by Gao et al. [51], given the fact that 80% of the total run-off from Gongga Mountain
comes from glacial melting [54], 20% of run-off rates from Lin and Wang [55] was estimated as run-off lost from
precipitation. For the European Alps, P is from Egli et al. [44], AET from the evapotranspiration map of Europe
on the IMPACT2C web-atlas [56], run-off values from Wehren et al. [57]. Here we take ϕ = 0.4 as typical porosity.
c For all data sets except Gongga Mountain and the 4 Californian sites, a typical particle size of 30 μm was chosen to
calculate predicted depth, since no particle size data were reported. For Tennessee Valley, 10 μm was taken as x0,
since most of the soils at Tennessee Valley fit into the clay loam category [58] with median particle size 10 μm [48].
He et al. [43] report a typical particle size of 400 μm for Gongga Mountain; White et al. [42] give 530 μm for Merced
River; for San Gabriel Mountains, soils are mainly loams on the hillslopes [59], which has median particle size
ranging from 20 to 40 μm. Here we take both values to obtain a range of soil depths in the San Gabriel Mountains.
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Figure 1. Comparison of the predicted soil depth via Equation (2) versus the observed depths for
12 sites (open circuits) from all around the world. The dashed red line represents the 1:1 line. See Table 1
for further details.

6. Comparison with Data: Slope Angle

Let us consider specifically the slope angle dependence of soil depth as exhibited by the data
from the San Gabriel Mountains [45] and a result from Norton and Smith from 1930 as reported in
Jenny [10]. We apply Equation (2) with the known value of P − AET − run-off from Table 1, and a
30 μm median particle diameter. In order to address the slope dependence of soil depth, Equation (2)
requires a slope-dependent erosion rate. Although it is not within our capability to predict such
a function, Mongomery and Brandon [60] reported in their Figure 1 an empirical function for the
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slope angle dependence of erosion rates in the Olympic Mountains in Washington. Incorporating this
empirical input makes it possible to use Equation (2) to predict the slope angle dependence of soil
depth. The comparison is shown in Figure 2. In order to make this equation predictive, the input of
the erosion rate function (Montgomery and Brandon [60]) is critical. This function tends to produce a
rapid reduction in soil depths to nearly zero as slopes of about 30 degrees are exceeded (since zero
values cannot be plotted on a logarithmic graph, such values were converted to 0.001 for both axes).
In spite of the considerable scatter in field values, it appears that our prediction captures the essential
trends accurately. Note that the use of either 20 μm or 30 μm for the fundamental particle size will
result in an overestimation of the soil depth at zero slope, but an underestimation at larger slopes,
since the latter values are deeper than the zero slope depths, a result attributed by the authors [45] to
the effects of soil deposition.

0.001

0.01

0.1

1

0.001 0.01 0.1 1 10 100

So
il 

de
pt

h 
(m

)

Slope (Degree)

Predicted soil depth
Norton and Smith, 1930
Heimsath et al. 2012

Figure 2. Predicted and observed soil depth as a function of slope. The Norton and Smith data were
digitized from Jenny [10], but extend only to a slope of 8 degrees. The Heimsath et al. [45] data were
reported in a Table and extend over the range of 6 degrees to 32 degrees. The erosion function input
was digitized from Figure 1 of Montgomery and Brandon [60]. I was given in Table 1 here, and a
typical particle size of 30 μm, close to the 20 μm value considered to be most likely to characterize the
San Gabriel mountain slopes, was applied. In order to reduce the scatter in the reported data, we give
the mean soil depth at any particular slope value, although this will attach additional weight to the
locations with deeper soils.

7. Implications for Geomorphological Studies of Natural and Agricultural Landscapes

The existing landscape evolution models require a large number of inputs, such as soil production
and soil transport as functions of depth, parent material, topography, climate, and organisms, while
delivering several quantities of interest. The outputs include: (1) regional denudation rates, which are
important for understanding (neo) tectonics; (2) spatial variability of soil erosion; (3) spatial variability
of soil depth; and (4) spatial variability of landforms. When adapted to landscapes with human
interference, such as agriculture, the second and third of these products may take on additional
significance regarding sustainability. The first and fourth results typically involve larger time scales
than the human time scales resolved by agricultural practices. Many processes are relevant to the
evolution of landscapes, and these can have different impacts at different time scales and in different
locations. We point out that the choice of soil production model has an impact on the results of such
landscape evolution models, and that our soil production function may help to resolve some difficult
problems in landscape evolution modeling.
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When an exponential model for soil production is assumed, which delivers a maximum soil
production rate modulated by an exponential decay, one finds for a steady-state soil thickness
the negative of the logarithm of the ratio of the erosion rate to the maximum soil production rate,
−ln (E/Rm) [61]. For a wide range of typical values for E and maximum soil production rate, Rm

(as reported by Heimsath and co-workers), it turns out that this formula yields soil depths ca. 1 m.
But the physical reason for a relatively consistent soil depth that lies in the correlation between E and R
through the factor P − AET is missing in Roering [61] (both run-off and net infiltration, I, increase with
P − AET). In Roering’s treatment, the relative consistency in the output arises from the logarithmic
phenomenology, which is very slowly varying in comparison with our power law. Consider, however,
what happens if I, which is the upper limit of soil production rates in our treatment, is substituted
for Rm in the Roering soil thickness relationship. Since maximum soil production rates [62] are ca.
3000 m/Myear, but infiltration rates can be approximately three orders of magnitude larger, even
with Roering’s logarithmic dependence, substituting I for Rm would increase the predicted soil depth
considerably. Nevertheless, replacement of Rm by I in Roering’s result generates the same argument in
the logarithm as appears in our power law. This is a significant correspondence. Our result expressed
in Equation (2) generates, in principle, a much more sensitive function of parameters such as infiltration
and erosion rates to the soil depth. However, the tendency of each to increase with increasing P − AET
makes this ratio rather insensitive to changes in climate. However, see what happens if the erosion
rate changes by over an order of magnitude due to topography, such as in the San Gabriel Mountains.
Our result predicts a better than order of magnitude change in soil depth, as observed, as well as the
approximate functional form of the soil depth as a function of slope angle (Figure 2), whereas that of
Roering predicts a variation less than a factor 2 (compare the actual soil depth distinction between the
western and eastern provinces of a factor approximately 20).

Although the most important topic may thus relate to absolute values of soil production and
erosion, issues in the local variability of soil production and erosion relate to the shapes of the
topography as well, and here understanding is also lacking. More generally, the use of common
landscape models [63–65] does not allow for the prediction of the wide range of observed shapes
of landscapes. From Roering [61], “linear transport models [use of the diffusion equation for soil
downslope transport] produce constant curvature, not planar slopes, necessitating integration of
various downslope transport mechanisms. Put simply, the [introduced] flux-slope nonlinearity enables
nearly steep and planar (low convexity) sideslopes to erode at rates commensurate with highly
convex hilltops.” As Roering points out, such problems have been addressed by incorporating soil
depth-dependent transport as well as soil production into landscape evolution models [66,67], which
allows an increase in soil transport rates downslope even in the case of planar slopes. However, with
our result of a soil formation function which is highly dependent on infiltration, the low infiltration
rate on hilltops and slopes (as compared to hollows) will tend to produce a smaller soil production
rate, which could, without this strong dependence on infiltration, otherwise be interpreted as resulting
from a larger erosion rate. Perhaps a portion of the difficulties encountered by landscape evolution
models is that they do not incorporate sufficient local variability in soil production rates due to the
convergence/divergence of surface flow.

Our results also have implications for agricultural systems. In particular, we can predict what
a new steady state soil depth will be if the soil erosion rate is increased by an order of magnitude or
more, as results from traditional agricultural practices. While it is possible to write an accurate result
for the soil production in terms of the instantaneous depth and the erosion rate, which allows a more
rigorous prediction of the time frame over which the soil adapts to the new erosion conditions, several
factors suggest that it may be better to calculate this time scale simply by taking the quotient of a
typical original soil depth (say 1 m) and dividing by the erosion rate. One complicating factor is that
the soil production function may change when the soil is very shallow, at least if the bedrock does not
have a hydraulic conductivity comparable to that of the soil. In such a case, the relevant infiltration
rate may be much smaller in a very shallow soil, and the soil production function comparably reduced.
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Such a situation could lead to a “humped” soil production function [22], an instability resulting in total
soil loss, and, essentially, a two state system, where it may be difficult for natural systems to evolve
between the two, i.e., once the soil is lost, it does not return. Results for our predicted steady-state soil
depths are given in Table 2 below. In the case of calculations for the time required to strip a landscape
of soil, we used an arbitrary starting depth of 1 m, in approximate accord with our general predictions,
Roering’s [61] equation, and, as it turns out, with steady-state depths calculated from Equation (2) in
accord with the input erosion rates given by Montgomery [27].

Table 2. Predicted steady-state soil depths for conditions reported by Montgomery [27].

Status or Condition
<E> a

(mm/yr)
Predicted

Depth a (m)
Time a

(yr)
E b

(mm/yr)

Predicted
Depth b (m)

Time b (yr)

Traditional agriculture 3.934 0.0038 254 1.537 0.011 651
Conservation agriculture 0.124 0.21 8064 0.082 0.33 12,200

Natural vegetation 0.053 0.54 0.013 2.74
Soil production c 0.036 0.85 0.017 2.01

Geological erosion 0.173 0.14 0.029 1.09
Mean soil depth d 0.51 1.95

Notes: a <E> denotes mean erosion rates. Predicted depth is calculated using <E>, I = 0.5 m/year, and x0 = 0.00003 m.
T is the corresponding time (approximate) to reach steady state starting form a soil depth of x = 1 m, T = x/<E>;
b E denotes median erosion rates. Predicted depth is calculated using E, I = 0.5 m/year, and x0 = 0.00003 m. T is the
corresponding time (approximate) to reach steady state starting form a soil depth of x = 1 m, T = x/E; c The rate
is not an erosion rate, but the soil production rate, and the depth is the soil depth that would generate such a
production rate; d Mean soil depth is calculated from averaging individual values in the column above it.

Using a mean erosion (or soil production) rate, one finds a mean soil depth of 0.51 m, while
using a median erosion rate, the result is 1.95 m, consistent with our understanding that 1 m is a
typical soil depth. An important result is that, for traditional agriculture, using a typical soil depth of
1 m generates a time until virtually complete soil loss of between 250 and 650 years, a result that is
consistent with Montgomery’s [68] assertion that limits on agriculture placed by soil loss were critical
in setting the period of domination of a number of classical civilizations at about 500 years.

Consider some of the individual values of soil depths in Table 2. With native vegetation, the range
of depths extends from 54 cm to 2.74 m. The soil production values suggest a range of soil depths from
85 cm to 2.01 m. However, the geologic erosion rates indicate steady-state soil depths from 14 cm to
1.09 m. (Note that soil degradation, i.e., soil depletion, is taking place due to a combination of factors,
such as deforestation (30%), agricultural activities (28%), overgrazing (35%), overexploitation (7%),
and industrialization (1%) [69]. Among factors of physical degradation are water erosion (55%), wind
erosion (29%), chemical degradation (12%), and compaction/crusting (4%) [69]. Some of the more
interesting results, however, may be the implied steady-state soil depths for normal agriculture, which
lie between 4 mm and 11 mm, whereas the corresponding depths for conservation agriculture range
from 21 cm to 33 cm. Thus, it is clear that, while normal agriculture is not sustainable, conservation
agriculture is also quite marginal, as most crops need more than 33 cm of soil to thrive.

8. Summary

Based on the concept that the soil forming processes combined are dependent on the infiltration
rate, we developed a simple model for the prediction of the soil depth. The model is verified by
comparison of predicted and actual soil depths for a range of climates with emphasis on semi-arid
zones, as well as along a slope gradient. Discrepancies between the data and model calculations
remain, but they are comparatively small, taking into account the variety of soil forming factors:
topography, climate, organisms, and parent material. When expressed as a function of time, it is shown
to describe the temporal development of soil production. However, according to Dokuchaev and later
soil scientists, it is equally important to be able to express a range of other soil forming factors, such as
carbon and nitrogen content and other chemicals.
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In our discussion and comparison with data, some details are still missing, such as (in most
cases) site-specific porosity, or run-off values. The relevant porosity may be the effective value, which
excludes pores that do not connect, or connect to flow paths at only one point, and likely excludes also
internal water adsorption into clay minerals. We also have not addressed issues of climate change,
which could require significant alterations of parameter values over time. It is to be hoped that a more
detailed investigation of such parameter values and their potential temporal variation will improve
the accuracy of our predictions. Additionally, we have not addressed specific flow paths, which may
depend on a wide variety of factors, such as the slope angle, or whether the soil is graded or layered.
All of these factors may introduce as yet unaccounted for variability. In spite of these omissions,
the theoretical approach appears to account properly for soil formation factors over a wide range of
climates and slope angles.
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Abstract: The heterogeneous hydraulic conductivity of a subsurface medium is vital to the
groundwater flow and solute transport. Probability is efficient for characterizing and quantifying
the field characterization of hydraulic conductivity. Compared with sandy mediums, silty clay is
paid less attention to due to its low hydraulic conductivity. For long-term solute transport and
seawater intrusion, the low-permeable medium is considered as a remarkably permeable medium.
This study reports on a comprehensive investigation on the hydraulic conductivity field of the
Ningchegu site, located east of Tianjin City of China. Four layers recognized by 52 boreholes, plain
fill, continental silty clay, mud–silt clay and marine silty clay, were deposited from the top to the
bottom. The hydraulic conductivities measured via permeameter tests ranged from 2 × 10−6 m/d
to 1.6 × 10−1 m/d, which corresponded to the lithology of silty clay. The magnitude and the range
of the hydraulic conductivity increased with the depth. Five probability distribution models were
tested with the experimental probability, indicating that a Levy stable distribution was more matched
than the log-normal, normal, Weibull or gamma distributions. A simple analytical model and a
Monte Carlo technique were used to inspect the effect of the silty clay hydraulic conductivity field on
the statistical behavior of the solute transport. The Levy stable distribution likely generates higher
peak concentrations and lower peak times compared with the widely-used log-normal distribution.
This consequently guides us in describing the transport of contaminations in subsurface mediums.

Keywords: Levy stable distribution; permeameter test; hydraulic conductivity; silty clay; solute transport

1. Introduction

The emphasis on hydraulic conductivity (K) is contributed by Darcy’s law, and the field-measured
values of K are of well-known heterogeneity with over 13 orders of magnitude [1]. Groundwater
contamination has become one of the most important environmental issues all over the world. It is
necessary to predict groundwater flow and solute transport in order to protect groundwater quality.
However, the heterogeneity of porous media and the incomplete knowledge of data information lead
to difficulties in the estimation of hydraulic properties and geophysical variables, and thus create
difficulty in estimating or predicting the subsurface flow and transport.

The representation of hydraulic conductivity distributions is an important issue in predicting
the groundwater flow field [2] and subsurface contaminant transport [3]. Several equations of
the contaminant transport make assumptions regarding the properties of hydraulic conductivity,
including the probability density function (PDF) [4]. The hydraulic conductivity of aquifer materials
has most often been found to be log-normally distributed [5–11]. Sanchez-Vila et al. [12] demonstrated
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numerically that randomly varying transmissivities could exhibit a scale effect because of deviations
from the log-normal distribution. Hyun [13] reported that the log permeability data at the Apache
Leap Research Site (ALRS) near Superior, Arizona, were indeed represented more accurately by a Levy
stable distribution than by a Gaussian distribution, and inferred that the permeability scale effect was
probably true at many other sites.

The lithologies of aquifer mediums from MADE (Macro-Dispersion Experiment test site) [14],
Borden [9], and Cape Code [7], regarded as the three most popular hydrogeological test sites,
are generally sand, gravel, and sandy material mixed with lenses of silt. Vereecken and Doring [15]
investigated the spatial variability of basic aquifer parameters and hydraulic conductivities using data
from the clay and silt from Krauthausen experiment.

Most of the studies on the effect of heterogeneous hydraulic conductivity on solute transport
were focused on the heterogeneous aquifer. However, PDFs of low K and the effect on flow and solute
transport were not reported through literature. This could have resulted from testing difficulties in
terms of low-K mediums with weak migration and solute abilities [11,16].

Stochastic methods were developed and used to deal with these difficulties [17].The stochastic
simulation technique was applied to quantitatively study the impact of hydraulic conductivity
heterogeneity on groundwater solute transport [18]. The study by Kohlbecker et al. [2] indicated
that Levy stable distributions with increments in the log conductivity gave rise to Levy stable
distributions with increments in the logarithm of the velocity (ln u) using Monte Carlo and MODFLOW
(U.S. Geological Survey modular finite-difference flow model) techniques. Wang and Huang [3]
analyzed the impact of hydraulic conductivity on solute transport processes in a highly heterogeneous
aquifer. Few analyses were reported on the characteristic parameters of solute transport using
stochastic test methods.

The twofold objectives of this study were to investigate the probability distribution of a low K,
and the effects of PDFs on solute transport according to the collected data. The field study for the
sampling and permeameter tests performed at the Ningchegu (NCG) site are introduced first. Then the
statistics of a low-K field are shown, especially the statistical distributions of the low-K data tested by
five widely used distributions. Finally, the effects of PDFs on solute transport were analyzed using a
simple analytical model. The effects of Levy stable distributions on solute transport were compared
with log-normal distributions.

2. Materials and Methods

2.1. Sampling and Lithology

The locations of boreholes are within the eastern Tianjin city, around 5 km west of the Bo Sea.
This area was considered as a candidate of the NCG reservoir, resulting in the collection from dozens
of boreholes during August to November of 2011 to depict the lithology at different depths. In total,
52 boreholes (Figure 1A) were evenly installed around an area of 6.2 km2 at an areal density of
8 boreholes/km2. The average distance of each pair of two boreholes was 345 m. Each borehole was
drilled up to a depth of 10 m, and different samples (3~5 cores per borehole) were collected according
to the diversity of the lithology. The cylinder sampler used was 20 cm in length and 110 mm in inner
diameter. The undisturbed samples were then moved to a laboratory at Hohai University to test their
hydraulic conductivities. In terms of the lithology of sediments in the study area dominated by clay
and silty clay, a recommended falling head method [1] applied to the fine material was used to analyze
the hydraulic conductivity of the core using a permeameter (TST-55; Φ: 61.8 mm × 40 mm; made in
China). The infiltration process for low-K sediments was quite slow, and a successful permeameter
test averagely took more than 6 hours in our study. Therefore, eight permeameters were used to test
different clay samples, simultaneously. In total, we finished 212 falling head permeameter tests to
investigate the hydraulic conductivity of the reservoir sediments.
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(A) (B)

Figure 1. Spatial distribution of boreholes (A), and the 3D geological structure (B).

A thick, loose Quaternary sediment layer, which is a continental-dominated paralic deposition,
covers the eastern area of Tianjin city. The lithology is mainly composed of clay, silty clay, and sand
lens, formed from alluvium of the Hai River and Ji Canal [19]. Based on the information collected from
borehole drilling, a 3-D lithology model was developed (Figure 1B). Four layers were identified by
drilling, including the shallowest layer of plain fill with a thickness of between 1 and 1.5 m. The second
shallowest layer of continental silty clay had a thickness of 0 to 3.4 m, indicating that some areas lacked
the material of continental silty clay. The third mud–silt clay layer was buried below the second layer,
with of thickness of 0 to 7.0 m, and the deepest layer of marine silty clay had a thickness of 0 to 7.3 m.
Based on the borehole information, the study area was completely covered with the plain fill, but the
other three layers somewhat showed stratum absence. The fourth layer of marine silty clay was only
revealed at down to, but not limited to, 10 m of the boreholes, and the lack of the fourth layer locally
came from the limited drilling depth of 10 m. The first and second layers were noticeably thinner than
the two deeper layers shown in Figure 1B.

2.2. Method of Statistics

The statistical values of hydraulic conductivities from each layer were summarized, including the
minimum (min), maximum (max), mean (mean), and standard deviation (SD). Furthermore, finding
the probability distribution of hydraulic conductivities for each layer was one key objective of this
study, and these were tentatively fitted by the two mostly widely used probability distributions
(Gaussian and log-normal distributions), and Levy stable, gamma and Weibull distributions.

The Gaussian distribution is one of the most commonly used statistical models. A Gaussian
distribution is associated with a bell shape, with very large/small values appearing in a low probability.
However, strongly heterogeneous fields are not uncommon in nature, and very large/small properties
may appear frequently in such geologic formations. A log-normal distribution is a continuous
probability distribution of a random variable whose logarithm is normally distributed, which is
widely used in geophysical variables. The logarithmic transform is a common means to seek a more
appropriate distribution for a random variable [20]. μ and σ are the mean and standard deviation of
the Gaussian or log-normal distributions, respectively.

To describe the statistical characteristics of heterogeneous fields, a Levy stable distribution has
recently been proposed to analyze geological data [2,21,22]. Except for very few cases such as the
Gaussian (normal) and Cauchy distributions, the closed-form expressions for density and distribution
functions of the Levy stable distribution are not available [23].The characteristic function most often
employed in numerical calculations is the following [24]:

ϕ0(t) =

{
exp
(
−γα|t|α

[
1 + iβ(tan πα

2 )(signt)(|γt|1−α − 1)
]
+ iδt

)
, α �= 1

exp
(−γ|t|[1 + iβ π

2 (signt)(ln|t|+ ln γ)
]
+ iδt

)
, α = 1

(1)
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where ϕ0 is the characteristic function; α is a Levy index with a range of 0–2; β is a skewness parameter
ranging between −1 and 1; γ is a scale parameter in the interval (0, +∞), corresponding to the standard
deviation of the Gaussian distribution; δ is a shift parameter; i is the imaginary part of a complex
number; and sign(t) is a logical function that extracts the sign of a real number t. A symmetric Levy
stable distribution with a zero mean is determined when β = 0. A standard Levy stable distribution
has γ = 1 and δ = 0.

In addition, the gamma and Weibull distributions, which are also popular asymmetric and
heavy-tailed distributions, were used to test the probability distribution of the silty clay hydraulic
conductivity. The PDFs of the gamma and Weibull distributions are as follows. The PDF of the gamma
distribution is

f (x) =
1

baΓ(a)
xa−1e−(x/b) (2)

where Γ(·) is the gamma function.
The Weibull PDF is positive only for positive values of x, and is zero otherwise. For strictly

positive values of the shape parameter b and scale parameter a, the density is

f (x) =
b
a

( x
a

)b−1
e−(x/a)b

(3)

Both the Weibull distribution and the gamma distribution can give exponential distributions
with particular choices of one of their two parameters. The PDF curves of the Weibull and gamma
distributions are more complex compared to those of a standard exponential distribution, mainly
because both of the two distributions have two independent parameters.

The primary means to test whether the data follow a specific distribution is by using
nonparametric test procedures [25]. Taking the normal distribution as an example, the null hypothesis
(H0) for all tests of normality is that the data are normally distributed. Rejection of H0 says that this is
doubtful. Failure to reject H0, however, does not prove that the data do follow a normal distribution,
especially for small sample sizes. It simply says that normality cannot be rejected with the evidence
at hand. The Kolmogorov–Smirnov (K–S) test is widely used to serve as a goodness of fit test [26].
Moreover, the Anderson–Darling (A–D) test is a statistical test for whether a given sample of data
is drawn from a given probability distribution [27]. Therefore, these two nonparametric tests were
applied to test the similarity with the given probability distributions.

2.3. Random Modeling of Solute Transport to K Distribution

The migration of pollutants satisfies the convection–diffusion equation in a saturated medium.
The 1-D steady flow dynamic dispersion model is a relatively simple and widely used method
in the convection–diffusion problem. Particularly, in a 1-D infinite column filled with a porous
medium, under the condition of an instantaneously injected tracer, the analytical solution of the solute
concentration in the medium is described as the following [28]:

C(x, t) =
m/w

2ne
√

πDLt
e−

(x−ut)2
4DLt (4)

where x is distance from the injection point in meters, t is time (d), C(x,t) is the tracer concentration
(g/L), m is the tracer mass (kg), w is the cross-sectional area (m2), u is the flow velocity (m/d), ne is the
effective porosity, and DL is the longitudinal dispersion coefficient (m2/d).

The time is labeled as the peak time (tp) when the solute reaches the maximum concentration at
a distance from the injection point, and the corresponding concentration is called the peak concentration
(Cp). The migration distance x is set when the first derivative equals zero (dC/dt = 0); the peak time (tp)
is written as the following:
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tp =
−DL +

√
D2

L + x2u2

u2 (5)

The peak concentration (Cp) is acquired via the peak time (tp):

Cp =
m/w

2ne
√

πDLtp
e
− (x−utp)2

4DLtp (6)

The peak time and the peak concentration are two important characteristics used to describe the
process of solute transport in a saturated–unsaturated medium. Based on this method, the maximum
negative effects and emergency time of the solute (pollutants) can be recognized, to some extent. It is
noted that these simple analytic equations were concluded in the conditions of a 1-D infinite domain
and instantaneously injected pollutants, which is actually a homogeneous rather than heterogeneous
domain. However, in water-environment-related issues, the governor or institution needs to make
decisions quickly and accurately, and most of the decisions come from technical support using these
simple solutions. Due to the uncertainty of probability distributions of K, the offset of induced
outcomes will be addressed herein.

While the PDF cannot always be explicitly expressed, such as for the Levy stable distribution,
the Monte Carlo method [29] is an alternative method, compared with inverse function methods,
to simulate the random characteristics of pollutants’ transport. According to the statistical
characteristics of K, combined with the data from the NCG site, the Monte Carlo technique was used
to produce random hydraulic fields, to further inspect the effect of random distributions of K on tp and
Cp. In terms of unclosed forms of the Levy stable distribution, the CMS (Chambers-Mallows-Stuck)
method involved in a MATLAB toolbox developed by Liang and Chen [23] was applied herein to
generate the Levy random number.

This study will focus on analyzing the applicability of the Levy stable distribution for describing
heterogeneity characteristics of a low K in this test site. In addition, it is common to apply the
log-normal distribution for numerical simulations [30]. In order to further compare the solute transport
of two distributions in saturated mediums, a large number (10,000) of the hydraulic conductivity
values following the corresponding distribution were produced using the Monte Carlo method, and
combined with the actual regional hydrostratigraphic situation to eliminate negative and maximum
values (a value of K larger than 0.6 m/d was not considered as a low permeability medium).

3. Results and Discussion

3.1. Hydraulic Conductivity of the Silty Clay Medium

The K values were analyzed according to their identical lithologies, and the general statistics of K
values from each layer are listed in Table 1. Figure 1B also illustrates that the different types of geologic
sedimentary processes gave rise to different types of stratigraphy facies. The sediments of each layer,
from the shallow to the deep respectively, were plain fill, continental silty clay, mud–silt clay and
marine silty clay. Given the very different physical/chemical origins of different facies, it likely did not
make sense to conduct statistical analyses based on combined data from multiple facies.

The sample sizes of the deepest and the shallowest layers were 112 and 18 respectively,
representing the largest and smallest sizes in the four layers. The minimum K values of the four
layers had insignificant differences within the same order of magnitude. However, the maximum value
increased from 6.8 × 10−4 m/d for the first shallow plain fill layer, to 1.6 × 10−1 m/d for the fourth
marine silty clay layer. The range of K values for each layer apparently increased from the shallow to
the deep. The average hydraulic conductivity had the same pattern, with an increasing range from
6.7 × 10−5 m/d to 3.9 × 10−3 m/d. The standard deviation also increased from 1.68 × 10−4 m/d for
the first layer, to 1.92 × 10−2 m/d for the fourth layer.
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Table 1. Tested hydraulic conductivity and the lithology of the NCG site.

Geologic Material First Layer Second Layer Third Layer Fourth Layer

K (m/d)

Min 2 × 10−6 4 × 10−6 9 × 10−6 6 × 10−6

Max 6.8 × 10−4 1.6 × 10−3 1.3 × 10−2 1.6 × 10−1

Mean 6.7 × 10−5 9.5 × 10−5 5.6 × 10−4 3.9 × 10−3

SD 1.68 × 10−4 2.79 × 10−4 2.12 × 10−3 1.92 × 10−2

Sample size 18 46 36 112

Lithology Plain fill Continental silty clay Mud–silt clay Marine silty clay

It is noted that the sample size of the first layer was only 18, and the lithology of the first layer
was not silty clay, but plain fill. Therefore, the statistical analysis of the first layer was excluded in the
following text. The frequency histograms for the hydraulic conductivity of each layer were plotted
(Figure 2). The normal distribution was easily rejected by the low hydraulic conductivity values, such
as NCG datasets. Therefore, the horizontal axes are in the natural logarithm scale. The frequency bars
were nearly symmetrically distributed, as inspected from Figure 2, indicating these K datasets were
graphically confirmed to be logarithmic normal distributions.

Figure 2. Frequency histograms of K for three layers, and the normal curves.

All the hydraulic conductivities obtained from the four layers’ sediments versus the elevations
were plotted (Figure 3). An apparently decreasing trend and a horizontal divide (elevation of 0 m a.s.l)
is shown by this scatter plot. The shallow sediments for layers 1 and 2 had a relatively small range of K
compared to the deep sediments for layers 3 and 4. This overall decreasing trend of K was controlled by
the stratigraphic lithology. The marine sediments were general coarser than the continental sediments
and plain fill, shown from the larger values and the greater range of K.

Figure 3. Hydraulic conductivities of mediums, decreasing via elevation.
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3.2. Probability Density Function of the Low Hydraulic Conductivity Field

The fitted parameters for these applied PDFs and the results of probability tests are listed in
Table 2. The K data from the three layers were not confirmed to follow normal nor gamma distributions.
Although Figure 2 shows graphical confirmation of a logarithmic normal distribution of hydraulic
conductivities from the three layers, the fourth layer did not follow the log-normal distribution via the
K–S nor A–D tests. Only the third layer followed the Weibull distribution via the K–S test. Moreover,
all the low hydraulic conductivity values passed the probability of the Levy stable distribution.

Only the normal distribution could be considered to be symmetrically distributed in this study.
All the results of the K–S and A–D tests revealed that the K values of low-permeable mediums had
asymmetrical probability distributions, and also verified that the Levy stable distribution had more
generality compared to the others. This is because the Levy stable distribution can serve as a family of
PDFs, and four independent parameters of the Levy model provided better adaptability.

Table 2. Fitting PDFs for the K samples from different layers.

Type of PDF Second Layer Third Layer Fourth Layer

Normal

K–S No No No
A–D No No No

Fitted Parameters
μ = 9.55 × 10−5 μ = 5.63 × 10−4 μ = 0.0039
σ = 2.70 × 10−4c σ = 2.1 × 10−3 σ = 0.0192

Log-normal

K–S Yes Yes No
A–D Yes Yes No

Fitted Parameters
μ = −10.59 μ = −9.08 μ = −8.25

σ = 1.33 σ = 1.44 σ = 1.91

Levy

K–S Yes Yes Yes
A–D Yes Yes Yes

Fitted Parameters

α = 0.46 α = 0.52 α = 0.52
β = 1 β = 0.39 β = 1

γ = 4.48 × 10−6 γ = 2.10 × 10−5 γ = 5.93 × 10−5

δ = 7.47 × 10−6 δ = 5.30 × 10−5 δ = 2.10 × 10−6

Gamma

K–S No No No
A–D No No No

Fitted Parameters
a = 0.48 a = 0.41 a = 0.26

b = 0.0002 b = 0.0014 b = 0.015

Weibull

K–S No Yes No
A–D No No No

Fitted Parameters
a = 0.0001 a = 0.0002 a = 0.0007

b = 0.6 b = 0.56 b = 0.43

The Levy stable distribution is more flexible than the Gaussian distribution for fitting geophysical
data obtained from strongly heterogeneous fields [22,31]. Herein, the K values from four layers were
successfully modeled by the Levy stable distribution, and the four fitted Levy parameters are compared
in Table 2. From layer 2 to layer 4, the Levy index α and scale parameter γ increased from 0.46 to 0.52,
and 4.48 × 10−6 to 5.93 × 10−5, respectively. As α decreases, the frequency of sudden large jumps
in the random field increases [32]. The parameter γ is known as the scale parameter. It is equal to
half the variance when α = 2, and plays a similar role for α < 2 (i.e., it is a measure of the width of the
distribution). As γ increases, the magnitudes of the sudden large jumps increase [33]. The skewness
parameter β values for layers 2 and 4 were the same, equal to 1 (the maximum for this parameter),
indicating extremely right-skewed distributions for these datasets. β for layer 3 equaled 0.39, and the
degree of skewness was weaker than for the other two layers. δ, the shift parameter, represents the
centering of the distribution, and it is equal to the mean of the distribution only when α > 1 and β = 0.
The differences of δ in Table 2 show the different centering of the four layers.

24



Water 2017, 9, 466

Based again on previous research [31,34], larger-scale property variations appear to be distributed
normally, while smaller-scale variations follow the Levy stable distribution, and display an increased
probability for sudden extreme events such as high or low K values. The measurement scale of NCG
was controlled by the permeameter used (Φ: 61.8 mm × 40 mm). Hence, these K datasets could be
categorized as small-scale. More extremes for K could be obtained through this permeameter. Another
direct reason is that the K field of NCG was highly heterogeneous, as shown in Table 1 and Figure 3.

3.3. The Effects of K PDFs on Solute Transport

The studied case was an assumed 1-D cylinder filled with a homogenous isotropic porous medium,
of infinite length. The conservative solute weighing 10 kg was injected to the cylinder. The cylinder
cross-section was square at 10 cm × 10 cm. The effective porosity (ne) was 0.3, and the longitudinal
dispersion coefficient (DL) was 0.05 m2/d. Although the porosity and dispersion coefficients were
indeed of high variations for subsurface mediums, even for the silt and clay materials, we only
focused the influence on the solute transport from the variation of K rather than the porosity and
dispersion coefficients. The hydraulic gradient was set to a constant of 1.0, and the velocity (u) become
a single-valued function of K; then the explicit expressions of tp-K and Cp-K could be easily obtained
from Equations (5) and (6). The monotonic variations, both of increasing Cp and decreasing tp, with the
increasing K value were observed from Figure 4. High tp and low Cp values were consistent with the
small K, and low tp and high Cp values corresponded to a strong permeability of high K.

 

Figure 4. Variation curves of tp and Cp versus the corresponding K values.

The statistical values of K for the silty clay medium from the third layer at the NCG site were
applied to simulate the stochastic K datasets. As mentioned above, it can be concluded that the third
layer of the medium followed log-normal and Levy stable distributions. The Monte Carlo method
adopting the parameters from Table 2 was performed for the simulation of K. Afterwards, the peak
time (tp) and peak concentration (Cp) could be simulated by Equations (5) and (6).

3.3.1. Effects of K PDFs on Peak Time

As shown in Figure 5, the range of peak times simulated by the Levy stable distribution
(50.0 d, 1.0 × 105 d) was a little greater than that simulated by the log-normal distribution (788.3 d,
9.9 × 104 d). The minimum values especially between these two distributions were significantly
different. This indicated that the Levy stable distribution could generate greater random values of
K and then result in a smaller peak time. Additionally, the mean and median values of simulated
peak time values from the Levy stable distribution (8.4 × 104 d and 9.6 × 104 d) were apparently
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greater than those of the log-normal distribution (7.7 × 104 d and 8.8 × 104 d). The interquartile ranges
(IQRs) for the Levy-stable and log-normal distributions were 1.1 × 104 d and 3.7 ×104 d, respectively.
From Figure 5, the simulation results of peak times from the Levy stable distribution are gathered in the
area of greater value, and random numbers of K generated by the Levy stable distribution concentrate
in the area of lower value. These results agreed with the high-peak and heavy-tail characteristics of the
Levy stable distribution.

Figure 5. Boxplot of tp using K values followed Levy stable and log-normal distributions.

According to the differences of peak times and cumulative probabilities from the two distributions,
the results shown in Figure 6 can be divided into three different sections. Section I includes the area of
peak times less than 3.3 × 104 d. Equation (4) explicitly indicates the negative correlation between
peak time and flow velocity. In this study, velocity (u) was proportional to K through the assumed
1-D model, and the peak time (tp) and K had a negative correlation. Section I reflects the simulation
result when K was relatively large. As shown in Figure 5, the results calculated by the Levy stable
distribution indicated that the probability of small peak time events (red line) was clearly higher than
that calculated by the log-normal distribution (black line).

 
Figure 6. Cumulative frequency distributions of tp from Levy stable and log-normal distribution K values.
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The peak time of Section II was between 3.3 × 104 d and 9.6 × 104 d, and Section II is shown as
the middle part of Figure 5. According to the correlation between the peak time and K mentioned
above, this section corresponds to the range for which K was moderate (greater than that in Section I
and less than that in Section III). The simulation results indicated that the log-normal distribution
achieved a higher probability than the Levy stable distribution. The probability of random events with
moderate peak times simulated by the Levy stable distribution was less than that for the log-normal
distribution. The peak time of Section III was the highest, representing the smallest K. The simulation
results indicated that the probability of high peak time events simulated by the Levy stable distribution
was larger than for the log-normal distribution.

In conclusion, under the Levy stable distribution, the distribution of tp calculated by the simple
analytical model had more non-uniform characteristics. The probabilities of a greater peak time
occurring (Section I) and smaller values occurring (Section III) were both larger than for under
the widely used log-normal distribution. However, the comparison of moderate peak time events
(Section II) revealed that the probability calculated by the log-normal distribution was clearly
greater than that by the Levy stable distribution. Our results indicate that simulated tp values from
log-normally-distributed K are likely ranged within the medium level, and the Levy stable distribution
can produce higher or lower extremes much more easily.

3.3.2. Effects of K PDFs on Peak Concentration

As shown in Figure 7, the range of peak concentrations (Cp) simulated by the Levy stable
distribution (8.1 g/L, 594.7 g/L) was significantly greater than that simulated by the log-normal
distribution (8.1 g/L, 155.9 g/L). The maximum values between these two distributions were
significantly different. The average value of the simulated peak concentration from the Levy stable
distribution (17.5 g/L) was slightly greater than that from the log-normal distribution (13.5 g/L).
However, the median of the Levy stable distribution (9.8 g/L) was slightly less than the counterpart of
the log-normal distribution (11.0 g/L). Although the standard deviation of Cp from the Levy stable
distribution (43.9 g/L) was much greater than that from the log-normal distribution (7.4 g/L), the Levy
stable distribution could generate a concentrated Cp (IQR = 1.9 g/L) compared with the log-normal
distribution (IQR = 5.9 g/L), as seen from the shorter box in Figure 7.

Figure 7. Boxplot of Cp using K values following Levy stable and log-normal distributions.

Similarly to the cumulative frequency of tp shown in Figure 6, three different sections of Cp are
discriminated in Figure 8 (Sections I and II are zoomed in Figure 8B). According to Equation (3),
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the peak concentration (Cp) had a positive correlation with the flow velocity (u). Since the flow
velocity (u) had a positive correlation with the hydraulic conductivity (K), a positive correlation
between Cp and K could be inferred. The cumulative probability of random events in Sections I
and II contributed approximately 90% of all random samples. In Sections I and II, the difference of
cumulative frequency distributions of Cp under two different distributions was small, as shown by
Figure 8A. Approximately 90% of simulated peak concentrations were located in the range of 8–25 g/L
for both of the two distributions. In Section III, the peak concentration from the log-normal distribution
achieved the highest value of 155.9 g/L, and the greater Cp (>155.9 g/L) only appeared under the
assumption of Levy-stable-distributed K. The distribution of Cp under the Levy stable distribution
was much flatter than that under the log-normal distribution. The Levy stable distribution had better
performance to simulate extreme conditions and to reveal the heavy-tailed characteristic of hydraulic
conductivity, especially.

 
Figure 8. Cumulative frequency distribution of Cp from Levy stable and log-normal distribution K
values (8A shows the full extent and 8B shows the part of Cp less than 25 g/L).

4. Conclusions

The hydraulic properties of an aquifer vary irregularly in 3-D space, as a general rule. In this study,
a comprehensive field investigation of the NCG site was performed. The lithology of NCG is dominated
by silty clay and clay. In total, 212 falling head permeameter tests were performed to investigate the
characteristics of hydraulic conductivity for the silty clay site. The statistical patterns of hydraulic
conductivity were analyzed, and the probability distributions of K were tested by five models.

One of our main findings was that the hydraulic conductivity of a low hydraulic conductivity
medium, such as silty clay, likely comes from the Levy stable distribution. The log-normal distribution
could also cover most of the low hydraulic conductivity, and the Weibull distribution could describe
part of the samples of clay, but neither the normal distribution nor the gamma distribution could fit
any of the experimental probability curves of the NCG site. Therefore, the Levy stable distribution is
recommended for depicting the statistics of a low-K field.

The effects of the probability distribution of the hydraulic conductivity on the solute transport
were analyzed using a simple analytical model. The peak concentration and its corresponding time
were selected to represent the transport process. The Levy stable distribution was apt to generate the
extremes of the solute transport (higher peak concentration and lower peak time), compared with the
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widely used log-normal distribution. These results have a great guiding significance for describing the
migration characteristics of contaminations in underground mediums.
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Abstract: The production of nuclear energy will result in high-level radioactive waste (HLRW), which
brings potential environmental dangers. Selecting a proper disposal repository is a crucial step in the
development of nuclear energy. This paper introduces firstly the hydrogeological conditions of the
Beishan area in China. Next, a regional groundwater model is constructed using a multiphase flow
simulator to analyze the groundwater flow pattern in the Beishan area. Model calibration shows that
the simulated and observed hydraulic heads match well, and the simulated regional groundwater
flow pattern is similar to the surface flow pattern from the channel network, indicating that the
groundwater flow is mainly dependent on the topography. In addition, the simulated groundwater
storage over the period from 2003 to 2014 is similar to the trend derived from the Gravity Recovery
and Climate Experiment satellite-derived results. Last, the established model is used to evaluate
the influences of the extreme climate and regional faults on the groundwater flow pattern. It shows
that they do not have a significant influence on the regional groundwater flow patterns. This study
will provide a preliminary reference for the regional groundwater flow assessment in the site of the
HLRW in China.

Keywords: nuclear waste disposal; the Beishan area; TOUGH2; groundwater flow; assessment

1. Introduction

Nuclear energy is considered as an additional dependable and clean energy source all over the
world [1]. However, high-level radioactive waste (HLRW), which are the highly radioactive materials
produced as a byproduct of the reactions that occur inside nuclear reactors, will probably bring
potential dangers. Therefore, the proper disposal of nuclear waste is highly challenging.

The safety of high-level radioactive waste disposal has gained much attention in the world.
In America, Yucca Mountain was regarded as a potential repository site of high-level nuclear waste
in 2002, with many experimental and numerical studies performed on groundwater flow. The initial
assessment of the regional groundwater system at Yucca Mountains was carried out in 1997 [2],
and then the comprehensive evaluation and simulation of the system was performed in 2010 by
using MODFLOW-2000 [3]. In addition, a site-scale model for fluid flow in the unsaturated zone
of Yucca Mountain, including fracture flow [4–7] and parallel computing [8], was developed by
Transport Of Unsaturated Groundwater and Heat 2 (TOUGH2) to reproduce the overall system
behavior. Finland was the first country to propose an ultimate disposal way for HLRW. In 2001,
Finland selected a high-level radioactive waste disposal site based on field investigation and numerical
simulation [9]. A kind of crystalline rock, which is tectonically and geochemically stable, was selected
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as the ultimate rock of high-level radioactive waste disposal site in Finland. According to the regional
groundwater assessment, the groundwater flow in fractures plays a significant role in the regional
groundwater system. In Sweden, because one of the candidate sites is located on the coast of
the Baltic Sea and composed of 26 catchment areas and 96 subcatchments in total, the integrated
hydrogeological-hydrological analysis are required to assess groundwater flow paths in the bedrock
for a reasonable repository site selection [10]. After some detailed tests and numerical studies, Forsmark
in Sweden was considered as the final repository for short-lived radioactive waste in 2009. This method
provides an optional method for safety assessment of regional groundwater flow in the regions with
special topographic or climate conditions. In China, research on the disposal of HLRW has only
been performed since 1985. The Beishan area was selected as the most prospective site for a disposal
repository of HLRW in 1993 [11], with the tectonically stable rock and arid climate. A simplified
numerical model of the regional groundwater flow in the Beishan area was developed [12]. In recent
years, to trace the recharge source of groundwater and explore groundwater age in the Beishan
area, hydrogeological and isotopic studies have been performed [13,14], which suggest that the
main recharge source of groundwater is rainfall. However, the regional groundwater flow pattern
in the Beishan area has not been fully discussed to date. Therefore, it is necessary to develop an
understanding of a saturated-unsaturated groundwater model to assist site selection for the disposal
of HLRW. In addition, the influences of climate change or faults on regional groundwater flow patterns
needed to be further addressed.

The objective of this study includes two aspects. One is to analyze and evaluate the regional
groundwater flow patterns by using an established saturated-unsaturated groundwater model.
The model results then will be further used to subdivide groundwater flow systems, which is helpful
to refine the radioactive waste disposal site selection in China. The other objective is to test how the
flow in the proposed disposal site is influenced by the hydraulic properties of regional fault zones and
by climate change. After the model construction, the changes of the groundwater level and the soil
moisture will be discussed in detail. Next, the simulated variations of groundwater storage and soil
water are compared with the Gravity Recovery and Climate Experiment (GRACE) satellite-derived
results. Last, the groundwater budgets and the influences of extreme climate and regional faults on the
groundwater flow system will be evaluated. This study will provide a preliminary reference for the
regional groundwater flow assessment in a potential high-level radioactive waste repository of China.

2. Method

2.1. Study Area

The Beishan area is a typical inland arid region with an area of approximately 68,900 km2. The
area is located in Gansu Province, northwestern China (Figure 1) and is surrounded by Mongolia to
the north, and Yumen City in the south. The area includes the Shu-le river basin in the west and the
Heihe river basin in the east. The yearly average rainfall is 60–100 mm, and 60% of the total rainfall is
from June to August. The mean annual potential evaporation is 2900–3200 mm, and the mean annual
surface temperature is 4–5 ◦C.

The study area is mainly composed of flatter Gobi and small hills, and depression and valleys
are distributed among them, forming an undulating topography. The elevation varies significantly
from 873 m to 2556 m over the study area. And the higher mountains, with the elevation from 1700 m
to 2500 m, are located in the middle east of the study area. The geological materials in the study
area can be classified into Proterozoic metamorphic (schist), intrusive (granite) rocks, Quaternary
clay and sandy loam weathered from schist and granite, with occasional alluvium deposits. Part of
locations with rock represent locations without clay or sandy loam (scale is 1:500,000, Figure 1). The
thicknesses of the clay and sandy loam and alluvium deposits are less than 50 m. Faults and fractures
are distributed from Quaternary deposits to the intensely weathered granite in the study area, but
most faults are tension faults and filled with quartz according to the investigation [15].
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Figure 1. Sketch map of the study area: (a) map of China; (b) map of the study area; and (c) location of
boreholes in the prospective site of the disposal repository.

2.1. Model Boundaries and Their Representations

To obtain the drainage divide, the USGS/NASA Shuttle Radar Topography Mission (SRTM) data
in 3 arc seconds is used to extract channel network and watershed information. The main procedures
in Arc Hydro Tools in ArcGIS software include Digital Elevation Model (DEM) pretreatment,
determination of the direction of flow, and extraction of flow accumulation, channel network,
watersheds and watershed division. The colormap of the DEM and generated channel network
are shown in Figure 2. The study area is surrounded by a natural surface divide in the north, the
west and the partial east boundaries (Figure 2). Considering human activities, such as groundwater
pumping in Yumen City, the south boundary is set between Yumen City and Gobi. There are nearly
no rivers in the study area. The top layer of this model is set as the atmosphere layer. The bottom
layer is assumed to be a no-flow boundary. No long-term observation well data are available, and
hydraulic heads at 33 open wells are collected from 2008 to 2009. The depth to groundwater in open
wells almost varies from 5 m to 50 m, occasionally over hundreds of meters. Field investigation from
2012 to 2015 found that the inter-annual variation of water table in open wells is very small, usually
less than 0.1 m, and yearly average of water table remain almost the same. According to the measured
results [16], the depth to the groundwater level in BS09, BS12, BS14, BS05 are 59.5 m, 5.2 m, 36.6 m,
65 m, respectively. Vertical changes of soil moisture are not measured. Vertically, soil water usually
changes from unsaturated state to fully-saturated state.

Figure 2. Schematic map of the channel network and model boundary.

As investigated by the Beijing Research Institute of Uranium Geology (2010) [16], the metamorphic
rock and intrusion rock extend from the surface to the depth of over 600 m. The permeability of
original metamorphic and intrusion rock is low. However, because faults and fractures are occasionally
distributed in the study area, hydraulic conductivity at the intersections of faults and fractures
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is relatively high. The metamorphic rock and intrusion rock can be simplified into three types
according to logs of deep drillings [16], i.e., intensely weathered, middle weathered, and weakly
weathered or even unweathered layers, where the thicknesses of the three layers are 50, 100, and 500 m,
respectively. To better present the change of groundwater level and soil moisture in the unsaturated
zone, the intensely weathered layer is refined to 15 model layers, where the thickness of each layer is 0.1,
1.4, 0.5, 1.0, 1.0, 2.0, 2.0, 2.0, 2.5, 2.5, 3.0, 3.0, 9.0, 10.0 and 10.0 m. The middle weathered layer is refined
to five layers with the same thickness (20 m). The weakly weathered or unweathered layer is refined
to three layers, and the thicknesses of the three layers are 100, 200 and 200 m (Figure 3). In total, the
model is divided into 23 model layers, so that the processes of the unsaturated-saturated interface can
be identified by the transition from two-phase flow to single-phase flow in the numerical simulation.

Figure 3. Lithologic description of the study area: (a) lithological column; and (b) the lithology profile
in the areas with of the Quaternary deposits.

2.2. Numerical Model

The parallel version of multiphase flow simulator is adopted in this study. TOUGH2 is a model
based on the integral finite difference method, which could offer the advantage of being applicable to
regular or irregular discretization in one, two and three dimensions [17]. The governing equations of
TOUGH2 are established from mass and energy balance. Fluid flow is described with a multiphase
extension of Darcy’s law; in addition there is diffusive mass transport in all phases. Heat flow
is governed by conduction and convection, also including sensible as well as latent heat effects.
Time will be discretized fully implicitly as a first-order backward finite difference. The nonlinear
equations in the residual form are solved by Newton/Raphson iteration [18]. The EOS3 module in
TOUGH2 can simulate water and air movement in isothermal and nonisothermal conditions. The
single and two-phase conditions can be easily known from the range of a primary variable [17].
This module was employed to simulate the regional groundwater flow in the saturated-unsaturated
zone of the study area, and it could describe fluid and heat flow in multiphase, multi-component
systems [18,19]. The mass and energy equations for the two-phase flow of two components (water, air)
in the TOUGH2/EOS3 module are summarized in Table 1 [20]. The unsaturated-saturated interface
can be judged by the transition from the state of two-phase flow to that of single-phase flow.
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Table 1. Governing equations for TOUGH2/EOS3.

Description Equation

Conservation of mass and energy d
dt
∫
vn

Mkdvn =
∫
Γn

Fk × ndΓn +
∫
vn

qkdvn, k = 1, 2, 3

Mass accumulation MK = Φ∑
β

SβρβXk
β, k = 1, 2

Mass flux FK = ∑
β

Xk
βρβuβ, k = 1, 2

Energy flux F3 = −λ∇T + ∑
β

hβρβuβ

Energy accumulation M3 = (1 − φ)ρRCRT + φ∑
β

ρβSβUβ

uβ = −k kγβρβ

μβ
(∇Pβ − ρβg)

where MK are the accumulation terms of the components and energy, kg m−3 for components and J m−3 for energy;
k is the index for the components, =1 (water), 2 (air), and 3 (temperature); vn is the volume of the nth grid cell,
m3; F is the flux, g m−2 s−1; n is the normal vector on the surface element, dimensionless; Γn is the area of closed
surface, m2; qk is the source/sink terms for mass or energy components, kg m−3s−1 or J m−3s−1; φ is the porosity,
dimensionless; Sβ is the saturation of phase β , dimensionless; ρβ is the density of phase β, kg m−3; β = G for gas
and = L for liquid; Xk

β is the mass fraction of component k in fluid phase β, dimensionless; uβ is the Darcy velocity

in phase β, m s−1; λ is the thermal conductivity, W K−1 m−1; uβ is the viscosity, Pa s; hβ is the specific enthalpy in
phase β, J kg−1; CR is the heat conductivity, W K−1 m−1; T is temperature, ◦C or k; kγβ is the relative permeability
to phase β; g is the gravitational acceleration constant, m s−2; and k is the absolute permeability, m2.

3. Data Preparation

3.1. Elevation and Model Discretization

The topography is important for both regional and local groundwater flow patterns [21]. The
elevation is derived from the SRTM data in 3 arc seconds, where Reuter recreated products by adopting
void-filling interpolation methods to obtain higher-quality SRTM data [22]. The elevation changes
from over 2300 m in the west to 900 m in the eastern part. By using IGMESH [23], which is a
convenient irregular-grid-based pre- and post-processing tool for the TOUGH2 simulator, the study
area is discretized into 12,390 gridblocks in the plane and 23 model layers in the vertical direction.
There are 284,970 gridblocks and 1,120,107 connections in total (Figure 4). The prospective site of the
disposal repository is refined for better characterization of the groundwater flow.

Figure 4. Mesh of the study area (scale ratio of x:y:z = 1:1:65): (a) three-dimensional mesh; (b) mesh of
Horizontal plan; and (c) elevation of profile A-A’.

3.2. Hydraulic Properties

Since 2005, the Beijing Research Institute of Uranium Geology has performed many field
investigations via borehole drilling as well as hydrogeochemical and isotope sampling in an effort to
identify a feasible site for high level radioactive waste disposal. The institute summarized hydraulic
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conductivity data from many pumping tests [16]. Hydraulic tests can be divided into three types:
pumping tests, double ring infiltration tests and double packer hydraulic tests. There are 37 shallow
wells with traditional pumping tests, and the locations of these tests are shown in Figure 1, where the
range of the estimated hydraulic conductivity is from 0.0015 to 3.82 m/day. Double ring infiltration
tests were conducted to estimate the hydraulic conductivity of the shallow soil in 2013 and 2014, and
there are 113 test data points in total. The range of hydraulic conductivity estimated by the double
ring infiltration tests is 0.11–18.8 m/day, and the arithmetic mean value of hydraulic conductivity is
approximately 4.27 m/day. Double packer hydraulic tests were performed at deep wells BS05 and
BS06, where the depth of the drilling borehole is approximately 600 m below the surface. According
to a large number of double packer hydraulic tests, the mean values of the hydraulic conductivities
at BS05 and BS06 are 0.0088 and 0.00018 m/day, respectively. Considering all the test results, the
change of permeability with the depth to the surface obtained from all test data [16] is summarized in
Figure 5. The permeability is found to have an almost exponentially deceasing trend with the depth.
The permeability obtained from these wells are in the range of 1 × 10−11 to 1 × 10−18 m2.

Figure 5. Change of permeability with depth to ground obtained from field tests.

Vertically, there are 23 model layers in total. Table 2 lists the vertical model layers and the zonation
of hydraulic properties for each layer. The lithology zoning map at the 2nd layer and the 3rd layer
(Figure 6) are made from the geological zones in Figure 1. The rock grain density, formation heat
conductivity and pore compressibility are assumed to be uniform, at 2650 kg·m−3, 1 W·m−1·◦C−1

and 3.7 × 10−10 Pa−1, respectively. The heat capacity of the top layer is set as 8.0 × 1099 J·kg−1·◦C−1,
and the values of the other layers are set as 1000 J·kg−1·◦C−1. The relative permeability and capillary
pressure were calculated by the van Genuchten–Mualem model [24]. In addition, related parameters
and the pore compression coefficient of the model were obtained according to the empirical value of
soil. Because the study area is almost composed of low-permeability media, such as metamorphic
and intrusive rocks, parameters for estimating relative permeability in the van Genuchten-Mualem
model remain the same for each type of rock. Among them, λ (a parameter in Van Genuchten–Mualem
function) is equal to 0.492. Residual liquid saturation Slr and residual gas saturation Sgr are both set as
0.01, and saturated liquid saturation Sls in the Van Genuchten–Mualem Model is 1.0. Initial capillary
pressure P0 and maximum capillary pressure Pmax are set as 1.0 × 103 Pa and 1.0 × 1012 Pa also based
on the empirical value, respectively.
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Figure 6. Lithology zoning map of the shallow layer: (a) zoning map of Layer 2; and (b) zoning map of
Layer 3. The numbers are consistent with the Table 2.

Table 2. List of the hydrogeology zones for the 23 model layers.

Serial Number of Layer Description Zone
Permeability (m2)

Porosity(−)
kx = ky kz

1 Atmosphere layer 1 1.0 × 10−12 1.0 × 10−12 0.99

2
Quaternary deposits and
weakly permeable strata

(10 represents faults)

2 1.0 × 10−13 5.0 × 10−14 0.25
3 1.0 × 10−13 5.0 × 10−14 0.05
4 1.0 × 10−11 5.0 × 10−12 0.2
10 1.0 × 10−13 5.0 × 10−14 0.9

3
Weakly permeable strata

(10 represents faults)

2 1.0 × 10−13 5.0 × 10−14 0.25
3 1.0 × 10−13 5.0 × 10−14 0.05
10 1.0 × 10−13 5.0 × 10−14 0.9

4–15
Intensely weathered rock

(10 represents faults)
5 2.0 × 10−15 2.0 × 10−16 0.05
10 1.0 × 10−13 5.0 × 10−14 0.9

16–20 Middle-weathered rock 6 1.0 × 10−16 1.0 × 10−17 0.02
21

Weakly weathered rock or
Unweathered rock

7 1.0 × 10−17 1.0 × 10−18 0.01
22 8 1.0 × 10−18 1.0 × 10−19 0.01
23 9 1.0 × 10−18 1.0 × 10−19 0.01

3.3. Regional Faults

Geological investigation [15] verified that fractures and regional faults are developed in the
Beishan area (Figure 1). Usually, there are granite and quartz fractures with filling materials. The
field investigation in 2013 and 2014 and previous geological studies (scale is 1:500,000) found that the
regional faults extend along the south-eastern, north-eastern, and east-western directions, and the
inclination of those faults is mainly between 60◦ and 70◦. In the model, the regional faults are assumed
to extend vertically to a depth of approximately 80 m. In addition, the widths of the faults are usually
greater than 0.01 m on surface rocks, and then are reduced to 0.001–0.003 m in the depth of 650 m.
However, the properties of faults are not fully recognized. In this model, three groups of regional faults
(Figure 1) are modeled by the method of Equivalent Permeability Medium, and key parameters are
listed in Table 2 (zone 10). They are considered to analyze their influences on the regional groundwater
flow pattern.

3.4. Initial Conditions and Boundary Conditions

The initial pressure field is assumed to be under hydrostatic equilibrium by running the model
over hundred thousands of years with yearly average rainfall infiltration (90 mm). The temperature
field is determined from a surface temperature of 15 ◦C and a common geothermal gradient of
30 ◦C/km. This model is assumed to be isothermal. The hydraulic head can be converted from
pressure according to Equation (1). The fluxes at the southern and partial eastern boundaries are
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difficult to ascertain. Thus, the model sets gridblocks at the boundary as constant pressure in TOUGH2,
which is estimated by field investigations.

H =
P − P0

ρg
(1)

where P is the water pressure, Pa; P0 is the standard atmospheric pressure, Pa; ρ is the water density,
kg/m3; g is the gravitational acceleration, m/s2; and H is the hydraulic head, m.

3.5. Source and Sinks

The main groundwater recharge item is precipitation infiltration. Groundwater discharge mainly
includes evapotranspiration and lateral outflow. Monthly precipitation data over the study area
are obtained from data of the Global Precipitation Climatology Project (GPCP), which is a section
of the WCRP (the World Climate Research program). The GPCP dataset integrated infrared and
microwave satellite observations, and 6000 global conventional observation data points are proven
to be reliable precipitation data sources [25–27]. The change of monthly rainfall from 2003 to 2014 is
shown in Figure 7, and the yearly average rainfall is approximately 90 mm. Most rainfall is from June
to September.

The methods for recharge estimation include in situ experiments of tritium migration (TM) and
chloride mass balance (CMB) [28]. According to the tests, the estimated infiltration recharge rates are
approximately 2.55 to 6.57 mm/year based on in situ experiments of TM, 0.05 to 1.57 mm/year based
on the CMB method in unsaturated zones, and 0.287 mm/year based on the CMB method in saturated
zones [14]. So the infiltration rates from the precipitation on the top boundary are set as 0.01 and 0.004
for Quaternary and the weakly permeable strata respectively.

Figure 7. Monthly rainfall from 2003 to 2014 in the Beishan area.

4. Model Calibration

The time period for model calibration is set from January of 2003 to December of 2014. In this
study, calibration targets include observed hydraulic heads, and GRACE (Gravity Recovery and
Climate Experiment)-derived groundwater storage.

4.1. Comparison of Simulated and Observed Hydraulic Heads

The simulated pressure from TOUGH2 software is converted to the hydraulic head by Equation (1).
A comparison of the simulated and observed hydraulic heads at 33 open wells is shown inFigure 8.
Here, the relative error is defined as the ratio of the absolute error of observed and simulated values to
the observed values. Of the simulated data, 91% are in the range of the relative error in 2%. Overall,
the fit between the simulated values and observed values is reasonable. The poor match between
the observed and simulated results may be caused by the representations in the models of coarse
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resolution of hydrogeology zonation, averagely allocation of sources and sinks over a region, and
heterogeneity of rock.

Figure 8. Fit between the observed data and the simulated data.

The change of soil moisture with depth at the end of 2014 is shown in Figure 9. From Figure 9, the
depth of water table is basically in accordance with the measured depth to the groundwater level [16],
which reveals that the simulated values fit the measured values well. In addition, some scholars
performed tests on the soil permeability of the aeration zone in the study area [14], and they found that
the soil permeability varied significantly at the spatial scale. As the graph shows, there is an obvious
sudden change at the depth of 2 m for BS12 and approximately 10 m for the other boreholes. Because
the shallow layer is composed of sand, clay and some intensely weathered granite and the permeability
of these rocks are different, there is also some difference among the liquid saturation levels. For BS12,
the depth of sand and clay is approximately 2 m; thus, a change occurs at that depth, and then, the
liquid saturation reached saturation quickly. Regarding the other boreholes, the granite weathering
degree is more serious than that below 10 m; thus, an abrupt change occurred at approximately 10 m
below the surface.

Figure 9. Changes of the liquid saturation with depth for four boreholes at the end of 2014.

4.2. Groundwater Flow Patterns

Figure 10 shows the groundwater flow pattern in the Beishan area. The groundwater level in
Figure 10 ranges approximately from 700 m to 2300 m (a.s.l.), with the lowest in the northeast and the
highest in the mid-west. Then, the groundwater system in the study area can be divided into three
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local groundwater systems. Local groundwater in unit I and II flow towards the southeast and the
northeast respectively, and then flow into the downstream of the Heihe River Basin. Groundwater
in unit III flows to the south boundary. Meanwhile, the prospective site for high-level radioactive
waste disposal is located in the unit III, so the hydrostratigraphic units should be further investigated
for finalizing site selection. Comparing Figures 2 and 10, the groundwater flow is found to have
almost the same pattern as surface flow, suggesting that groundwater flow is mainly dependent on
the topography.

Figure 10. Groundwater flow levels in the Beishan area at the end of 2014.

4.3. Change of Groundwater Storage

Limited point-based observation well data make it difficult to sufficiently calibrate the numerical
model in the study area. In this situation, the simulated groundwater storage changes are compared
with the GRACE-derived results. The Gravity Recovery and Climate Experiment (GRACE) satellite
can monitor the time-dependent earth’s gravitational field and then obtain the groundwater storage
variation by inversion calculation [29,30]. The GRACE-derived terrestrial water storage (TWS) includes
surface water, groundwater, soil water and snow water. Recent studies verified that TWS can be directly
estimated from GRACE data for certain large basins when appropriate smoothing is applied to reduce
striping [31], and the TWS changes agree reasonably well, at least for long wavelengths, with those
estimated from hydrology models and observation networks [29,32–34]. In data-poor regions of
the world, such as desert and some remote mountainous regions, GRACE may represent the only
option for regional groundwater assessments [35]. Because the study area is in an arid region, and
the infiltration rate is so small that there are nearly no rivers; thus, the changes of both surface water
and snow water are set as zero [36]. The GRACE-derived data in the study area represent the sum of
groundwater and soil water. The numerical model in the saturated–unsaturated zone of the study area
can output the changes of groundwater and soil water. A comparison of the groundwater and soil
water storage changes with the GRACE-derived values is shown in Figure 11, which shows that the
simulated storage trend is accordance with the GRACE-derived TWS variations.

Figure 11. Comparison between the simulated and GRACE-derived TWS variations.
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5. Discussions

5.1. Groundwater Budgets

Groundwater budgets play important roles in analyzing regional groundwater flow. Groundwater
budgets can be used to evaluate the generation of the groundwater and guide the groundwater
management, especially in a large-scale region. In the Beishan area, the main groundwater recharge
item is precipitation infiltration, and groundwater discharge mainly includes evapotranspiration and
lateral outflow. The Beijing Research Institute of Uranium Geology conducted some field tests to obtain
the precipitation infiltration recharge rate of unsaturated soil in the Beishan area.

According to the principle of water balance, the water resources budget can be expressed in
Equation (2).

P × W = ΔQ + O + S (2)

where P is the annual average precipitation, m; W is the study area, m2; ΔQ is the total groundwater
storage variation (including soil water and saturated groundwater), m3; O is the outflow volume at
the Dirichlet boundaries, m3; and S denotes the surface runoff and evaporation, m3.

In the numerical model, the yearly averaged precipitation is 90 mm. The yearly averaged outflow
at the Dirichlet boundaries is approximately 1.03 × 106 m3. Changes in the soil water and saturated
groundwater are approximately −3.22 × 105 m3/year. Thus, from Equation (2), surface runoff and
evaporation account for approximately 99.99% of precipitation. Over the study area, approximately
0.01%–0.05% of the precipitation infiltrates into the groundwater.

For assessing the influence of the south boundary on groundwater flow in the Beishan area,
different yearly annual precipitations (Table 3) are set to estimate the groundwater budgets. The results
suggest the south boundary is not sensitive for the groundwater flow pattern in the Beishan area.

Table 3. The variation of groundwater budgets in five scenarios (m3/year).

Precipitation (mm) 40 90 200 300 450

Recharge 2.76 × 109 6.55 × 109 1.38 × 1010 2.07 × 1010 3.10 × 1010

Discharge
Evaporation and

surface runoff
2.76 × 109 6.55 × 109 1.38 × 1010 2.07 × 1010 3.10 × 1010

O1 1 9.70 × 105 9.70 × 105 9.70 × 105 9.70 × 105 9.70 × 105

O2 6.12 × 104 6.12 × 104 6.12 × 104 6.12 × 104 6.12 × 104

Total groundwater
storage variation

−3.22 × 105 −3.22 × 105 −3.21 × 105 −3.20 ×105 −3.18 × 105

1 O1 is the eastern Dirichlet boundary, O2 is the south Dirichlet boundary.

5.2. Influences of Climate Change on Groundwater Flow Pattern

The safety of the disposal repository in the Beishan area is the primary concern. As discussed
earlier, the main recharge of groundwater is precipitation. As a result, the climate changes under
extreme conditions, such as wet and dry conditions, should be considered to evaluate their influences
on the regional groundwater flow [37]. A long-term calculation is thus required for the variation of
climate; as a result, the prediction period is set as 10,000 years. Five precipitation scenarios are set with
yearly value at 90, 40, 200, 300 and 450 mm for S1, S2, S3, S4 and S5 scenario, respectively. S1 is the
base scenario. S2–S5 represent different annual mean precipitation scenarios.

Figure 12 reveals the liquid saturation at the depth of 2 m in two boreholes. The result suggests
that liquid saturation causes a change in a small range for each scenario, and higher precipitation will
incur an increase of the liquid saturation level. The highest difference of liquid saturation between S5
and S1 is 7.0 × 10−4. The changes of liquid saturation with time at the two boreholes are very similar.
From the pattern of the water table over the study area, the maximum difference of the water table
relative to the base case is approximately 0.015 m for 10,000 years. The average groundwater velocity
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at the prospective site is approximately 4.66 × 10−13 m/s, and it shows no obvious change under five
climate scenarios, suggesting that climate changes will have a limited effect on the groundwater flow
in the Beishan area.

Figure 12. Change of liquid saturation under different precipitation conditions with time: (a) for the
BS05 well; and (b) for the BS14 well.

5.3. Influences of Faults on Regional Groundwater Flow

Because the properties of three faults are not fully understood, the method of scenario analysis is
used to ascertain the influences of regional faults on the groundwater flow patterns. Four scenarios
(shown in Table 4) are set by changing the permeability of different faults (S2–S5), and S1 is set as
the base scenario. All models are run for 10,000 years. The changes of liquid saturation with time at
the BS05 and BS14 wells under the four scenarios are nearly the same. To determine the influence
on the regional groundwater level, the predicted contour maps of the water table difference in these
four scenarios relative to the base scenario are shown in Figure 13. The result reveals that Fault 3
plays a significant role in the groundwater flow pattern, with the maximum variation of 30 m, and S5
considering all three faults together is also similar with S4. However, the permeability values of Fault 1
and Fault 2 have a small influence on the water table, with the greatest variation of 6.5 m. According
to the flow directions of groundwater system (Figure 10), faults 1 and 2 occupy the topographically
high area between regions I and II such that groundwater drains away from them. Only fault 3 lies
transverse to regional flow paths, and so the influence of fault 3 on the regional groundwater flow is
significantly. Overall, the influences of the permeability of the three faults are mostly located at the
region near the faults, and they will not change the pattern of regional groundwater flow.

Table 4. Permeability distribution under four scenarios (m2).

Scenarios Fault 1 Fault 2 Fault 3

Base scenario (S1) 1.0 × 10−13 1.0 × 10−13 1.0 × 10−13

Scenario 2 1.0 × 10−9 1.0 × 10−13 1.0 × 10−13

Scenario 3 1.0 × 10−13 1.0 × 10−9 1.0 × 10−13

Scenario 4 1.0 × 10−13 1.0 × 10−13 1.0 × 10−9

Scenario 5 1.0 × 10−9 1.0 × 10−9 1.0 × 10−9
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Figure 13. Contour map of the water table difference in the scenarios relative to the base case: (a) water
table difference between S2 and S1; (b) water table difference between S3 and S1; (c) water table
difference between S4 and S1; and (d) water table difference between S5 and S1.

6. Conclusions

The proper disposal of high-level radioactive wastes is highly challenging. Numerical simulation
is a wise method to evaluate the safety of a high-level radioactive waste repository [38]. The numerical
method is also an effective approach to ascertain the groundwater flow patterns and the influences of
climate change on the groundwater flow. In this study, the regional groundwater flow model in the
Beishan area, a prospective disposal site for HLRW, was constructed based on the TOUGH2-MP/EOS3
module, which could describe fluid flow in multiphase, multi-component systems. The arid study
area covers approximately 68,900 km2. This model was divided into 23 layers in the vertical direction
to allow the unsaturated and saturated zones to be simulated accurately. The parameters of the model
were identified by a series of investigations and statistical analysis. Initial pressure field was obtained
by running the established model over 10,000 years after comparing a large period, and the differences
of the pressure field between two periods were very small, so the initial pressure had been considered
as a steady state.

The calibration targets included the hydraulic head from observation wells, and the
GRACE-derived groundwater storage changes. The good match between the simulated and observed
results proved the reliability of this model. In addition, the model revealed that the regional
groundwater flow pattern is quite similar to the surface flow from the channel network given by
the DEM model, suggesting that groundwater is mainly dependent on the topography. The study
demonstrated that only 0.01%–0.05% of the precipitation infiltrates into the groundwater, which is
mainly caused by the wide distribution of low permeability media. Model predictions showed that
extreme climate and the permeability of three groups of faults will not have a noticeable effect on the
regional groundwater flow in the Beishan area within a period of 10,000 years.

In this paper, field investigation data were integrated to establish the numerical model to fully
analyze and evaluate the regional groundwater flow pattern under extreme climate and uncertain fault
properties, although the information on hydrogeological conditions is limited. This study is focused on
analyzing the regional groundwater flow patterns, refining the groundwater flow systems and testing
the influences of hypothesis that both climate change and the fault zone hydraulic properties. Results
show three local groundwater systems are subdivided from the regional groundwater flow. To finalize
the site selection, a series of chemical and physical experiments, and much data of observation well are
highly required. It is suggested that experiments and refined field investigations could be carried out
in the region of local flow system, such as the unit III. The study also found that local groundwater
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flow is sensitive to faults developed in the study area. A detailed investigation on fracture distribution,
and development of a refined model, such as dual porosity or dual permeability model in the local
area, are required to be carried out.
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Abstract: Understanding solute transport in fractured rocks is of particular importance in many
applications. Aperture values ranging from 4.7 to 8.7 mm and Reynolds number (Re) values at
9.38~1743.8 were set for investigating fluid flow through synthetic horizontal single smooth and
rough fractures. The Brilliant Blue FCF dye was chosen as the tracer to visualize the transport process.
This paper focuses on the dispersion process in rough single fractures under non-Darcian flow
conditions. Non-Darcian flow existed in both smooth and rough single fractures and the average flow
velocity–hydraulic gradient (V–J) relationships were best described by the Forchheimer equation.
The main objectives were to check the existing flow and transport models and to study possible
correlations between fitting parameters and heterogeneities. The classical advection dispersion
equation (ADE) model failed to capture the long-tailing of breakthrough curves (BTCs). Instead,
the continuous time random walk (CTRW) model was better at explaining BTCs in both smooth and
rough fractures, especially in capturing the long-tailing feature. The non-Darcian coefficient βc in
the Forchheimer equation and the coefficient β in the CTRW model appeared to be most relevant for
characterizing the heterogeneity of the rough single fractures.

Keywords: rough single fracture; solute transport; non-Darcian; non-Fickian; heterogeneity

1. Introduction

The management of groundwater resources and control of contaminated aquifers require an
understanding of the processes of flow and transport in porous or fractured rocks [1–5]. Fractures and
bedding planes or faults give rise to preferential flow paths for groundwater, pollution in dilution,
and free product, and thus are of great concern [6].

A single fracture has been traditionally idealized as parallel plates to obtain a tractable description
of fluid flow and solute transport, and the model used to describe fluid flow in such an idealized single
fracture is the local cubic law (LCL), which is essentially the expression of Darcy’s law for a single
fracture [7]. Also, Fickian transport is believed to be the “right” form of governing law for transport in
the subsurface, where the dispersive mass flux is assumed to be proportional to the first derivative
of the resident solute concentration [8]. However, real fractures have rough walls with points of
contact, in which the transport is found to be non-Fickian on many occasions [1,2,7]. In general,
there are two distinctive features of non-Fickian transport. First, the peak value of a breakthrough
curve (BTC) originated from a pulse input of a contaminant or tracer arrives earlier than expected
from the advection dispersion equation (ADE) (early arrival). The early arrival often suggests one or
multiple preferential paths for the solute transport. Second, the tailing of the BTC lasts much longer
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than expected (the long tail) [2]. The long tail phenomena can possibly be interpreted in terms of:
a multi-rates mass exchange process between mobile and immobile domains [9,10]; fracture wall
roughness [11]; the absorption of solute on fracture walls [12,13]; a permeable rock matrix [14]; and the
entrapment of solute in eddies inside the fracture [15–17].

There have been several attempts to seek an explanation for non-Fickian transport in single
fractures. These include the continuous time random walk (CTRW) [18–22]; the fractional advection
dispersion equation (FADE) [23]; the mobile–immobile approach (MIM) [7,24,25]; and the boundary
layer dispersion [26]; among others.

Bauget and Fourar [1] and Nowamooz et al. [27] studied the solute transport in a transparent
replica of a real single fracture and found that the Fickian ADE was incapable of modeling the
heavy (or long) tails’ behavior. Alternatively, CTRW was able to describe the non-Fickian dispersion.
The influence of surface roughness on nonlinear flow behaviors in three-dimensional (3D) self-affine
rough single fractures was determined by Wang et al. [28] using Lattice Boltzmann simulations.
Non-Fickian transport through two-dimensional (2D) rough single fractures was numerically studied
by Wang and Cardenas [29], and their results clearly showed early arrival and heavy tailing in BTCs.
The degree of deviation of transport from Fickian to non-Fickian is captured by the parameter β

of the truncated power law used in CTRW. Specifically, β was found to be proportional to fracture
heterogeneity [1,24].

On the other hand, non-Darcian flow, which can arise in a number of different ways, may have a
great impact on solute transport. Non-Darcian flow is particularly prone to occuring in heterogeneous
geological formations such as in a single fracture [11,30–32] or in a fractured network [33] due to
relatively high speeds of flow.

To investigate solute transport under non-Darcian flow conditions, Qian et al. [8] established a
well-controlled physical model with a vertical smooth parallel fracture, and the non-Fickian transport
process was identified with early arrival and long tails. A MIM model fitted both peak and tails of
the observed BTCs better than the ADE model. On the basis of this experience, with the purpose
of describing solute transport under different flow velocities and fracture apertures, Chen et al. [34]
carried out a series of flow and tracer test experiments on an artificial channeled single fracture—a
single fracture with contact in certain areas—constructed in the laboratory. The flow condition showed
a non-Darcian feature (best described by the nonlinear Forchheimer equation) and BTCs showed a
non-Fickian feature such as early arrival of the peak value, long tailing and multi-peak phenomena.
The results of this study [34] showed that ADE was not adequate to describe BTCs.

In a similar way to that undertaken by the study of Chen et al. [34], laboratory flow and tracer
tests have been carried out on an artificially created fractured rock sample by Cherubini et al. [7],
which showed a Forchheimer type of non-Darcian flow, and profound mobile–immobile mass exchange
in terms of transport.

The main goals here were to test different models on the solute transport through a rough
single fracture under non-Darcian flow conditions and to study possible correlations between fitting
parameters and fracture heterogeneities. With these objectives in mind, the following tasks were
carried out in sequence. First, synthetic rough single fractures with different roughness elements
were designed. Then a series of flow and tracer test experiments were performed with a Reynolds
number (Re) ranging from 9.38 to 1743.8. An imaging process was introduced to obtain a precise
2D concentration distribution for visual inspection. Subsequently, the characteristics of BTCs were
analyzed and two models (ADE and CTRW) tested for their capacity to characterize the non-Fickian
transport behavior under non-Darcian flow conditions.
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2. Theory

2.1. Flow Model

Generally the model used to describe fluid flow in fractured media is LCL, which adapts Darcy’s
law [35]:

J = − μ

Kρg
V = −kV, (1)

where J is the hydraulic gradient [dimensionless], K is the hydraulic conductivity [m/s], μ is dynamic
viscosity [mPa s], ρ is water density [kg/m3], g is the gravitational acceleration [m/s2], V is flow
velocity [m/s] and k is the Darcian coefficient. A minor note is that porosity in a single fracture is
expected to be 1, meaning that there is no filling materials inside the single fracture.

When a nonlinear flow feature occurs, the flow models commonly used to represent non-Darcian
flow behavior are the Forchheimer law and the Izbash law. The former includes a quadratic term of
velocity to represent the inertial effect [36,37]:

J = −(
μ

Kρg
V +

βc

g
V2) = −(aV + bcV2) (2)

where βc [m−1] is the inertial term friction coefficient or non-Darcian coefficient, and a [s/m] and
bc [s2/m2] are the linear and inertial coefficients, respectively. If bc = 0, flow becomes Darcian. If a = 0,
flow becomes fully developed turbulent [30].

The Izbash law, or the power-law, equation is as follows [35]:

J = −cVm (3)

where c [s2/m2] and m [dimensionless] are two constant coefficients. The Forchheimer and Izbash
equations are equivalent when a = 0 in Equation (1) and m = 2 in Equation (2).

Another dimensionless parameter to analyze the inertial versus viscous forces is the Reynolds
number (Re), which is defined as [30]:

Re =
2Vb

ν
(4)

where b is the fracture aperture [mm], and ν is the kinematic viscosity of water [mm2/s] (here ν =
1.308 mm2/s at 10 ◦C).

The V–J relationships obtained by experiments were fitted by the utility Cftool in Matlab.
The quality of the fitting was discussed based on the decision coefficient r2, the error squared SSE,
and the root mean square error (RMSE), as:

r2 = 1 −

N
∑

i=1
(Ji0 − Jie)

2

N
∑

i=1
(Ji0 − Ji0)

2
(5)

SSE =
1
N

N

∑
i=1

(Ji − Ji)
2 (6)

RMSE =

√√√√ 1
N

N

∑
i=1

(Jie − Ji0)
2 (7)

where Ji is the ith hydraulic gradient, Ji is the average hydraulic gradient, Jie is fitted hydraulic gradient,
Ji0 is the test hydraulic gradient, Ji0 is the average test hydraulic gradient, N is the number of the test
hydraulic gradients.
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2.2. The Advection Dispersion Approach

The general formation of the well-known ADE for a conservative solute without any sink/sources
in a one-dimensional framework is given as,

∂C
∂t

+ V
∂C
∂x

= D
∂2C
∂x2 (8)

where C is the average solute concentration, D is the longitudinal hydrodynamic dispersion coefficient,
t is time, and x is distance from the injected position along the flow direction. An analytical solution of
Equation (8) with an instantaneous injection of tracer is [38]:

C(x, t) =
M/A

2
√

πDt
e−

(x−Vt)2
4Dt (9)

where M is the injected mass, A is the cross-sectional area of the fracture over which injection occurs.
The tracer is assumed to be injected uniformly over the entire saturated thickness of the fracture.

2.3. Continuous Time Random Walk

The continuous time random walk theory (CTRW) has been developed specifically to model the
non-Fickian tracer transport [1,39–42]. The CTRW transport equation is based on the Fokker-Planck
equation with a memory equation (FPME) which originally describes the temporal evolution of the
probability density function of the velocity of a particle under the influence of drag and random forces.
In CTRW, the Laplace transformed concentration function C̃(x, w), is given by the one-dimensional
form of FPME,

wC̃(x, w)− C0(x) = −M̃(w)[uψ
∂

∂x
C̃(x, w)− Dψ

∂2

∂x2 C̃(x, w)] (10)

where w is the Laplace variable, and uψ and Dψ are transport velocity and dispersion in the framework
of CTRW respectively. In Equation (10), the memory function M̃(w) captures the anomalous or
non-Fickian transport induced by local heterogeneity or process and the corresponding formulation is
given by

M̃(w) = tw
ψ̃(w)

1 − ψ̃(w)
(11)

where t is some characteristic time and ψ̃(w) is the transition rate probability, which is the core
of the CTRW model. In general, there are three different models for ψ̃(w), the asymptotic model,
the truncated power law (TPL) model, and the modified exponential model. Details for the three
different models of ψ̃(w) can be found in the reference Cortis and Berkowitz [18]. Here, the most-used
TPL model was adopted in the framework of CTRW,

ψ̃(w) = (1 + τ2wt1)
βexp(t1w)

Γ(−β, τ−1
2 + t1w)

Γ(−β, τ−1
2 )

(12)

where t1 represents the lower limit time when the power law behavior begins, t2 is the cut-off time
describing the Fickian behavior, and Γ() represents the incomplete Gamma function. The parameter
β indicates different types of anomalous transport. Following Berkowitz et al. [40], ψ̃(w) may be
approximated by a power-law decay function, t−1−β, where β is a parameter that characterizes
dispersion. For β > 2, the process is Fickian and CTRW is equivalent to the classical ADE model.
If 2 > β > 1, the process is no longer Fickian and shows moderately anomalous transport; If 1 > β > 0,
the process indicates highly anomalous transport.
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3. Experimental Results

3.1. Experiment Setup and Test Process

Artificial horizontal single fractures were constructed in the laboratory using organic glass plates,
as per the schematic shown in Figure 1a. Although such artificial single fractures may not represent
all the features of natural fractures, excellent control of flow field can be imposed on the apparatus,
and the influence of roughness on water flow through single fractures can be studied in great detail.
A detailed setup can be found in Chen et al. [11]. Three different kinds of roughness were used for the
upper wall (Figure 1b): a smooth parallel plate; a rough plate with rectangular rough elements; and a
rough plate with trapezoidal rough elements. For each type of rough single fractures, four types of
asperity heights (Δ), including 2 mm, 4 mm, 6 mm and 8 mm, were used. The corresponding relative
roughness (ε), which equals the ratio of Δ and the maximum aperture bmax (10 mm), were 0.2, 0.4, 0.6
and 0.8 respectively. Therefore, the average apertures (ba), which equal the average asperity heights of
the rough single fracture (calculation shown in Figure 1b), were obtained and shown in Table 1.

Figure 1. Schematic figure of the experimental setup.

Table 1. Average aperture and relative roughness for different single fractures.

Roughness
Element

Average Aperture ba (mm) Relative Roughness (ε = Δ/bmax)

A B C D A B C D

Smooth 4.7 6.0 7.3 8.7 0
Trapezoidal 4.7 6.0 7.3 8.7 0.8 0.6 0.4 0.2
Rectangular 4.7 6.0 7.3 8.7 0.8 0.6 0.4 0.2
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The water levels at the recharge and discharge reservoirs were measured using piezometers with
errors less than 0.5 mm. The hydraulic gradient through the single fracture was controlled through
adjusted water levels between the inflow and the outflow reservoirs. The average flow rate was
monitored using a calibrated flow meter LZB-25 (glass Rotameter made by Chengfeng Flowmeter
Co. Ltd., Changzhou, Jiangsu, China) with a maximum permissible error of 1.5%. The average velocity
was calculated by the average flow rate divided by the average aperture and width of the fracture.
The flow experiments under different hydraulic gradients were carried out for a given single fracture.
After that, the upper plate was replaced by a plate with a different type of roughness, and the entire
flow experiment was repeated.

The dye Brilliant Blue FCF F (bis {4-(N-ethyl-N-3-sulfophenylmethyl) aminophenyl}-2-sulfophenyl
methylium disodium salt) was chosen as the tracer here for visual inspection and image process. It is
important to choose an appropriate tracer concentration. If the selected concentration is too high,
the gravity and density of the tracer may be a concern. If the concentration is too low, it may
not generate images of tracer transport that are of sufficiently high quality for visual inspection.
Concentration of the dye Brilliant Blue FCF was set as 1200 mg/L after a series of preliminary tests.
Instantaneous tracer was adopted using an injection syringe and 1 mL tracer was injected in each test.
The tracer injection point was illustrated in Figure 1a.

The digital camera (Canon EOS 500D) was fixed on a tripod. The length of the camera lens from
the main body of the single fracture was set about 650 mm. A light source was placed under the
fracture and the light emitted by the lamp was evenly distributed over the transparent plexiglas plate
of the main fracture. All tracer tests were carried out in a home-made digital darkroom and the only
light source during the test was provided by the lamp.

3.2. Image Process

Image analysis was improved to the extent that estimation of dye concentration from soil color
was possible [43]. The main purpose here was to analyze the color information in the image to obtain
the mathematical relationship between the color and concentration, and to further analyze the temporal
and spatial variation of the concentration. The main factors that affect the color of the image during
the test are the intensity of the light source, the color temperature, and the camera’s parameter settings
(mainly the exposure and white balance). In order to ensure the accuracy of the digital image’s color,
color temperature adjustment is needed for each photo.

In this study, the water-filled fracture image was used as the background of each tracer test.
The background image was subtracted from the image containing the tracer using the image subtract
code by Matlab software. The result is shown in Figure 2. The residual color of the fracture surface
caused by the dye tracer was reduced.

Figure 2. Difference in value between the adjusted image and the background image.
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The RGB color model is the most commonly used on digital cameras. We tested the relationship
of red (R), green (G), and blue(B) values and the concentration and finally found that the R value in the
RGB model had the strongest correlation with the concentration [44].

The polynomial fitting of the relationship between the R value of the image and the concentration
C was performed with a coefficient of determination of r2 = 0.990 and RMSE = 0.757. The high r2 value
and the relatively low RMSE value suggested that the image processing method was acceptable.

Different fracture thickness and roughness for each test meant that the color of the same
concentration solution in the medium was different. Therefore, the C–R relationships for each
roughness type were obtained and the results were shown in Table 2, where the concentration has a
unit of mg/L.

Table 2. The concentration C–R value equations for different single fractures (unit of C is mg/L).

Roughness Element C–R Relation Equation r2

Rectangular A C = 0.0010 × R2 − 0.6442 × R +97.31 0.995
Rectangular B C = 0.0007 × R2 − 0.3693 × R +50.92 0.998
Rectangular C C = 0.0012 × R2 − 0.8386 × R +133.6 0.990
Rectangular D C = 0.0007 × R2 − 0.3693 × R +50.92 0.998
Trapezoidal A C = 0.003 × R2 − 1.670 × R + 230.9 0.992
Trapezoidal B C = 0.0014 × R2 − 0.9311 × R +144.2 0.993
Trapezoidal C C = 0.0003 × R2 − 0.3572 × R +67.70 0.992
Trapezoidal D C = −0.0006 × R2 − 0.101 × R +67.78 0.995

Smooth A C = −0.0008 × R2+0.0506 × R +34.98 0.990
Smooth B C = 0.0007 × R2 − 0.6243 × R + 107.4 0.991
Smooth C C = 0.0014 × R2 − 0.7719 × R +106.6 0.992
Smooth D C = 0.0008 × R2 − 0.489 × R + 74.03 0.991

3.3. Flow and Tracer Experiments

The present works focused on relatively low velocity and small aperture. In order to investigate
the tracer test in non-Darcian flow conditions, we chose a medium aperture ranging from 0.0047 to
0.0087 m and the Reynolds number (Re) at 9.38~1743.8. The evidence of non-Darcian flow is reflected
in the nonlinear relationship between the hydraulic gradient and the flow rate at the given range of Re.

To analyze the characteristics of solute transport through single fractures more accurately,
instantaneous tracer tests using the dye Brilliant Blue FCF were performed. The horizontal fractures
with smooth parallel plates, rectangular cross-section rough fractures, and trapezoidal cross-section
rough fractures, were chosen. For demonstration purposes, concentrations at position x = 555 mm
downstream from the point of injection, which is located at the middle elevation at x = 0 mm,
were calculated under flow velocity of 9.7 mm/s and 51.7 mm/s for smooth parallel plates; 44.3 mm/s
and 71.0 mm/s for rectangular cross-section rough fractures; and 20.5 mm/s and 51.2 mm/s for
trapezoidal cross-section rough fractures; and the results can be found in Figures 3–5 respectively.

A few observations can be made about Figure 3. For the smooth parallel plates shown in Figure 3,
when flow velocity V was as small as 9.7 mm/s, the solute plume moved forward as a lump, but the
color inside the plume for each point was not the same, indicating that the solute had not yet fully
mixed. The front of the plume showed a typical Gaussian distribution. Lateral dispersion was
also clearly visible and irregular movement of the solute with a long tail occurred. When the flow
velocity V reached a relatively higher value of 55.1 mm/s, the front of the plume also showed a
Gaussian distribution but the lateral dispersion was reduced. Similarly, with that for V of 9.7 mm/s,
the concentration inside the plume showed apparent difference and a distinctive long tail also appeared
in this case.

Figure 4 showed the solute plume of Brilliant Blue FCF through a rough single fracture with
trapezoidal roughness. The differences from that shown in Figure 3 were as follows: the front of the
plume was irregular, rather than smooth, which was obviously caused by the heterogeneity of fracture
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wall roughness. Figure 4 also indicates that the solute concentration inside the plume was different
and the solute migration rate was not the same for each point. In addition, retention of solute in some
“dead-ends” caused by fracture wall roughness was clearly visible. Specifically, the retained solute
was trapped for a long time in those dead-ends, leading to a long tail.

Figure 5 shows the solute plume through a rough single fracture with rectangular roughness. It is
similar to Figure 4, with the exception that the irregularity degrees of plume were greater and the long
tailing and solute-retention capacity were more pronounced.

Figure 3. Solute plume of the tracer test in single fractures with smooth parallel plates.

Figure 4. Solute plume of the tracer test in rough single fractures with rectangular roughness.
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Figure 5. Solute plume of the tracer test in rough single fractures with trapezoidal roughness.

4. Interpretation of Experiments

In the following section, we seek to interpret the obvious non-Fickian transport phenomenon
observed in Figures 3–5 using an appropriate theoretical model. Before discussing the transport
process, it is necessary to address the flow process first as it was the fundamental driving force for
hydrodynamic dispersion.

4.1. The Non-Darcian Equations

The experimental flow velocity–hydraulic gradient (V–J) relationships for different rough
single fractures under different flow conditions are illustrated in Figures 6–8 and the fitting results,
using linear Equation (1) and nonlinear Equations (2) and (3), and goodness of fit were also shown in
Tables 3–5. Fitting parameters are listed in Table 6.

Figure 6. The V–J relationship and fitting results for flow through single fractures with smooth
parallel plates.
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Figure 7. The V–J relationship and fitting results for flow through single fractures with
rectangular roughness.

Figure 8. The V–J relationship and fitting results for flow through single fractures with
trapezoidal roughness.

Table 3. Fitting results and goodness of fit for the V–J relationship for flow through single fractures
with smooth parallel plates.

b (mm) Re Fitting Equations r2

4.7 20.0~1043.2
J = 0.081V 0.993

J = 0.049V0.813 0.977
J = 0.0036V2 + 0.079V 0.993

6.0 67.2~1253.7
J = 0.052V 0.974

J = 0.087V1.21 0.963
J = 0.14V2 + 0.037V 0.993

7.3 95.6~1472.4
J = 0.043V 0.981

J = 0.04V0.975 0.988
J = 0.0842+0.034V 0.991

8.7 15.0~1596.6
J = 0.028V 0.852

J = 0.031V1.07 0.937
J = 0.282 + 0.03V 0.985
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Table 4. Fitting results and goodness of fit for the V–J relationship for flow through single fractures
with rectangular roughness.

b (mm) Re Fitting Equations r2

4.7 15.1~1021.1
J = 0.22V 0.96

J = 0.41V1.286 0.997
J = 0.78V2 + 0.14V 0.993

6.0 96.2~1300.0
J = 0.059V 0.925

J = 0.074V1.113 0.979
J = 0.332 + 0.0018V 0.963

7.3 12.7~1131.1
J = 0.037V 0.948

J = 0.012V0.596 0.958
J = 0.27V2 + 0.034V 0.994

8.7 291.8~1743.8
J = 0.037V 0.809

J = 0.114V1.526 0.946
J = 0.16V2 + 0.049V 0.982

Table 5. Fitting results and goodness of fit for the V–J relationship for flow through single fractures
with trapezoidal roughness.

b (mm) Re Fitting Equations r2

4.7 9.38~1097.4
J = 0.12V 0.864

J = 0.12V1.097 0.99
J = 0.82V2 + 0.023V 0.992

6.0 12.3~1025.6
J = 0.075V 0.89

J = 0.082V1.127 0.866
J = 0.67V2 + 0.021V 0.991

7.3 16.5~1114.2
J = 0.067V 0.981

J = 0.052V0.948 0.961
J = 0.312 + 0.047V 0.996

8.7 12.1~1519.0
J = 0.051V 0.956

J = 0.013V0.499 0.869
J = 0.112 + 0.041V 0.966

Table 6. Fitting parameters of non-Darcian equations.

Roughness
Element

b (mm)
Darcy Izbash Forchheimer Non-Darcian Coefficient

k c m a bc βc

Smooth
parallel
plates

4.7 0.081 0.049 0.813 0.079 0.0036 0.04
6.0 0.052 0.087 1.21 0.037 0.14 1.37
7.3 0.043 0.04 0.975 0.034 0.084 0.82
8.7 0.028 0.031 1.07 0.03 0.28 2.74

Rectangular
roughness

4.7 0.22 0.41 1.286 0.14 0.78 7.64
6.0 0.059 0.074 1.113 0.0018 0.33 3.23
7.3 0.037 0.012 0.596 0.034 0.27 2.65
8.7 0.037 0.114 1.526 0.049 0.16 1.57

Trapezoidal
roughness

4.7 0.12 0.12 1.097 0.023 0.82 8.04
6.0 0.075 0.082 1.127 0.021 0.67 6.57
7.3 0.067 0.052 0.948 0.047 0.31 3.04
8.7 0.051 0.013 0.499 0.041 0.11 1.08

It was found that non-Darcian flow existed in both smooth and rough single fractures.
The nonlinear phenomenon was more obvious in rough single fractures with high asperity heights,
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which are the heights of roughness inside the fracture. The non-Darcian V–J relationships were best
described by the Forchheimer equation.

The fitting parameters in Table 6 exhibited the following patterns. First, with the decrease of the
asperity heights of the rough elements from 8 mm to 2 mm, the relative roughness (ε) decreased from
0.8 to 0.2 and the average aperture increased from 4.7 mm to 8.7 mm, the value of k in the Darcian
equation decreased, indicating an increasing of permeability for the fracture. The value of c in the
Izbash equation also decreased with the average aperture, but the value of m in the Izbash equation did
not show any obvious trend. Second, fitting parameters showed different trends for smooth and rough
single fractures. For smooth single fractures, the value of a in the Forchheimer equation decreased with
the average aperture but the value of bc and the value of the non-Darcian coefficient βc increased with
the average aperture. Third, the nonlinear phenomenon was more striking in smooth single fractures
with larger average apertures. However, for rough single fractures in which flow can be described
by the Forchheimer equation, a increased with the average aperture but bc and βc decreased with the
average aperture. This was probably because the increase of asperity heights of rough elements in a
rough single fracture would create greater fluid–solid contact surface, and enhance the frictional force
for flow. Therefore, the relative importance of viscous flow versus inertial flow for a greater relative
roughness is increased, reducing the flow nonlinearity (which is primarily caused by the inertial effect
of flow).

4.2. The ADE and CTRW Models

The molecular diffusion coefficient Dm is set as 5.0 × 10−11 m2·s−1 based on the Taylor–Aris
experiment [1]. The Peclet numbers (Pe = bV/Dm) in our experiment were greater than 5 × 106.
As pointed out by Bauget and Fourar [1], when the Peclet number is greater than 4000, transverse
dispersion can be ignored. The Pe numbers of our experiments were more than 100 times greater than
4000, which warranted the use of the one-dimensional approach. The CTRW Matlab Toolbox V3.1 [20]
was employed for the CTRW TPL model.

BTCs at position x = 555 mm in single fractures with smooth parallel plates and rectangular rough
single fractures were illustrated and fitted by ADE and CTRW TPL models. The results are shown in
Figures 9 and 10 and Tables 7 and 8.

 

Figure 9. BTCs and fitting results in single fractures with smooth parallel plates (x = 555 mm).
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Figure 10. BTCs and fitting results in single fractures with rectangular rough fractures (x = 555 mm).

Table 7. Fitting parameters of BTC in single fractures with smooth parallel plates.

b
mm

V
mm/s

ADE TPL

VA

mm/s
DA × 10−4

m2/s
r2 RMSE Lg(t1) Lg(t2)

vψ

mm/s

Dψ × 10−4

m2/s
β r2 RMSE

4.7
17.9 25.2 2.16 0.932 0.165 −1.26 9.92 38.9 0.39 1.6 0.963 0.0895
58.9 84.8 8.0 0.891 0.172 −2.15 8.63 178.4 1.79 1.43 0.951 0.103

8.7
9.7 14.0 0.86 0.943 0.133 −1.5 18.7 25.9 0.262 1.51 0.974 0.0537
51.7 62.5 1.72 0.924 0.172 −3.04 7.83 141.2 1.43 1.41 0.988 0.0428

Table 8. Fitting parameters of BTC in single fractures with rectangular rough fractures.

b
mm

V
mm/s

ADE TPL

VA

mm/s
DA × 10−4

m2/s
r2 RMSE Lg(t1) Lg(t2)

vψ

mm/s

Dψ × 10−4

m2/s
β r2 RMSE

6.0
44.3 61.0 0.12 0.881 0.221 −2.62 8.6 365.2 3.72 1.05 0.962 0.121
71.0 71.9 0.21 0.904 0.157 −3.24 3.26 631.6 6.38 1.00 0.966 0.0895

7.3 23.5 38.0 1.2 0.912 0.164 −1.01 9.75 41.3 0.43 1.87 0.957 0.185
8.7 70.7 78.5 3.39 0.942 0.112 −1.71 4.34 112.3 1.45 1.7 0.985 0.0562

We can make several interesting observations from Figures 9 and 10. First, BTCs followed
the normal distribution in smooth single fractures, especially when the flow velocity was small.
Second, as the flow velocity V increased, BTCs appeared to exhibit non-normal distributions with long
tails. These non-normal distributions could be found ubiquitously in rough single fractures. Third,
the classical ADE model was incapable of capturing the long-tailing of BTCs either in smooth or rough
single fractures. However, the CTRW TPL model could better explain BTCs in both smooth and rough
single fractures, especially in capturing the long-tailing phenomenon.
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Similar conclusions can be obtained from Tables 7 and 8, as demonstrated by relatively smaller
values of R2 and larger RMSE values for the ADE model compared with the CTRW TPL model. The R2

values were greater than 0.95 and the RMSE values were less than 0.1 with the CTRW TPL model,
indicating satisfactory goodness of fit. It could be seen that the t1 value in the CTRW TPL model was
less than the observation time of the test and the t2 value in the same model was much larger than
the observation time of the test, indicating that the solute transport through single fractures under
experimental flow conditions was far from reaching Fickian transport.

It can be seen from Tables 7 and 8 that 1 < β < 2, reflecting how the solute transport in both smooth
and rough single fractures under non-Darcian flow conditions had not reached Fickian migration.
The β value decreased with the flow velocity and the relative roughness (ε), indicating that the degree
of nonlinearity was stronger with larger flow velocity; and the degree of deviation from Fickian
transport was also higher. Meanwhile, an increase of the asperity height would further aggravate the
irregularity of solute transport. The above observations were made based on a β value of 1.05 and a ε

value of 0.6 in single fractures with rectangular roughness.
In addition, the parameter vψ, which is the average velocity of solute particles in the CTRW TPL

model, was much larger than the actual average velocity of V. This implied that the average velocity of
solute particles was greater than the average velocity of flow.

To further study the effect of relative roughness (ε) on solute transport, BTCs at position
x = 355 mm downstream, V of 71.0 m/s, b of 8.7 mm and 6.0 mm, and ε of 0.2 and 0.6 in single
fractures with rectangular roughness were fitted by the CTRW TPL model; while BTCs at position
x = 355 mm downstream, V of 49.5 m/s, b of 8.7 mm and 7.3 mm, and ε of 0.2 and 0.4 in single fractures
with trapezoidal roughness were also fitted by the CTRW TPL model. The fitting results can be seen in
Table 9. As a reference for comparison, BTCs at position x = 355 mm downstream, V of 59.0 m/s, and b
of 4.7 mm and 8.7 mm in single fractures with smooth parallel plates were also fitted by the CTRW
TPL and the results are also listed in Table 9.

Table 9. Fitting results of TPL for single fractures with different ε and b.

Roughness
Element Structure

V
mm/s

b mm ε

TPL Fitting Parameters

vψ

mm/s

Dψ × 10−4

m2/s
β log10 (t1) log10 (t2)

Rectangular 71.0
6.0 0.6 183.9 0.81 1.28 −0.746 11.257
8.7 0.2 135.9 0.13 1.89 −1.291 1.210

Trapezoidal 49.5
7.3 0.4 256.4 0.26 1.19 −2.536 3.162
8.7 0.2 98.6 0.57 1.67 −0.909 9.294

Smooth parallel
plates 59.0

4.7 0 59.7 0.36 1.69 0.534 5.160
8.7 0 131.2 0.13 1.70 −1.318 11.415

From Table 9, one can see that an increase of ε resulted in a significant reduction in the value of
β; that is, the degree of non-Fickian transport (or the deviation from Fickian transport) was affected
significantly by ε in rough single fractures. However, the change of the b values in single smooth
fractures had little effect on the value of β.

Furthermore, to analyze the effect of fracture roughness type (rectangular or trapezoidal) on
solute transport, BTCs from rough single fractures with rectangular and trapezoidal roughness under
the same flow condition (V = 36.0 mm/s) and the same ε value of 0.4 were fitted by the CTRW TPL
model, and the results are shown in Table 10. As a reference for comparison, BTCs from smooth
single fractures and rough single fractures with trapezoidal roughness under the same flow condition
(V = 51.5 mm/s) and the same b value of 6 mm were fitted by the CTRW TPL model and the results
are also listed in Table 10.
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Table 10. Fitting results of the CTRW TPL model for single fractures with the same b with different
roughness structure.

V mm/s
b

mm
ε Roughness Element

Structure

TPL Fitting Parameters

vψ

mm/s

Dψ × 10−4

m2/s
β log10(t1) log10(t2)

36.0 7.3 0.4
Rectangular 51.1 0.18 1.329 0.748 7.45
Trapezoidal 110.8 0.11 1.469 −1.293 8.03

51.5 6.0
0.6 Trapezoidal 144.3 0.180 1.346 −1.334 5.26
0 Smooth parallel plates 39.0 0.14 1.513 1.132 4.32

We can conclude from Table 10 that the β value under the same flow condition in a rough
single fracture with a rectangular-type of roughness was smaller than that with a trapezoidal-type of
roughness. As shown in Chen et al. [11], recirculation of flow in the eddies and curved streamline in
a rough single fracture with the rectangular-type of roughness caused greater energy loss than that
in the rough single fracture with a trapezoidal-type roughness. Such additional energy loss caused
a greater degree of flow nonlinearity or stronger non-Darcian flow, leading to stronger non-Fickian
transport and a smaller β value.

In summary, the heterogeneity of the fractured media, which is reflected in the relative roughness
and roughness structure, was primarily responsible for the non-Fickian transport through rough single
fractures. Also, the increase of flow nonlinearity of non-Darcian flow can exacerbate the non-Fickian
transport phenomenon.

5. Conclusions

Artificial smooth and rough single fractures were constructed in the laboratory using organic
glass plates. Compared with previous works focused on relatively low velocity and small apertures,
medium aperture values ranging from 4.7 to 8.7 mm and the Reynolds numbers of 9.38~1743.8 were
set to characterize the tracer transport through smooth and rough single fractures under non-Darcian
flow conditions. The dye Brilliant Blue FCF was chosen as the tracer to facilitate the image process,
enabling the solute transport process to be directly observed more intuitively.

It was found that non-Darcian flow existed in both smooth and rough single fractures under these
experimental conditions. The nonlinear flow phenomenon was more obvious in rough single fractures,
especially with large asperity heights. The non-Darcian flow velocity and hydraulic gradient (V–J)
relationships were best described by the Forchheimer equation.

The classical ADE model was incapable of capturing the long-tailing of BTCs either in smooth
or rough single fractures; the CTRW TPL model, with more adjustable parameters, can explain
BTCs both in smooth and rough single fractures better, especially when it comes to capturing the
long-tailing phenomenon.

The heterogeneity of the fractured media, which was manifested through the relative roughness
and roughness structure, had a significant effect on the degree of deviation from Fickian transport
(or the degree of non-Fickian transport) through rough single fractures. Also, the increase in the
flow nonlinearity can further exacerbate the non-Fickian transport phenomenon. The non-Darcian
coefficient βc and the coefficient β in the CTRW TPL model seem to be good parameters for
characterizing the heterogeneity of the rough fracture. The results may enhance our understanding
of solute transport under non-Darcian flow conditions through fractured media. The study of solute
transport and reactive transport through a real single fracture under non-Darcian conditions needs to
be studied further.
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Abstract: A series of experimental flow tests for artificial block-in-matrix-soils (bimsoils) samples with
various slenderness ratios were performed to study the Non-Darcy groundwater flow characteristics.
The variations of seepage velocity, permeability coefficient, critical sample height, and non-Darcy
flow factor for samples against slenderness ratios were investigated. A servo-controlled flow testing
system that was developed by the authors was adopted to conduct the flow test. Cylindrical
bimsoil samples (50 mm diameter and various heights) with staggered rock block percentages
(RBPs) (30, 40, 50, and 60%, by mass) were prepared by compaction tests to roughly insure the
same porosity of the soil matrix. The testing results show that flow the distance has a strong
influence on the flow characteristics of bimsoil, and the relationship between the permeability
coefficient and slenderness ratio is proposed. In addition, the critical sample height to eliminate
the slenderness effect was determined, and the relationship between the critical sample height
and RBP was established. Moreover, the responses of non-Darcy flow were studied by using an
index of non-Darcy βfactor, which reveals the internal mechanism of the effect of flow distance on
groundwater flow characteristics. The research results can be useful to the prediction of flow piping
disaster for geological body made up of bimsoils.

Keywords: bimsoils; water flow; slenderness effect; permeability coefficient; non-Darcy flow

1. Introduction

Geological formations are generally classified as either soils or rocks from an engineering point
of view. In the geomechanical literature, the term block-in-matrix-soils (bimsoils) is used to describe
the structurally chaotic geomaterials characterized by structurally complex formations composed
of a variety of stronger rock block inclusions with various sizes, strengths and different lithologies
embedded in a pervasively fine-grained weaker matrix (soil) [1–9]. In the literature, despite some
researchers having focused on this special inhomogeneous and loose geomaterial, different terms
have been used to describe those mixed geomaterials similar to bimsoil, such as mélange [10–15],
bimrocks [16–21], SRM [5–8], rock and soil aggregate [3,22], conglomerates [23], coarse-grain alluviums
and colluviums [20], to name a few. These complex mixtures occur globally and originated by several
geological processes (fault rocks, mélanges, olistostromes, breccias, weathering eluvia deposit, etc.) [1].
The mechanical and physical properties of bimsoils are characterized by the extreme inhomogeneity,
looseness and environmental sensitivity, and the mechanical and physical properties of bimsoil are
controlled by the interactions between rock blocks and the soil matrix [1,2,4,7].

A number of studies have been done to investigate the effect of sample sizes on the mechanical
properties of bimsoils subject to internal and external loading, namely the scale effect. Medley [13]
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considered that bimsoils have the same general appearance regardless of scale, and he pointed out
that bimsoils were independent of the RBP in bimsoils. Bagnold and Barndorff-Nielsen [24] conducted
in-situ measurement of the size of blocks in bimsoil, and studied the log-histogram relationship of
bimsoil with different scales. They found that for the measured area, the rock blocks show very similar
shapes, and the fractal dimensions are almost the same [10]. Based on this study, other researchers
assumed that the geomechanical behaviors of bimsoil are also scale-independent [1,23,25]. Xu et al. [25]
conducted a series of in-situ shear tests, and pointed out that the sample height should be five times
larger than the maximum rock block diameter. Co li et al. [1] conducted in-situ shear tests, and pointed
out that a maximum dimension of the rock block should be 0.1 times the bimsoil sample. To study the
deformability and failure process, Zhang et al. [9] have performed numerical simulations to conduct
uniaxial compression for bimsoil samples with different RBP, size, and slenderness ratios. They found
the geomechanical behavior of bimsoil is scale-dependent; changing the ratio of height and diameter
alters the shear strain band, and the associated peak strength. They also found that he slenderness
effect of ail rezone formation for bimsoil was not obvious for bimsoil samples with lower RBP, but
became appreciable for samples with higher RBP. The permeable properties of bimsoil have equal
importance forits strength and deformation characteristics in soil and rock mechanics. The issues
on the permeability of bimsoil have been deeply studied by many scholars and engineers, as the
permeability of bimsoil is directly related to the stability of geological bodies [5,26–29]. Bimsoilis a kind
of typical porous medium, and its flow characteristics are closely related to the content of rock blocks,
soil matrix properties, random distribution of blocks, the size of the blocks, etc. One of the special
characteristics of bimsoilis its sensitivity to water. To study the flow rule of bimsoil, it is important
to understand the deformation and failure mechanism under a stress–flow coupled environment. To
study the seepage characteristics of bimsoil, different testing methods have been used, such as the
conventional seepage test (e.g., constant head laboratory test) [27,30,31], servo-controlled laboratory
seepage tests [5], in-situ seepage tests [31–33], and numerical simulations [25,34]. Physical experimental
approaches are essential to studying the flow behavior for geomaterials. Direct observations by means
of in-situ flowtests and laboratory experiments can provide plenty of insights into the complicated flow
behaviors of bimsoil. In summary, the RBP has the most remarkable influence on the flow properties of
bimsoil. When the physical and mechanical properties of the soil matrix is roughly the same, adding
rock blocks to the soil matrix causes the permeability coefficient of bimsoil to first increase and then
decrease, with increasing RBP. The influence of rock block content on the permeability of bimsoil has
been widely studied. However, the influences of flow distance on the permeability mechanisms of
bimsoil (e.g., the relationship between the hydraulic gradient and seepage velocity, the link among the
non-Darcy flow factor and flow distance, etc.) have not been involved up to now.

A review of the literature shows that the study of the slenderness effect on the permeability
properties for bimsoil materials is very limited. In addition, the critical H/D (ratio of sample height to
diameter) for bimsoil samples with different RBP has not been published. It is clear that the slenderness
effect is an important aspect of the scale effect, and the study of it can reveal the flow characteristics
of bimsoil along different flow distances, the relationship between the permeability coefficient and
flow distance, and point out the mechanism that influences the flow distance on the non-Darcy flow
rule. The basic purpose of this study is to investigate the flow slenderness effect for artificial bimsoils,
with different RBP. The authors carried out a series of systematic testing on bimsoil samples with
RBP of 30%, 40%, 50%, and 60%,with various slenderness ratios (i.e., H/D = 40/50, 60/50, 80/50,
100/50, 120/50, 140/50, 160/50, 180/50, and 200 mm/50 mm, respectively). The water was injected
into the samples by using a self-developed servo-controlled permeability testing system. The newest
test results presented here show that the permeability coefficient of bimsoil is strongly related to flow
distance, and the permeability coefficient of bimsoil was almost kept constant after a critical flow
distance. The critical flow distance is also different for bimsoils with different RBP. Inaddition, by
introducing the Forchheimer non-Darcy flow law, the effect of flow distance on the degree of non-Darcy
flow properties was first discussed in this work.
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2. Experimental Methods

2.1. Experimental Setup

This testing setup was previously reported by Wang et al. [5]. Figure 1 shows the layout of the
flow test system made up of rigid sample holder, the servo pressurized water-supply system, and the
sample chamber system.

Figure 1. Schematic diagram of the flow testing system [5], which is composed of the rigid sample
holder, the servo pressurized water-supply system, and the sample chamber system.

The rigid sample holder is composed of the beams, rigid column, rigid platform, guide bar, etc.
Its purpose is to keep the sample chamber system steady on the platform during the flow test.

The servo pressurized water-supply system includes the main parts of the speed feedback
component, servo and drive motor, full digital servo controller, and the computer. It is the core
component of the overall setup. The Doli servo controller made in German is used to control the
servo pressurized water-supply system, a ball screw stepping servo motor is used to drive it to work.
According to the operating principle of a piston, the fluid is pressurized and supplied to the bimsoil
sample. We can control the servo pressurized water supply system by computer, the injected fluid into
the samples can be supplied at a constant pressure or rate. Before the flow test, water is returned to the
piston from water tank, and then the piston is driven in servo controlled mode to control the injected
speed of water at constant hydraulic pressure or constant flow rate, into the sample chamber.

The sample chamber system is composed of two metal seepage plates, two metal cushions (upper
one and lower one), two hose clamps, and a length of heat shrink tubing accommodating the bimsoil
sample. The metal permeability cushions are specially designed for the flow test; they contain the inlet
valves, outlet valves, and some grooves. The diameters of the inlet and outlet are 3 mm. The heat
shrinks tube and metal cushion is connected with self-adhesive type and hose clamps, purpose of
the self-adhesive type is to prevent leakage, and its sealing hydraulic pressure can reach 1 MPa.
The detailed dimensions and structure of the metal cushion, and locations of the inlet and outlet valve
are shown in Figure 2. For samples with the same RBP of 30%, the tested sample height varies from
40 mm to 200 mm, and the diameter was kept constant at 50 mm, as shown in Figure 3.
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Figure 2. Photograph of the sample chamber structure and metal permeability cushions [5]: (a) the
upper cushion; (b) the lower cushion; and (c) structure of the sample chamber.

 

Figure 3. The sample chamber system for bimsoil samples with different height, taking samples with
RBP (rock block percentages) of 30% as an example.

2.2. Material Properties

2.2.1. Soil Matrix

The soil used in this experimental work was a kind of clay soil. The gradation curve of this soil
is shown in Figure 4a. The physical and mechanical properties of the soil are summarized in Table 1.
Scanning Electron Microscope (SEM) and X-Ray diffraction (XRD) tests were performed to obtain the
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mineral content and composition to the typical soil matrix. Many irregular and rod like quartz grains
surrounded by clay minerals can be observed under SEM (scanning electron microscope) scanning, the
grain size is between 0.001 and 0.003 mm, as shown in Figure 5a–b. The detailed mineral composition
was acquired by XRD (X-ray diffraction) tests and listed in Table 2. From the analysis results, it can be
seen that plenty of clay minerals (e.g., montmorillonite, kaolinite, and illite) exist in soil matrix.

 

Figure 4. The soil and rock blocks used in the preparation of bimsoil samples [5]: (a) grain size
distribution of soil matrix, with particle size larger than 0.074; and (b) rock blocks used in bimsoil
samples, size range between 2 and 5 mm.

Table 1. Basic physical and mechanical properties of the used soil matrix and rock blocks for
bimsoil samples.

Index Soil Matrix Rock Block

Bulk density (g/cm3) 1.64 2.53
Dryweight density (g/cm3) 2.06 /
Optimum water content (%) 9.5 /

Specific gravity (GS) 2.73 /
Effective particle size, D10 (mm) 0.01 /

Coefficient of uniformity, Cu 4.2 /
Coefficient of curvature, Cc 1.32 /

Liquid limit (%) 64 /
plastic limit (%) 36 /
plasticity index 28 /
liquidity index 0.121 /

Wet compressive strength (MPa) 0.57 43.21
Dry compressive strength (MPa) 2.27 80.75

Note: for soil matrix, the wet state corresponds to natural state, and, for rock block, the wet state corresponds to
saturation state.

Table 2. Mineralogical composition of soil sample obtained from XRD (X-ray diffraction).

Mineral Soil Matrix 1 Soil Matrix 2

Montmorillonite 61.52 63.28
Kaolinite 26.73 24.66

Illite 6.25 6.58
chlorite 5.5 5.48
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Figure 5. SEM (scanning electron microscope) results for soil Matrix 1 and Matrix 2 used for the
preparation of bimsoil sample. (a) SEM result for matrix 1; (b) SEM result for matrix 2.

2.2.2. Rock Blocks

According to the geotechnical test standards [35,36] and the preparation of bimsoil samples,
the threshold value for soil particle and rock block is determined as 2 mm. This is to say, when the
grain size exceeds 2 mm, it is treated as block, while it is treated as soil matrix if the grain size is
below 2 mm. Lithology of rock blocks used in the flow test was white marble (Figure 4b), the size
of rock blocks ranges between 2 and 5 mm. The physical and mechanical properties of rock block
are also listed in Table 1. Generally, the morphological characteristics of the rock block have great
effect on the geomechanical properties of bimsoil. Therefore, quantitative morphological feature of the
rock blocks with weighted average indices are obtained by the digital image process [3], as follows:
(1) outline indices: flakiness is 0.954, elongation is 1.343, sphericity is 0.845, and shape factor is 0.943;
and (2) angularity indices: angularity (Gradient Method) is 0.917, and convexity ratio is 0.902.

2.3. Remolded Sample Preparation

Because of the special geological and structural characteristics of the bimsoil, obtaining the
undisturbed samples is very difficult; therefore, using the remolded sample to conduct experiments is
necessary [37]. Many researchers [6,37,38] have adopted a hand mixing method to mix rock blocks
uniformly within the soil matrix. To ensure homogeneity of the samples, the rock blocks were mixed
by hand into the soil with 10 min. Hand mixing method can better avoid damage occurring in the soil
matrix and rock blocks compared to other methods, e.g., machine mixing. Machine mixing may affect
the permeability characteristics of the tested material. According to the study results of Wang et al. [5],
the permeability coefficient of soil matrix can change after loading and unloading confining pressure,
and soil matrix damage occurs in this case.

Then compaction tests were conducted to produce samples similar to that used for natural soil.
The maximum dry unit weight and optimum water content for all tests was determined. The following
procedure was adopted when preparing the samples. In the preparation of bimsoil samples, the soil
was mixed with an amount of water corresponding to the optimum water content. Moist soil was
kept in a closed plastic bag and allowed to cure for 24 h. All mixing was conducted by hand and
proper care was taken to prepare homogenous mixtures at each stage of mixing. For the dynamic
compaction, the relationship between hammer count and soil density was studied, and the appropriate
optimal hammer count was finally determined. Compaction was done in a split mold by applying a
dynamic pressure, using a compaction test apparatus. Owing to the high difference of elastic modulus
between the soil matrix and the rock block, the compactness of the bimsoil is actually the compactness
of the soil matrix. Soil matrix density is a very important factor affecting the permeability of the
bimsoil [28]. As a result, how to control the hammer count at different values is crucial to the analysis
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result. In this work, hammer count to produce specimens with different soil density is determined
from the relationship between the soil density and the optimal hammer count, as shown in Figure 6a.
In Figure 6a, the density of the soil matrix in bimsoil samples with a RBP of 30–60% increases with
an increase of hammer count. To roughly keep the same soil density (i.e., void ratio) in the bimsoil
samples, we draw a dot dash line to intersect with the curves in Figure 6a, and the value of abscissa is
determined as the optimal hammer count. In Figure 6a, the optimal hammer count was determined as
3, 4, 5, and 11 counts for bimsoil samples with RBP of 30%, 40%, 50%, and 60%, respectively. According
to the value of RBP (i.e., 30%, 40%, 50% and 60%), combined with the density of soil and rock blocks,
which are already known in bimsoil sample, the total volume of the prepared sample is also known in
advance. Therefore, the required amount of soil and rock blocks can be calculated for bimsoil samples
with a certain RBP and a certain height. The number of compaction layers can be determined according
to the specific prepared sample. Taking the sample with a height of 20 mm and 100 mm as examples,
we can produce the samples with one layer and three layers, respectively. For convenience and to keep
the produced sample entire, only samples with length of 20 mm, 40 mm, 60 mm, 80 mm, and 100 mm
were produced. If we want to obtain the sample with height of 120 mm, we grouped the samples
with height of 20 mm and 100 mm together, and so on. The samples were cylinder-shaped, and all the
tested samples were sealed with heat shrink tubing to prevent water volatilization.

 
Figure 6. The methods to keep the same soil density in bimsoil samples: (a) relationship between the
density of soil matrix and hammer count, for samples with RBP of 30–60%, and 100 g soil matrix; and
(b) determination of the optimal hammer count for bimsoil sample.

2.4. Test Procedure

To investigate the effect of the slenderness ratio on the groundwater flow characteristics in bimsoil
and to get some important conclusions from the flow test, the detailed technical flowchart is shown
in Figure 7. First, the bimsoil sample was installed on the chamber system, and then the water was
injected into the chamber at a constant rate until saturation of the bimsoil sample; at this moment,
the seepage fluid in bimsoil reaches a steady state. When the sample reached saturation state, the
hydraulic gradient was kept constant, and the flow test started. During the flow test, we monitored
the variation of the hydraulic gradient and the flow water volume while collecting the corresponding
experimental data. After analyzing the data, we obtained the permeability coefficient of bimsoil with a
different heights with a certain RBP. The influence of the flow path on the permeability mechanism
was analyzed.

The permeability coefficient of bimsoil was obtained when water flow reaches steady state.
The water-outflow volume, hydraulic pressure and flow time at each of the injection steps were
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automatically recorded by a computer, and then we can calculate the hydraulic gradient, permeability
coefficient based on Darcy law, as shown below [5,6]:

k =
QL

At(P1 − P2)

ηT
η20

(1)

where Q is the total amount of water flow; A is the sample cross-section area; t is the flow time; L
is flow distance (i.e., length of sample); P1 and P2 are the hydraulic pressure of the inlet valve and
outlet valve, respectively; and ηT and η20 are the coefficient of water kinematic viscosity at T ◦C and
20 ◦C, respectively.

 

Start 

Bimsoil sample installation 

Selecting sevro-controlled mode to inject water 

Bimsoil sample saturation and forming steady flow 

Closed loop servo-control system: hydraulic pressure difference control 

Keep the hydraulic gradient constant 
(e.g., P1=0.03, 0.04, 0.05, 0.06MPa)

Monitoring variation of hydraulic pressure and flow water 
volume by computer, collecting experimental data 

Obtain the permeability coefficient. 

Bimsoil sample 
uninstallation. 

C
hanging the sam

ple height 

End 

Figure 7. Technical flowchart for study on the slenderness ratio flow tests for bimsoil samples.

3. Experimental Results and Discussion

3.1. General Descriptions

The relationships between hydraulic gradient and seepage velocity for bimsoil samples with
different RBPs are shown in Figure 8. As shown in Figure 8, samples with various heights were tested
from 40 mm to 200 mm. It can be seen that the seepage velocity increases with increasing hydraulic
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gradient, and the increment rate for bimsoil samples with a RBP of 60% is the most evident. In addition,
for the samples with various RBPs, the seepage velocity decreased with the increase of sample height.
These results implied that the permeability coefficient of bimsoils is variational and not constant, and
it depends on the hydraulic gradient. This result is consistent with the study of Wang et al. [5]: the
permeability law of bimsoils does not comply with Darcy’s law. With the increase of sample height,
the curves tended to be stable. This indicates that the seepage field in inhomogeneous bimsoil becomes
steady gradually after a certain flow distance; the flow distance is an important factor influencing the
flow characteristics. Moreover, the critical sample height is different for samples with various RBPs.

 

 

Figure 8. The relationship between hydraulic gradient and seepage velocity for samples with height
from 40 mm to 200 mm: (a–d) the RBP is 30%, 40%, 50%, and 60%, respectively.

3.2. The Non-Darcy’s Flow of Bimsoils

When water flows in bimsoils, with the increase of seepage velocity, the flow characteristic
becomes non-Darcian, and the link between the seepage velocity and pressure gradient of Darcy’s Law
becomes nonlinear (i.e., the bimsoil permeability depends on the seepage velocity). This dependency
is influenced by the randomly distributed rock blocks in the bimsoil samples. To interpret this
phenomenon well, an empirical equation was proposed by Forchheimer [39] to correct for the
nonlinearity of Darcy’s Law. During the flow process in bimsoil, each stage of the stable value
of the hydraulic gradient and seepage velocity is performed with a binomial fitting, and a modified
version of Darcy’s Law can be obtained as below (Wang et al. 2015a):

ρCa
∂V
∂t

= −∂p
∂x

− μ

k
V + ρβV2 + f (2)

71



Water 2017, 9, 676

where ρ is the fluid mass density; Ca is the acceleration coefficient; f is the volume force of unit mass; V
is seepage velocity; ξ = ∂p/∂x is pressure gradient; and coefficient β is termed the non-Darcy flow
factor, m−1, also known as the inertial coefficient, inertial resistance, or turbulence factor. Both β and k
are regarded as material constants of the Forchheimer’s equation in the range of its validity.

When the duration of the path of the fluid flow in bimsoil samples is long enough, the flow
reaches stability, thus ∂V/∂t = 0.Theoretical analysis shows that when ignoring the compressibility
of the liquid, the pressure gradient presents a uniform distribution [39]. As a result, we rewrite the
expression of the pressure difference as follows:

ξ =
∂p
∂x

=
pd
H

=
pbase − ptop

H
(3)

where pbase and ptop are the hydraulic pressure at the outlet and inlet of the bimsoil sample, respectively;
and H is the height of the sample, which is the length of the flow path.

Neglecting the mass force, in the case the sample is not very large, the expression for Equation (3)
can be written as follows:

pd
H

= −μ

k
V + ρβV2 (4)

Using the experimental data above, the polynomial fitting equations for the typical specimens
with different specimen height are listed in Tables 3–6. Figure 9 plots the curve fitting results of sample
height from 40 mm to 200 mm, with RBP of 30%, 40%, 50%, and 60%, respectively. The correlation
coefficient of all equations is good with a correlation coefficient larger than 0.9. From Equation (4), we
can obtain the non-Darcy permeability coefficient and the non-Darcy flow β factor accordingly.

Table 3. The non-Darcy’s flow equations for typical specimens with rock block percentage of 30%,
using Forchheimer equation.

Specimen No.
−J = −aV + bV2 (Equation (4))

K (×10−5 m/s) R2

a b

Bimsoil_30-1(H = 40 mm) 25.4676 57.28886 0.03966 0.975
Bimsoil_30-1(H = 60 mm) 27.3673 46.06427 0.03691 0.977
Bimsoil_30-1(H = 80 mm) 37.5564 36.6585 0.02689 0.990
Bimsoil_30-1(H = 100 mm) 37.7689 25.86399 0.02674 0.977
Bimsoil_30-1(H = 120 mm) 37.2458 25.04659 0.02712 0.980
Bimsoil_30-1(H = 140 mm) 38.612 26.41917 0.02616 0.981
Bimsoil_30-1(H = 160 mm) 38.827 27.59595 0.02601 0.979
Bimsoil_30-1(H = 180 mm) 37.0617 27.39719 0.02725 0.980
Bimsoil_30-1(H = 200 mm) 37.6457 26.13581 0.02683 0.976

Table 4. The non-Darcy’s flow equations for typical specimens with rock block percentage of 40%,
using Forchheimer equation.

Specimen No.
−J = −aV + bV2 (Equation (4))

K (×10−5 m/s) R2

a b

Bimsoil_40-1(H = 40 mm) 33.21934 79.41739 0.0304 0.991
Bimsoil_40-1(H = 60 mm) 44.2489 54.85734 0.02283 0.957
Bimsoil_40-1(H = 80 mm) 55.9207 46.08953 0.01806 0.978
Bimsoil_40-1(H = 100 mm) 56.86151 38.04205 0.01776 0.986
Bimsoil_40-1(H = 120 mm) 56.6892 29.67069 0.01782 0.976
Bimsoil_40-1(H = 140 mm) 58.2059 30.95381 0.01735 0.990
Bimsoil_40-1(H = 160 mm) 58.0889 30.68529 0.01739 0.989
Bimsoil_40-1(H = 180 mm) 56.72037 30.81588 0.01781 0.957
Bimsoil_40-1(H = 200 mm) 57.1004 28.84796 0.01769 0.977
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Table 5. The non-Darcy’s flow equations for typical specimens with rock block percentage of 50%,
using Forchheimer equation.

Specimen No.
−J = −aV + bV2 (Equation (4))

K (×10−5 m/s) R2

a b

Bimsoil_50-1(H = 40 mm) 17.45548 48.85914 0.05786 0.996
Bimsoil_50-2(H = 60 mm) 21.70822 36.53996 0.04653 0.992
Bimsoil_50-3(H = 80 mm) 27.27899 25.15432 0.03702 0.991
Bimsoil_50-4(H = 100 mm) 33.96639 27.1969 0.02974 0.991
Bimsoil_50-5(H = 120 mm) 34.12356 26.77677 0.0296 0.992
Bimsoil_50-6(H = 140 mm) 34.85317 26.23295 0.02898 0.990
Bimsoil_50-7(H = 160 mm) 33.23728 27.15362 0.03039 0.992
Bimsoil_50-8(H = 180 mm) 34.50031 26.9832 0.02928 0.992
Bimsoil_50-9(H = 200 mm) 33.54192 26.56346 0.03011 0.993

Table 6. The non-Darcy’s flow equations for typical specimens with rock block percentage of 60%,
using Forchheimer equation.

Specimen No.
−J = −aV + bV2 (Equation (4))

K (×10−5 m/s) R2

a b

Bimsoil_60-1(H = 40 mm) 12.5917 30.10298 0.08021 0.997
Bimsoil_60-2(H = 60 mm) 16.2290 22.59943 0.06223 0.993
Bimsoil_60-3(H = 80 mm) 18.3969 17.88247 0.0549 0.988
Bimsoil_60-4(H = 100 mm) 19.2867 17.64004 0.05237 0.990
Bimsoil_60-5(H = 120 mm) 21.6305 17.5256 0.04669 0.987
Bimsoil_60-6(H = 140 mm) 20.9707 17.21499 0.04816 0.989
Bimsoil_60-7(H = 160 mm) 21.9001 16.46893 0.04612 0.988

 

 

Figure 9. The curves of negative hydraulic gradient and seepage velocity for samples with height from
40 m to 200 mm: (a–d) the RBP is 30%, 40%, 50%, and 60%, respectively.
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3.3. Slenderness Effect on Flow Characteristics

From Equation (4), we can obtain the non-Darcy permeability coefficient and the non-Darcy flow
β factor. The plots of the permeability coefficient against sample height, for samples with different RBP,
are shown in Figure 10. It can be seen that there exists an inflection on the curves; the permeability
coefficient is prone to a stable value as the height increases. For the samples with RBP of 30% and 40%,
the critical height is 80 mm; for the samples with RBP of 50%, the critical height is 100 mm; and for
the samples with RBP of 60%, the critical height is 120 mm. These results indicate that when greater
than the critical height, the seepage field in bimsoil tends to be stable. According to the results of
Wang et al. [5], they conducted the flow tests five times for the bimsoil sample with the same RBP, and
the results show that the permeability coefficient of the sample with the same RBP is almost same
when using roughly the same morphology of the rock block in bimsoil samples. Therefore, distribution
of rock blocks in samples with the same height may not be a primary factor influencing the flow
characteristics. In this work, the tested samples have different height, the length of the sample may
affect the distribution of rock blocks, which may further affect the heterogeneity and the associated
permeability coefficient. The experimental results further imply that the flow distance is a crucial factor
controlling the flow characteristics of bimsoil. We use a quadratic polynomial to fit the relationship
between critical height and RBP, as shown in Equation (5). To eliminate the influence of the slenderness
effect on the result of the flow test for bimsoil with various BRPs, using the equation fitting method to
study the relationship between RBP and the critical sample height, it can be obtained from the equation
as below (Figure 11):

CH = 0.05 × RBP2 − 3.1 × RBP + 127 (x > 25; D = 50 mm) R2 = 0.945 (5)

where CH is the critical sample height, and RBP is the rock block content of the bimsoil sample.
In this work, the slenderness effect has been studied by laboratory tests for samples with the same

diameter but different heights. The change of the permeability coefficient with the sample slenderness
ratio (H/D) is shown in Figure 12. It is noted that the permeability coefficient nonlinearly decreased
with the H/D in an exponential fit, and the regression equations were listed in Table 7, which can be
expressed as:

K = c + b exp[a(H/D)] (6)

where a, b, and c are the coefficients related to the RBP of bimsoil.
Figure 13 shows plots of the non-Darcy flow factor versus sample height. The degree of non-Darcy

flow decreases with the increase of sample height. This result indicates that with the increase of flow
distance, the non-Darcy degree becomes weaker, and the effect of the rock–soil interface flow becomes
stable. Content of the rock blocks in bimsoil samples controls the orientation and tortuosity degree of
flow and the associated non-Darcy degree. With the increase of flow distance, the incidence of rock
blocks also decreases. In Figure 13, it can also be seen that the non-Darcy factor of bimsoil samples
with RBP of 40% is larger than these samples with the RBP of 30%, 50%, and 60%. The non-Darcy
flow characteristics for samples with RBP of 40% is very obvious, which indicates that the interaction
between rock blocks and the soil matrix is great. From the results of Wang et al. [5], with the increase of
the RBP, the average permeability coefficient decreases to a minimum at a RBP of 40%.As the RBP value
continues to increase above 40%, the permeability increases again. The variation of permeability for
bimsoil samples is a result of soil matrix properties combined with rock blocks and rock–soil interfaces.
The results in this work further prove this phenomenon; for sample with RBP of 40%, interaction
between soil matrix and rock blocks is stronger when the water flows in bimsoil.
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Figure 10. The plots of permeability coefficient against sample height for typical bimsoil samples:(a–d)
the RBP is 30%, 40%, 50%, and 60%, respectively.

 
Figure 11. The relationship between critical sample height and RBP.

Table 7. Fitting regression functions of permeability coefficient with slenderness ratios (H/D). The R2

is the correlation coefficient.

RBP (%)
Regression Function of Permeability

Coefficient (k × 10−5)
R2

30 K = 0.02683 + 0.13314e−2.92448(H/D) 0.8455
40 K = 0.01769 + 0.11061e−2.70369(H/D) 0.9831
50 K = 0.03007 + 0.14022e−2.02304(H/D) 0.9663
60 K = 0.04756 + 0.18436e−2.16395(H/D) 0.9862
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Figure 12. Evolution diagram of the permeability for samples with different slenderness ratio (H/D).

Figure 13. The plots of non-Darcy flow factor versus sample height against height for samples with
RBPof30%, 40%, 50%, and 60%, respectively.

3.4. Discussions

The scale effect is a widespread phenomenon for various geomaterials (e.g., soil, rock, etc.),
especially for the extreme soil and rock mixtures. Plenty of studies about the slenderness effect of
bimsoil are mainly focused on the strength and deformation properties, and they think that the block
size and distribution results in the scale effect of bimsoil. In our work, the slenderness effect also
exists for the flow characteristic of bimsoil. We speculated that the reason may result from the seepage
tortuosity along the flow direction. When water transports in bimsoil, the soil matrix combined with
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rock blocks and rock–soil interfaces simultaneously controls the flow characteristics. Flow tortuosity
alters the seepage field and flow direction, and the water is prone to flowing along the path with least
tortuosity, and the sample with larger RBP has the most tortuous flow path, therefore, the critical flow
distance is larger than sample with low RBP. Specifically, the flow path tends to be along the direction
with the least tortuosity, and the sample with more slender height, provides more possible flow paths
along the flow direction. Therefore, as the sample slenderness increases, the tortuosity is reduced and
the non-Darcy flow characteristic becomes not asobvious.

4. Conclusions

In this work, we focus on the slenderness effect of artificial bimsoil under unconfined flow test
using a self-developed servo-controlled permeability testing system. Up to now, however, few reports
have been published about this issue. The flow slenderness effect was studied according to the
relationships among the seepage velocity, permeability coefficient, non-Darcy flow factor, and the
critical sample height. Some main conclusions can be drawn as below:

(1) Flow distance is a key factor influencing the non-Darcy flow characteristics of bimsoil. With the
increase flow distance, the seepage field in bimsoil tends to stabilize, and the seepage velocity
is prone to be a constant value at the same hydraulic gradient. The permeability of bimsoil is
influenced by the soil matrix properties combined with rock blocks and rock–soil interfaces.

(2) The permeability coefficient of bimsoil samples with different slenderness ratios is different.
The value of the permeability coefficient decreases with the increase of flow distance. At the same
sample diameter, the critical height varies for samples with different RBP, and its value increases
with increasing RBP. The permeability coefficient varies in a monotonously decreasing nonlinear
correlation with the sample slenderness. The slenderness effect for high RBP scenario is much
more obvious.

(3) The degree of non-Darcy flow in bimsoil decreases with the increase of sample height. The flow
path is prone to be along the channel with the least tortuosity, and a more slender sample can
provide more possible flow paths along the flow direction.
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Abstract: Hydrologic exchange is a crucial component of the water cycle. The strength of the
exchange directly affects the biogeochemical and ecological processes that occur in the hyporheic
zone and aquifer from micro to reach scales. Hydrologic exchange fluxes (HEFs) can be quantified
using many field measurement approaches, however, in a relatively large river (scale > 103 m), these
approaches are limited by site accessibility, the difficulty of performing representative sampling,
and the complexity of geomorphologic features and subsurface properties. In rivers regulated
by hydroelectric dams, quantifying HEF rates becomes more challenging because of frequent
hydropeaking events, featuring hourly to daily variations in flow and river stages created by dam
operations. In this study, we developed and validated a new approach based on field measurements
to estimate shallow water HEF rates across the river bed along the shoreline of the Columbia River,
USA. Vertical thermal profiles measured by self-recording thermistors were combined with time
series of hydraulic gradients derived from river stages and inland water levels to estimate the HEF
rates. The results suggest that the HEF rates had high spatial and temporal heterogeneities over
the riverbed, with predicted flux rates varied from +1 × 10−6 m s−1 to −1.5 × 10−6 m s−1 under
different flow conditions.

Keywords: hydrologic exchange; SW–GW interaction; field measurements; Columbia River

1. Introduction

1.1. Hydrologic Exchange and River Regulations

Hydrologic exchange is a concept introduced by Harvey and Gooseff [1] which combines surface
water–groundwater interaction processes along river corridors at multiple spatiotemporal scales,
including hyporheic exchange, bank storage, and regional groundwater discharge and recharge. River
water interacts with subsurface water through the hydrologic exchange fluxes (HEFs), which facilitate
the nutrient and carbon cycling, organic biodegradation, fish spawning, metal transport, and other key
biogeochemical and hydroecological processes in the subsurface region of the river corridor [2–7].

Hydrologic exchange dynamics, including the direction, path, magnitude, and residence
time of the HEFs, define where and when these aforementioned processes occur in the river
bed and bank [8–10]. The HEF dynamics are controlled by channel geometry, catchment geology,
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and hydrology in both space and time [11–13], and the HEF rates are essentially governed by
the permeability of the sediments and local hydraulic gradients. While the overall permeability
of the river bed sediment is a physical property that is relatively stable (if not considering the
sediment clogging/colmation at the river bed surface), the hydraulic gradient across the river bed
is a time-varying variable that is highly dependent on the river stage variations. In natural rivers,
the river stage reflects the hydrometeorological and drainage characteristics in the upstream watershed.
However, in a dam-regulated river, variations in stage are dramatically altered by upstream dam
operations on a wide spectrum of timescales from hourly to monthly [14], and these variations extend
to a few hundred kilometers downstream of the dam [15]. Globally, over 30,000 large dams were built
in the past 50 years, which considerably affected terrestrial water resources [16–18] and thus changed
the HEF directions and rates as well as the biogeochemical processes in downstream reaches [19].
A number of studies have investigated HEFs in regulated river systems based on measurements or
modeling at either the point [15] or transect scale [20–22]. However, monitoring HEFs in a large
regulated river reach (>103 m spatial scale) with high spatiotemporal resolutions remain less explored.

1.2. Approaches to Measuring HEF Rates

The challenges of monitoring the HEFs in a regulated large river reach arise from the size
of the domain and dam-induced rapid hydraulic gradient variations that complicate the system
dynamics. Current field measurement methods used in a large river system usually include mass
balance approaches that integrate the groundwater discharge or river loss over the entire reach.
These approaches include longitudinal flow gauging, longitudinal chemistry sampling, or hydraulic
head measurements [23]. Alternatively, interpolation over a number of intensively measured points
(<1 m spatial scale) is a widely used approach to establish spatial distributions across the river bed
for a given river reach. This type of measurement can be categorized into three groups: direct
measurements, indirect measurements based on Darcy’s Law, and indirect measurements based on
heat transport equations [24]. Direct measurements monitor the water volume flow across the surface
water–groundwater interface using seepage meters, which are chambers with the bottom open to the
sediment [25–28]. This type of measurement can only estimate the flux at the interface, and the seepage
meters themselves disturb the surrounding flow field and therefore affect the flux measurements.

The method based on Darcy’s Law estimates HEF rates by solving Darcy’s equation:

q = −K
dh
dl

(1)

where q is the flux, K is the hydraulic conductivity of the sediment, and dh/dl is the hydraulic gradient.
K can be estimated from various experiments such as pumping tests, slug tests, and permeameter
tests, while dh/dl can be derived from water level measurements in piezometers at different depths
in the riverbed (for vertical flux) or at different locations at the same level beneath the riverbed
(for horizontal flux) [29]. The concept of the Darcy’s Law-based method is simple and equipment
installation is straightforward, which makes this method popular in some small-scale applications.
However, uncertainties could be introduced in K estimations due to the heterogeneity and variations
of the hydraulic conductivity; and the approach may not be suitable for large river systems because of
its intensive labor requirements [24].

Methods that use heat as a naturally occurring tracer to estimate HEFs have been developed,
widely adopted, and improved since the 1960s [4]. The underlying concept of such methods
is that the temperature distribution in the subsurface zone is determined by the surface water
temperature with strong diurnal fluctuations and relatively stable temperature in deep groundwater.
Heat transports in the subsurface region through thermal convection and conduction processes, which
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modifies the distribution and dynamics of temperature following the 3D heat transport equation.
The one-dimensional thermal transport equation along the vertical direction can be written as:

∂T
∂t

= −qz
ρwcw

ρc
∂T
∂z

+ D
∂2T
∂z2 (2)

where T is temperature; t is time; qz is the vertical flux; z is the depth in sediment; ρw and ρ are the
density of water and water-sediment matrix; cw and c are the specific heat of water and river-sediment
matrix, respectively; and D is the thermal diffusion coefficient. A number of analytical solutions to the
heat transport equation have been provided and applied successfully in specific cases by assuming
the system is in steady state with vertical fluxes only, in a homogeneous semi-infinite sediment
domain [30–32]. Transient state HEF rate can be estimated by applying numerical modeling tools
(e.g., VS2DH [33]) based on the heat transport equations, with thermal boundary conditions and
initial states defined at the river bed and in deep sediment [34–36]. Another method for transient state
estimation is analyzing the amplitudes and phase shift of the damping diurnal temperature signals
at different depths in the sediment [37–40]). Computational codes, such as Ex-Stream and VFLUX,
were also developed to facilitate the application of these models [41,42]. One of the great advantages
of these approaches is that temperature is a reliable tracer and can be relatively easily measured at
different depths using one single measuring rod installed in the river bed compared to a piezometer
nest for the water head measurements. However, it might be a challenge to apply these approaches in
a highly regulated river system, because the temperature signals might be significantly dampened or
distorted by the fluxes with rapidly changing directions and magnitudes.

1.3. Study Objectives

In this study, we aimed to synthesize the HEF measuring methods reviewed above and develop
an approach that is suitable for a large river with highly regulated discharge. Such an approach has to
fulfill the following criteria: (1) using less, easily accessible data to infer HEF rates in a relatively large
domain; and (2) providing continuous HEF rates at high temporal resolutions (e.g., daily or sub-daily).
Note that the river bed in our study reach has small slopes at both longitudinal (1/4000) and lateral
(1/40) directions, so that the major HEF direction that penetrates the river bed is vertical, which is
used to represent the total HEF rate in our analysis. By revisiting monitoring data from previous
studies in our study reach [15,43], we developed and validated our approach by empirically relating
the point vertical HEF rates with river hydrologic conditions and inland water table levels. Such
an approach could provide point HEF rates for large scale groundwater modeling evaluations [44,45],
and provide guidance for the field studies to identify strong HEF hotspots and active biogeochemical
reaction areas at the river bed [46]. Although hydrologic exchanges occur almost everywhere at the
river bed, numerical simulations and field measurements indicated that the exchange fluxes in the
shallow water near the river banks were stronger than those in the center of the channel because of the
greater pressure gradient between the inland water table and the river stage [21,47]. Therefore, in this
study, we only focus on the shallow water area near the bank along the river reach.

To summarize, the objectives of this study are two-fold: (1) to demonstrate a new approach that
combines field measurement data and regression analysis to infer long term river bed HEF rates in
a highly dynamic river reach; and (2) to examine the spatial and temporal distributions of HEFs in the
shallow water area along the river reach.

2. Method

2.1. Study Reach

Our study reach is a 5 km long, 800 m wide, nearly straight river segment of the Columbia River
near the 300A Area of the U.S. Department of Energy Hanford Site in southeastern Washington State
(Figure 1). The Columbia River flows from north to south through the study reach over an unconfined
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aquifer on top of the impermeable Columbia River Basalt Group. The total thickness of the aquifer
ranges from 40 m to 60 m in this area, with a highly permeable Pleistocene flood gravel layer of the
Hanford Formation on top and a more consolidated and less permeable Ringold Formation at the
bottom. At the top of the river bed, there is a thin layer of alluvium with varying thicknesses ranging
from one to three meters [48]. Measurements used in this study were all collected from sensors installed
in the alluvial layer. Several sandbar islands were deposited in the center of the river, forming a deep
primary channel with a meandering thalweg on one side of the islands and a relatively shallower
secondary channel on the opposite side of the islands (Figure 1). Priest Rapids Dam, a hydroelectric
dam located ~80 km upstream of the study reach, controls the stage for hydropower generation. Based
on historical records over the past 40 years, the range of stage spans 105 m to 109 m based on the
North American Vertical Datum of 1988 (NAD88), with a maximum daily fluctuation of 2 m. In this
study, the river stage observations were recorded by a pressure transducer logger (SWS-1) installed
inside our study domain since the year 2001. Nearly 100 monitoring wells were constructed over
the past 40 years around the 300A Area to record the inland water levels and solute concentrations
for environmental monitoring purposes [49]. In this study, one monitoring well (Well 2–3), about
150 m from the river, was selected as the reference point for the inland water level. Here we define
“inland” as a contrast of the “river”, where the water table does not show sub-daily variations in
response to the dam regulations. According to the Koppen climate classification, our study area is
located in a semi-arid—desert catchment in the Columbia River basin. The annual precipitation in
this region is less than 200 mm, and the evapotranspiration to precipitation ratio is about 1–1.09 [50].
Under such conditions, recharge to the groundwater is close to ~2 mm year−1 [51] and precipitation
over the river surface can be ignored compared to the volume of water in the river channel. Therefore,
the fluctuations observed in the river stage time series are mainly caused by the dam operations.

 

Figure 1. The study river reach. The iButton sites A–E are marked as red triangles. The Spring 9
location is marked as a blue triangle.

2.2. Data Revisiting

Given that the pressure gradient is the major driving factor of the HEF, we hypothesize that
the HEF rates could be empirically related to the head difference between the river stage and the
inland water table. We tested this hypothesis by revisiting a published data set [43]. The data was
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collected at half-hourly time steps at Spring 9 (Figures 1 and 2), a site inside our study domain, from
August 2004 to June 2005. It included temperature time series for surface water and a location 19 cm
deep in the riverbed (Figure 3A) as well as a vertical flux time series at the riverbed (Figure 3B)
derived using Darcy’s Law from measured Vertical Hydraulic Gradient (VHG, by piezometers) and
hydraulic conductivity estimated by slug tests at this location. We also extracted the inland water
level from the monitoring well mentioned above and the corresponding river stage data for the same
time frame (Figure 3C). Strong linear correlations were detected between head difference and the
Darcy’s Law-based vertical fluxes at both half-hourly (r = 0.971) and daily (r = 0.979) time steps
(Figure 4). The scatter plots also showed that the fitted linear model based on the daily time series can
be used to describe a similar relationship at the half-hourly time scale with high goodness-of-fit values.
This indicates that the linear relation based on daily fluxes and the corresponding head difference can
be used to estimate sub-daily fluxes if the continuous sub-daily head difference data are available.
Further statistical analyses indicated that at the daily time scale, the fitted sum square of HEF rates
based on head difference is 2.61 × 10−10, with a residual sum square of 1.28 × 10−11, and R2 of 0.958.
The corresponding F-test yields a nearly zero p-value of 2.58 × 10−202, rejecting the null hypothesis
that the relationship is insignificant, which confirms the significant linear relationship. This finding
inspired the method we developed for HEF rate estimations (described below).

 

Figure 2. Transect profiles at T-A, T-C, T-spring9, and T-E at 1:10 aspect ratio (vertical : horizontal).
The insets of the plots showed the locations of the measurements in zoomed in 1:1 aspect ratio plots.

Figure 3. Temperature data collected from Spring 9 (A); estimated cross-bed flux rates based on
piezometer data and Darcy’s Law (B); and river stages and associated inland well water levels during
the same period (C).
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Figure 4. Vertical fluxes versus the head difference between the river stage and inland water table level
at Spring 9 at daily and half-hourly scales.

2.3. Using Temperature Records to Infer Vertical HEF Rates

The method we used to quantify vertical HEF rates is based on temperature time series measured
in both surface water and in the riverbed. Rapid changes in river stage lead to quick variations in
magnitude and frequent directional changes in the vertical fluxes across the river bed. Because no
single method was capable of estimating vertical fluxes from such a complex system, we applied
two different methods for time periods with different observed subsurface thermal characteristics.

The first method is a simple analytical solution of a 1D heat transfer equation described by [32],
which assumes that the system is in a steady-state condition and that the direction of HEFs is
constantly upward:

qz = −Ks
(1−n)K f

n

ρ f Cf z
ln

Tz − TL
T0 − TL

(3)

where Ks and Kf are thermal conductivities of fluid and solid, respectively; n is porosity; ρfCf is fluid
volumetric heat capacity; z is the depth of sensor; and T0, TZ, and TL represent the surface water
temperature, the temperature at the sensor location, and groundwater temperature (assumed to be
constant). This method is only applicable when there is constant upward flux.

The second method is the Local Polynomial method with a Maximum Likelihood estimator
(LPML) developed by Vandersteen et al. [39] and has been extensively tested with time-series data [52].
The LPML model transforms temperature signals from the temporal domain to the frequency domain
and finds the best vertical flux rate to fit equations that describe the subsurface signal frequency
as a response function of the surface signal frequency. The 1D heat transport Equation (2) can be
written as:

∂2T
∂Z2 + α

∂T
∂z

+ βT + γ
∂T
∂t

= 0 (4)

With
α = − qzρwcw

Dρc
(5)

β = 0 (6)

γ = − 1
D

(7)
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where ρ and ρw are densities of the fluid-sediment matrix and the fluid; c and cw are the specific heat
of the fluid-sediment matrix and the fluid; D is the effective thermal diffusion coefficient that can be
estimated from the bulk thermal conductivity (K) through D = K/ρc; and α, β, and γ are parameters
in the frequency response function (FRF) that converts the surface temperature signal to the signal in
the sediment at depth z in the frequency domain. These parameters can be fitted using a maximum
likelihood estimator based on observations and therefore can be used to determine the vertical flux:

qz = −αDρc
ρwcw

(8)

The LPML model can incorporate the full or any portion of the temperature time series at
daily to seasonal time steps. It can also deal with transient temperature signals by separating them
into periodic, non-periodic, and additive noise portions using the local polynomial (LP) method.
However, similar to other frequency-based methods such as those described by Hatch et al. [37] and
Keery et al. [38], LPML works well when both surface and subsurface temperature time series share
the same frequency, especially for the fundamental frequency range (e.g., diurnal cycles). This method,
therefore, is more applicable when the subsurface temperature variations follow a pattern comparable,
and have a fundamental frequency similar to that of the surface water temperature.

To identify periods suitable for the two methods, we employed the Dynamic Harmonic Regression
(DHR) model [53] to decompose the observed surface water and subsurface time series into signals
that represent the general trend and fundamental frequency. The DHR model has been successfully
applied to detect the amplitude and phase of thermal signals in other studies (e.g., [38,42]). It treats
observed temperature time series (yt) as the sum of a general trend (Tt), a fundamental signal and its
associated harmonics (Ct), and a white noise component (et):

yt = Tt + Ct + et (9)

Ct =
N

∑
i=1

[ai,t cos (ωit) + bi,t sin (ωit)] (10)

where ai,t and bi,t are time-varying parameters, ω1 is the fundamental frequency, and ωi is the
harmonics of ω1 with ωi = i × ω1. The decomposition of the time series using the DHR model
was conducted by applying the CAPTAIN toolbox using an auto-regression technique [54].

The decomposed general trend and amplitude of the fundamental frequency (i.e., diurnal) from
surface and subsurface locations were used to first identify periods with clear upward groundwater
fluxes when the analytical solution method is applicable. The surface water trend line follows
a clear seasonal cycle that gradually changes between 2 ◦C and 24 ◦C within a year, while the deep
groundwater temperature at this location is fixed at about 16 ◦C in our study reach. In summer
and winter seasons, the temperature difference between surface and groundwater could reach up to
10 ◦C. As a result, each period with significant disparities between the two trend lines from the water
and river bed temperatures indicates a groundwater discharge event and can be considered a clear
upward flux period. Here we define “significant departure” as periods when the difference between
surface and subsurface trend lines is more than three times the standard deviation of the fundamental
(diurnal) signal. During these periods, the shallow subsurface temperature is highly affected by
the upwelling of deep groundwater and the diurnal signal from the solar radiation is dampened or
even disappeared (when the upward flux is very strong), which makes the frequency-based method
impractical. Therefore, in these periods of strong upward fluxes, we assume that the system remains at
a quasi-steady state at the daily scale and is suitable for the analytical solution (Equation (3)) for the
daily flux estimations.

Given that the temperature at the bottom of the subsurface remains nearly constant and the
diurnal temperature signal is forced by solar radiation heating the river water, the amplitude of the
diurnal signal in the subsurface should be always less than that in the river water. However, the diurnal
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temperature amplitude of the subsurface decomposed by the DHR model could be overestimated at
the edge of strong upwelling events because of the rapid temperature variations. Here, we simply
compared the diurnal amplitudes from surface water and subsurface and discarded the data with
greater subsurface amplitudes to reduce the uncertainties caused by the edging effects. The data that
passed the filtering were then identified as inputs to the LPML model. Although data were screened at
a daily time step, the LPML model was applied at the original 10-min interval over a three-day moving
window for each day of interest. The workflow of data screening and model application are shown in
Figure 5.

 

Figure 5. The framework employed to estimate hyporheic fluxes.

Data screening clearly introduces discontinuities to the inferred riverbed HEFs at the daily time
scale. However, the data points would be sufficient to establish the linear relations between the daily
fluxes and the corresponding head difference between the river stage and the inland water table. As we
demonstrated in Section 2.2, the same relationship can also be further used to estimate sub-daily fluxes
at the riverbed.

We tested the approaches on the Spring 9 temperature data set (Figure 2) and compared the
estimated fluxes with the published data based on Darcy’s Law. In data filtering, out of the total of
293 days, 122 days were selected to apply the analytical method, 103 days were selected for to apply
the LPML model, and 68 days were discarded. Figure 6 demonstrates how the periods were selected
based on the criteria described above. To incorporate the uncertainties associated with sediment
physical properties, we randomly generated 100 sets of parameter values within the ranges based
on sediment properties provided by Ma et al. [55] (Table 1). The estimated daily vertical fluxes from
the 100 realizations were plotted against the daily head difference to fit a linear model, and the range
defined by the maximum and minimum slopes generally covered the fitted line derived from the
observations (Figure 7). We did a linear regression test for these data points and the p-value of the
F-test was 1.22 × 10−12, indicating the linear relationship was significant at α = 0.05. Then we applied
the 100 ensemble models to the head differences obtained from the river stage and inland water level
observations and compared the envelope defined by the 5th and 95th percentiles of the ensemble with
the Darcy’s Law-based flux (Figure 8). The comparisons revealed that the temperature-inferred vertical
flux range adequately captures the direction and magnitude of the HEFs at both daily and half-hourly
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time scales. The same modeling framework was then used to estimate the vertical fluxes in the shallow
water along the river, as introduced in Section 2.4.

Figure 6. Demonstration of the data filtering procedure based on Spring 9 temperature data.

Figure 7. Relationship between model-estimated vertical flux rates and the head gradients between
the river stage and inland water level based on 100 realizations of randomly selected combinations of
sediment properties at Spring 9.
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(A)

(B)

Figure 8. The range of fluxes (i.e., the 5th and 95th percentiles) estimated by the proposed model
compared with the Darcy’s Law-based fluxes at Spring 9 at daily (A) and half-hourly (B) time scales.

Table 1. Ranges of physical parameters used to generate parameter sets in the model.

Parameters Range (from Ma et al. 2012)

Porosity 0.15~0.18
Solid density (kg/m3) 2650~2760

Fluid-specific heat capacity (J/(kg K)) 4186
Soild-specific heat capacity (J/(kg K)) 715~920
Solid thermal conductivity (W/(m K)) 1.2~2.2
Fluid thermal conductivity (W/(m K)) 0.58

Thermal diffusivity (m2/s) 5.19 × 10−7~2.24 × 10−6

2.4. Monitoring near Riverbed Temperature along the River

We deployed iButton® temperature sensors (Maxim Integrated Products, Model number DS1922L)
at five locations along the west bank of the river (Figure 1) to record temperature time series in the river
water and the riverbed. The iButton® sensor is a cylindrical, wireless device 17 mm in diameter and
6 mm thick. Its data storage capacity is 4096 values with 0.0625 ◦C measuring resolution and 0.5 ◦C
accuracy. The elevations for all the monitoring locations were low enough to make sure the sensors
would not be exposed to the air even in low-flow conditions. These locations were also selected based
on the local hydrodynamic conditions and river bed properties and were labeled alphabetically from
south to north. Sites A and B were located in the secondary channel that featured relatively low-flow
velocities and small sediment sizes on the river bed, while sites D and E were located in the primary
channel that featured relatively high flow velocities and large grain sizes in the alluvial sediment layer.
Site C was in the transition zone between Sites B and D (Figure 2).

Temperature time series from the riverbed top and certain depth in the sediment were required
for estimating the flux across the riverbed. Therefore, at each location, two sensors were secured in
separate open drill holes along a 1 in. diameter, 1.5 m long solid plastic rod half planted in the river
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bed to record surface and subsurface temperature time series. All sensors were programmed to record
every 10 min from 2 March to 30 March 2016. The coordinates and elevations of each sensor are listed
in Table 2. The method described in Section 2.3 was then applied to the monitored temperature records
at each location to obtain the local HEF rates at the river bed. Note that here we used the surface water
sensors to approximate the temperature at the top of the river bed and the vertical HEF fluxes were
estimated based on the distances between the subsurface sensors to the river bed.

Table 2. Coordinates (based on NAD 1983 StatePlane Washington South system) and depths of the
iButton sensors installed at the monitoring sites.

Site Northing (m) Easting (m)
Surface Water Sensor

(Dist. from River Bed)
Subsurface Sensor

(Dist. from River Bed)

A 117,140.6 594,347.3 25 cm 25 cm
B 117,046.4 594,347.3 31 cm 19 cm
C 116,784.4 594,383.5 24 cm 26 cm
D 116,179.5 594,502.3 22 cm 28 cm
E 116,153 594,509.2 37 cm 13 cm

3. Results

The temperature data from the five iButton monitoring sites (Figure 9) showed that the river
water temperature measurements were nearly identical across the sites, featuring a clear diurnal cycle
over the period and a moderate raising trend with a daily mean temperature of about 5.5 ◦C on
2 March and 7 ◦C on 30 March, while the subsurface temperature differed among the sites. At Sites
A and B, which are located in the secondary channel, the subsurface temperature had a similar general
trend but a damped magnitude in diurnal variations compared to that in the surface water. At the
sites located in the primary channel (D and E), strong variations in subsurface temperature and great
departures (over 10 ◦C) from the surface temperature were evident, indicating strong upwelling
events. Site C is located at the transition zone between the primary and the secondary channels, which
has small subsurface temperature variations, with the magnitude between the primary channel and
the secondary channel. Head differences at these sites were extrapolated from the reference river
gauge observations at SWS-1 and inland well readings at Well 2–3 (Figure 10) based on the river stage
and inland water table gradients established based on historical data. The river stage during the
monitoring period ranged from 104.9 m to 105.9 m, which was quite representative because it covered
about 80% of the full spectrum of the historical stage in the past 30 years that has a 5th percentile at
104.8 m and a 90th percentile at 106 m. For each site, we performed a linear regression analysis to
test whether a significant linear relationship existed between the estimated HEF rate and the head
difference. The p-values of the F-tests were 4.95 × 10−14, 6.65 × 10−14, 1.86 × 10−13, 4.29 × 10−12,
and 5.89 × 10−13, for the sites A–E, respectively, indicating that the linear relationship were all
significant. Then, the linear model for esimating flux rates as a function of head differences between
the river stage and inland water level was established at each iButton location with 100 realizations.
The corresponding time series of estimated HEF rate envelopes from the 5th and 95th percentile of
the ensembles are shown in Figure 11. Generally speaking, both upwelling and downwelling events
were observed at all sites and extreme values are shown in response to maximum and minimum flow
stages. However, the estimated flux rates show strong spatial and temporal variability and differ
significantly between the sites in the primary and secondary channels. At Sites A and B the fluxes were
at magnitudes of about ±5 × 10−7 m s−1 and ±4 × 10−7 m s−1, while at sites D and E, the values were
nearly one magnitude greater (i.e., up to ±1.8 × 10−6 m s−1). The flux ranges at D and E were found to
be comparable to fluxes at Spring 9 (about 2 × 10−6 to −4 × 10−6 m s−1) derived using Darcy’s Law.

Three flow conditions from the iButton monitoring period were selected for further comparison.
The three conditions represented the high flow on 10 March, median flow on 28 March, and low
flow on 8 March (Figure 12). We connected the median value of the predicted flux rates across the
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five monitoring locations under different flow conditions and found that at high and median flow
conditions most of the fluxes were predicted to be negative, indicating aquifer recharging conditions;
while at low flow, the aquifer was discharging at all locations. At Site B, the predicted range of flux rates
were overlaping with each other across the zero flux line, showing that the uncertainty of the prediction
may lead to opposite flux directions at certain locations with relatively small flux magnitudes. At Sites
D and E, the predicted flux rates varied greatly (from +1 × 10−6 m s−1 to −1.5 × 10−6 m s−1) with
respect to different flow conditons. The results also suggested that sites located in the primary
channel (i.e., D and E) had remarkably higher flux magnitudes (up to 6–9 times higer) compared to
those in the secondary channel (i.e., A and B), indicating strong spatial heterogenerity induced by
geomorphological features.

Figure 9. Time series of observed temperature at the five iButton locations.

Figure 10. Time series of river stage and inland water level during the iButton monitoring period.
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Figure 11. Time series of estimated fluxes during the monitoring period.

Figure 12. Estimated vertical fluxes at the five iButton locations under three representative
flow conditions.
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4. Discussion and Conclusions

In this study, we introduced an approach for inferring HEF rates based on temperature
measurements using the stage–flux relationship. This approach allows us to obtain long-term, high
spatiotemporal resolution hydrologic exchange dynamics in a large river reach based on the river flow
and inland groundwater conditions with relatively easy field installations. Our predicted HEF rates
vary between +1 × 10−6 m s−1 to −1.5 × 10−6 m s−1 under various flow conditions in the shallow
water region along the river bank. This results are comparable with previous studies performed
in other regulated rivers (e.g., [20,21]), in terms of the order of magnitude of the flux rates and the
mechanism between the HEFs and the dam operations. The strength of this approach is that it remains
robust under high-frequency river stage variations imposed by flow regulations (i.e., dam operations).
Such variations rarely occur in a natural river except for during an extreme flooding event, which
means it may not be generally applicable to fluvial systems with constant groundwater discharge from
a confined aquifer. In small highland rivers, local geomorphological features such as riffles and pools
might be a greater dominant factor than the head difference in controlling HEF rates [56,57].

Uncertainties in this approach could come from field measurements, parameterization of physical
properties, model assumptions, modeling resolution, and model structure [58]. These include (1) the
accuracy of the iButton sensors and the lags on temperature signal recording due to the thermal
skin effects of the measuring rod might affect the inferred HEF rates [59]; (2) river bed geomorphic
features (e.g., dunes) may create local perturbations on the HEF patterns and thermal processes; (3) the
riverbed temperature was approximated by measurements ~20 cm above the river-bed surface due
to site and equipment limitations. The water layer between the sensor and the river bed surface may
create temperature signal attenuations and lead to uncertainties in flux estimates. Our future studies
will evaluate and consider the attenuation effects of the water in reducing the uncertainties; (4) the
ranges of the physical property values used in the LPML model parameterizations (Table 1) were
from the literature, which may not fully cover the uncertainties of these parameters; (5) the approach
we used to identify the time period for different models were based on a frequency analysis (DHR),
which is arbitrary and might introduce errors to the analysis. In fact, the choice of applying DHR
for data-screening is site-specific, which is only required in locations with strong upwelling fluxes
periodically diminishing or even removing the diurnal signals from the temperature data; (6) fluxes at
the horizontal and lateral directions, which are smaller in magnitude compared to the vertical fluxes,
may still affect the vertical flux estimations [60]; (7) the size of the moving window and the temporal
resolution used in the LPML model may introduce uncertainties to the modeling results [39]. Another
limitation of this approach is that it is only valid at locations where the HEFs are dominated by the
stage gradient between river and inland water table. In other words, the hydrostatic driver controls the
HEF dynamics [44]. However, in some areas in the river, the HEFs are controlled by the hydrodynamic
driver, which is determined by the local hydraulic conditions. For example, at the upstream tip of the
island, where the hydrodynamic pressure is always high due to the speed of the river flows, the HEF
rate may always be negative (i.e., downwelling).

The results of this study suggest that the magnitude of vertical fluxes in the primary channel could
be about 6–9 times greater than in the secondary channel. Given that the head differences between the
river stage and inland water table are similar across these locations, the major controlling factor that
leads to this difference is the permeability of the riverbed sediment. We measured the flow velocity
at the iButton® locations and found that the mean velocity at the primary channel sites (0.4 m/s)
was about two-fold higher than at the secondary channel sites (0.2 m/s). According to the Hjulstrøm
Curve [61], which demonstrates the sediment erosion, transport, and deposition with regard to the
flow speed and grain size, the averaged grain size of the riverbed sediment between the primary
and secondary channels might differ by about three times, which then leads to approximately nine
times the difference in permeability according to a number of empirical models such as Krumbein and
Monk’s equation [62], or the Kozeny–Carman equation [63]. This is an overly simplified explanation of
the flux differences in the two channels and requires further development and validation, but linking
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the HEF rate and the surface flow speed might be an informative way of estimating vertical flux in
deep waters where the field measurements are not available and are hard to obtain. For example,
the center of the primary channel in the study reach is as deep as 15 m under low-flow conditions,
which poses a safety issue for installing iButtons® or any other instruments.

To conclude, in this study we successfully inferred the sub-daily vertical HEF rates at five shallow
water sites along the shoreline based on temperature profile measurements and relationships between
the riverbed hydrologic exchange rate and river flow conditions. The results reveal that the HEF rate
had high spatial and temporal heterogeneities over the riverbed, and a magnitude of fluxes 6–9 times
higher in the primary channel than in the secondary channel. This approach can be easily employed
in other river reaches to facilitate large scale river corridor studies or to inform biogeochemical and
ecological studies in highly dynamic large river reaches.
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Abstract: Evaporation from soil columns in the presence of a water table is a long lasting subject
that has received great attention for many decades. Available analytical studies on the subject
often involve an assumption that the potential evaporation rate is much less than the saturated
hydraulic conductivity of the soil. In this study, we develop a new semi-analytical method to estimate
the evaporation rate for an arbitrary matric potential head at bare soil surface without assuming
that the potential evaporation rate is much less than the saturated hydraulic conductivity of the
soil. The results show that the evaporation rates calculated by the new solutions fit well with the
HYDRUS-1D simulation. The new solutions also can reproduce the results of potential evaporation
rate calculated from previous equations under the special condition of an infinite matric potential
head at bare soil surface. The developed new solutions expand our present knowledge of evaporation
estimation at bare ground surface to more general field conditions.

Keywords: steady-state vertical flux; evaporation calculation; unsaturated flow; semi-analytical solution

1. Introduction

Evapotranspiration is one of the most important components in the study of the hydrological
cycle, as it controls the exchange of mass and energy among the soil–water–vegetation system, the
atmosphere and the groundwater system. Understanding water loss from soil by evapotranspiration
due to the upward water flow from a water table is an important topic in many disciplines such as soil
sciences [1], hydrology [2], and plant physiology [3]. The evapotranspiration comprises three processes:
evapotranspiration from vegetated surfaces, evaporation from bare ground surfaces, and evaporation
from open water bodies. The water exchange among soil, vegetation and atmosphere determines
to a large extent the regional climate and the behavior of the hydrological cycle [4]. Land use is
considered a local environmental issue and has a great influence on the hydrological circle [5,6],
especially on the evapotranspiration as it alters the upper soil layer and land cover. Land cover features
are part of the hydrological system, and the changes of land cover can impact evapotranspiration
with the increasing expansion of urban areas, which causes permeable land reduction and increased
flooding [5]. Furthermore, some previous studies show that vegetation and agriculture tend to
increase evapotranspiration, and urbanization tends to decrease evaporation [7,8]. These effects of land
use change on evapotranspiration need to be considered in water management study. The accurate
estimation of evaporation from bare ground surface is important in determining the overall processes of
evapotranspiration and will be the primary focus of this study. Direct measurement of soil evaporation
is difficult and the most commonly used method involves a weighing lysimeter [9]. Although water
evaporation in actual field setting is a highly complex process, a nearly steady upward flow from a
water table to a bare soil surface may be established if the daily evaporative demand is reasonably
uniform for a long period of time [10]. Water content in soil controls vertical water flow direction
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and velocity, and soil property affects water holding capacity and water flow velocity as well. While
the soil moisture and matric potential head at the ground surface depend on atmospheric and soil
conditions, the actual flux through the soil surface should be limited by the ability of the porous
medium to transmit water from the unsaturated zone.

In terms of evaporation calculation, two scenarios are commonly seen. The first scenario deals with
an evaporative front that is located at the ground surface. This is usually true when the water table is
relatively shallow and the upward capillary liquid flow is sufficient to maintain a hydraulic connection
between the water table and the ground surface. The second scenario deals with an evaporative front
that is below the ground surface. For such a scenario, the upward capillary flow may not be strong
enough to overcome the downward gravity, resulting in discontinuity of the vertical liquid profile at a
certain level below the soil surface [11]. In other words, a water-depletion dry layer will be formed
between the ground surface and the evaporative front, which marks the discontinuity of the liquid
profile. In this case, the evaporative process is composed of an upward capillary liquid flow from the
water table to the evaporative front (or vaporization plane) and a vapour diffusion through the upper
dry layer. Many studies have been devoted to this subject, such as Rose et al. [12], Gowing et al. [13],
Il’ichev et al. [14], Lehmann et al. [15], Shokri et al. [16], and Shokri and Salvucci [11].

The results from Gowing et al. [13] showed that the vaporization plane usually resided 4–14 cm
below the ground surface for saline or non-saline soils. Assouline et al. [17] pointed out that the
thickness of the dry layer above the vaporization plane varied within a relatively narrow range from 3
to 20 mm. Some studies have specifically discussed the maximum depth of the water table hydraulically
connected to the ground surface via continuous capillary liquid pathways [11,18,19]. When the water
table is deeper than the maximum depth hydraulically connected to the surface, the capillary flow will
be disrupted. Lehmann et al. [20] and Sadeghi et al. [21] discussed a method to estimate the maximum
matric potential at the bare ground surface that would maintain the hydraulic connections of the
vertical unsaturated profile above the water table. Hayek [22] presented an analytical model for the
steady-state vertical flow condition that could estimate the length of liquid phase and gas phase in the
unsaturated zone.

Several researchers developed steady-state water flow solutions through a soil profile from a water
table to bare ground surface (e.g., [12,13,23–25]). For instance, Gardner [23] developed a steady-state
solution to show the relationship among the maximum evaporation rate, the capillary conductivity
and the water table depth. Warrick [25] modified the form of unsaturated conductivity function as
that of Brooks and Corey [26] and developed an exact solution for the maximum evaporation rate.
Salvucci [24] developed approximate evaporation rate solutions on the basis of the Gardner and the
Brooks–Corey functions, and such approximate solutions agreed considerably well with experimental
results of three types of soils, as reported in Bras [27]. Rose et al. [12] and Gowing et al. [13] studied the
evaporation flow from saline groundwater considering the salt accumulation effect. Gowing et al. [13]
developed a solution when both liquid-phase and vapour-phase flows were of concern.

This study will address the first scenario with the evaporative front at the ground surface.
The second scenario (with an evaporative front below the ground surface) will be addressed in a future
investigation. In semi-arid or arid regions where surface vegetation is sparse or sometimes non-existent,
water loss from the bare ground surface may be a grave concern in terms of water management and
ecological conservation, among many other aspects. Precise determination of evaporation from bare
ground surface in semi-arid or arid regions then becomes critically important, which will be the focus
of this article.

The purpose of this article is to develop a new semi-analytical approach for calculating evaporation
from a bare surface with an arbitrary matric potential at the surface. These newly developed solutions
are more general than previously available solutions, which often involve an assumption that the
matric potential at the surface is infinitely large, an assumption that is questionable in actual field
applications. This study only considers the liquid flow phase of the evaporative process and does not

99



Water 2017, 9, 729

consider the vapor flow phase, which is often much smaller than the liquid flow, as shown in many
previous studies [12,15]. As bare ground is of concern here, plant transpiration is also excluded.

The paper is organized as follows. A mathematical model is built and solutions are developed
in Section 2, followed by analysis of results in Section 3, including testing the new solutions against
previous benchmark solutions under various special conditions, and comparing the new solutions
with numerical simulations using HYDRUS-1D. Sections 4 and 5 discuss the results of comparison
among new solutions, HYDRUS-1D and previous works, and summarize the major conclusions of
this study.

2. Mathematical Model

2.1. Background and Problem Description

In many previous studies of the steady-state evaporation from bare surface, Gardner’s
unsaturated hydraulic conductivity model [23] has been used widely. When the unsaturated hydraulic
conductivity–depth relationship is known, the steady-state upward water flow across the soil profile
follows the Buckingham–Darcy flow law [28] as

z = −
∫ dh

1 + E/K(h)
, (1)

where the z-axis is positive upward with z = 0 at ground surface, h is the matric potential head
(negative) [L], K(h) is the unsaturated hydraulic conductivity [LT−1], and E is the upward water flux
[LT−1], which is equal to the value of evaporation rate at bare ground surface under the steady-state
flow condition. A fixed water table is assumed to be below the ground surface at a distance L (z = −L).
Only the vertical flow is of concern here, and the lateral flow is assumed to be secondary and negligible.
The soil profile is assumed to be vertically homogeneous, thus soil layering and heterogeneity is not
considered at this study. However, soil heterogeneity is an important feature and may be considered
in a future investigation on the basis of this study.

Gardner [23] developed two widely used unsaturated hydraulic conductivity models. The first
one was:

K(h) = Ks exp(αh), (2)

where Ks is the saturated hydraulic conductivity [LT−1] and α is a fitting parameter related to the pore
size distribution of soil [L−1]. The second one was

K(h) = AKs(|h|N + B)
−1

, (3)

where A, B, and N are positive empirical factors related to soil texture and |h| is a sign of absolute
value [29].

Equation (1) shows that the evaporation rate often depends on the depth to the water table, the
matric potential at the soil surface, and the hydraulic conductivity of soil. Gardner [23] revealed that
when the matric potential at the surface was infinity, the evaporative flux would approach a maximum
rate that was a function of the saturated hydraulic conductivity, the fitting parameters N, A, B in
Equation (1) and the depth to the water table.

Haverkamp et al. [30] amended the parameters of Equation (3) and made the equation more
concise, which is denoted as the modified Gardner model hereinafter. Jury and Horton [10] proposed
a method of calculating the potential evaporation rate above a water table on the basis of the modified
Gardner model [30] and an assumption that the potential evaporation rate was much less than
the saturated hydraulic conductivity. Such an assumption was debatable in many field conditions.
For instance, when the water table is reasonably shallow, the potential evaporation rate should
increase to a value that is close to or even larger than the value of the saturated hydraulic conductivity.
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Nevertheless, Jury and Horton [10] presented a one-dimensional model to describe water flow from a
shallow water table upward to an evaporating surface using such an assumption.

The modified Gardner model by Haverkamp et al. [30] involves an unsaturated soil hydraulic
conductivity as a function of the matric potential head h [L] (negative) as follows:

K(h) =
Ks

1 + (h/a)N , (4)

where a is a characteristic length [L] (negative). It is worthwhile to point out that Equation (4) is a
special case of Equation (3) by setting B = A and A = |a|N in Equation (3). Equation (4) is called the
modified Gardner model hereinafter.

When steady-state flow is of concern, applying the Buckingham–Darcy law to vertical flow,
one has:

E = −K(h)
(

dh
dz

+ 1
)

. (5)

Reorganizing Equation (5) into an integral, one has:

∫ h2

h1

dh
1 + E/K(h)

= −
∫ z2

z1

dz =z1 − z2, (6)

where h1 = h(z1) and h2 = h(z2) are two matric potential heads at two different elevations z1 and
z2, respectively. In the problem studied below, we set z1 = −L (water table) and h1(−L) = 0;
z2 = 0 (ground surface) and h2(0) = h0, which is a constant matric potential head at ground surface.
Substituting Equation (4) into Equation (6) leads to

∫ h0

0

dh

1 + (E/Ks)
[
1 + (h/a)N

] = −L. (7)

Defining a new parameter μ = h/a and μ0 = h0/a, which are positive, and substituting them into
Equation (7) one has: ∫ μ0

0

dμ

1 + (E/Ks) + (E/Ks)μN = −L/a. (8)

Be aware that –L/a on the right side of Equation (8) is positive because a is a negative constant.

Defining the following new parameters: ε =
(

E/Ks
1+E/Ks

)1/N
, σ = εμ and σ0 = εμ0, one transforms

Equation (8) into: ∫ σ0

0

dσ

1 + σN = (−L/a)ε(1 + E/Ks). (9)

For the special case of calculating the potential evaporation rate, one may apply the negatively
infinite matric potential head at ground surface or a positively infinite σ0 in Equation (9). Under this
condition, one can employ the following identity [31]:

∫ ∞

0

dσ

1 + σN =
π

N sin(π/N)
. (10)

Substituting Equation (10) into Equation (9) for the case of σ0 → ∞ and recalling the definition of
ε will lead to the following equation:

(
Ep

Ks

) 1
N
(

1 +
Ep

Ks

)1− 1
N
=

−aπ

NL sin(π/N)
, (11)

where Ep in Equation (11) represents the potential evaporation rate hereinafter.
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Equation (11) can be used to calculate the potential evaporation rate. The form of Equation (11)
does not permit a direct analytical estimation of Ep for a general soil type, and one has to seek help
from a numerical root-searching method. Under the special condition that Ep/Ks is much less than 1,
one can obtain a closed-form solution for Ep based on Equation (11):

Ep = Ks

( −aπ

NL sin(π/N)

)N
. (12)

The purpose of Equation (12) is to simplify the calculation process of Equation (11) so that one
can obtain a closed-form analytical solution for Ep, as reported by Jury and Horton [10]. However,
as the assumption that Ep/Ks is much less than 1 may not hold in actual field conditions, one must be
cautious for using Equation (12) for estimating Ep for cases where Ep/Ks is not much less than 1. One
question is that of how much error may be introduced for using Equation (12) for a certain Ep/Ks value
that is not too much less than 1. To answer this question, one needs to develop an accurate solution for
a more general case that Ep/Ks is permitted to vary over a wide range of allowable values, which is
developed in the following section.

2.2. New Solutions of Evaporation with Arbitrary Surface Matric Potentials

We now extend the steady-state evaporation solution to a general case with an arbitrary
matric potential at the bare ground surface without using the assumption that Ep/Ks is much
less than 1. Our solutions are based on two popular unsaturated hydraulic conductivity models:
the modified Gardner [23] model and the Brooks–Corey [26] model in describing the unsaturated zone
flow processes.

2.2.1. Calculation of Evaporation Rate E with the Modified Gardner [23] Model

When the modified Gardner [23] model is of concern (see Equation (4)), for an arbitrary matric
potential head at the ground surface, σ0 is positively finite rather than infinite (as in Section 2.1) and it is

given as σ0 =
(

E/Ks
1+E/Ks

)1/N h0
a . The integration in Equation (9) can be separated into two components:

one for 0 < σ0 < 1 and one for σ0 ≥ 1.
If σ0 ≥ 1, Equation (9) can be written as:

∫ x0
0

dx
1+xN =

∫ 1
0

dσ
1+σN dσ +

∫ x0
1 x−N dσ

1+σ−N =
∫ 1

0

∞
∑

n=0

(−σ−N)ndσ +
∫ σ0

1 σ−N
∞
∑

n=0

(−σ−N)ndσ

=
∞
∑

n=0

(−1)n(−2Nn−N)
(Nn+1)(−Nn−N+1) + ∑ (−1)nσ0

−Nn−N+1

−Nn−N+1 = (−L/h0)σ0

(
1 + E

Ks

)
.

(13)

If 0 < σ0 < 1, one can similarly obtain:

∞

∑
n=0

(−1)n σNn+1
0

Nn + 1
= (−L/h0)σ0

(
1 +

E
Ks

)
. (14)

Therefore, one can calculate the evaporation rate E on the basis of Equation (13) or Equation (14)
with a given water table depth L, and parameters N, Ks, and a known from the Gardner [23] model.
As E is embedded in the definition of σ0, such a calculation cannot be carried out using a closed-form
solution except for the special case that E/Ks is much less than 1. Rather, a numerical root-searching
method such as the Newton–Raphson algorithm [32] may be used.

There are two technical issues that must be taken care of for the computation. The first issue is
that since one is unclear if σ0 is greater or less than 1 before the determination of E, thus one is also
unsure whether to use Equation (13) or Equation (14) to perform the computation. To address this
issue, we recommend the following steps. Firstly, one should compute E from Equation (13) using the
Newton–Raphson method for root-searching [32]. Secondly, after obtaining E, one will check the σ0
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value with the obtained E value. If the σ0 value is indeed greater than or equal to 1, then Equation (13)
is valid. If the σ0 value is less than 1, then Equation (13) is invalid and one has to use Equation (14) to
calculate E.

The second issue is that one has to approximate the infinite series of summation in Equation (13) or
Equation (14) by a finite series of summation with sufficient accuracy. By doing so, one can first compute
E with a finite M terms approximation of Equation (13) or Equation (14), denoted as EM. After that, one
will repeat the computation of E with (M + 1) terms approximation of Equation (13) or Equation (14),
denoted as EM+1. Then, one can check the difference of EM and EM+1. If |(EM − EM+1)/(EM + EM+1)|
is less than a pre-determined small criterion such as 10−6, one can say that the infinite series of
summation can be approximated with the finite M terms series of summation with sufficient accuracy.
Our numerical exercises show that the M value is usually around 10–50.

2.2.2. Calculation of Evaporation Rate E with the Brooks–Corey [26] Model

The Brooks–Corey function is also widely used for water flow in unsaturated zone. It is commonly
associated with Burdine’s pore size distribution model [28], leading to the hydraulic conductivity
function as follows:

K(S) = KsSp+2+2/λ, (15)

S = (
hv

h
)

λ

, |hv| < |h|, (16)

S = 1, |hv| ≥ |h|, (17)

where p (positive) is a soil specific parameter that accounts for the tortuosity of the flow [dimensionless],
λ (positive) is the pore size distribution index [dimensionless], S is the degree of saturation
[dimensionless] and hv (negative) [L] is the air-entry value of h (negative). The p-value was assumed to
be 1.0 in the original study of Brooks and Corey [26].

Defining the following new parameters: w = pλ + 2λ + 2, ξ =
(

E
Ks

)1/w
, ϕ = h

hv

(
E
Ks

)1/w
and

ϕ0 = h0
hv

(
E
Ks

)1/w
, where φ0 ≥ ξ. As demonstrated in Appendix A, three equations can be obtained

from Equation (6):
When ξ < 1 ≤ ϕ0, one has:

∞
∑

n=0

(−1)n ϕ0
−wn−w+1

−wn−w+1 +
∞
∑

n=0

(−1)n(−2wn−w)
(wn+1)(−wn−w+1) −

∞
∑

n=0

(−1)n
(

ϕ0hv
h0

)wn+1

wn+1 =
(
− L

h0

)
ϕ0 − ϕ0hv

h0+h0

(
ϕ0hv

h0

)w . (18)

When 1 ≤ ξ ≤ φ0, one has:

∞

∑
n=0

(−1)n ϕ0
−wn−w+1

−wn − w + 1
−

∞

∑
n=0

(−1)n
(

ϕ0hv
h0

)−wn−w+1

−wn − w + 1
=

(
− L

h0

)
ϕ0 − ϕ0hv

h0 + h0

(
ϕ0hv

h0

)w . (19)

When 0 < ϕ0 < 1, one has:

∞

∑
n=0

(−1)n ϕwn+1
0

wn + 1
−

∞

∑
n=0

(−1)n
(

ϕ0hv
h0

)wn+1

wn + 1
=

(
− L

h0

)
ϕ0 − ϕ0hv

h0 + h0

(
ϕ0hv

h0

)w . (20)

The evaporation rate E can be determined from Equations (18)–(20), following the same procedures
explained in above Section 2.2.1 for the modified Gardner model, and will not repeat here.
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3. Results

3.1. Check of Applicability of Equations (11) and (12)

In the past decades, several researchers [10,24,25] have studied the effect of water table depth
on evaporation from ground surface. Salvucci [24] showed that when the fitting parameter N
(see Equation (4)) increased, the magnitude of relative evaporation rate should decrease. Warrick [25]
presented the values of the relative evaporation (E/Ks) based on the work of Gardner [23] and
Brooks–Corey [26], and Warrick [25] reduced the parameter B in the Brooks–Corey model (Equation (3))
to 0 in order to make the problem analytically amendable, thus it can be regarded as a special case of
the Brooks–Corey model that may not be applicable to soils with B value not equaling to or very close
to zero.

Jury and Horton [10] gave two equations for calculating the bare ground evaporation, which are
Equations (11) and (12) of this study. However, applicability of these two equations for actual soils
is not investigated in sufficient detail. Based on four different soil types listed in Table 1, the results
of calculated relative potential evaporation rates (Ep/Ks) for water table depths ranging from 10 cm
to 1000 cm by Equation (11) are listed in Table 2. A few interesting observations can be made from
Table 2. Firstly, when the water table is as shallow as 10 cm, Ep/Ks values for all four soil types are
greater than 1.0, thus Equation (12) cannot be used to calculate the evaporation rate as this equation
requires that Ep/Ks is much less than 1. Secondly, for a water table depth of 50 cm, Equation (12) is
still not applicable as Ep/Ks values are not much less than 1, particularly for the case of Pachappa fine
sandy loam, which has an Ep/Ks value of 0.96. Thirdly, for a water table depth of 100 cm, Equation (12)
should be applicable for Buckeye fine sand and Yolo Light Clay, but is not recommended for Chino
Clay and Pachappa fine sandy loam. Fourthly, for water table depth greater than 300 cm, Equation (12)
is applicable for all four soil types as the Ep/Ks values are all less than 0.016.

From the above analysis, one can see that whether Ep/Ks is much less than 1 or greater than 1
depends on the soil properties and the water table depth. For instance, when the water table depth
is greater than 300 cm, the Ep/Ks values for the four soil types of Table 2 are all much less than 1.
However, for the same soil types, the Ep/Ks values become greater than 1 when the water table depth
is as shallow as 10 cm.

Table 1. Soil parameters used on the modified Gardner model.

Soil Site/Type Parameter Value References

Chino Clay N = 2, a = −23.8 cm [33]
Pachappa (fine sandy loam) N = 3, a = −63.83 cm [33]

Buckeye (fine sand) N = 5, a = −44.7 cm [34]
Yolo Light Clay N = 1.77, a = −15.3 cm [30]

To estimate the discrepancy of values produced by Equations (11) (without the assumption that
Ep/Ks being much less than 1) and (12) (with the assumption that Ep/Ks being much less than 1), one
may use the following formula: ε = |E11 − E12|/E11, where E11 and E12 represent Ep calculated from
Equations (11) and (12), respectively. The results of discrepancy for five different soil types are listed in
Table 3. Previous experimental data suggested the N values to be 2, 3, 4, 4, 5, and the a values to be
−20.8 cm, −86.7 cm, −17 cm, −10.9 cm and −44.7 cm, respectively, for clay loam, silty loam, sandy
loam, coarse sand and fine sand in Table 3, where the hydraulic properties of soils were measured by
Ashraf [35,36], Rijtema [37] and van Hylckama [34].
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Table 2. The Ep/Ks values for different water table depths (L) and soil types.

L (cm) 10 50 100 300 500 1000

Chino Clay, Ep/Ks 3.27 0.40 0.124 0.015 0.0056 <0.0001
Pachappa (fine sandy loam), Ep/Ks 7.07 0.96 0.280 0.016 0.004 0.00045

Buckeye (fine sand), Ep/Ks 4.00 0.29 0.023 0.0001 <0.0001 <0.0001
Yolo Light Clay, Ep/Ks 2.38 0.29 0.096 0.014 0.006 0.002

Note: The soil types of this table are the same as those in Table 1.

Figure 1 [38] shows the values of Ep/Ks for a range of N and −a/L values based on Equation (11).
In Figure 1, six different contours of Ep/Ks ranging from 0.05 to 0.00001 are plotted. This figure may
be used to quickly estimate the range of evaporation rate based on the soil type parameters a and N
for a given water table depth L. By knowing the range of Ep/Ks, one can subsequently estimate the
discrepancy range of the results obtained from Equations (11) and (12) (see Table 3). Such a discrepancy
range will allow us to decide if Equation (12) or Equation (11) should be used. In this study, we choose
5% discrepancy as the threshold, meaning that if the discrepancy is greater than 5%, Equation (12) is
not recommended and one has to use Equation (11); if the discrepancy is less than 5%, one can use
Equation (12) as a good approximation of Equation (11). For instance, when Ep/Ks are 0.05 and 0.01,
the discrepancy ratios between Equations (11) and (12) for Buckeye soil (fine sand) are 17.8% and
3.9%, respectively. Then, one can conclude that Equation (12) may be applicable when Ep/Ks is 0.01,
but not applicable when Ep/Ks is 0.05. However, for clay loam soil, when Ep/Ks are 0.005 and 0.01,
the discrepancy ratios between Equations (11) and (12) are 4.8% and 1.0%, respectively. Therefore,
Equation (12) may be applicable for both Ep/Ks of 0.005 and 0.01.

The discrepancy of 5% is a matter of authors’ choice. If necessary, a different criterion may be used.
However, it is better to use a criterion of no more than 10% because of the following consideration. It is
notable that the discrepancy discussed here is only theoretical. This means that additional discrepancy
associated with the simplification of actual field condition into the conceptual model of this study
is unknown and not considered. Therefore, if the theoretical discrepancy criterion is too large, for
instance, 10%, the actual discrepancy of applying such a model for field problems would be greater
than 10%, which will make the proposed solution less accurate and less reliable.

Now, one may answer the question of what range of Ep/Ks values can be regarded as much less
than 1, which is an assumption used in the approximation of Equation (12) [10]. The answer depends
on the accuracy requirement. For instance, if one can tolerate 5% of approximation error for the final
estimation of the evaporation rate, Ep/Ks values less than 0.01 are acceptable.

Table 3. The discrepancy ratio (ε = |E11 − E12|/E11) of results calculated from Equations (11) and (12).

E/Ks Soil 0.05 0.01 0.005 0.001 0.0001 0.00001

Buckeye (fine sand) 17.8% 3.9% 2.0% 0.4% 0.04% 0.004%
clay loam 4.8% 1.0% 0.5% 0.1% 0.01% 0.001%
silty loam 9.3% 2.0% 1.0% 0.2% 0.02% 0.002%

sandy loam 13.6% 2.9% 1.5% 0.3% 0.03% 0.003%
coarse sand 13.6% 2.9% 1.5% 0.3% 0.03% 0.003%

Note: The data of Buckeye (fine sand) and sandy loam were measured by van Hylckama [34] and Ashraf [35,36],
respectively, and the data for the other soils were taken from Rijtema [37].
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Figure 1. Different contours of Ep/Ks as a function of N and −a/L computed using Equation (11)
(modified from Liu [38]).

3.2. Results with Brooks–Corey and Modified Gardner Models

Sadeghi et al. [18] suggested that the Brooks–Corey soil parameters hv equaled the Gardner fitting
parameters a, and pλ + 2λ + 2 equaled the Gardner fitting parameter N for Chino Clay. The results of
evaporation rate calculated by the modified Gardner model and the Brooks–Corey model are shown
in Figure 2.

The ratios of the E values calculated by the Brooks–Corey and the modified Gardner models for
a water table depth of 50 cm and the surface matric potential heads of −100 cm, −200 cm, −300 cm,
−500 cm and −1000 cm are 81%, 94%, 96%, 98% and 100%, respectively. The reason to include
−1000 cm of surface matric potential head is to simulate the potential evaporation rate (Ep). If changing
the water table depth to 100 cm, the ratios of the E values calculated by the Brooks–Corey and the
modified Gardner models are 82%, 88%, 89% and 91% for the matric potential heads of −200 cm,
−300 cm, −500 cm and −1000 cm, respectively. If further changing the water table depth to 150 cm,
the ratios of the E values calculated by the Brooks–Corey versus the modified Gardner models are 72%,
85%, 89%, 92% for the matric potential heads of −200 cm, −300 cm, −500 cm, −1000 cm, respectively.

A few observations can be made for the comparison of the Brooks–Corey versus the modified
Gardner models. First, the calculated E values from both models are not too far apart, even for the
relatively small matric potential head at the surface. The smallest ratio of the E values between the
Brooks–Corey model and the modified Gardner model is 72% for the water table depth of 150 cm
and a matric potential head of −200 cm. Second, such a ratio increases with the magnitude of the
surface matric potential head for a given water table depth. Third, the Ep values (corresponding to the
−1000 cm surface matric potential head) calculated from these two models are very close to each other.
For instance, for the shallower water table depth of 50 cm, the Ep values calculated from both models
are essentially the same. The greatest discrepancy of the Ep ratio for the water table depth of 150 cm is
only 8%.

The Brooks–Corey parameters used above are closely related to the modified Gardner parameters.
However, this is not always applicable for some soil types. Rawls et al. [39] summarized the
Brooks–Corey fitting parameters for eleven types of soils. Among them, we selected four representative
types with the details listed in Table 4. Substituting the Brooks–Corey parameters of Table 4 into
Equations (18)–(20), we calculated the evaporation rates for four types of soils under different
matric potential heads at ground surface and compared the results with the simulation results of the
HYDRUS-1D program. The results for the water table depths of 100 cm were shown in Figure 3. Such
calculated E values are very close to their simulated counterparts by HYDRUS-1D for all the cases.
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Table 4. Soil parameter values for the Brooks–Corey model in Figure 3 [39].

Soil Type Ks (cm/d) Hv (cm) λ θr (m3m−3) θs (m3m−3)

Clay loam 5.52 −25.9 0.194 0.075 0.390
Silty loam 16.32 −20.7 0.211 0.015 0.486

Sandy loam 146.6 −8.69 0.474 0.035 0.401
Coarse sand 504.0 −4.92 0.592 0.020 0.417

Figure 2. The evaporation rate (cm/d) calculated by the modified Gardner [23] model and the
Brooks–Corey [26] model versus the surface matric potential (-cm) for the Chino Clay (see Table 1).
MG and B–C represent the modified Gardner’s [23] model and the Brooks–Corey [26] model in the
figure, respectively.

 

 

Figure 3. A comparison of the semi-analytical solutions (solid line) calculated with Equations (18)–(20)
using the Brooks–Corey model and the results of HYDRUS-1D simulation (dashed-line) for four soils
in Table 4.
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3.3. Comparison with Previous Work of Sadeghi et al. [18]

Sadeghi et al. [18] developed a closed-form solution to calculate the steady-state evaporation rate
by the Brooks–Corey function. The closed-form solution is based on an assumption of “2 + (2 + p)λ
is much larger than 1”. From the soil water properties estimated by Rawls et al. [39], the values of
2 + (2 + p)λ are actually not much larger than 1. From the soil properties used in Sadeghi et al. [18],
there are a few soils that have large values of “2 + (2 + p)λ”. Figure 4 compares results calculated by the
solution of Sadeghi et al. [18] and our solutions of Equations (18)–(20) for clay loam for a water table
depth of 100 cm, where ESSJ is the evaporation rate calculated by the solution of Sadeghi et al. [18],
and ELZ is our solutions of Equations (18)–(20). The values of “2 + (2 + p)λ” for four soils in Table 4 are
all between 2 and 3. Figure 4 shows that the results of this study are smaller than their counterparts
computed from the closed-form solution of Sadeghi et al. [18], with the ratio of ESSJ/ELZ varying
between 1.43 and 1.28 for the surface matric potential head changing from −150 cm to −1000 cm. This
implies that the closed-form solution of Sadeghi et al. [18] may not be accurate enough to calculate the
evaporation rates in these soils.

Figure 4. The ratio between Sadeghi’s solution (denoted as ESSJ where SSJ represents the first letters of
last names of three authors of Sadeghi et al. [18]) and our solution of Equations (18)–(20) (denoted as
ELZ, where LZ represents the first letters of last names of this paper) for clay loam and 100 cm depth of
water table.

4. Discussion

In this study, the modified Gardner model, the Brooks–Corey model and HYDRUS-1D have been
used to calculate the steady-state evaporation rate for an arbitrary matric potential head at ground
surface with the presence of a water table. This study is different from most previous analytical and
semi-analytical studies that usually focused on estimating the potential evaporation rate at ground
surface (with infinitely large matric suction at ground surface). In actual field conditions, the surface
suction may be affected by the humid climate, invalidating the infinity matric suction assumption,
or the actual evaporation rate may be much less than the potential evaporation rate. This study fills a
gap for providing a semi-analytical method to calculate the evaporation rate under an arbitrary surface
suction. The new solutions established here may also be used to estimate the difference of the potential
and actual evaporation rates for a variety of conditions.

This study selects one type of soil (Chino Clay in Table 1) to demonstrate the application of
the proposed method for the modified Gardner model and the Brooks–Corey model. For this soil,
the fitting parameters of a and N in the modified Gardner model are directly related to the fitting
parameters of p, λ, hv of the Brooks–Corey model in a fashion of N = pλ + 2λ + 2 and hv = a [18],
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the E values obtained from these two models fit reasonably well with some small but consistent
discrepancies (Figure 2). Such small discrepancies probably come from different functions employed
for describing these two models.

The comparison between the Brooks–Corey model and the HYDRUS-1D simulation is very
good for all the cases. The results show that the method developed in this study is useful for
general evaporation rate estimation. We also compare the solution with the analytical solution of
Sadeghi et al. [18] (see Equation (11) in Sadeghi et al. [18]), and the result is less satisfactory. This is
probably because the assumption that “2 + (2 + p)λ is much larger than 1” as used in Sadeghi et al. [18]
is not satisfied for the type of soils used in this study (see Table 4) [39]. This statement is confirmed
after a careful inspection of Sadeghi et al. [18], which also discussed the sensitivity of the p-value
(which is essentially the same term as “2 + (2 + p)λ” in this paper) for their solution. In Equation (11) of
Sadeghi et al. [18], if one sets z on the left side of the equation as the water table depth, one can calculate
the r term that is included inside the logarithmic functions on the right side of the equation, where
r is the ratio of the evaporation rate over the saturated hydraulic conductivity of the soil. However,
Equation (11) of Sadeghi et al. [18] was obtained with the assumption that the p-values were much
larger than 1. Therefore, it is not surprising to see that the comparison of this study and Equation (11)
of Sadeghi et al. [18] is less satisfactory because the p-values for the type of soils used in this study are
not much larger than 1, violating the assumption required for using Equation (11) of Sadeghi et al. [18].

It is worthwhile to carry out well-controlled experiments in the laboratory and/or the field to
directly measure the evaporation rate and to compare the experimental results with the theoretical
results of this study for a variety of soil types. Such experimental works are not included in this study
but should be pursued in the future.

In this study, all solutions are derived under steady-state flow condition, the assumption that the
temperature at the soil profile is constant, and the vadose zone being homogeneous. This study does
not consider the vapor phase diffusive flow.

Since the semi-analytical approach of this study is based on very few soil samples, its applicability
to a broad range of soil samples is still unclear and should be checked in the future. Furthermore,
caution should be taken to apply the solutions to deal with realistic field problems, which could be
much more complex than the conceptual model of this study. For instance, soil heterogeneity, including
multiple layered soil profiles that exist in some actual applications, has not been considered in this
study. Preferential flow, which has been seen in some soils, has also not been taken into consideration.
The influence of such complex field conditions on evaporation deserves further investigation in
the future.

5. Conclusions

The following conclusions can be drawn from this study:
A new mathematical model and associated solutions have been established for computing

the evaporation rate at a bare ground surface with an arbitrary surface matric potential for the
modified Gardner [23] model and the Brooks–Corey [26] model. The new solutions have been tested
extensively against previous solutions (under special conditions) and numerical solutions obtained
with HYDRUS-1D and are shown to be robust and accurate.

The comparison of the new solutions and the previous solution of Jury and Horton [10] for
computing the potential evaporation rate (see Equations (11) and (12) of this study) indicates that
the often used assumption of the relative potential evaporation rate (which is the ratio of potential
evaporation rate over the saturated hydraulic conductivity of the soil) being much less than 1 is not
established in some conditions, and the actual evaporation rate could deviate considerably from what
is calculated on the basis of such an assumption.

The results of this study are smaller than their counterparts computed from the closed-form
solution of Sadeghi et al. [18] with the ratio of ESSJ/ELZ varying between 1.43 to 1.28 for the surface
matric potential head changing from −150 cm to −1000 cm, where ESSJ and ELZ denote the solution of
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Sadeghi et al. [18] and the solution of this study, respectively. This implies that the closed-form solution
of Sadeghi et al. [18] may not be accurate enough to calculate the evaporation rates in some soils.

The mathematical model of this study provides a new and straightforward analytical approach
to estimate evaporation rate based on a few soil parameters and matric potential on the bare ground
surface. This approach is easier to use than the numerical solutions such as HYDRUS-1D, which
requires a great number of input parameters and a proper discretization of the domain of interest. The
solution developed in this study can also be used as a benchmark to test the numerical solutions that
may suffer from various numerical errors. The limitation of the analytical approach is that it cannot
deal with complex field conditions such as soil heterogeneity, preferential flow, flow transiency, and
irregular boundary conditions, which may be handled by proper numerical models.
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Appendix A

Derivation of Equations (18)–(20)
Instead of using the modified Gardner equation, one can use the Brooks and Corey [26] function

in Equation (6) to get: ∫ h0

0

dh

1 + E/
(

Ks(S)
p+2+2/λ

) = −L, (A1)

where E is the evaporation rate. Defining the following new parameters: w = pλ + 2λ + 2, substituting
Equations (16) and (17) into Equation (A1) leads to:

∫ h0

hv

dh
1 + Ehw

Kshvw

+
∫ hv

0

dh
1 + E

Ks

= −L. (A2)

Equation (A2) can be simplified as follows:

∫ h0

hv

dh
1 + Ehw

Kshvw

= −L − hvKs

E + KS
. (A3)

Defining the following new parameters: w = pλ + 2λ + 2, ξ =
(

E
Ks

)1/w
, ϕ = h

hv

(
E
Ks

)1/w
and

ϕ0 = h0
hv

(
E
Ks

)1/w
, where φ0 ≥ ξ, Equation (A3) then becomes:

∫ ϕ0

ξ

dϕ

1 + ϕw =

(
− L

h0

)
ϕ0 − ϕ0hv

h0 + h0

(
ϕ0hv

h0

)w . (A4)

The integration on the left side of Equation (A4) can be dealt with using the same procedures
employed in Section 2.2.1 for the modified Gardner model.

When ξ < 1 ≤ ϕ0, one has:

∞
∑

n=0

(−1)n(−2wn−w)
(wn+1)(−wn−w+1) −

∞
∑

n=0

(−1)n
(

ϕ0hv
h0

)wn+1

wn+1 +
∞
∑

n=0

(−1)n ϕ0
−wn−w+1

−wn−w+1 =
(
− L

h0

)
ϕ0 − ϕ0hv

h0+h0

(
ϕ0hv

h0

)w . (A5)
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When 1 ≤ ξ < ϕ0, one has:

∞

∑
n=0

(−1)n ϕ0
−wn−w+1

−wn − w + 1
−

∞

∑
n=0

(−1)n
(

ϕ0hv
h0

)−wn−w+1

−wn − w + 1
=

(
− L

h0

)
ϕ0 − ϕ0hv

h0 + h0

(
ϕ0hv

h0

)w . (A6)

When 0 < ϕ0 < 1, one has:

∞

∑
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(−1)n ϕwn+1
0

wn + 1
−

∞

∑
n=0

(−1)n
(
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wn + 1
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(
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(
ϕ0hv
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)w . (A7)
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Abstract: The characteristics of solute transport within log-conductivity fields represented by
power-law semi-variograms are investigated by an analytical Lagrangian approach that accounts for
the automatic frequency cut-off induced by the initial contaminant plume size. The transport process
anomaly is critically controlled by the magnitude of the Péclet number. Interestingly enough, unlike
the case of fast-decaying correlation functions (i.e., exponential or Gaussian), the presence of intensive
transverse diffusion acts as an antagonist mechanism in the process of Fickian regime achievement.
On the other hand, for markedly advective conditions and finite initial plume size, even the ergodic
longitudinal dispersion coefficient turns out to be asymptotically constant, and the corresponding
expected concentration distribution can therefore be obtained by conventional mathematical methods.

Keywords: solute longitudinal dispersion; evolving-scale log-conductivity; first-order analytical
approach; stochastic Lagrangian framework

1. Introduction

Modeling the considerable spatial variability exhibited by the hydraulic properties of natural
porous formations such as oil reservoirs and aquifers is a key requirement for the monitoring and
control of the related flow and transport processes. The classic stochastic theories (e.g., [1,2]) assume
that the log-conductivity Y(x) = ln K(x), where K is the local hydraulic conductivity and x is the vector
of spatial coordinates, is a homogeneous random space function, normally distributed and completely
characterized by constant mean and variance and by a fast-decaying correlation function. The above
characteristics imply the existence of a single representative scale of heterogeneity, i.e., the so-called
integral scale.

However, in the case of regional transport processes (i.e., over horizontal distances of the order
of tens to hundreds aquifer thicknesses), due to the involvement of several geological units called
facies, solute transport is typically influenced by several scales of structural variability. According
to Neuman [3], the log-K distribution resulting from the coexistence of geological facies might be
represented by a complex hierarchy of scales, progressively coming into play as the travel distance
increases. In this case, the semi-variogram of Y (i.e., the variance of log-K spatial increments) tends to
increase with no asymptotic threshold and likely in a discontinuous fashion. To describe such media
in a mathematical framework, the authors of [3] adopted the simple-scaling model, represented by a
power-law semi-variogram, γY(r) = arb, where a is a dimensional constant and one-half of the scaling
exponent H = b/2 is known as the Hurst coefficient [4].

The presence of significant log-conductivity trends affects flow and transport in aquifers to
an extent that depends on the complexity of the geologic formation. Additionally, at the regional
scale, the more appropriate models of flow and transport are two-dimensional. In this case,
the hydraulic properties of the heterogeneous formation, suitably described by the log-transmissivity
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Y(x) = ln T(x), where the transmissivity T indicates the vertical average of K, are critically influenced by
the depositional process. In such context, although the existence of several scales of heterogeneity seems
reasonable, there is no direct experimental evidence supporting the power-law model. Neuman [3]
provided an indirect justification of it, analyzing the scaling behavior exhibited by the longitudinal
dispersivity of tracer plumes.

The spreading of solutes is usually investigated in terms of a longitudinal dispersion coefficient.
There are two different types of dispersion coefficient. The ergodic dispersion coefficient is given by the
time-rate of change of the single-particle position covariance and incorporates the uncertainty related
to the plume centroid location; the effective dispersion coefficient consists in the time-rate of change of
the expected longitudinal central spatial moment and only accounts for the heterogeneity at the plume
scale. The difference between them was discussed by Fischer et al. [5] in the context of turbulent mixing;
by Kitanidis [6], Dagan [7], and Rajaram and Gelhar [8] in the context of transport in natural single-scale
porous formations; and by Glimm et al. [9] in the context of transport in natural evolving-scale porous
formations. The investigation of longitudinal dispersion in a stochastic framework was later extended
by Pannone to river-flow solute transport in the presence of random morphological heterogeneities
based on a first-order formulation [10,11], and to strictly uniform river-flows by an exact closed-form
solution based on the Taylor-Aris method of moments [12].

The implications of the ergodic or non-ergodic assumption for transport in evolving-scale
formations were further discussed by Dagan [13]. In this study, among other things, the author
obtained first-order analytical solutions for the effective dispersion coefficient in formations described
by power-law semi-variograms. The main finding of the paper was that the ergodic assumption,
implicit in most theoretical results of stochastic models, cannot be assumed as generally valid.
As a consequence, rather than showing an anomalous continuous growth, effective dispersion in
evolving-scale formations reaches a Fickian asymptotic limit for b < 1. The transport anomaly was only
recovered for b > 1, but, in this case, the hypothesis of stationarity (on which the analytical treatment
of transport was based) becomes strongly questionable.

The analytical solutions provided by Bellin et al. [14] substantially confirmed Dagan’s conclusions
concerning the occurrence of anomalous dispersion for b > 1 and asymptotically Fickian dispersion
for b < 1. Additionally, the assumption of linearity typical of any analytical approach was relaxed
and tested by solving fully nonlinear flow and transport problems. For b < 1, the analytical and
numerical solutions provided by [14] were in good agreement. Conversely, for large b (i.e., b = 1.75),
the numerical solutions slightly overestimated the analytical ones. The anomalous dispersion predicted
by the analytical solution was confirmed by the numerical results, at least in the explored range of
variability of the log-conductivity variance (σ2

Y < 2). Furthermore, the effective dispersion coefficient
turned out to be not affected by the travel-distance cutoff, which was a consequence of the use of finite
2-D field dimensions in the numerical simulations.

Anomalous transport manifests itself in different forms, typically appearing as long tails in the
spatial and/or temporal distributions of solute concentrations at given locations [15]. This tailing
is classically interpreted as a result of peculiar solute spreading, associated with the existence of
multiple scales of medium heterogeneity. Establishing a direct connection between continuous time
random walk parameters and randomly heterogeneous hydraulic conductivity within uniform- mean
flow domains, the authors of [15] showed that the features of transport cannot be explained by the
structural disorder of the geologic formations only. On the contrary, dynamic/flow factors such as
low-conductivity transition zones and preferential flow paths critically control the process. Based on
that, it can easily be understood how the occurrence of non-Fickian behavior is a highly probable event
in cases of transport through fractures [16,17].

Using first-order approximations in velocity fluctuations, the study by Suciu et al. [18] showed
how anomalous super-diffusive behavior may result from the linear combination of independent
random fields characterized by short-range correlation functions and increasing integral scales,
e.g., [3,19]. According to the same type of linear decomposition of log-conductivity fluctuations,
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the present work proposes a new theoretical approach for the determination of an ergodic
macro-dispersion coefficient depending on the initial plume size and the Péclet number magnitude,
which is a measure of the relative importance of advective and diffusive-like transport mechanisms.

Detailed investigations of the relationship between injection modes and heterogeneity in the
dispersion of solute particles in fracture networks able to store parts of solute mass were recently
conducted by [20–22]. Based on the results in [20,21], the type of injection mode has a significant
persistent impact on dispersion in a fracture network; more so for larger heterogeneity. The late
arrivals for resident injection are several orders of magnitude larger than those related to flux injection,
indicating that dispersion along the macroscopic flow direction is significantly enhanced by resident
injection. Conversely, the study by [22] showed that, after accounting for a pre-asymptotic regime,
the mean travel time of particles inserted using both resident and flux-weighted injection conditions
scales linearly, and the tails of the corresponding breakthrough curves exhibit almost identical power
laws. Demmy et al. [23] had previously studied the effect of injection modes in heterogeneous
porous media. They had found that, for a general case of three-dimensional heterogeneity, uniform
resident injection was associated with the nonlinear propagation of mean arrival time, whereas
injection in flux was associated with linear propagation. Both injection modes yielded nonlinear
arrival time variances, tending to some common asymptotic linear behavior. The moments of the
flux-weighted curves were persistently lower than those characterizing the uniform resident injection
case, although their propagation rates were converging toward some common value. Dentz et al. [24]
developed a continuous time random walk approach for the evolution of Lagrangian velocities in
steady heterogeneous flows based on a stochastic relaxation process for the streamwise particle
velocities. They predicted Lagrangian particle dynamics starting from an arbitrary initial condition
based on the Eulerian velocity distribution and a characteristic correlation scale. The main result
of the study can be synthesized in the detection of strong Lagrangian correlation and anomalous
dispersion for velocity distributions that are tailed toward low values, as well as in pronounced
differences depending on the initial conditions. Note that all mentioned studies ([20–24]) investigate
the relationship between injection modes and advective heterogeneity on solute dispersion without
discussing the effect of local dispersion magnitude. This effect is expected to be definitely more
pronounced for transport in porous media, which is the focus of the present study.

The crucial role of local dispersion (sometimes simply named ‘diffusion’) in solute
macro-dispersion and dilution was already explored in the context of subsurface flow and transport by
Pannone and Kitanidis [25] and in the context of river-flow and transport by Pannone [26,27]. Overall,
these studies showed that, in the case of heterogeneous structures characterized by short-range
correlations, macro-dispersion and dilution are singularly driven by the interplay of advective
heterogeneities and diffusive-like mechanisms.

The results of the present investigation, which focuses on the interplay between evolving-scale
heterogeneity and diffusion in longitudinal dispersion for uniform instantaneous injections of different
sizes, and invariably predicts asymptotically Fickian macro-dispersion for purely advective regimes
and super-diffusive transport in the presence of non-negligible local dispersion (regardless of scaling
exponent value), are partly in contrast with what has previously been found by similar studies on
this topic.

2. Formulation

Let us consider a first type of isotropic power-law semi-variogram, with an exponent ranging
between 0 and 1:

γY(r) = arb 0 < b < 1 (1)

It can be shown that such a semi-variogram is obtained by the superposition of an infinite
hierarchy of independent stationary log-conductivity fields characterized by an exponential covariance
function, an increasing integral scale, and variance proportional to it (see also [3]). The total fluctuation
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of the random function Y(x) = lnK(x) = < Y > + Y’(x), where the angle brackets indicate the (assumed
constant) ensemble mean and the prime indicates the deviation about that mean, is given by:

Y′(x) =
∞

∑
Λ=0

Y′
Λ(x) (2)

where Y′
Λ is the fluctuation associated with the Λth order of the hierarchy. The generic heterogeneous

sub-unit is therefore represented by the superposition of a given finite number of stationary fields of
increasing order:

Y(m)(x) =
∞

∑
Λ=m

Y′
Λ(x) (3)

For each stationary field, one has:

γYΛ(r) = σ2
YΛ(IYΛ)[1 − exp(−r/IYΛ)] (4)

where the integral scale IYΛ can be viewed as the inverse of the wave-number Λ, which represents the
spatial periodicity of the associated log-conductivity heterogeneity:

IYΛ =
1
Λ

(5)

Let us assume that the corresponding variance σ2
YΛ is a negative power of Λ:

σ2
YΛ =

c
Λ1+β

0 < β < 1 (6)

where c is a dimensional constant. Integrating over all the possible wave-numbers:

γY(r) =
∞∫

0

c
Λ1+β

[1 − exp(−rΛ)]dΛ (7)

one obtains [28]:
γY(r) = −cΓ(−β)rβ (8)

where the symbol Γ indicates a Gamma function. Equation (8) coincides with Equation (1) if:

b = β a = −cΓ(−b) (9)

For semi-variogram exponents ranging between 1 and 2:

γY(r) = arb 1 ≤ b < 2 (10)

it can be shown that the statistically independent components of the hierarchy must be characterized
by a Gaussian log-conductivity covariance function (see also [18]):

γYΛ(r) = σ2
YΛ(IYΛ)

[
1 − exp

(
−r2/l2

YΛ

)]
(11)

where lYΛ indicates the corresponding correlation length (lYΛ = 2IYΛ/
√

π) and the variance is
given by:

σ2
YΛ =

c
Λ2+β

0 ≤ β < 1 (12)
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Integrating over Λ:

γY(r) =
∞∫

0

c
Λ2+β

[
1 − exp

(
−πr2Λ2/4

)]
dΛ (13)

one obtains [28]:

γY(r) = −cΓ
(
− β + 1

2

)(π

4

) β+1
2 rβ+1 (14)

Equation (14) coincides with Equation (10) if:

b = β + 1 a = −cΓ
(
− b

2

) (√
π

2

)b

(15)

Given the mutual independence of the short-range log-conductivity fields, one can consider the
whole hierarchy as decomposed into two different macroscopic components:

Y′(x) = Ỹ(x) + Y(x) (16)

where

Ỹ(x) =
∞

∑
Λ=N+1

Y′
Λ(x) (17)

identifies the log-conductivity fluctuation due to the (N+1)th heterogeneous sub-unit and

Y(x) =
N

∑
Λ=0

Y′
Λ(x) (18)

is the log-conductivity fluctuation induced by the larger scales of heterogeneity.
From Darcy’s law combined with the equation of continuity for incompressible fluids in

incompressible solid matrices, one obtains the following steady flow equation:

∇2h(x) +∇h(x) · ∇Y(x)
= ∇2h′(x)− J · ∇Y′(x) +∇h′(x) · ∇Y′(x) = 0

(19)

where h indicates the hydraulic head and

J = −∇ < h(x) > (20)

indicates the mean head loss. In the Fourier domain, Equation (19) becomes:

|k|2ĥ(k) +
∫
k′

k′ · (k − k′)Ŷ(k − k′)ĥ(k′)dk′ = j
2π

J · kŶ(k) (21)

where j =
√−1 and the circumflex accent indicates Fourier transforms:

ĥ(k) =
∫
x

h′(x) exp(−j2πk · x)dx (22)

Ŷ(k) =
∫
x

Y′(x) exp(−j2πk · x)dx (23)

Let us assume that constant c is so small that, even for the larger sub-units, the log-conductivity
variance is always finite and not larger than 1. Physically speaking, that means that the present theory
concerns geologic formations made of nested (fractal-like), though mildly heterogeneous, porous
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structures. In this case, flow and transport linear theory (e.g., [1]) applies and the convolution term in
Equation (21) can be neglected:

|k|2ĥ(k) =
j

2π
J · kŶ(k) (24)

Incidentally, as mentioned above, the 2-D numerical simulations by Bellin et al. [14] allowed it to
be established that linear theory practically applies for log-transmissivity variance up to two. Similarly,
from the first-order Darcy’s law (e.g., [1]):

v̂i(k) = Ŷ(k)

(
Ui −

3

∑
j=1

kikj

|k|2 Uj

)
(25)

where v̂i is the Fourier transform of the ith component of velocity fluctuation and U = (U1,U2,U3) is the
constant ensemble mean velocity. From Equations (24) and (25) one can see that, at the first-order in the
log-conductivity variance, each Fourier component of the log-conductivity field corresponds to a single
component of hydraulic head and velocity. Therefore, the same properties of linear superposition
holding for Y (see Equation (2)) apply to h and v as well. Consider now an initial solute injection at a
uniform concentration C0, confined within a volume

V0 = l3
0 (26)

such that
IYN+1 < l0 < IYN (27)

The trajectory of the generic solute particle belonging to the dispersing plume can be expressed as:

X(t, a) = a +
t∫

0
v[X(τ, a)]dτ + XB(t)

= a +
t∫

0
〈v[X(τ, a)]〉dτ +

t∫
0

v′[X(τ, a)]dτ + XB(t)
(28)

where vector a represents its initial position within V0, t is the time, and XB the zero-mean Brownian
component. Given Equations (16) and (25), it is also:

X(t, a) = a + Ut + X′(t, a) + XB(t) = a + Ut + X̃(t, a) + X(t, a) + XB(t) (29)

where, at the first order:

X̃(t, a) =
∞

∑
Λ=N+1

X′
Λ(t, a) =

t∫
0

ṽ[X(τ, a)]dτ ∼=
t∫

0

ṽ[a + Uτ + XB(τ)]dτ (30)

and

X(t, a) =
N

∑
Λ=0

X′
Λ(t, a) ∼=

t∫
0

v[a + Uτ + XB(τ)]dτ (31)

Notice that, due to the linearization involved in Equations (30) and (31), the solute particles
sample the velocity distribution along longitudinal deterministic trajectories (a + Uτ), disturbed only
by the local-dispersive contribution represented by XB. Such an assumption is common to all first-order
(linearized) analytical formulations of subsurface flow and transport. Its physical meaning is that one

118



Water 2017, 9, 751

neglects the self-feeding mechanism of advective dispersion that would emerge from the solution of
the exact integro-differential equation:

X′(t, a) =

t∫
0

v′[a + Uτ + X′(τ, a) + XB(τ)
]
dτ (32)

A possible theoretical justification of it is that, overall, the reduced spreading of the particle
sampling cloud left to the only Brownian component of fluctuation balances the more persistent
correlation (and, therefore, the slower spreading) that would be induced by the advective fluctuation.

The concentration spatial moments, i.e., total mass, centroid and inertia, can respectively be
calculated from:

M =
∫

nCdx (33)

R(t) =
1
M

∫
nCxdx (34)

and
Sij(t) =

1
M

∫
nC(xi − Ri)

(
xj − Rj

)
dx (35)

where C = C(x,t) indicates the concentration in x at time t. For a single-particle injection in x = a

(e.g., [1]):

ΔC(x, t) =
ΔM

n
δ[x − X(t, a)] =

C0(a)n0da

n
δ[x − X(t, a)] (36)

where δ indicates Dirac’s distribution, ΔM is the associated mass, C0 is the associated initial
concentration, n is the generic volume porosity, and n0 is the volume porosity at injection site.
Integrating over the whole initial volume V0 for n ∼= n0 gives:

C(x, t) =
∫
V0

C0(a)δ[x − X(t, a)]da (37)

The substitution of Equation (37) into Equations (34) and (35) for C0 = const and M = n0C0V0

yields:

R(t) =
1

V0

∫
V0

X(t, a)da = a + Ut +
1

V0

∫
V0

[
X′(t, a) + XB(t)

]
da (38)

and
Sij(t) = 1

V0

∫
V0

[Xi(t, a)− Ri(t)]
[
Xj(t, a)− Rj(t)

]
da

= Sij(0) + 1
V0

∫
V0

[
X′

i(t, a)− 1
V0

∫
V0

X′
i(t, a′)da′

][
X′

j(t, a)− 1
V0

∫
V0

X′
j(t, a′′ )da′′

]
da

+XBi(t)XBj(t)

(39)

where
Sij(0) =

1
V0

∫
V0

(ai − ai)
(
aj − aj

)
da (40)

is the generic initial inertia moment and

ar =
1

V0

∫
V0

arda (41)
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is the rth component of initial centroid vector position. Ensemble averaging will be performed on
Equation (39) recalling that, by definition, the ensemble mean of a random fluctuation is zero and that
Equation (16) and flow linear treatment allow it to be assumed that:

〈X̃(t, a)X(t, a)〉 = 0 (42)

Additionally, we know that, for Brownian displacements:〈
XBi(t)XBj(t)

〉
= 2Dδijt (43)

where D is the coefficient of the (assumed isotropic) local dispersion and δij is Kronecker’s Delta. Based
on Equation (31), for negligible local dispersion and provided that the integral scales of all fields of the
Y-hierarchy are larger than the initial plume size, the corresponding components of particle positions
can be viewed as almost fully correlated (i.e., as if the particles were concentrated in a single point) at
any time: 〈

Xi
(
t, a′
)
Xj(t, a′′ )

〉 ∼= 〈
Xi
(
t, a′
)
Xj
(
t, a′
)〉

(44)

Thus: 〈
Sij(t)

〉
= Sij(0) + 1

V0

∫
V0

〈
Xi(t, a)Xj(t, a)

〉
da − 1

V2
0

∫
V0

∫
V0

〈
Xi(t, a′)Xj(t, a′′ )

〉
da′da′′

+ 1
V0

∫
V0

〈
X̃i(t, a)X̃j(t, a)

〉
da − 1

V2
0

∫
V0

∫
V0

〈
X̃i(t, a′)X̃j(t, a′′ )

〉
da′da′′

= Sij(0) + X̃ij(t)− R̃ij(t)

(45)

where
X̃ij(t) =

1
V0

∫
V0

〈
X̃i(t, a)X̃j(t, a)

〉
da (46)

indicates the single-trajectory covariance due to the Ỹ-hierarchy and

R̃ij(t) =
1

V2
0

∫
V0

∫
V0

〈
X̃i
(
t, a′
)
X̃j(t, a′′ )

〉
da′da′′ (47)

indicates the related centroid covariance. The Ỹ-hierarchy is equivalent to a geological sub-unit
characterized by a finite correlation length (or integral scale), which is smaller than the initial plume
size. Therefore, at large times, and unlike the case of the Y-hierarchy, the corresponding components
of different particle positions will tend to become asymptotically uncorrelated. As a result:

R̃ij(t) → 1
V2

0

∫
V0

∫
V0

〈
X̃i
(
t, a′
)〉〈

X̃j(t, a′′ )
〉

da′da′′ = 0 (48)

In this case: 〈
Sij(t)

〉
= Sij(0) + X̃ij(t) (49)

and the effective large-time macro-dispersion coefficient coincides with the ergodic macro-dispersion
coefficient:

DMij(t) =
1
2

d
〈
Sij
〉

dt
=

1
2

dX̃ij

dt
(50)

The novelty of Equations (49) and (50) as compared to the results by Kitanidis [6], Dagan [7],
and Rajaram and Gelhar [8] in the context of transport in natural, single-scale, porous formations
consists in the definition of the ergodic dispersion coefficient. Indeed, in the case of the evolving-scale
heterogeneity represented by power-law semi-variograms and based on a first-order approach, there is
an automatic cutoff in terms of the scales of heterogeneity actually involved in the dispersion process.
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Such cutoff, the effects of which are synthesized by Equation (44) for negligible local dispersion,
is determined by the finite initial plume size.

Due to the linearity implied by Equations (2), (24), and (25), the derivation of DMij
for log-conductivity fields characterized by evolving scales of heterogeneity and power-law
semi-variograms can be pursued by computing the corresponding coefficient for any stationary
field of the continuous hierarchy (exponential covariance for 0 < b <1 and Gaussian covariance for
1 ≤ b < 2) and by integrating the result over the truncated frequency domain. See Appendix A for
the derivation of DMij(∞, Λ) in the case of 3-D stationary exponential and Gaussian log-K covariance.
To obtain the global asymptotic macro-dispersion coefficient, given by the linear combination of the
macro-dispersion coefficients characterizing the heterogeneous single-scale fields of the hierarchy,
one has to compute:

D̃Mij(∞) = limt→∞

(
1
2

dX̃ij

dt

)
= limt→∞

(
1
2

∞

∑
Λ=N+1

dXijΛ

dt

)
(51)

where

limt→∞

(
1
2

dXijΛ

dt

)
= DMij(∞, IYΛ) (52)

and

limt→∞

(
1
2

∞

∑
Λ=N+1

dXijΛ

dt

)
=

l0∫
0

DMij(∞, IYΛ)dIYΛ =

∞∫
Λ0

DMij(∞, Λ)dΛ (53)

with Λ0 = 1/l0. From Equation (A7), respectively for exponential and Gaussian hierarchy:

DM11(∞, Λ) =
cU

Λ2+β
(54)

and
DM11(∞, Λ) =

cU
Λ3+β

(55)

Thus:

D̃M11(∞) =
∞∫

Λ0

cU
Λ2+β dΛ = − aU

Γ(−b)
1

(1+b)Λ1+b
0

= − aU
Γ(−b)

l1+b
0

(1+b) 0 < b < 1
(56)

and

D̃M11(∞) =
∞∫

Λ0

cU
Λ3+β dΛ = − aU

Γ(− b
2 )
(√

π
2

)b
1

(1+b)Λ1+b
0

= − aU

Γ(− b
2 )
(√

π
2

)b
l1+b
0

(1+b) 1 ≤ b < 2
(57)

Therefore, for any value of exponent b, transport turns out to be asymptotically ergodic
and Fickian.

Note that the truncated semi-variograms for the exponential and the Gaussian hierarchy are
respectively given by:

γYt(r) =
∞∫

Λ0

c
Λ1+b [1 − exp(−rΛ)]dΛ 0 < b < 1 (58)

and

γYt(r) =
∞∫

Λ0

c
Λ1+b

[
1 − exp

(
−πr2Λ2

4

)]
dΛ 1 ≤ b < 2 (59)
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with the following large-distance approximations:

γYt(r) ∼= − alb
0

bΓ(−b)

[
1 − bl1−b

0 exp(−r/l0)
r1+b

]
0 < b < 1 (60)

γYt(r) ∼= − alb
0

bΓ
(
− b

2

)(√
π

2

)b

[
1 −
(

21+b

π1+b/2

)
bl2−b

0 exp
(−r2π/4l2

0
)

r2+b

]
1 ≤ b < 2 (61)

where

limr→∞γYt(r) = σ2
Y0 = − alb

0
bΓ(−b)

0 < b < 1 (62)

limr→∞γYt(r) = σ2
Y0 = − alb

0

bΓ
(
− b

2

)(√
π

2

)b 1 ≤ b < 2 (63)

indicate the truncated-field variances. Thus,

D̃M11(∞) =
σ2

Y0bUl0
(1 + b)

0 < b < 2 (64)

In dimensionless terms:

DM11 =
D̃M11(∞)

σ2
Y0Ul0

=
b

(1 + b)
0 < b < 2 (65)

In the case of non-negligible local dispersion, the subdivision expressed by Equations (30) and
(31) is a mobile one. Indeed, even if the Y-hierarchy is characterized by integral scales larger
than l0, particles’ displacement includes a local-dispersive component that makes the original
distances increase as ~

√
2Dt. Thus, the threshold sub-unit corresponding to the subdivision

into X̃- and X-displacement hierarchy changes in time, and the boundary wave-number is now

Λ′
0 =

(
l0 + χ

√
2Dt
)−1

, with χ indicating a suitable constant related to the assumed width of the
Brownian-Gaussian bell. Equations (56) and (57) transform into:

D̃M11(t) =
∞∫

Λ′
0

cU
Λ2+β

dΛ + D = − aU
Γ(−b)

(
l0 + χ

√
2Dt
)1+b

(1 + b)
+ D 0 < b < 1 (66)

and

D̃M11(t) =
∞∫

Λ′
0

cU
Λ3+β

dΛ + D = − aU

Γ
(
− b

2

)(√
π

2

)b

(
l0 + χ

√
2Dt
)1+b

(1 + b)
+ D 1 ≤ b < 2 (67)

or

D̃M11(t) =
σ2

Y0bU
(1 + b)

(
l0 + χ

√
2Dt
)1+b

lb
0

+ D 0 < b < 2 (68)

In dimensionless terms:

DM11(τ) =
D̃M11(t)
σ2

Y0Ul0
=

b
(1 + b)

(
1 + χ

√
2τ

Pe0

)1+b

+
1

σ2
Y0Pe0

0 < b < 2 (69)

with
Pe0 =

Ul0
D

(70)
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and
τ =

tU
l0

(71)

Thus, in these conditions, transport tends to be asymptotically non-ergodic, due to the mobile

threshold wave number Λ′
0 =

(
l0 + χ

√
2Dt
)−1

that makes the travel time needed to achieve condition
(48) larger and larger, and non-Fickian or super-diffusive (DM11 increases in time).

Equation (69) can be integrated to obtain the dimensionless particle covariance:

X11(τ) =
X̃11(t)
σ2

Y0l2
0
= 2

τ∫
0

DM11dτ = 2bPe0
χ(1+b)(2+b)

(
1 + χ

√
2τ
Pe0

)2+b√
2τ
Pe0

+

2bPe0
χ2(1+b)(2+b)(3+b)

(
1 + χ

√
2τ
Pe0

)3+b
+ 2bPe0

χ2(1+b)(2+b)(3+b) 0 < b < 2
(72)

Finally, it should be emphasized that, due to the invariance of the longitudinal large-time
macro-dispersion coefficient for both types of short-range correlations (exponential and Gaussian)
with respect to the dimensionality of the flow domain, the longitudinal macro-dispersion coefficient
obtained for isotropic 3-D evolving-scale formations (Equations (56) and (57), Equations (66)–(67))
applies also to 2-D cases, with Y referring now to log-transmissivity.

3. Results

Based on the statistical equivalence between the evolving-scale log-conductivity fields represented
by power-law semi-variograms and the superposition of independent log-conductivity fields
characterized by short-range correlations (exponential or Gaussian) and increasing integral scale,
the present work allowed it to be established that:

1. Assuming the validity of the linear mathematical treatment for subsurface flow and transport,
it is always possible to subdivide the solute particle displacement in two big components (Equations (30)
and (31)), respectively influenced by the fields of the log-conductivity hierarchy characterized by
integral scales smaller and larger than the initial plume size.

2. In the presence of markedly advective regimes and negligible local dispersion (or diffusion),
the second component of the displacement hierarchy referred to different particles is characterized by
almost perfect correlation at any time. For that reason, it is possible to rewrite a well-known relation
involving ensemble mean inertia moment, particle position covariance, and centroid covariance
(e.g., [6,7]) in a formally identical but substantially different way:〈

Sij(t)
〉
= Sij(0) + X̃ij(t)− R̃ij(t) (73)

where the statistical moments on the right-hand side are now dependent on the truncated
log-conductivity hierarchy only. Thus, unlike what was inferred by Dagan [13], there is no need
to invoke the non-ergodicity of the process and to a priori define the longitudinal macro-dispersion
coefficient as one-half of the time-derivative of <Sij> in order to cut-off the long tail of the
log-conductivity spectrum, obtaining an asymptotically constant value. As a matter of fact, the
centroid covariance R̃ij is affected by a restricted range of heterogeneity scales and tends to zero at
large times. As a consequence, the time derivative of <Sij> tends to coincide with the time-derivative of
X̃ij, which envisions an asymptotically ergodic transport process. Additionally, the assumed linearity
of the problem and the integration of the asymptotic macro-dispersion coefficient obtained for a generic
single-scale log-conductivity field over the truncated hierarchy domain lead to an invariably constant
asymptotic macro-dispersion coefficient and, therefore, to Fickian transport conditions. It should be in
any case emphasized that the never-decaying dependence of this coefficient on the initial plume size l0
in Equation (64) which means that the system is characterized by persistent memory.

3. The nature of solute transport in evolving-scale heterogeneous formations is critically controlled
by the magnitude of the initial Péclet number, intended as the ratio of the product between the ensemble
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mean velocity and the initial plume size to the local dispersion coefficient. Generally speaking, the
Péclet number is a measure of the relative importance of advective and diffusive-like transport
mechanisms. In this specific case, the initial Péclet number can be interpreted as the ratio of the
largest period of log-conductivity intercepted by the initial plume to the solid matrix diffusivity.
When the Péclet number is not exceedingly large and the diffusive-like transport mechanisms play
a non-negligible role in the dispersion process, the truncation of the hierarchy cannot be univocally
defined. As a matter of fact, the boundary between the first and the second component of the
displacement hierarchy (Equations (30) and (31)) tends to change in time due to the advection-free
effect of diffusion that increases the distance between different particles, even when they undergo
highly correlated (and, therefore, identical) advective displacements.

4. For a finite Péclet number, the dimensionless longitudinal macro-dispersion coefficient and the
trajectory second-order statistical moment (particle covariance) are respectively given by Equations (69)
and (72).

Equations (69) and (72) are graphically represented in Figures 1 and 2, respectively, for χ = 3 and
a travel distance equal to 30l0. As one can see, the effect produced by high Péclet (Pe0) numbers is
opposite to the effect produced by high scaling exponents (b). Specifically, the higher the Péclet number,
the closer the transport process to asymptotic Fickian conditions, represented by a constant longitudinal
macro-dispersion coefficient (although, for τ → 0, the dispersion coefficient is higher for higher Péclet
numbers due to the larger number of heterogeneity scales initially sampled). Conversely, the higher the
scaling exponent, the faster the macro-dispersion coefficient increases. Notice that, in Figure 2, the red
dotted line represents the Fickian, linear behavior corresponding to a single-scale log-conductivity
field (exponential or Gaussian log-K covariance) characterized by the truncated-hierarchy variance and
by an integral scale equal to the initial plume size. Thus, unlike the case of fast-decaying correlation
functions, the coexistence of evolving-scale advective heterogeneity and intensive diffusive mixing
acts as an antagonist mechanism in the process of solute dilution and Fickian regime achievement.
Such a behavior, which is in definite contrast with what was previously found for stationary porous
media, was detected here for the first time.

Figure 1. Longitudinal macro-dispersion coefficient for variable Péclet numbers and scaling exponents.
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Figure 2. Longitudinal particle trajectory covariance for variable Péclet numbers and scaling exponents.
The red-dotted line refers to Fickian linear behavior corresponding to a single-scale log-conductivity
field (exponential or Gaussian log-K covariance) characterized by the truncated-hierarchy variance and
by an integral scale equal to the initial plume size.

4. Discussion and Conclusions

The present study has shown that the dispersion of solutes in evolving-scale heterogeneous porous
formations represented by power-law semi-variograms can be ergodic and Fickian or non-ergodic and
super-diffusive, based on the magnitude of the Péclet number, where the Péclet number is intended as
the ratio of the product of the ensemble mean velocity and the initial plume size to the local dispersion
coefficient, and the scaling exponent value.

Specifically, the larger the Péclet number, the closer the transport process to asymptotically
ergodic-Fickian conditions. Conversely, the higher the scaling exponent, the closer the transport
process to a non-ergodic super-diffusive regime. In the limit for Péclet tending to infinity (negligible
local dispersion), transport is always asymptotically Fickian (regardless of the scaling exponent),
with the longitudinal macro-dispersion coefficient that increases with the initial plume size and
scaling exponent.

The most important result is that, whereas in weakly heterogeneous formations characterized
by short-range correlation functions the local dispersive/diffusive transport mechanisms enhance
solute mixing and dilution by a faster achievement of Fickian conditions, the opposite happens in
the case of heterogeneous porous formations characterized by persistent correlations represented by
power-law semi-variograms.

This result is different from what has been found by previous studies on the same topic.
Dagan [13] predicted invariably non-ergodic conditions (the uncertainty related to the centroid
location, which is directly dependent on the incomplete dilution, never decayed) and adopted the
effective macro-dispersion coefficient as representative of longitudinal dispersion. Dispersion turned
out to be asymptotically Fickian for 0 < b < 1 and anomalous for 1 ≤ b < 2. On the other hand,
Suciu et al. [18] did not deal with ergodicity issues, defined the macro-dispersion coefficient as
one-half of the time-derivative of the particle trajectory covariance X11, and detected invariably
super-diffusive regimes.

The different conclusions reached by the present study come from the acknowledgement of the
effective-heterogeneity frequencies selection imposed by the finite initial plume size in such very
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peculiar hydraulic conductivity fields. Practically speaking, the present study recognizes that, in these
cases, it is the initial dilution degree that plays a crucial role in terms of further possible dilution.

Indeed, a very concentrated solute spot in high-Péclet number transport processes would remain
a very concentrated solute spot at any time: in the presence of long-range log-K correlations, a small
solute body does not intercept a band of heterogeneity frequencies sufficient to induce solute dispersion
about the center of mass. Conversely, the presence of a non-negligible local dispersive contribution
would determine a continuous though slow involvement of larger heterogeneity scales, with the
band of effective frequencies that becomes wider and wider. In these conditions, the evolving cut-off
would tend to become ineffective in that all scales of heterogeneity would gradually affect both
the macro-dispersion coefficient and the uncertainty related to the centroid location. In both cases,
however, transport would be non-ergodic:

d〈S11〉
dt

�= dX̃11

dt
(74)

and anomalous. In the first case, Pe → ∞ and there is no frequency selection due to the infinitesimal
plume size:

d〈S11〉
dt

=
dX11

dt
− dR11

dt
= 0 (75)

In the second case, Pe is finite and the frequencies cut off is mobile:

d〈S11〉
dt

=
dX̃11

dt
− dR̃11

dt
+ 2D �= 0 (76)

Only with a finite initial plume size (already diluted solute) and negligible local dispersion,
one would recover asymptotically ergodic conditions:

d〈S11〉
dt

→ dX̃11

dt
(77)

and a Fickian regime:
dX̃11

dt
→ 2Dm11 = const (78)

Since local dispersion is related to laboratory-scale formation structure, the local analysis of
long-range correlation porous media is a crucial issue in predicting the fate of fluids or pollutants
subject to release and migration through them. Additionally, it must be emphasized that the linear
treatment of flow and transport may hide some relevant second-order effects such as those coming from
the interplay of the heterogeneity scales allowed by the complete solution of the flow equation (see
Equation (21)) and from the Lagrangian solution of transport based on the complete integro-differential
Equation (32), instead of on its linearized version:

X′(t, a) ∼=
t∫

0

v′[a + Uτ + XB(τ)]dτ (79)

Finally, provided that any numerical approach would be to some extent biased by the dimensions
of the computational domain, it would be desirable that field experiments in highly heterogeneous
and complex porous formations validate the theoretical conclusions.

Conflicts of Interest: The author declares no conflicts of interest.
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Appendix A

From Pannone and Kitanidis [29], we know that the general expression of the asymptotic
macro-dispersion coefficient in the case of short-range correlations and the mean velocity U directed
along x1 is:

DMij(∞) =

∞∫
−∞

∞∫
−∞

∞∫
−∞

(
4π2D

3
∑

r=1
λ2

r /I2
Y

)
Suij(λ1, λ2, λ3)

(2πλ1U/IY)
2 +

(
4π2D

3
∑

r=1
λ2

r /I2
Y

)2
dλ1dλ2dλ3

I3
Y

+ D (A1)

where λr = krIY and Suij is the velocity spectrum. If the axes of the Cartesian reference frame (x1, x2, x3)
coincide with the principal axes of the dispersing plume, the velocity spectrum and log-conductivity
spectrum SY are related by the following expressions (e.g., [1]):

Su11(λ1, λ2, λ3) = U2SY(λ1, λ2, λ3)

(
1 − λ2

1
λ2

1 + λ2
2 + λ2

3

)2

(A2)

Su22(λ1, λ2, λ3) = U2SY(λ1, λ2, λ3)

(
λ1λ2

λ2
1 + λ2

2 + λ2
3

)2

(A3)

Su33(λ1, λ2, λ3) = U2SY(λ1, λ2, λ3)

(
λ1λ3

λ2
1 + λ2

2 + λ2
3

)2

(A4)

The spectrum of the isotropic log-conductivity can, in turn, be derived from the definition of
Fourier transform. For the exponential covariance:

SY(k) =
∫
r

CY(r) exp(−j2πk · r)dr =
2
k

∞∫
0

σ2
Y exp

(
− r

IY

)
sin(2πkr)rdr =

8π I3
Yσ2

Y(
1 + 4π2k2 I2

Y
)2 (A5)

while, for the Gaussian counterpart:

SY(k) = 2
k

∞∫
0

σ2
Y exp

(
− r2

l2
Y

)
sin(2πkr)rdr = π3/2σ2

Yl3
Y exp

(−π2l2
Yk2)

= 8I3
Yσ2

Y exp
(−4π I2

Yk2) (A6)

where k2 = k2
1 + k2

2 + k2
3. The advective part of DM11 for both exponential and Gaussian covariance

is therefore:
DM11A(∞, IYΛ) = σ2

YΛUIYΛ (A7)

Equation (A7) is obtained from Equation (A1) after the substitution ν1 = λ1Pe/2π, where
Pe = UIY/D >> 1, from [28]:

∞∫
−∞

1

ν2
1 +
(
λ2

2 + λ2
3
)2 dν1 =

π(
λ2

2 + λ2
3
)2 (A8)

by switching to polar coordinates for the subsequent integration over λ2 and λ3:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λ =

√
λ2

2 + λ2
3

λ2 = λ cos φ

λ3 = λ sin φ

dλ2dλ3 = λdλdφ

(A9)
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Abstract: Aquifer over-exploitation may increase coastal seawater intrusion by reducing freshwater
availability. Fractured subsurface formations commonly host important freshwater reservoirs along
sea coasts. These water resources are particularly vulnerable to the contamination due to seawater
infiltration occurring through rapid pathways via fractures. Modeling of density driven fluid flow
in fractured aquifers is complex, as their hydrodynamics are controlled by interactions between
preferential flow pathways, 3D interconnected fractures and rock-matrix porosity distribution.
Moreover, physical heterogeneities produce highly localized water infiltrations that make the
modeling of saltwater transport in such aquifers very challenging. The new approach described
in this work provides a reliable hydrogeological model suitable to reproduce local advancements
of the freshwater/saltwater wedge in coastal aquifers. The proposed model use flow simulation
results to estimate water salinities in groundwater at a specific depth (1 m) below water table
by means of positions of the Ghyben-Herzberg saltwater/freshwater sharp interface along the
coast. Measurements of salinity in 25 boreholes (i.e., salinity profiles) have been used for the model
calibration. The results provide the groundwater salinity map in freshwater/saltwater transition
coastal zones of the Bari (Southern Italy) fractured aquifer. Non-invasive geophysical measurements
in groundwater, particularly into vertical 2D vertical cross-sections, were carried out by using
the electrical resistivity tomography (ERT) in order to validate the model results. The presented
integrated approach is very easy to apply and gives very realistic salinity maps in heterogeneous
aquifers, without simulating density driven water flow in fractures.

Keywords: fractured aquifers; seawater intrusion; flow modeling; salinity map; groundwater ERT

1. Introduction

Seawater encroachments may lead to a consistent reduction of freshwater volume availability.
Mathematical models are very useful to simulate seawater intrusion in coastal aquifers, as for
instance in order to locate the freshwater/saltwater sharp interface position along coastal areas.
There are specific numerical codes produced by academic institutions, such as the United States
Geological Survey (USGS, Reston, VA, USA) or by commercial software houses, such as Aquanty, Inc.
(Waterloo, ON, Canada), that can provide largely utilized models such as FEFLOW [1], SUTRA [2],
SEAWAT-2000 [3] or HydroGeoSphere [4]. These are specific codes to study transient density driven
flow of seawater inland advancements in coastal aquifers, even by 3D visualization. Anyway,
the application of these codes in a fractured aquifer may have severe limitations when heterogeneities
and the preferential water flow pathways in fractures are not properly taken into account in the
governing equations.

Water 2017, 9, 875; doi:10.3390/w9110875 www.mdpi.com/journal/water130
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This is because the representative elementary volume (REV) of the fractured groundwater,
to which we must refer all model parameters (i.e., constant hydraulic conductivity and transmissivity,
porosity, storativity, etc.) and variables of the flow and transport equations, it may have a very large
size which renders unsuitable the application of the conventional models above mentioned. Moreover,
the REV of a fractured aquifer might not exist when the constancy of parameters is not achieved in the
entire size of the computational domain.

The only method to overpass this obstacle is to apply the governing flow and transport equation
to a REV of the flowing fluid in each single fracture. This can be possible when the geometry of the
fluid flow pathway is known a priori. Thus, specific methods are required to reproduce and address
into the model all preferential flow geometries that occur in different fractures of the coastal studied
aquifer. Different conceptual model can be defined in fractured media, even by taking into account
of tortuosity of the flow pathways [5]. Major stochastic media idealization for modeling the flow
in fractured rocks lead to: the fracture zone continuum model [6], where the fractured aquifer is
considered as an equivalent heterogeneous porous medium and the “discrete” fracture networks [7–9].
Most used in coastal areas is the flow in a set of parallel and identical fractures (i.e., layered model) [10].
In this work, the stochastic method reproduced into the model, the geometry of real preferential water
flow pathways of the Bari fractured aquifer. The selected stochastic method was able to transfer all
real medium heterogeneities into the computation procedure. Valid stochastic methods can provide
appropriate numeric model solutions not only in fractured aquifers, but also in a generic heterogeneous
aquifer. The stochastic method applied in this work investigated the spatial variability of the sizes of
fracture apertures of the Bari groundwater.

Groundwater flow at the regional scale (>1000 m), is usually mediated into the vertical thickness
(z) by considering a prevalent mean horizontal flow (x, y), as the saturated (vertical, z) thickness
is usually less than 50 m [11]. In the present work, instead, the groundwater flow modeling was
addressed in a 3D set made by Nf parallel fractures, which have the same mean aperture value 2bm

and an impermeable rock matrix. To support the stochastic method in this work, the data derived from
pumping tests on wells were necessary to implement the real heterogeneities of the filtration medium
into each single fracture of the model.

The flow simulation results defined the freshwater/saltwater (50%) sharp interface position
in the Bari aquifer by using the Ghyben-Herzberg theory and highlighted the part of the costal
aquifer where the seawater encroachment was present. In order to validate the spatial distribution
of water salinity close to seawater encroachment in groundwater, the numerical results were
compared with geo-electrical measurements carried out in two separated groundwater zones.
These field investigations utilize non-invasive geophysical techniques for monitoring coastal aquifer
salinity dynamics. The geophysical survey, particularly, the electrical resistivity tomography (ERT),
is a powerful tool to evaluate the heterogeneity of subsoil by estimating groundwater salinity at
specific depths below the ground. The ERT can be very useful when few boreholes (i.e., data) are
available for direct measurements by probes of groundwater salinity. Furthermore, monitored salinity
profiles in boreholes are affected by water salt mixing into the water columns and by vertical saltwater
stratification due to density. Thus, the real water salinity in a fracture at a specific depth can be
accurate only by installing packers into the well. These devices can isolate specific water depth
intervals into the borehole by providing appropriate salinity concentrations with depth. However
the packers are not easy to apply because they cannot be applied in boreholes with large diameter.
Moreover packer installation can be efficiently made only in unscreened wells. Subsequently, errors on
direct measurements of water salinity in boreholes might increase the uncertainty of model predictions.

In the literature there are many papers [12–21] concerning the application of the ERT technique to
detect the fresh/saltwater sharp interface in groundwater by visualizing the inland zone of saltwater
encroachment. Usually ERT is applied to obtain a qualitative result, which is a function of the electrical
resistivity contrast between the freshwater and the saltwater contained in the investigated groundwater
volume. However, quantitative estimations of water salinity concentrations by using resistivity
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measurements have been provided by Wagner et al. [22] and Singha et al. [23]. These researchers
defined a specific petro-physical relationship based on the Archie’s law [24] in order to derive
water salinities.

In present study a new site specific relationship resistivity/salinity has been defined in order to
infer salinity data by ERT survey in two coastal sections (y, z) of the Bari groundwater. These salinity
data have been then successful compared with results (i.e., salinity map) given by model at the depth
of 1 m below water table. The good agreement of the trends of ground water salinity suggests that
ERT is a powerful tool to provide suitable data of groundwater salinity in coastal areas by supporting
flow and salt transport model validations.

2. Materials and Methods

The field tests, carried out at the Bari site (Figure 1), have been conducted at the top of a karstic
fractured limestone formation that hosts the Murgia aquifer. The water table ranges from 5 to 40 m
below the ground.

Figure 1. Bari site geological sketch and computational domain (red square) for groundwater flow and
Ghyben-Herzberg simulations, and the positions of the electrical resistivity tomography (ERT) profiles
of subsoil.

A detailed geological description of the Bari coastal aquifer is available in [25]. The study area
lies on the eastern edge of the Murge, that represents the central part of the foreland of the Southern
Apennine mountains [26], characterized by a thick Mesozoic sedimentary sequence, overlain by
relatively thin and discontinuous Quaternary deposits. Locally, the “Calcare di Bari” represents the
outcropped Mesozoic sequence formation (Figure 1) characterized by numerous karstic cavities of
different shapes and sizes, partially or completely filled by “terra rossa” deposits. “Calcarenite of
Gravina” (Lower Pleistocene) represents the Quaternary formation, consisting of litho-bioclastic
sandstone. Colluvial and eluvial deposits (Upper Pleistocene-Holocene) cover stream beds (i.e., Lame),
while narrow bands, as outcrops of well-cemented porous sandstone (Upper Pleistocene) appear along
the coast. Limestone bedrock hosts a wide and thick aquifer. High limestone permeability is the result
of the intense fracturing of rock and of the karst dissolving action. The irregular spatial distribution
of the fractures and karstic channels renders the Bari aquifer very anisotropic. The groundwater
flows toward the sea, under a low pressure, in different subparallel fractured layers separated
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by compact (i.e., not fractured) blocks of rock. In particular, along a generic water flow pathway,
the fracture apertures with small sizes control the gradient line of predominant horizontal freshwater
flow, i.e., small sized apertures are the bottlenecks of the freshwater flow. In the study area, hydraulic
transmissivity, T [L2/t], and conductivity, K [L/t], of the “Calcare di Bari” formation, have been
determined by inverting the steady radial flow solution to a well (i.e., the Thiem’s equation) [27].
Results given by thirty-six (Table 1) pumping-well tests provide the experimental variogram of fracture
apertures of the coastal aquifer. The model estimated the local fracture apertures by inverting mean
aquifer conductivity formula, i.e., K = γw/μ × nb2/3, where n [-] is the effective porosity of the
saturated freshwater thickness. In fact the hydraulic conductivity in a single (smoothed) fracture with
aperture 2b, was obtained by comparing the velocity defined by Hagen-Poiseuille equation, which is
usually adopted [28] to determine the plane flow velocity in a fracture, with the velocity provided by
Darcy equation.

Table 1. Estimations of the mean fracture apertures at the Bari coastal aquifer, by inverting the solution
of the steady radial water flow to a well during pumping.

X (m) Y (m) K (m/s) Well ID 2b (mm)

Pumping Test

654,627.88 4,548,060.78 4.05 × 10−6 PT1 248.79
654,668.04 4,548,542.57 2.40 × 10−5 PT2 336.14
655,009.30 4,548,492.39 2.21 × 10−5 PT3 331.71
654,979.19 4,548,151.12 4.90 × 10−5 PT4 378.25
656,378.54 4,549,873.53 6.64 × 10−4 PT7 629.59
648,038.69 4,552,384.46 1.86 × 10−5 PT8 322.25
648,794.68 4,551,906.47 1.14 × 10−5 PT9 297.27
648,351.69 4,551,897.47 2.32 × 10−5 PT10 334.38
647,309.71 4,551,475.47 2.76 × 10−5 PT11 344.01
647,914.70 4,551,580.47 1.92 × 10−5 PT12 324.11
648,341.69 4,551,249.48 5.77 × 10−5 PT13 388.76
648,686.68 4,551,472.47 2.66 × 10−5 PT14 342.00
653,466.00 4,552,424.00 2.71 × 10−3 IS1 958.84
655,868.00 4,554,156.00 4.25 × 10−4 IS2 566.99
655,515.00 4,552,586.00 9.74 × 10−5 IS4 425.37
655,272.00 4,552,018.00 6.40 × 10−6 IS5 269.43
654,726.00 4,551,838.00 1.19 × 10−5 IS7 299.38
654,599.00 4,551,852.00 7.25 × 10−5 IS8 404.13
651,985.00 4,553,569.00 3.80 × 10−3 IS9 1089.42
651,172.00 4,552,620.00 9.25 × 10−6 IS10 286.87
651,558.00 4,550,230.00 2.37 × 10−4 IS11 501.40
650,678.00 4,554,592.00 3.45 × 10−5 IS13 356.91
651,256.00 4,554,586.00 1.47 × 10−5 IS14 310.07
647,153.00 4,553,736.00 6.26 × 10−6 IS19 268.41
645,754.00 4,553,926.00 7.03 × 10−6 IS21 273.81
653,419.00 4,549,497.00 3.72 × 10−5 IS22 361.33
654,415.00 4,550,306.00 1.27 × 10−5 IS23 302.37
654,812.00 4,550,479.00 1.26 × 10−5 IS24 302.08
654,559.00 4,551,970.00 1.19 × 10−5 IS25 299.38
656,315.00 4,552,223.00 5.48 × 10−5 IS26 385.45
656,919.00 4,550,832.00 1.47 × 10−5 IS28 310.07
652,850.93 4,553,352.70 4.17 × 10−3 L4 1130.53
653,252.50 4,555,151.70 2.17 × 10−3 PSUD 887.25
652,430.90 4,554,429.80 6.43 × 10−3 L3-S 1360.49
647,930.70 4,551,813.20 1.33 × 10−4 L5-S 449.84
654,679.50 4,555,109.10 2.29 × 10−3 L12-S 903.60

Mean value 6.58 × 10−4 471.69
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It should be noted that during the field investigation only 25 wells of 36 listed in Table 1 were
accessible to carry out water depth and salinity measurements.

2.1. Fractures Description and Flow Solutions: Experimental Tests

The fracture aperture size at grid position (x, y) was generated by the following stationary random
field, ε

ε(x, y) = Y(x, y)− Y (1)

where is Y = log 2b and Y is its mean. The semi-variogram model [5] of the expected value of the
variance is:

γ(ξxy) =
1
2

E
[{

ε(x, y)− ε
(

x + ξx, y + ξy
)}2
]

(2)

which can be derived using the autocovariance function

R(ξxy) = σ2
xy exp

⎡⎣( ξ2
x

ζ2
x
+

ξ2
y

ζ2
y

)1/2
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where the unknown semi-variogram model parameters σ2
xy (sill + nugget), ξx and ξy and

(i.e., correlation lengths) can be calculated using SURFER (Golden Software Inc., Golden, CO, USA)
on the basis of the spatial distribution of mean apertures determined from the results of pumping
tests. For the Bari coastal aquifer, the best-fit of the experimental semi-variogram was made using
the exponential model (Figure 2) with σ2

xy = 0.268, ξx = 1000 m and ξy = 2000 m, using data derived
from thirty-six tests (Table 1). However, at the field scale, it should also be considered the uncertainty
(~15%) due to the prediction of the spatial covariance of fracture apertures, which is dependent upon
the available number of field measurements (i.e., well pumping-tests). This uncertainty was due to
non-ergodicity of the scholastic variable [29].

The flow rate in each channel in x direction with cross section 2b × Δy (or 2b × Δx, in y direction)
can be estimated by revising the Darcy-Welsbach equation ([28] p. 126).

(
φi − φj

)
= Qij

2
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2gΔy
Δx
Δy

(
1

(2bi)
3 +

1(
2bj
)3

)]
(4)

where the friction factor f [-] can be derived from the Reynolds number [22] even for non-laminar
or turbulent fluxes; g is gravity acceleration and Qij [L3/t] = U × 2b × ΔxΔy, is the local discharge
between grid nodes i and j into the single fracture, where Δx and Δy are the discretization grid steps.
The finite difference method can be used to solve the continuity equation (i.e., ΣQ = 0) applied to
each grid node of the discretized domain. The resulting set of equations was solved by the iterative
successive-over-relaxation (SOR) method by using as boundary conditions the piezometric heads into
the depressed areas (i.e., pumping wells) and along the border of the studied area.

Ghyben-Herzberg Freshwater/Saltwater Sharp Interface

The flow simulation results enabled the estimation of the 50% freshwater/saltwater interface
positions with respect to the coastline by applying the Ghyben-Herzberg equation. Indeed, to predict
the interface toe position L [L], with respect to the coastline, the resulting total groundwater freshwater
outflow given by Equation (4) was managed to calculate the length of intrusion for every position
along the coast [30]

L − Ld = K
B2 − H2

s
2δγ × Q0

− Ld = n
b2

i
3

γw

μ

(δγ × φ0)
2 − H2

s

2δγ × Qi
0

− Ld (5)
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where Ld [L] is the distance of the contour head φ0 (for instance of 1 m) from the coastline given by
the flow simulation results; Hs [L] is the freshwater head at the outflow section (usually set to 0);
Qi

0 [L3/t/L] is the groundwater (i.e., freshwater) discharge along the coast predicted by the model at
grid node i; B [L] is the aquifer saturated thickness where is φ = φ0; and δγ = γw/(γs − γw) is the ratio
of the water specific weights.

In each single fracture of the Bari aquifer, the distance d of the generic grid node (x, y) from the
sharp interface was converted into a salinity concentration by using the empirical formula [31]

Csalt = Cs0 + As

[
exp
(
− d

Ds

)]
(6)

where the best fit constants Cs0 = 1.54 g·L−1, As = 12.02 g·L−1 and Ds = 592.65 m were estimated by
fitting the groundwater salt concentrations measured in twenty-five boreholes of the coastal aquifer,
at the depth of 1.0 m below the water table.

Figure 2. Experimental aperture variogram and model variogram parameters at Bari (Southern Italy)
coastal fractured aquifer; Model: Exponential (Scale = 0.16; Length = 3000 m; Anisotropy: ratio = 2,
angle = 64.5 degrees; Nugget Effect: error = 0.03518, micro = 0); Experimental: max lag distance = 4300 m,
number of lag = 25, lag width = 172 m, vertical scale = 0.384.

2.2. ERT Survey

ERT is a non-invasive and cost-effective geophysical technique commonly used for spatial
characterization of the subsoil over extended areas.

Soil electrical resistivity (i.e., the inverse of electrical conductivity) is an intrinsic parameter of the
soil, which can quantify the resistance of a given porous medium to the flow of the electric current.
Many factors affect the electrical resistivity of the medium, such as rock (or soil) porosity, clay content,
and salinity and temperature of water. Among these, water content and water salinity are the most
important parameters because the electric current flows into the rock by means of dissolved electrolyte
ions (i.e., dissolved salts) of the water in the pore spaces of the soil or in fractures. In the field, electrical
resistivity data are usually measured by using an array of four electrodes: two electrodes are used to
insert the electric current into the ground, and other two electrodes are used to measure the difference
of electrical potential into the investigated rock volume. The measurement, which is the apparent
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resistivity of a homogeneous bulk volume of the soil (or the rock) to which the measured electrical
resistance is equivalent [32], is then calculated by multiplying the resistance of the medium by a
geometrical factor, which depends on the arrangement (i.e., geometry and distance) of the electrodes
of the array. The subsequent inversion process, based on an iterative numerical method, allows us
to minimize the misfit between the theoretical resistivity and the measured one. This last numerical
method is usually required to estimate a more realistic resistivity distribution of the investigated soil.

In the study area, the ERT survey has been collected through a sequence of ten (y, z) ERT profiles,
grouped into two main subsurface cross sections. Each section was about 1 km of length in the direction
perpendicular to the coastline. These sections were located in two separated coastal areas. The first area
(Line A) was positioned where model results highlighted the seawater encroachment in groundwater.
The second section (Line B), instead, was located where the model simulation has shown a freshwater
outflow into the sea. The first section (Line A) grouped five ERT profiles, from E1 to E5, whereas the
section Line B, grouped other five ERT profiles, from E6 to E10 (Figure 3). ERT was carried out using
the Syscal Switch Pro 48 (IRIS Instruments, Orleans, France) resistivity-meter. A Wenner–Schlumberger
configuration array provided a good arrangement by considering the depth of investigation (<30 m)
below the ground and lateral resolution (<3 m). The length of each ERT profile was changed according
to the required depth of the investigation below the ground, which was dependent upon the expected
groundwater depth. Therefore, E1, E6 and E7 profiles were 135–160 m of length, while remaining
profiles were length about 50 m. For each ERT profile, 1500 data points were collected, including both
direct and reciprocal measurements required for the data quality control. This is because following the
reciprocity principle when the previous current electrodes are switched to the potential electrodes the
same resistivity values should be expected. The operating parameters during the acquisitions (Table 2)
were settled to optimize the field electrical resistivity measurements.

 

Figure 3. ERT profile locations. Blue points are boreholes (six) used for salinity measurements to
calibrate Equation (7) by using resistivity data provided by ERT profiles.

Table 2. Transmission (i.e., operating) parameters used in ERT surveys.

Injection Pulse Duration 250 ms
Minimum and maximum number of cycles for each measurement 3–6

Standard deviation of the measurements in a cycle 5%

The parameter optimization allowed bad data points removal when threshold values (i.e., the noise)
were overcome, as is shown in Table 3. The low number of removed data (5%) confirmed the good
quality of the ERT sequence. The inversion was made by using code RES2DINV (Geotomosoft Solutions,
Gelugor, Malaysia).
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Table 3. Error bounds during ERT data filtering.

Parameter Lower Bound Upper Bound

Injection current (mA) 5 1000
Potential measurement (mV) 5 5000

Deviation standard of the measurements in a cycle (%) 0 5
Percentage difference between direct and reciprocal data (%) 0 5

Usually, in order to estimate groundwater salinity from resistivity collected data a relationship
based on the Archie’s law could be applied. In the proposed study, Archie’s law, did not yield
satisfactory results, due to the wide heterogeneity of the fractured aquifer investigated, which present
preferential water flow pathways. In such complex hydrogeological formations, it might be challenging
to calibrate the Archie’s law due to variability of the rock quality, i.e., porosity, cementation index, etc.,
and of the water salinity in the bulk volume investigated by ERT.

For these reasons, a new site-specific relationship of the resistivity-salinity concentration (ρ-Csalt)
was proposed. For this investigation, additional six ERT profiles were performed close to the
boreholes where the salinity of groundwater at 1 m of depth was directly measured using an electrical
conductivity probe (MS5 OTT, Inc., Kempten, Germany). This means that from the twenty-five
boreholes we selected six at different water salinities to carry out six additional ERT. We selected only
six ERT/wells for a technical reason (i.e., low groundwater depth <3 m). In fact, to obtain a reliable
empirical resistivity-salinity relationship, the ERT images must have a high resolution [32] and for this
the depth of investigation must not exceed 5 m below the ground. This leads to a short inter-electrode
spacing and to the high resolution ERT images.

A rock electrical resistivity value in the upper part of the aquifer at a depth of 1 m below the
water table close was derived from each ERT carried out close the borehole. The measurements were
correlated with the salt concentration measured at the same depth in the water of boreholes. Thus,
groundwater salt concentration (g/L) as a function of the soil resistivity [33] was estimated by using

Csalt = aρb (7)

where a (= 47.02) and b (= −0.7) are two dimensionless best fit (R2 = 0.93) constants and ρ (Ωm) is
the monitored electrical resistivity of the groundwater. Despite of the few (six) boreholes considered,
the spread of measured values of water salinity, which ranged from 1 to 5 g/L, allowed a high (Figure 4)
correlation coefficient. The graph shows a lack of information for salt concentrations higher than 5 g/L,
due to the absence of boreholes.

 

Figure 4. The relationship between electrical resistivity (ρ) and groundwater salt concentration (Csalt)
at the Bari coastal aquifer.
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3. Results and Discussion

Flow model results (Figure 5) provide freshwater heads (m) and freshwater velocity and discharge
in each grid channel of discretized aquifer domain of 7200 × 6300 m2.

 

Figure 5. Model output: Freshwater heads (contour lines) in meters above sea level and water velocities
(vectors) ranging from 10 (in blue) to 80 m/d (in red) in the studied area. White arrows and the gray
border indicate the boundary conditions imposed during flow simulations; solid circles are wells.

Each horizontal fracture, at the regional scale, belonging to the 3D parallel set was discretized
using a grid step size of Δx = Δy = 150 m (i.e., 49 × 43 grid nodes). The saturated aquifer thickness was
30 m, on average, and by considering an average aperture of 0.47 mm for each single fracture of the set,
a total of 80 fractures were estimated for an effective porosity of 0.35% [23]. The conceptual fractured
model used in this work was derived from the layered model [24] and is made up of several horizontal
fractures bounded by impermeable rocks [25]. This is because vertical or sub vertical fractures that
usually occur in these limestone formations, which are formed by the movements of tectonic plates,
are very infrequent, so groundwater does not generally flow, as in the vertical lattice of fractures.
This means that, although vertical connections between horizontal (and parallel) fractures of the coastal
aquifer exist, horizontal preferential pathways dominate the water flow and each vertical fracture acts
like a piezometer of an aqueduct comprising parallel pipelines: it ensures that the freshwater flows in
each sub horizontal (and parallel) fracture (or pipe) with the same head gradient line. The freshwater
discharge in each grid channel allows the estimation of the sharp interface position in the coastal area.
For this calculation, an Excel (Microsoft) sheet was implemented with Equation (5) in order to estimate
the L − Ld distance for each Δx along the coast. Then, the coast distance yd from the border domain at
the assigned head (see Figure 5) was also considered to estimate all Ld distances with respect to the
coastline. Finally, the application of Equation (6) to all grid nodes of the domain led to a salinity map
of the Bari aquifer (Figure 6), at a depth of 1 m below the water table.

Figure 7 shows the results of the inverted ERT profiles at Line A and Line B. A common colour
scale has been settled in order to point out the differences in electrical resistivity between Line A
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(Figure 7a) and Line B (Figure 7b) profiles. Due to the great size of the studied area with respect to the
length of the geophysical profiles, the ERT images are shown unscaled.

Figure 6. Groundwater salinity map (at a depth of 1.0 m below the water table) given by
Ghyben-Herzberg and flow simulation results at the Bari coastal aquifer. Open circles are measured
salinities in boreholes.

 

Figure 7. Inverted ERT profiles at Line A (a) (from E1 to E5) and at Line B (b) (from E6 to E10):
ERT model error: <5%. E4 shows freshwater thickness reduction due to seawater intrusion.
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Vertical and horizontal exaggerations in Figure 7 highlighted the change of electrical resistivity
of monitored groundwater along each profile section. White dashed line shows the position of
the water table at a depth of 1.5–15 m below the ground given by the flow model and the field
measurements. From upstream to downstream, Line A highlights a significant decrease of aquifer
resistivity, from values higher than 200–300 Ωm to values less than 5 Ωm. In particular, low resistivity
values in E4–E5 (on the Line A) (see Figure 7a) show a decrease of freshwater thickness associated
to the inland seawater intrusion. On the contrary, only a small range of resistivity from the high
values of 200–300 Ωm associated with freshwater to the values of 40–60 Ωm, was recorded along
the Line B. This is because fractures along Line B transport high freshwater water flows due to the
large size of the fracture apertures, by avoiding seawater intrusion. These geophysical results agree
with the model outputs, confirming ERT is a valuable technique to detect the seawater intrusion in
groundwater. In order to provide a quantitative estimation of the salt concentration in groundwater
a new relationship ρ-Csalt was implemented to convert the collected electrical resistivity into salt
concentrations in groundwater. In order to compare the groundwater salinity derived from ERT
profiles with modeling results, the two trends of salinities estimated by ERT into the Bari coastal aquifer
have been plotted in Figure 8, together with results derived from model flow simulations (by including
Ghyben-Herzberg estimations) at the depth of 1 m below the water table. This result successful
validated the modeling output and at same time shows the efficacy of ERT to prove, experimentally,
the seawater encroachment along the coast. Moreover direct measurements in boreholes by probes can
be affected by the mixing due to water inflow coming from fractures at different depths of the water
column, whereas the salinity estimations derived from ERT measurements can better represent real salt
concentration into the fractures at a specific depth. This can be a valid support for modeling validations.

Figure 8. Comparison between salinity trends estimated by using ERT (red lines) and by using the
Ghyben Herzberg model (blue lines). Solid lines represent the Line A groundwater section; dotted
lines represent the Line B groundwater section.

4. Conclusions

The proposed case study deals with an innovative approach to model flow and salt transport
phenomena in fractured coastal aquifers affected by seawater intrusion. The adopted procedure
is based on a stochastic method able to transfer all real filtration medium heterogeneities into the
numerical flow model. In particular, the stochastic method applied in this work investigated the spatial
variability related to the size of the fracture apertures of the Bari groundwater. The model implemented
the Ghyben-Herzberg to estimate groundwater salinity by means of sharp freshwater/saltwater
position along the coast. The result provided the map of groundwater salinity at the depth of 1 m
below water table, visualising the sea encroachment in groundwater and the freshwater flow in
different areas along the coast. The main advantage of the proposed approach lies in the capability of
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the model to simulate flow and salt transport processes in complex hydrogeological systems, where
the wide heterogeneous nature of the fractured rock and the small size of the fracture aperture make
difficult the application of the conventional flow equation, such as Darcy’s law to a groundwater
representative volume. However, at the field scale, it should also be considered the uncertainty
(about 15%) due to prediction of spatial covariance of fracture apertures, which is dependent upon
the available number of field measurements (i.e., well pumping-tests). For this, the ERT technique
has proven to be a useful tool for the validation and uncertainty reduction of the flow and transport
numerical model in fractured coastal aquifers affected by seawater intrusion. Moreover, ERT derived
salt concentration data may overcome the issue related to the mixing of the fracture fluxes that occur
inside the borehole at different depths of the water columns. Hence, ERT may give more reliable
salt concentration values in comparison with measurements carried out in boreholes without using
packers. However in order to improve numerical model solutions and the accuracy of petro-physical
relationship ρ-Csalt, a higher number (>40) of appropriate measurements in wells is required.
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Abstract: Groundwater flow simulation often inevitably involves uncertainty, which has
been quantified by a host of methods including stochastic methods and statistical methods.
Stochastic methods and statistical methods face great difficulties in applications. One of such
difficulties is that the statistical characteristics of random variables (such as mean, variance,
covariance, etc.) must be firstly obtained before the stochastic methods can be applied. The dilemma
is that one is often unclear about such statistical characteristics, given the limited available data.
To overcome the problems met by stochastic methods, this study provides an innovative approach in
which the hydrogeological parameters and sources and sinks of groundwater flow are represented
by bounded but uncertain intervals of variables called interval of uncertainty variables (IUVs) and
this approach is namely the interval uncertain method (IUM). IUM requires only the maximum
and minimum values of the variable. By utilizing the natural interval expansion, an interval-based
parametric groundwater flow equation is established, and the solution of that equation can be found.
Using a hypothetical steady-state flow case as an example, one can see that when the rate of change
is less than 0.2, the relative error of this method is generally limited to less than 5%; when the rate
of change is less than 0.3, the relative error of this method can be kept within 10%. This research
shows that the proposed method has smaller relative errors and higher computational efficiency
than the Monte Carlo methods. It is possible to use this method to analyze the uncertainties of
groundwater flow when it is difficult to obtain the statistical characteristics of the hydrogeological
systems. The proposed method is applicable in linear groundwater flow system. Its validity in
nonlinear flow systems such as variably saturated flow or unconfined flow with considerable variation
of water table will be checked in the future.

Keywords: groundwater flow model; numerical simulation; uncertainty; IUV; IUM; perturbation
method; Monte Carlo; GFModel

1. Introduction

Over the past 40 years, numerical models of groundwater flow and solute transport have
been widely used in studies of water resources management, migration of pollutants, sea water
intrusion and many other applications [1–4]. However, because of the complexity of hydrogeological
conditions and the limited budget and time, scientists often find it difficult to collect sufficient
data to completely describe the hydrogeological systems in great details. Lack of hydrogeological
data will inevitably affect the reliability of the model simulations and result in model uncertainty.
Therefore, how to describe the uncertainty of model inputs and outputs and to improve the reliability
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of model predictions has become an important element of the numerical simulations used in studies of
groundwater flow and solute transport [5–9].

Stochastic method based on a certain statistical structure is one of the most important methods currently
used to study the uncertainty of numerical models of groundwater flow [2–9]. Stochastic methods include a
host of mathematical methods such as the traditional random methods [7,8] and the Bayesian statistical
methods [9]. The traditional random methods mainly include the Monte Carlo (MC) method, the moment
equation method and Taylor expansion method or the perturbation expansion method. The Bayesian
method is a widely used stochastic method in recent decades.

The MC method is first widely used to obtain the statistical characteristics of groundwater head
or solute concentrations by random sampling after the probability density function (PDF) of the
hydrogeological elements is known, where the hydrogeological elements refer to the aquifer parameters
such as hydraulic conductivity or transmissivity, storativity, porosity, dispersivity, etc., boundary and initial
conditions of flow and transport, and sinks and sources of flow and transport [10–13]. The moment equation
method can be used to calculate the mean and variance of groundwater head or solute concentrations,
provided that the mean and variance of known hydrogeological elements are given [14–18]. The moment
equation method is used to obtain the first and second moments of the hydraulic head (for flow problems) or
the solute concentration (for transport problems) by the first and second moments of the stochastic governing
equation. Many investigators have carried out the uncertainty analysis of numerical simulations based on the
Taylor expansion method or the perturbation expansion method, which also requires the mean and variance
of the hydrogeological elements [19,20]. The Taylor expansion method or the perturbation expansion
method expands head or concentration around its mean value and tries to make a connection between
the mean and variance of head and concentration with the mean and variance of the hydrogeological
elements [21,22]. The Taylor expansion or perturbation expansion method often involves the inversion of a
large coefficient matrix, which could be computationally expensive. In addition, several investigators have
studied the random theory using other methods [23–29].

Bayesian theory has also been widely used in the uncertainty analysis of numerical simulations of
groundwater flow and solute transport. This theory involves three aspects including sampling methods,
likelihood functions and convergence criteria [1]. A crucial step of the Bayesian theory is the sampling
algorithm. There are several commonly used sampling algorithms, such as the Metropolis-Hastings
algorithm, the Gibbs algorithm and the adaptive Metropolis algorithm [30–40]. Bayesian theory can obtain
the posterior probability density function of hydrogeological elements, but the premise is that the distribution
of hydrogeological parameters is known a priori.

Based on the random statistical characteristics of the hydrogeological elements, the stochastic method
obtains the statistical characteristics of the output (mainly, the head and concentration). Unfortunately, it is
sometimes difficult to know the stochastic statistical characteristics of the hydrogeological elements a priori
in actual applications.

However, although precise statistical characteristics of the hydrogeological elements may be difficult to
obtain, it may be easier to determine the ranges of possible values for the hydrogeological elements, probably
with the help hydrogeological surveys, which is conventionally conducted in nearly all the hydrogeological
investigations. If this is true, now the question is: Can we quantitatively determine the ranges of system
outputs, given the bounded but uncertain inputs of the hydrogeological elements? The method used to
tackle this question is named the interval uncertainty method (IUM), and it is practically appealing in terms
of managing groundwater resources and conducting risk assessment of contaminated aquifers. A minor
point to note is that IUM has been successfully carried out in other disciplines such as structural engineering,
interval optimization method, and irrigation water distribution, but has never been applied in subsurface
hydrology [41–50].

This study is the first attempt to use IUM for dealing with a linear groundwater flow system
in a confined aquifer. Comparison of the presented (analytic) IUM and numerical analysis of a few
hypothetical examples shows that the computational efficiency and precision of this method are very
well. The validity of IUM in nonlinear subsurface flow systems such as flow in variably saturated porous
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media or flow in an unconfined aquifer with considerable variation of water table with time is out of the
scope of this study, and will be investigated in the future.

2. Problem Description

IUM involves the interval response expression whose mathematical background is briefly explained
as follows.

2.1. Interval Response Expression

We consider that the groundwater system response ω is a function of the system parameters
α = (α1, α2, . . . , αm)

T, as stated below.

ω = ω(α) = ω(α1, α2, . . . , αm), (1)

where ω is a vector or scalar, m is the number of parameters, and T in the superscript is the transpose sign.
We consider that there are parameters with uncertainties in the parameter space. If we only know

their uncertainty range, they can be expressed using the following interval form:

αI = [α, α] = {α : α ≤ α ≤ α, α, α ∈ RL} (2)

in which α and α are, respectively, the vectors of the upper and lower bounds of the vector of uncertain
parameters α, RL is a real vector space. When the bounded uncertain parameters or parameters vector α
change within the range represented by Equation (2), the changing range for the system response ω can
be expressed in the following form:

Γ = {ω : ω = ω(α), α ≤ α ≤ α} (3)

When we know the upper and lower bounds of the bounded uncertain parameters or the
unascertained parameter vector α, the next task is to acquire the upper and lower bounds of the
groundwater system response ω, i.e., ω and ω.

2.2. Interval Parameter Type Groundwater Head Equation

The general form of groundwater flow governing equation used in numerical simulation may be
expressed as

KH = F (4)

where K is the coefficient matrix, H is the groundwater head vector at different nodes, and F is a column
vector. K and F are usually obtained by matrix and column vector superposition in a finite element or finite
difference framework, i.e., K and F can be decomposed into summations as follows:

K = K1 + K2 + · · ·+ Km =
m

∑
i=1

Ki (5)

F = F1 + F2 + · · ·+ Fm =
m

∑
i=1

Fi (6)

where m is the number of rows of K and F which are functions of hydrogeological elements, i.e.,

K = K(α), F = F(α) (7)

Therefore, Equation (7) can be transformed into

K = K(α) = ∑m
i=1 ϕi(α)K′

i , F = F(α) = ∑m
i=1 φi(α)F′

i (8)
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where Ki = ϕi(α)K′
i, Fi = φi(α)F′

i , ϕi(α) and φi(α) are functions of parameter α, and K′
i and F′

i are matrix
and column vector, respectively. Functions ϕi(α) and φi(α) (i = 1, 2, . . . , m) may behave differently, i.e.,
some may be nonlinear, some may be linear, and some may be zero. If α denotes the hydraulic conductivity,
the specific yield, the specific storage or parameters associated with the flow boundary, ϕi(α) and φi(α) are
linear functions, and Equation (8) can be simplified as

K = K(α) =
m

∑
i=1

αiK′
i , F = F(α) =

m

∑
i=1

αiF′
i (9)

If α has an uncertainty within a specified range, α can be defined as αI , where αI is the
interval parameter.

αI = [α, α] = α0 + ΔαI , ΔαI = [−α − α

2
,

α − α

2
] (10)

where α0 is the average value of parameter αI , α − α is the variation of αI , and α−α
2α0

is the rate of change
of parameter αI . According to Equation (8), we can get the following expression by utilizing the
interval expansion from interval mathematics [51].

K
(

αI
i

)
=

m

∑
i=1

αI
i K′

i , F
(

αI
i

)
=

m

∑
i=1

αI
i F′

i (11)

Combining Equation (11) with Equation (10), we can also obtain the following expression.

K
(

αI
)
= ∑m

i=1

(
α0

i + ΔαI
i

)
K′

i , F
(

αI
)
= ∑m

i=1

(
α0

i + ΔαI
i

)
F′

i (12)

Here we can simplify Equation (12) as follows:

K0 = ∑m
i=1 α0

i K′
i , F0 = ∑m

i=1 α0
i F′

i (13)

ΔK = K
(

ΔαI
)
= ∑m

i=1 ΔαI
i K′

i , ΔF = F
(

ΔαI
)
= ∑m

i=1 ΔαI
i F′

i (14)

Finally, we can obtain the interval of groundwater head equation(
K0 + K(ΔαI)

)
H = F0 + F

(
ΔαI
)

(15)

which is contained in the interval parameter ΔαI . Equation (15) is an interval algebraic equation group
concerning H, whose solution is also an interval variable. Solving Equation (15), the corresponding
changes of head H interval can be obtained when αI or ΔαI changes within a certain range.

3. Interval Response Solution

3.1. Groundwater Head Interval Response Expression

When determining the interval solution of H in Equation (15), we will first obtain the average
value H0 of H, and then calculate the variation ΔH, which is a key issue to deal with. The following
discussion provides the solution to Equation (15).

The average H0 of the groundwater head satisfies the following equation:

K0H0 = F0 (16)

where K0 is the coefficient matrix when the hydrogeological parameters are set at their averages, F0 is
the column vector when sources and sinks take their averages as well.
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Meanwhile, using K0 + ΔK, H0 + ΔH and F0 + ΔF, the following equation can be written:

(K0 + ΔK)(H0 + ΔH) = F0 + ΔF (17)

where ΔK and ΔF are respectively the variations of K and F. Considering Equations (16) and (17),
and ignoring the second order and higher order terms of ΔK, ΔH, and ΔF, we can obtain an approximate
expression of the first-order disturbance about the head [51].

ΔH(1) = K−1
0 (ΔF − ΔKH0) (18)

where ΔH(1) is the first-order approximation of ΔH. That is, replacing ΔH with ΔH(1) in Equation (18),
where H is

H = H0 + ΔH(1) (19)

The second-order approximation of ΔH and the corresponding H is

ΔH(2) = K−1
0 ΔK

(
K−1

0 ΔF − K−1
0 ΔKH0

)
, H = H0 + ΔH(1) + ΔH(2) (20)

According to the interval expansion from interval mathematics, substituting Equation (14) into
Equation (18), the first order perturbation of ΔH is approximately

ΔH(1) =
m

∑
i=1

ΔαI
i

(
K−1

0 (F′
i − K′

i H0)
)

(21)

and the component form of Equation (21) can be written as

ψ = (ψj,i), ψi =
(

K−1
0 (F′

i − K′
i H0

)
, i = 1, 2, . . . , m ; j = 1, 2, . . . , k′ (22)

where m and k′ are respectively the number of columns and rows of ψ in Equation (22). That is, they
indicate the number of nodes to be solved. When Equation (22) is substituted into Equation (21),
the following can be obtained:

ΔH(1) = ψΔαI (23)

According to the interval algorithm [51], the following can be obtained:

ΔH(1) = ψ[−Δα, Δα] = [−|ψ|Δα, |ψ |Δα] (24)

Therefore, one can obtain the first-order perturbation of H, which is approximately expressed as

H = H0 + [−|ψ |Δα, |ψ |Δα] (25)

Equation (25) is obtained when ϕi(α) and φi(α) both are linear expressions. It can be seen from
the solution of the interval head equation that one only needs to find the inverse of the coefficient
matrix rather than the head derivative of the changing elements to calculate the interval value of
H. In addition, when the interval value of H is obtained by this method, we find the extreme of H
(i.e., the maximum and minimum values) in a certain interval, which is obviously different from the
general perturbation method that only finds the variation of H within a certain interval rather than
its extreme value. When applied in groundwater, the general perturbation method is a method of
calculating the variation of groundwater head, which is based on the hydrogeological elements rate of
change is known.
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3.2. Algorithmic Details

The groundwater head interval response calculation is applied in the whole process of the number
simulation of groundwater flow. Because the coefficient matrixes of the subdivision element sections
are first obtained based on the subdivision elements coefficient matrixes superposition, the total
coefficient matrix in the number simulation program of groundwater flow is obtained. The algorithmic
description of the interval parameter perturbation method is listed in Algorithm 1.

Algorithm 1. Interval Parameter Perturbation Method Algorithm.

After the head H0 for a certain calculation period was obtained
1. Solving K′

i , F′
i and K′

i H0 for the section of each subdivision element;
2. Solving K−1

0 , and then K−1
0 (F′

i − K′
i H0) can be obtained;

3. Traversing each subdivision element, ψ can be obtained;
4. Calculating |ψ|Δα, ΔH(1) could be obtained;
Calculating above-described steps 1–4, the current time head can be obtained ΔH(1)

In the whole calculation, when the hydrogeological elements change within a certain interval,
determining the head interval response is essentially a matter of interval optimization. In the following
sections, numerical examples will be used to analyze the effectiveness of the proposed interval method.

4. Numerical Examples

To verify the effectiveness of the method in solving the interval-based parametric groundwater
head equation, we establish a synthetic two-dimensional confined aquifer flow model in this section.
The confined aquifer has an extent of 400 m × 400 m in horizontal dimensions, and a thickness of 10 m.
The total numbers of subdivision triangular elements are 620. Taking the aquifer base as the reference
surface, the top elevation of the aquifer is 10 m. The initial water head of the aquifer is uniformly set
at 100 m, the initial hydraulic gradient is zero, and the left boundary of the aquifer is defined as a
constant-head boundary with a value of 100 m. The remaining three boundaries of the aquifer are set to
be general-head boundaries (GHB) in which the head, the hydraulic conductivity and the reciprocal of
the distance are 100 m, 1 m/day and 0.1 m−1, respectively. The aquifer is heterogeneous and isotropic.
According to different hydraulic conductivity values chosen at different regions, the aquifer is divided
into four sections.

A graphic representation of the aquifer associated with a sample discretization used in the
numerical simulation is shown in Figure 1. The values of the hydraulic conductivities of different
zones are shown in Table 1. From Figure 1, one can see that the pumping well (well No. 1 in Figure 1),
which has coordinates of (200 m, 200 m), is located at the center of the aquifer. Meanwhile, each
section contains an observation well. Considering steady-state flow, we will calculate and analyze
three scenarios in the following sections. For Scenario One, the conductivities of the four sections
are considered as the interval variable. On the basis of Scenario One, an injection well at coordinates
of (100 m, 150 m) is added in Scenario Two. On the basis of Scenario Two, additional interval of
boundary conditions is considered in Scenario Three. To verify the effectiveness of this proposed
method, the degree of problem complexity increases from Scenario One to Scenario Three.
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Figure 1. Division graph of ideal groundwater flow model and map showing the locations of the pumping
well and the observation wells. (Pumping well: 1; observation wells: 2–5; injection well: 6; length unit: m.)

Where the numerical calculations are performed, we adopt the Groundwater Flow Model
(GFModel) program which is based on an arbitrary polygon finite-difference method, developed
by the first author (Guiming Dong) of China University of Mining and Technology [52]. The domain
of interest is discretized into polygons. Further refinement of the discretization mesh does not
provide noticeable improvement of the simulation results. Adopting the method of superposition
of the osmotic matrix of the triangular element to form the coefficient matrix, the GFModel is a
newly developed program, which can deal with the common boundary conditions, sources and
sinks, and time-dependent hydrogeological parameters and can also carry out three-dimensional
groundwater flow MC calculation, the general perturbation calculation, and interval parameter
perturbation calculation.

Table 1. Hydraulic conductivity in each zone of the model.

Partition Hydraulic Conductivity (Average Value) (m/day)

One 1
Two 10

Three 5
Four 3

4.1. Scenario One

We set the flow of the pumping wells to be 1500 m3/day. Increasing at 0.05 intervals, the rate of
change in the hydraulic conductivity changes from 0.05 to 0.4 in four zones seen in Figure 1, where the
average value multiplied by the rate of change is equal to half of the variation of the parameter as
referring to Equation (10). For example, the average hydraulic conductivity of the first partition is
1 m/day, when the rate of change is 0.2, then the interval of the hydraulic conductivity is [0.8, 1.2],
and the variation of the parameter is 0.4 m/day. Moreover, we perform a comparative analysis of
the MC method and the method proposed in this paper. The number of realizations used in the MC
method is found to be 6.25 × 106 after some numerical exercises. The maximum, minimum and
variation of the groundwater head obtained by the MC method are taken as theoretical values. Using a
computer with 4 GB of memory and CPU frequency of 2.5 GHz, the calculation time of MC is 2.6 days,
and the calculation time of the IUM is 4.2 s. The results are shown in Figure 2, Tables 2 and 3.
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Figure 2. Comparison of two methods in Scenario One ((a) observation well 2; (b) observation well 3;
(c) observation well 4; (d) observation well 5).

The smallest head and the largest head in each observation well decrease and increase respectively
as the hydraulic conductivity rate of change increases, and the variations in head and the relative error
increase correspondingly. The results of the proposed method show that when the rate of change is
less than 0.2, the relative error of the head variation is generally limited to within 5%; while when the
rate of change is less than 0.3, the relative error of the head variation is generally limited to within 10%,
as seen in Table 1.

The theoretical head variation obtained from the MC method in the observation wells
displays somewhat nonlinear relationship with the rate of change in the hydraulic conductivity.
Instead, the relationship is best described as piecewise-linear. As can be seen from Figure 2,
the theoretical head variation follows a nice linear relationship with the rate of change when the
latter is less than 0.2. However, the theoretical variation starts to deviate from the linear trend when
the rate of change is greater than 0.2.

For a given rate of change, when the hydraulic conductivities of four sections simultaneously take
their minimum values, the head for the observation well is the same as the minimum theoretical
head. Similarly, when the hydraulic conductivities of four sections simultaneously take their
maximum values, the head for the observation well is also the same as the maximum theoretical
head. The variations in the head calculated by the general perturbation method are the same as those
calculated using the method proposed in this study. In the meantime, the corresponding values of
ψ all must be positive in Equation (22), because only in this case, the general perturbation method
calculated results will be the same with the computational result of Equation (25), which suggests that
the general perturbation method has a close relationship with the proposed method.
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Table 2. Calculation results table for Scenario One (unit: m).

Rate of
Change

Observation Well No. 2

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 97.8684 98.0687 0.2003 97.8760 98.0758 0.1998 0.28
0.1 97.7515 98.1552 0.4037 97.7762 98.1757 0.3995 1.03

0.15 97.621 98.2342 0.6133 97.6763 98.2756 0.5993 2.28
0.2 97.4741 98.3067 0.8326 97.5764 98.3755 0.7991 4.02

0.25 97.3076 98.3733 1.0657 97.4765 98.4753 0.9988 6.27
0.3 97.1174 98.4348 1.3174 97.3766 98.5752 1.1986 9.02

0.35 96.8979 98.4917 1.5938 97.2767 98.6751 1.3984 12.27
0.4 96.6419 98.5447 1.9028 97.1769 98.7750 1.5981 16.01

Rate of
Change

Observation Well No. 3

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 98.6456 98.7665 0.1209 98.6506 98.7711 0.1205 0.28
0.1 98.5751 98.8187 0.2436 98.5903 98.8314 0.2411 1.04

0.15 98.4963 98.8664 0.3701 98.5300 98.8916 0.3616 2.28
0.2 98.4078 98.9102 0.5024 98.4697 98.9519 0.4822 4.02

0.25 98.3074 98.9504 0.643 98.4095 99.0122 0.6027 6.26
0.3 98.1927 98.9876 0.7948 98.3492 99.0725 0.7233 9.01

0.35 98.0605 99.022 0.9615 98.2889 99.1327 0.8438 12.24
0.4 97.9062 99.054 1.1478 98.2287 99.1930 0.9643 15.98

Rate of
Change

Observation Well No. 4

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 98.4301 98.5709 0.1408 98.4359 98.5763 0.1404 0.28
0.1 98.348 98.6318 0.2838 98.3657 98.6466 0.2809 1.04

0.15 98.2564 98.6874 0.4311 98.2955 98.7168 0.4213 2.27
0.2 98.1534 98.7385 0.5851 98.2253 98.7870 0.5617 4

0.25 98.0367 98.7854 0.7488 98.1551 98.8572 0.7021 6.23
0.3 97.9034 98.8288 0.9254 98.0848 98.9274 0.8426 8.95

0.35 97.7498 98.869 1.1193 98.0146 98.9976 0.983 12.18
0.4 97.5707 98.9064 1.3358 97.9444 99.0678 1.1234 15.9

Rate of
Change

Observation Well No. 5

MC Calculation Results IUM Calculation Results

Relative Error(%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 92.005 92.7623 0.7572 92.0305 92.7857 0.7552 0.27
0.1 91.5633 93.0893 1.526 91.6529 93.1633 1.5104 1.02

0.15 91.0697 93.3879 2.3182 91.2753 93.5409 2.2656 2.27
0.2 90.5145 93.6617 3.1472 90.8977 93.9185 3.0208 4.01

0.25 89.8852 93.9135 4.0283 90.5201 94.2961 3.776 6.26
0.3 89.1661 94.146 4.9799 90.1425 94.6737 4.5312 9.01

0.35 88.3364 94.3612 6.0249 89.7649 95.0513 5.2864 12.26
0.4 87.3684 94.5612 7.1928 89.3873 95.4289 6.0416 16

Table 3. Root mean square error (RMSE) calculation results of variations in head for Scenario One.

Rate of Change 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

RMSE 0.2236 0.3162 0.3873 0.4472 0.5000 0.5477 0.5916 0.6325

4.2. Scenario Two

Based on Scenario One, we install a new injection well with a flow rate of 1500 m3/day at the
coordinates (100 m, 150 m). The hydraulic conductivity rate of change is also adjusted from 0.05 to 0.4.
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The number of realizations used in the MC method model is also 6.25 × 106. The calculation time of
MC and the IUM is same as that on the scenario One. The results are shown in Figure 3, Tables 4 and 5.
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Figure 3. Comparison of the two methods in Scenario Two ((a) observation well 2; (b) observation well
3; (c) observation well 4; (d) observation well 5).

The results of Scenario Two are consistent with their counterparts in Scenario One, with some
slight discrepancies in terms of specific values shown in Table 3 and Figure 3. For the same rate of
change in the hydraulic conductivity, the relative errors of observation well 3 and observation well
5 are basically the same in both scenarios; while the relative error of observation well 4 in Scenario Two
is slightly larger than its corresponding value in Scenario One. Moreover, the relative error of the
observation well 2 under Scenario Two is slightly less than its corresponding value under Scenario One.
It is obvious that although Scenario Two is more complicated hydrogeologically (as it involves an
additional injection well) than that of Scenario One, the accuracy of the proposed method does not
show any noticeable decline. In addition, the results of the proposed method show that when the rate
of change is less than 0.2, the relative error of the head variation is generally less than 5%; while when
the rate of change is less than 0.3, the relative error of the head variation is generally less than 10%.

For a given rate of change of the hydraulic conductivity, further analysis shows that when the
hydraulic conductivities of four sections simultaneously take their minimum values, the head for the
observation well does not correspond to the minimum theoretical head calculated from the MC method.
Similar conclusion can be drawn when the hydraulic conductivities of four sections simultaneously take
their maximum values. This finding is certainly quite different from that of Scenario One. Taking the
observation well 4 as an example, with a rate of change of 0.2, when the hydraulic conductivities of
four sections are set at their minimum and maximum values simultaneously, the heads of observation
well 4 are 100.62 and 100.41 m, respectively. These values are clearly different from the minimum
(100.35 m) and the maximum (100.74 m) heads calculated using the MC method.
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Based on above analysis, one can conclude that the result of the general perturbation method
will differ from the method proposed in this paper. That implies that the corresponding value of ψ

in Equation (22) is not always positive. Using observation well 4 as an example, when the hydraulic
conductivity rate of change is all 0.2 in four sections, the head variation of the observation well is 0.20 m
using the general perturbation method, which is obviously different from the head variation of 0.37 m
calculated using the method of this study. It also shows that the method proposed in this study can
calculate the extreme values of the head at any given node, whereas the general perturbation method
only calculates the head variation of the node under a certain variation, which is obviously different.

Table 4. Calculation results table for Scenario Two (unit: m).

Rate of
Change

Observation Well No. 2

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 99.1171 99.2035 0.0864 99.1157 99.2018 0.0861 0.27
0.1 99.067 99.2409 0.1739 99.0726 99.2449 0.1723 0.95

0.15 99.0114 99.2754 0.264 99.0296 99.2880 0.2584 2.12
0.2 98.9493 99.3071 0.3578 98.9865 99.3310 0.3445 3.72

0.25 98.8793 99.3364 0.457 98.9435 99.3741 0.4306 5.78
0.3 98.7997 99.3634 0.5637 98.9004 99.4172 0.5168 8.33

0.35 98.7082 99.3886 0.6804 98.8573 99.4602 0.6029 11.39
0.4 98.6018 99.412 0.8102 98.8143 99.5033 0.689 14.95

Rate of
Change

Observation Well No. 3

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 99.1447 99.2219 0.0772 99.1440 99.2210 0.077 0.3
0.1 99.0996 99.2552 0.1556 99.1055 99.2595 0.154 1.05

0.15 99.0493 99.2857 0.2364 99.0671 99.2980 0.2309 2.3
0.2 98.9927 99.3136 0.3209 99.0286 99.3365 0.3079 4.05

0.25 98.9286 99.3393 0.4107 98.9901 99.3750 0.3849 6.29
0.3 98.8553 99.3631 0.5078 98.9516 99.4135 0.4619 9.04

0.35 98.7708 99.385 0.6143 98.9131 99.4519 0.5388 12.28
0.4 98.6722 99.4055 0.7333 98.8746 99.4904 0.6158 16.02

Rate of
Change

Observation Well No. 4

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 100.4527 100.5463 0.0936 100.4468 100.5401 0.0933 0.32
0.1 100.4138 100.6029 0.1891 100.4001 100.5867 0.1866 1.32

0.15 100.379 100.6676 0.2885 100.3535 100.6334 0.2799 3.01
0.2 100.3479 100.7422 0.3943 100.3069 100.6800 0.3731 5.36

0.25 100.3199 100.8288 0.5088 100.2602 100.7266 0.4664 8.34
0.3 100.2947 100.9302 0.6355 100.2136 100.7733 0.5597 11.93

0.35 100.2718 101.0502 0.7783 100.1669 100.8199 0.653 16.1
0.4 100.2511 101.1935 0.9424 100.1203 100.8666 0.7463 20.81

Rate of
Change

Observation Well No. 5

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 96.1732 96.5366 0.3634 96.1744 96.5368 0.3624 0.28
0.1 95.9612 96.6935 0.7322 95.9933 96.7180 0.7247 1.03

0.15 95.7243 96.8368 1.1125 95.8121 96.8992 1.0871 2.29
0.2 95.4578 96.9682 1.5104 95.6309 97.0803 1.4494 4.04

0.25 95.1557 97.089 1.9333 95.4497 97.2615 1.8118 6.29
0.3 94.8105 97.2006 2.3901 95.2686 97.4427 2.1741 9.04

0.35 94.4123 97.3038 2.8916 95.0874 97.6239 2.5365 12.28
0.4 93.9476 97.3998 3.4522 94.9062 97.8050 2.8988 16.03

153



Water 2017, 9, 978

Table 5. RMSE calculation results of variations in head for Scenario Two.

Rate of Change 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

RMSE 0.2236 0.3162 0.3873 0.4472 0.5000 0.5477 0.5916 0.6325

4.3. Scenario Three

The difference between Scenario Three and Scenario Two is that the number of hydrogeological
elements with interval variations, and the hydrogeological elements with interval variations, include
the hydraulic conductivities of four sections, the head at the head boundary, the hydraulic conductivity,
and the head at GHB. The reciprocal of the distance at GHB is constant. The hydraulic conductivity
rate of change also changes from 0.05 to 0.4 in four sections. The numbers of realizations used in
the MC method model are also 6.25 × 106 times. The calculation time of MC is 4.1 days, while the
calculation time of the IUM is only 4.2 s. The results are shown in Figure 4, Tables 6 and 7.
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Figure 4. Comparison of two methods in Scenario Three ((a) observation well 2; (b) observation well 3;
(c) observation well 4; (d) observation well 5).
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Table 6. Calculation results table for Scenario Three (unit: m).

Rate of
Change

Observation Well No. 2

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 94.1189 104.2004 10.0815 94.1151 104.2025 10.0874 -0.06
0.1 89.068 109.2383 20.1703 89.0714 109.2462 20.1748 -0.02

0.15 84.0113 114.2732 30.2619 84.0277 114.2898 30.2621 0
0.2 78.948 119.3051 40.357 78.9840 119.3335 40.3495 0.02

0.25 73.8765 124.3347 50.4581 73.9403 124.3772 50.4369 0.04
0.3 68.7955 129.3619 60.5665 68.8966 129.4209 60.5243 0.07

0.35 63.7017 134.3872 70.6854 63.8530 134.4646 70.6116 0.1
0.4 58.5928 139.4107 80.8179 58.8093 139.5083 80.699 0.15

Rate of
Change

Observation Well No. 3

MC Calculation Results IUM Calculation Results

Relative Error(%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 94.1441 104.2213 10.0772 94.1418 104.2233 10.0815 -0.04
0.1 89.0965 109.2566 20.1601 89.1010 109.2640 20.163 -0.01

0.15 84.0431 114.2889 30.2458 84.0603 114.3048 30.2445 0
0.2 78.9832 119.3184 40.3351 79.0195 119.3455 40.326 0.02

0.25 73.9152 124.3456 50.4304 73.9788 124.3863 50.4075 0.05
0.3 68.8376 129.3707 60.5331 68.9380 129.4270 60.489 0.07

0.35 63.7481 134.3939 70.6458 63.8973 134.4678 70.5705 0.11
0.4 58.6436 139.4154 80.7719 58.8565 139.5085 80.652 0.15

Rate of
Change

Observation Well No. 4

MC Calculation Results IUM Calculation Results

Relative Error (%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 95.4547 105.5433 10.0886 95.4466 105.5402 10.0936 -0.05
0.1 90.4155 110.6001 20.1846 90.3998 110.5871 20.1873 -0.01

0.15 85.3804 115.6652 30.2848 85.3530 115.6339 30.2809 0.01
0.2 80.3488 120.7401 40.3913 80.3062 120.6807 40.3745 0.04

0.25 75.3202 125.8274 50.5071 75.2593 125.7275 50.4682 0.08
0.3 70.2943 130.9296 60.6353 70.2125 130.7743 60.5618 0.12

0.35 65.2703 136.0506 70.7803 65.1657 135.8211 70.6554 0.18
0.4 60.2483 141.1954 80.947 60.1189 140.8680 80.7491 0.24

Rate of
Change

Observation Well No. 5

MC Calculation Results IUM calculation results

Relative Error(%)Lowest
Head

Highest
Head

Variations
in Head

Lowest
Head

Highest
Head

Variations
in Head

0.05 91.1783 101.5286 10.3503 91.1738 101.5374 10.3636 -0.13
0.1 85.9656 106.6861 20.7205 85.9920 106.7192 20.7272 -0.03

0.15 80.7276 111.8301 31.1025 80.8102 111.9010 31.0908 0.04
0.2 75.4604 116.9617 41.5013 75.6284 117.0828 41.4544 0.11

0.25 70.1571 122.0831 51.926 70.4466 122.2646 51.818 0.21
0.3 64.8106 127.1951 62.3845 65.2648 127.4464 62.1816 0.33

0.35 59.4111 132.2985 72.8874 60.0830 132.6282 72.5452 0.47
0.4 53.9448 137.3947 83.4499 54.9012 137.8100 82.9088 0.65

Table 7. RMSE calculation results of variations in head for Scenario Three.

Rate of Change 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

RMSE 0.2236 0.3162 0.3873 0.4472 0.5000 0.5477 0.5916 0.6325

The smallest head and the largest head for each observation well decrease and increase,
respectively, as the hydraulic conductivity rate of change increases, and the variations in head and the
relative error increase correspondingly. The results of the proposed method show that when the rate of
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change reaches 0.4, the maximum of the relative error is only 0.65%. This suggests that the relative
error is generally limited to 1%.

There is a nice linear relationship between the theoretical head variation calculated from the
MC method and the rate of change of the hydraulic conductivity, as can be seen from Figure 4.
Interestingly enough, the head variation calculated by the proposed method of this study shows
almost the same linear relationship with the rate of change in the hydraulic conductivity. This explains
why the two methods have relatively small relative errors. It is obvious that, although the number
of hydrogeological elements that are allowed to change in Scenario Three is larger (Scenario Three
includes seven changing hydrogeological elements), the linearity of the system interval response is
improved, and the accuracy of the method is improved as well. Therefore, the number of intervals does
not appear to be the primary factor determining the accuracy of the proposed method. Because the
degree of linearity of Scenario Three is higher than that of Scenario Two, it is reasonable to infer that
the degree of linearity should be the main factor affecting the accuracy of the proposed method.

As in Scenario Two, the head for the observation well is not always the same as the
minimum (or maximum) theoretical head when all the hydrogeological elements take their minimum
(or maximum) values. The result of the general perturbation method is also different from that obtained
from the method of this study. Once again, using observation well 4 as an example, with a rate of
change of 0.1, where the rate of change is for all the seven changing hydrogeological elements, the head
variation of the observation well is 19.90 m using the general perturbation method. This result is
obviously different from the head variation of 20.19 m calculated by the method of this study. It can be
seen from the three scenarios of numerical examples when three conditions, including the aquifer are
confined aquifer, ϕi(α) and φi(α) both are linear expressions and the interval of the changing elements
is little change, are satisfied in the same time, the IUM can perform better, while any of the above
three conditions are not satisfied, the IUM validity has not yet been checked. The inverse of matrix
is the main factor that influences the calculation efficiency of the method. For the above problems,
we will carry out research in the following study. In addition, the method can only obtain the changing
interval of the head, while giving the statistical characteristics of the head.

5. Conclusions

In this study, in contrast to the stochastic methods used in many numerical simulations of
groundwater flow and solute transport, a new concept involving interval mathematics is proposed to
quantify the uncertainty analysis of groundwater flow and solute transport. This concept originates
from the concept of interval uncertainty. The form of the interval-type groundwater flow governing
equation is presented, and the interval parameter perturbation method is provided. Since this method
only required matrix inversion to obtain the derivative of the head for the changing hydrogeological
elements, the method is computationally much more efficient than the conventional MC method.
Using this method, the interval response of the groundwater head can be obtained, which is different
from the value obtained by the general perturbation method.

Three hypothetical scenarios with an increasing degree of hydrogeological complexity and
uncertainty are used as examples to illustrate the performance of the proposed method, including
its accuracy and robustness. It appears that the accuracy of the method depends on the linearity
between the simulated head variation and the changing hydrogeological elements. In addressing
practical problems, the proposed method is recommended when the rate of change for the changing
hydrogeological elements is less than a certain value such as 0.2, as great linearity between the
simulated head variation and the changing hydrogeological elements has been identified under such
condition. Further research is needed to determine the upper limit of the rate of change for the changing
hydrogeological elements when this method is used under a wide range of hydrogeological conditions.
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Abstract: Deep geological repositories for nuclear wastes consist of both engineered and natural
geologic barriers to isolate the radioactive material from the human environment. Inappropriate
repositories of nuclear waste would cause severe contamination to nearby aquifers. In this complex
environment, mass transport of radioactive contaminants displays anomalous behaviors and often
produces power-law tails in breakthrough curves due to spatial heterogeneities in fractured rocks,
velocity dispersion, adsorption, and decay of contaminants, which requires more sophisticated
models beyond the typical advection-dispersion equation. In this paper, accounting for the mass
exchange between a fracture and a porous matrix of complex geometry, the universal equation
of mass transport within a fracture is derived. This equation represents the generalization of the
previously used models and accounts for anomalous mass exchange between a fracture and porous
blocks through the introduction of the integral term of convolution type and fractional derivatives.
This equation can be applied for the variety of processes taking place in the complex fractured porous
medium, including the transport of radioactive elements. The Laplace transform method was used to
obtain the solution of the fractional diffusion equation with a time-dependent source of radioactive
contaminant.

Keywords: radioactive contaminant; fractional derivative; analytical solution

1. Introduction

High-level nuclear wastes are a by-product of nuclear power generation and other applications of
nuclear fission or nuclear technology which must be shielded from humans and the environment for a
long time. Subsurface nuclear waste repositories consist of engineered and geological barriers that
isolate the radioactive materials from the human environment. If the radioactive contaminants leak to
aquifers, the damage would be serious because it directly contaminates our drinking water. We need
to answer how and when the contaminants leak from the power plants or the waste repositories
unintentionally, and how much they affect human beings and the natural environment. Safe disposal
of nuclear wastes requires an evaluation of the risks of contaminants for aquifers and prediction of the
possible migration of contaminated groundwater.

Fluid flow and contaminant transport in aquifers are dominated by fractures and large
pores. Numerous studies indicate that the real nature of solute transport in geological formations
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exhibits anomalous behavior [1–4]. Multiscale subsurface systems often produce power-law tails in
breakthrough curves [5–8], as well as in a nuclear waste repository site [9]. The breakthrough curves
are not adequately described by the typical advection-dispersion with an exponential residence time
(e.g., [10,11]).

Problems of solute transport in a single fracture-matrix system have been addressed, and the
analytical solutions have been developed based on the advection-dispersion equation [12,13].
Alternative transport models are proposed to capture the effects of spatial heterogeneities in fractured
rocks and the effects of flow channeling or velocity dispersion [14,15]. The models have extended to the
mass transfer models with time- or space-dependent dispersion coefficients (e.g., [16]), the multi-rate
mass transfer models [17], the continuous time random walk approach [18], the time-domain
random walk approach, the fractional advection-dispersion equation approach [19], and the stochastic
approach [20].

The fractional derivative can be understood as a convolution of an integer-order derivative with
a memory function [21], and the time convolution can capture memory effects, allowing particles to
reside for long periods. The temporal fractional derivatives can produce power law residence times of
solute transport. Liu et al. [22] considered the time fractional advection-dispersion equation, and the
solution was obtained by using variable transformation. Fomin et al. [23] studied mass transport in a
fractured-porous aquifer (i.e., aquifer filled with porous blocks) and modeled the effects of interaction
with porous blocks in the aquifer by temporal fractional derivatives. Numerical study shows that
varying the variations of order of fractional derivatives enables the description of different power law
decays obtained from a homogeneous porous medium to a fractured medium [24].

This study proposes a mathematical model of radioactive contaminant transport in a single
fracture within a confining porous matrix. Usually, sources of radioactive contamination vary with
time. For example, an exponentially decaying source boundary condition is frequently used in
radioactive waste disposal or non-aqueous phase liquid sites [25]. We derive the universal equation
of mass transport for dissolved molecular size contaminants within a fracture, which accounts for
the complexity of the confining porous matrix and temporal decay of the contaminant concentration.
In this equation, the specific features of mass transport in the surrounding matrix and mass exchange
between the fracture and matrix are modeled by the special function Q1(t), which represents the
integral of convolution. This paper provides the analytic derivation of the function Q1(t) in its most
general form, so that the majority of the well documented models can be obtained as particular cases
of the presented model. For example, in the absence of radioactive decay, the solution presented in
this paper reduces to the solution obtained by Fomin et al. [23] for Λ = 0 and Q1 = Q0. When mass
flux is Fickian with Λ = 0 and α = 1, the solution was obtained by Tang et al. [12], which also follows
as a particular case from the solution obtained in this paper.

2. Model

2.1. Governing Equation

We consider radioactive solute transport in a single fracture surrounded by porous rocks.
The fracture does not contain any porous inclusions, which is different from the concept in the previous
study [23]. A schematic sketch of a fracture and rock matrix is presented in Figure 1. A parallel plate
fracture is confined by porous rocks, which have same physical properties for the upper and lower
sides. Cartesian coordinates (x, y) are chosen in such a manner that fluid in the fracture flows in the
x-direction and that the coordinate y is perpendicular to the x-direction. Transport processes can
be symmetrical with regard to the median line of the fracture at y = −h (dashed line in Figure 1).
This leads to the mass flux of 0 at y = −h, and the solutions in the sub-domains below and above this
line are identical. Thus, we can only consider the upper half of the domain (y = −h).
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Figure 1. Schematic of a fracture surrounded with porous rocks.

Let c1 and c2 be the concentrations of the solute within the porous matrix and the fracture,
respectively. We consider only dissolved molecular-size contaminants, not suspended particles in
the aqueous phase radioactive particles. Because the thickness of the fracture is much smaller than
its length, the mean concentration of the solute within the fracture can be given by c = 1

h

∫ 0
−h c2dy.

Mass transport in this system consists of (i) advection and (ii) diffusion in the fracture, (iii) absorption
on the fracture walls, (iv) diffusion into the surrounding rocks, (v) adsorption on the walls of the pores
in the surrounding rocks, and (vi) radioactive decay of radioactive contaminants both in fracture and
porous matrix. Each governing equation within the fracture and within the rock matrix can be written
as [12]:

∂c
∂τ

+
1
h

∂s
∂τ

= −v
∂c
∂x

+ D
∂2c
∂x2 − λ(c +

1
h

s)− q
h

, 0 < x < ∞, τ > 0, (1)

∂c1

∂τ
+

ρm

θ

∂s1

∂τ
= −1

θ

∂q
∂y

− λ(c1 +
ρm

θ
s1), 0 < y < ∞, τ > 0, (2)

where τ is time. s and s1 are the mass of the solute adsorbed on the walls of the fracture and pores in
the rock matrix, respectively. v is the average velocity of the solution in the fracture. D and D1 are the
effective diffusivities in the fracture and in the porous medium, respectively, which include dispersion
and molecular diffusion in the fracture and in the porous medium. λ is a radioactive decay constant.
q is the mass flux on the wall of the fracture. ρm is the density of the rock matrix, and θ is the matrix
porosity.

It has been observed that pore spaces and micro-cracks in the rock matrix are distributed in
various sizes and different orientations [26]. We assume that contaminants not only penetrate in the
matrix due to molecular diffusion, but also migrate through micro-cracks due to advection. Thus,
the effective diffusivity, D1, accounts for dispersion and molecular diffusion. If micro-cracks within
the surrounding matrix have an orientation perpendicular to the conducting fracture, contaminants
may migrate long distances and lead to a faster process than diffusion (super diffusion). We should
predict the worst scenario to evaluate the risks of contaminants’ migration. Thus, in order to account
for the advective process in the surrounding rocks, this study used the generalized Fickian mass flux
in the matrix by introducing a fractional derivative, in the following form [27]:

q = −θD1
∂αc1

∂yα
, (3)

where α is the order of fractional derivative (0 < α < 1). The value of 1/2 < α < 1 leads to
faster (superdispersive) spreading, while the value of 0 < α < 1/2 causes slower (subdiffusive)
spread [25]. Equation (3) describes Fickian diffusion when the index on space fractional derivative is
1/2 (i.e., α = 1/2). The fractional derivative can be defined by means of Laplace transformation L,
from the equation L[ ∂αc1

∂yα ] = pα−1(pL[c1]− c1(τ, 0)), which is equivalent to the Caputo definition [28],
dαc1
dyα =

∫ y
0

(y−ξ)−α

Γ(1−α)
dc1
dξ dξ.

The relationship between c and s in Equation (1) and between c1 and s1 in Equation (2) can be
assumed [12] as

s = K f c, (4)
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s1 = Kmc1, (5)

where Kf and Km are given constants. Substituting correlations (4) and (5) into Equations (1) and (2) yields

R
∂c
∂τ

= −v
∂c
∂x

+ D
∂2c
∂x2 − Rλc +

θD1

h
∂αc1

∂yα
|y=0, (6)

R1
∂c1

∂τ
= D1

∂

∂y
(

∂αc1

∂yα
)− R1λc1, (7)

where R1 = 1 + ρmKm
θ and R = 1 +

K f
h are retardation coefficients.

In general, concentration in the matrix c1 is a function of both spatial coordinates, x and y:
c1 = c1(τ, x, y). Let l and h be the characteristic scales for the length in the x-direction (along the
aquifer) and y-direction, respectively. The scale l is defined by the distance of contaminant intrusion
into the aquifer in the x-direction due to the advective transport, and the scale h is defined by the
thickness of the aquifer. The characteristic values of the concentration gradient in x- and y-direction
are C0/l and C0/h, respectively. Therefore, the ratio of the gradients can be estimated by the quotient
of the length scales, h/l. Obviously, the scale l can be much greater than the scale h, and the ratio h/l
can be very small. Hence, diffusion in the x-direction is negligibly small compared to the diffusion in
y-direction. Thus, the derivative of c1 with respect to x is ignored. This is the same assumption with
Grisak and Pickens [29] and Tang et al. [12]. Dependence of c1 on x is a consequence of the boundary
conditions on the rock–fracture interface (y = 0), which couples c1 with the mean concentration in the
fracture, c.

In order to generalize the equations, the non-dimensional forms are derived with the proper
characteristic scales. The scale for time represents the characteristic time for contaminant penetration

in the rock matrix to the distance h, given by τm = hα+1R1
D1

. The scale for the variable x-coordinate
along the fracture is the characteristic distance of contaminant migration by the characteristic time

τm, described as l = vτm
R = hα+1vR1

RD1
. The scale for the y-coordinate is defined to be half of the aquifer,

h. The initial concentration of solute at the inlet where the source of contamination is located, c0(0),
can be used as the scale for solute concentration. Based on these scales, non-dimensional variables can
be introduced as follows:

C =
c

c0(0)
; C1 =

c1

c0(0)
; Pe =

vl
D

; t =
τ

τm
; X =

x
l

; Y =
y
h

; Λ =
λR1hα+1

D1
. (8)

Substituting the non-dimensional variables in Equation (8) into Equations (6) and (7) yields the
following:

∂C
∂t

− 1
Pe

∂2C
∂X2 +

∂C
∂X

+ ΛC = θ
∂αC1

∂Yα
|Y=0, 0 < X < ∞, t > 0, (9)

∂C1

∂t
=

∂α+1C1

∂Yα+1 − ΛC1 0 < Y < ∞, t > 0. (10)

The following boundary and initial conditions can be imposed:

t = 0, C = C1 = 0; (11)

X = 0, C = C0(t); (12)

X → ∞, C → 0; (13)

Y → ∞, C1 → 0; (14)

Y = 0, C1 = C; (15)
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where C0(t) is the non-dimensional concentration at the inlet of the fracture. Typically, the
concentration distribution in the aquifer can be approximated by a parabola. Therefore, the maximum
values of concentration can be reached in the middle of the aquifer, while the lowest values at the
aquifer–matrix interface. In this case, assuming that the concentration C1 on the interface Y = 0
is equal to the mean concentration C in the aquifer (the boundary condition (15)), which slightly
overestimates the concentration on the border of the matrix. Therefore, the computed concentration
C1 in the region (0 < Y < ∞) will be slightly overestimated. However, using the present model as a
tool for predicting contamination in the real world situations, the slight overestimation of the possible
hazardous contamination is a positive factor.

2.2. Analytical Solution

Equation (9) describes mass transport in a fracture, which contains the variables C and C1

(i.e., concentration in the fracture and in the matrix, respectively). Let us consider the mass flux on the
fracture–matrix interface on the right hand side in Equation (9), which can be written by:

Q =
∂αC1

∂Yα
|Y=0. (16)

Based on an analogy of Duhamel’s theorem [30], the solution for the concentration in the matrix,
C1, can be coupled with the concentration in the fracture, C, by the following equation:

C1(t, X, Y) = e−Λt ∂

∂t

∫ t

0
eΛτC(τ, X)u0(t − τ, Y)dτ, (17)

where the function u0 in Equation (17) is a solution of the following auxiliary problem:

∂u0

∂t
=

∂α+1u0

∂Yα+1 ; 0 < Y < ∞; t > 0, (18)

t = 0, u0 = 0; (19)

Y = 0, u0 = 1; (20)

Y → ∞, u0 → 0. (21)

The mass flux in Equation (18) is given by:

Q0(t) = −∂αu0

∂Yα
|Y=0. (22)

Mass flux differentiations, Q given by Equation (16) and Q0 given by Equation (22), are performed
with respect to the variable Y, whereas the differentiation and the integration in Equation (17) are
performed with respect to the variables t and τ, respectively. We can change the order of fractional
differentiation with respect to Y to the order of differentiation with respect to t and the order of
integration with respect to τ. As a result, we obtain

Q =
∂αC1

∂Yα
|Y=0 = e−Λt ∂

∂t

∫ t

0
eΛτC(τ, X)

∂αu0

∂Yα
|Y=0dτ = −e−Λt ∂

∂t

∫ t

0
eΛtC(τ, X)Q0(t − τ)dτ, (23)

where C(τ, X) does not depend on Y. In addition, the mass flux Q given by Equation (23) can be
rewritten in the form:

Q = − ∂

∂t

∫ t

0
C(t − τ, X)Q1(τ)dτ, (24)

where

Q1 = e−Λt ∂

∂t

∫ t

0
eΛτQ0(t − τ)dτ. (25)
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The proof of the derivation of Equation (24) can be found in the Appendix.
Substituting Equations (23) and (24) into Equation (9) leads to the following boundary value

problem for C (i.e., concentration in the fracture):

∂C
∂t

− 1
Pe

∂2C
∂X2 +

∂C
∂X

+ ΛC = −θ
∂

∂t

∫ t

0
C(τ, X)Q1(t − τ)dτ, 0 < X < ∞, t > 0, (26)

t = 0, C = 0; (27)

X = 0, C = C0(t); (28)

X → ∞, C → 0. (29)

Equation (26) describes the majority of the transfer processes in the fracture and the specific feature
of mass exchange between the fracture and the matrix. The derivation can be done by constructing the
appropriate function Q1(t) in Equation (25).

Applying the technique of the group analysis of differential equations [31], the solution of the
formulated boundary-value problem (18)–(21) can be obtained in the following form [23]:

u0(η) = 1 −
∑M−1

m=0
(−1)mΓ( α

α+1+m)

Γ[(α+1)(m+1)] ηα+m(α+1)

Γ[1/(α + 1)]Γ[α/(α + 1)]
+ O(ηα+M((α+1))), (30)

where η = Yt−
1

1+α . Γ(z) is Gamma function. This expression follows from (2.17)–(2.32) in [23] at μ = 0.
From Equation (30), it follows that

∂αu0

∂Yα
|Y=0 = − 1

Γ(1 − β)
t−β, (31)

where β = α/(α + 1). Accounting for Equations (22) and (31), Equation (25) leads to the following
expression:

Q1 =
e−Λtt−β

Γ(1 − β)
+

Λβ

Γ(1 − β)
[Γ(1 − β)− γ(1 − β, Λt)], (32)

where γ(a, z) is an incomplete Gamma function. Equation (32) represents the mass flux on the wall of
the fracture when C1 = 1 on the fracture wall.

Let us consider particular cases. If Q0 and Q1 were 0, mass exchange does not occur at the
fracture–matrix interface. Then, the problem is reduced to the problem in [12]. If no radioactive
decay occurs (i.e., Λ = 0) and diffusion is Fickian (i.e., α = 1, β = 1/2), Q1 = 1√

πt
. According

to the definition of the fractional derivative [28], Equation (24) can be written as Q = ∂1/2C
∂t1/2 . If no

radioactive decay occurs (i.e., Λ = 0) but diffusion is described by the generalized Fick’s law (3)
(i.e., 0 < α < 1 (0 < β < 1/2)), the mass fluxes can be given as Q1 = t−β/Γ(1 − β) and Q = ∂βC

∂tβ .
When Λ is small and time is t = O(1), formula (32) approaches the following asymptotic representation:

Q1 =
t−β

Γ(1 − β)
− Λt1−β

Γ(1 − β)
[1 − Γ(1 − β)

Γ(2 − β)
] + O(Λ2t2−β). (33)

The accuracy of this asymptotic formula can be easily verified by simple numerical computations.
Our computations show that the difference between the values of Q1 computed by Equations (32) and (33)
is negligibly small within the relatively long time interval from 0 to 1/Λ and β ≥ 0.1 [23]. Thus,
Equation (33) can be used as a good approximation for Q1, the exact value of which is given by
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Equation (32). Using formula (33), the mass flux Q defined by Equation (24) can be presented through
the fractional derivatives:

Q =
∂βC
∂tβ

− Λ[1 − Γ(1 − β)

Γ(2 − β)
](1 − β)

∂β

∂tβ

∫ t

0
C(τ, X)dτ + O(Λ2). (34)

Let us turn to solution of the boundary value problem (26)–(29). In the case where Λ = 0, β = 1/2,
and converting to originals, we obtain

C(T, X′) = H(T − X′)erfc[
X′

2
√

T − X′ ]. (35)

Or, in the case where Λ �= 0, β = 1/2, then

C(T, X′) = e−ΛX′
H(T − X′)

2
(e−X′√Λerfc[

X′

2
√

T − X′ −
√

Λ(T − X′)] + eX′√Λerfc[
X′

2
√

T − X′ +
√

Λ(T − X′)]). (36)

Equations (35) and (36) are well-known solutions in [12,14]. Solution (36) does not follow from
(35), while solution (35) follows from (36) at Λ = 0.

The function Q1 at the right hand side in Equation (26) is given by Equation (33). If the time range
is from 0 to 1/Λ for Equation (26), it is convenient to rescale Equation (26) with new time variable
T = Λt. In this case, the new spatial variable should be defined as X′ = X(Λ + θΛβ). With these new
non-dimensional variables, Equation (26) can be presented in the following form:

w1
∂C
∂T

+
∂C
∂X′ − ε

∂2C
∂X′2 + C = −w2

∂

∂T

∫ T

0
C(T − τ, X′)Ψβ(τ)dτ, (37)

where w1 = Λ
Λ+θΛβ , w2 = θΛβ

Λ+θΛβ , ε = Λ+θΛβ

Pe , and Ψβ = Q1Λ−β − 1. Note that the expression for Ψβ

can be presented as Ψβ = [T−βe−T − γ(1− β, T)]/Γ(1− β), according to Equation (33). The third term
at the left hand side in Equation (37) including ε describes diffusion in the fracture. Because Λ << 1
and Pe = O(1), parameter ε in Equation (37) is small (ε << 1). Hence, in major cases within time of
the order of 1/Λ, the effects of the diffusive transport in the fracture is negligible. Equation (37) can be
rewritten as follows:

w1
∂C
∂T

+
∂C
∂X′ + C = −w2

∂

∂T

∫ T

0
C(T − τ, X′)Ψβ(τ)dτ. (38)

Applying Laplace transformation L with respect to time to the Equation (38), we obtain

dC
dX′ + (sw1 + 1 + sw2Ψβ)C = 0, 0 < X′ < ∞, (39)

X′ = 0, C = C0, (40)

where C = L[C], Ψβ = L[Ψβ]. Substituting Ψβ = [(s + 1)β − 1]/s into Equation (39) and integrating it
accounting for the boundary condition (40) yields

C = C0e−[(s+1)w1+(s+1)βw2]X′
. (41)

3. Results

First, we consider the case where the concentration at the inlet is constant (i.e., C0 = 1 and
C0 = 1/s). For this case, let us describe the concentration as Cc. The inverse Laplace transformation
leads to the following expression:

Cc(T, X′) = L−1[ 1
s exp(−w1X′)exp(−sw1X′)exp(−w2X′(s + 1)β)]

= e−w1X′
H(T − w1X′)G(T − w1X′, X′),

(42)
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where H(z) is a Heaviside step function and

G(T, X′) = L−1[
exp(−w2X′(s+1)β)

s ]

= e−w2X′ − 1
π

∫ ∞
0 e−T(ξ+1)exp[−ξβw2X′cos(πβ)]sin[ξβw2X′sin(πβ)] dξ

ξ+1 .
(43)

when concentration in the inlet is an arbitrary function of T (i.e., C0 = C0(T)), then concentration in
the fracture can be obtained by utilizing Duhamel’s theorem [30]:

C(T, X′) = ∂

∂T

∫ T

0
C0(T − τ)Cc(τ, X′)dτ, (44)

where Cc is the concentration when the concentration at the inlet is constant, defined by Equation (42).
If the radioactivity decays exponentially at the inlet, the boundary concentration and its Laplace form
are given as C0 = e−T and C0 = 1/(s + 1). The solution C can be obtained by the inverse Laplace
transform directly from Equation (41) as:

C(T, X′) = L−1[ 1
s+1 exp[−w1X′(s + 1)]exp[−w2X′(s + 1)β]]

= e−T H(T − w1X′)G′(T − w1X′, w2X′),
(45)

where

G′(T, X′) = L−1[
1
s

e−X′sβ
] = 1 − 1

π

∫ ∞

0

e−ξT

ξ
exp[−X′ξβcos(πβ)]sin[X′ξβsin(πβ)]dξ. (46)

The effects of the order of fractional derivatives on radioactive contaminant transportation are
shown in Figures 2 and 3. Analytical solutions for the constant concentration at the inlet given by
Equation (42) are plotted for different β in Figure 2a,b. The initial concentration is C(T = 0, X′) = 0,
and the boundary source concentration at x = 0 is C0 = 1. As shown in Figure 2a, concentrations at far
points from the inlet were larger for β = 0.5 than that for β = 0.1. For the case of larger β, contaminants
are most likely to migrate through the fracture. In contrast, small β describes transport with longer
delays, which derive from diffusion into the surrounding rocks or adsorption and desorption to the
fracture walls. Thus, smaller β describes a longer memory effect.

The mass flux on the fracture–matrix interface in Equation (3) is taken account for the generalized
Fick’s law with fractional spatial derivative, and does not describe the effect of temporal memory.
However, since we deal with the mass flux on the fracture–matrix interface where the concentration
of the transported contaminant significantly depends on time, it is physically obvious that the mass
flux at the given moment of time depends not only on concentration at this moment of time, but also
on how this concentration varied in the previous moment of time. This feature can be called the
effect of temporal memory and mathematically described by the convolution integral in Equation (24).
Equation (31) also explains that the generalized Fick’s law with fractional spatial derivative accounts for
the memory effect. Incidentally, Equation (24) allows the mixed problems of calculating concentration
on the fracture–matrix interface to be split into separate problems of calculating concentration in the
matrix and calculating concentration in the fracture, respectively. The latter significantly simplifies the
analysis of mass transport in the matrix–fracture system.

As shown in Figure 3a, concentration for constant boundary source approached certain values of
concentration, which did not reach the injected concentration (C0 = 1). We can see that larger β shows
larger concentration at the late time, showing the phenomenon of longer memory as discussed above.

Analytical solutions for the time-dependent boundary sources given by Equation (45) are plotted
for different β in Figures 2b and 3b. With the same conditions as above, the initial concentration is
C(T = 0, X′) = 0. The boundary source was set to time-dependent C0 = exp(−T). Concentration
at x = 0 was 1 for constant boundary source (Figure 2a), while concentration for time-dependent
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boundary source started from 0.37 when t = 1 (Figure 2b). In the case of the time-dependent boundary
source, concentrations decayed at the late time.

(a) (b) 

Figure 2. Effects of beta on spatial distribution at t = 1 with Λ = 0.5 and θ = 0.01. (a) Constant
boundary source concentration and (b) time-dependent boundary source concentration.

(a) (b) 

Figure 3. Effects of beta on time history at x = 1 with Λ = 0.5 and θ = 0.01. (a) Constant boundary
source concentration and (b) time-dependent boundary source concentration.

4. Conclusions

We derived the analytical solution of the boundary value problem (26)–(29) for radioactive
contaminant transport through a fracture. By deriving the formula (24), This formula allows the
mixed problems of calculating concentration on the fracture–matrix interface to be split into separate
problems of calculating concentration in the matrix and calculating concentration in the fracture,
respectively. The latter significantly simplifies the analysis of mass transport in the matrix–fracture
system. When the solute concentration at the inlet is constant, the concentration in the fracture can be
obtained by Equation (42). When the source boundary concentration at the inlet decays exponentially,
the concentration in the fracture can be obtained by Equation (45). We plotted the analytical solutions
for different values of β, which indicate that the value of β allows the evaluation of the residence time
of contaminants in the aquifer. This analysis, based on the analytical solutions of fractional diffusion
equation, can provide simple and quick results to evaluate solute transport in fractured rocks. Most of
the cases where radioactive contaminants cause troubles would be in unexpected situations. At that
time, the simple and quick analysis proposed by this research will help instant management strategies.
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Appendix A

By substituting t − τ = ξ in the integral in Equation (23), the mass flux Q can be written in the form:

Q = −e−Λt ∂
∂t

∫ t
0 eΛ(t−ξ)C(t − ξ, X)Q0(ξ)dξ

= −Λ
∫ t

0 e−ΛξC(t − ξ, X)Q0(ξ)dξ − ∂
∂t

∫ t
0 e−ΛξC(t − ξ, X)Q0(ξ)dξ

(A1)

This is equivalent to the mass flux Q on the left hand side in Equation (24). Now we consider
the differentiation and the integration on the right hand side in Equation (24). Let’s introduce the
following function:

Q1 = e−Λt ∂

∂t

∫ t

0
eΛτQ0(t − τ)dτ (A2)

In the same way as Q in Equation (A1), the function Q1 is transformed as:

Q1 = Λ
∫ t

0
e−Λξ Q0(ξ)dξ + e−ΛtQ0(t) (A3)

By substituting function (A3), Equation (24) can be written in the form:

Q = − ∂
∂t

∫ t
0 C(t − τ, X)Q1(τ)dτ

= − ∂
∂t

∫ t
0 C(t − τ, X)(Λ

∫ t
0 e−Λξ Q0(ξ)dξ + e−ΛtQ0(t))dτ

= − ∂
∂t [
∫ t

0 C(t − τ, X)e−ΛtQ0(t))dτ]− Λ ∂
∂t [
∫ t

0 C(η, X)(
∫ t−η

0 e−Λξ Q0(ξ)dξ)dτ]

= − ∂
∂t [
∫ t

0 C(t − τ, X)e−ΛtQ0(t))dτ]− Λ
∫ t

0 C(η, X)e−Λ(t−η)Q0(t − η)dη

= −Λ
∫ t

0 e−ΛξC(t − ξ, X)Q0(ξ)dξ − ∂
∂t

∫ t
0 e−ΛξC(t − ξ, X)Q0(ξ)dξ

(A4)

The latter expression in the right hand side in Equation (A4) is equivalent to the expression in
Equation (A1). Thus, Equation (24) can be derived.
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Abstract: Irrigated farmland is the main food source of desert areas, and moisture is the main limiting
factor of desert farmland crop productivity. Study on the influence of irrigation on desert farmland
soil moisture can guide the agricultural water resource utilization and agricultural production in
those regions. At present, the efficiency of irrigation water usage in Northwest China is as low as
approximately 40% of the irrigated water. To understand the response of farmland soil moisture in
different soil types on irrigation in the Ulan Buh Desert of Inner Mongolia of China, this experimental
study takes advantage of different infiltration characteristics and hydraulic conductivities of sand,
clay, and loam to determine an optimized soil combination scheme with the purpose of establishing
a hydraulic barrier that reduces infiltration. This study includes three comparative experiments
with each consisting of a 100 cm thick of filled sand, or clay, or loam soil underneath a 50 cm
plough soil, with a total thickness of 150 cm soil profile. A new type of lysimeter is installed below
the above-mentioned 150 cm soil profile to continuously measure deep soil recharge (DSR), and
the ECH2O-5 soil moisture sensors are installed at different depths over the 150 cm soil profile to
simultaneously monitor the soil moisture above the lysimeter. The study analyzes the characteristics
of soil moisture dynamics, the irrigation-related recharge on soil moisture, and the DSR characteristics
before and after irrigation, during the early sowing period from 2 April to 2 May 2017. Research
results show that: (1) Irrigation significantly influences the soil moisture of 0–150 cm depths. The soil
moisture increase after the irrigation follows the order from high to low when it is in the order of loam,
sand, and clay. (2) Irrigation-induced soil moisture recharge occurs on all three soil combinations at
0–150 cm layers, and the order of soil moisture recharge from high to low is: clay (54.3 mm, 43.39% of
the total irrigation), loam (39.83 mm, 31.83% of the total irrigation), and sand (33.47 mm, 26.75% of the
total irrigation). (3) After the irrigation event, DSR below 150 cm occurs for all three soil combinations.
This study reveals the characteristics of irrigation-induced soil moisture recharge and DSR, and it
shows that farmland consisting of an upper 50 cm plough soil and a lower 100 cm filled clay soil can
save more water resource at the study site, which is useful in agricultural control measure and water
resource management in arid regions.

Keywords: Ulan Buh Desert; DSR; infiltration; desert farmland; irrigation; sustainable development;
water resource utilization efficiency
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1. Introduction

The great temperature difference between day and night in arid regions is beneficial for the
accumulation of photosynthetic products and the reduction of respiratory effects losses [1,2]. Therefore,
agricultural production in these regions are of a larger amount and higher quality compared to
semi-arid and humid regions [3,4]. In general, there are more agricultural development potential in
arid region if the issue of water supply for irrigation can be coped with [5,6]. From an ecological
standpoint, crop planting area in arid regions is where water and fertilizer are utilized intensively
and, thus, may effectively reduce the invalid soil surface evaporation [7,8]. Previous studies show
that reclaiming farmland in desert regions can help improve the soil microbial structure and soil
quality [9–11] and, thus, is benign for desert ecological conservation [12,13]. Over the past six decades,
there is a continuous evolution of oasis and desertified land in China [14,15]. Since the 1950s, the area
of oasis in China expanded from 25,000 to 104,000 km2 [16]. Meanwhile, lands that are undergoing
desertification expanded from 53,000 to 114,000 km2 [16]. The expansion of oasis benefits the regional
ecological environment and provides more space for anthropogenic activities [17,18]. However,
the water resource balance of the oasis is often disrupted and regional environment begins to worsen
because of irresponsible development and poor understanding of the ecohydrological system of oasis,
resulting in undesirable ecological problems, such as desertification and salinization [19–21]. As water
resources are the main factor of ecological balance in arid regions, better understanding the water
budget is indispensable for sustainable eco-agricultural development in those regions [22–24].

The eastern edge of Ulan Buh Desert, located at the northwestern inland area of China, is
a transitional area between pastoral and agricultural areas [25,26]. It is an important part of the
Hetao Plain, and an important agricultural area and food base of the Inner Mongolian Autonomous
Region [27]. Under natural conditions, the moisture requirement of crops cannot be met because
of sporadic and unevenly distributed precipitation. Therefore, irrigation is crucial for agricultural
activities in this region [14]. As soil moisture is an important factor for crops to grow [28,29], and it
usually changes after irrigation and precipitation, the study on the influence of irrigation on soil
moisture can guide the agricultural water resource utilization and agricultural production.

Until presently, scientists have conducted numerous research on the correlation of vertical soil
moisture distribution and corn production [30,31]. Some investigators have also conducted research
on the relationship of amount of irrigation and quality of irrigated water on soil salt redistribution and
spring corn water consumption [32,33]. However, such studies are rarely focused on the comparison
of soil moisture responses to irrigation for different soil types, with even fewer field experiments on
the real-time evolution of deep soil recharge (DSR) [34,35]. Soil moisture content is related to moisture
pressure head [36] and soil unsaturated hydraulic conductivity [37]. When soil moisture content is
relatively high, soil with larger particle sizes has a higher hydraulic conductivity; when soil moisture
content is relatively low, soil with smaller particle sizes has a higher hydraulic conductivity [38,39].
Such a ubiquitous feature of unsaturated hydraulic conductivity and the soil moisture relationship
can be taken into consideration for reducing infiltration loss in irrigated farmland in arid regions.
Using the difference of hydraulic conductivities of two different soil particle sizes, one may put a
different soil type (such as sand, clay, or loam) underneath the plough soil layer to effectively reduce
the infiltration loss, achieving the goal of saving water resources in arid regions. This new measure
can replace the current practice of using impermeable plastic films at certain depths of soil to prevent
irrigation-induced infiltration in the arid regions, which is expensive and not environmental benign as
a large quantity of plastic film is being used.

The objective of this study is to take advantage of different infiltration characteristics and hydraulic
conductivities of sand, clay, and loam to determine an optimized soil combination scheme with the
purpose of establishing a hydraulic barrier that reduces infiltration in arid farmlands. This study
includes three comparative experiments with each consisting of a 100 cm thick filled sand, or clay,
or loam soil underneath a 50 cm plough soil at the eastern edge of Ulan Buh Desert of China, with a
total thickness of 150 cm soil profile. A new type of lysimeter is installed below the above-mentioned
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150 cm soil profile to continuously measure DSR, and the ECH2O-5 soil moisture sensor is installed at
different depths over the 150 cm soil profile to simultaneously monitor the soil moisture above the
lysimeter. The responses of soil moisture and DSR to irrigation will be analyzed. The study provides
the basis for sustainable water resource management in arid farmlands, such as the eastern edge of
Ulan Buh Desert of China.

2. Study Area and Methods

2.1. Overview of the Study Area

The study site as shown in Figure 1 is at the Field I of the Desert Forestry Experimental Center
administrated by the Chinese Academy of Forestry in Dengkou County at the northeastern part of
Ulan Buh Desert of China. The geographical coordination is 40◦19′7.81” N, 106◦56′2475” E, with an
altitude of 1043.0 m above mean sea level (m.s.l.). The study site has a typical temperate continental
climate and a multi-year average temperature of 7.8 ◦C. The average annual sunshine is 3181 h, and
the average annual frost-free period is 146 days. The multi-year average precipitation is 140.3 mm,
and the site has a typical arid climate. The main soil type is irrigation silt, and this region has ample
surface water resource supply from Yellow River [40,41].

Figure 1. Overview of the experiment plot.

2.2. Experimental Design

2.2.1. Sample Settings

The shallow soil (0–50 cm) are under constant influence of cultivation, resulting in different soil
physical and chemical properties (soil bulk density and mechanical composition, etc.) between
uncultivated and cultivated soils, thus further affecting the dynamic changes of soil moisture.
To simulate different soil types, sand, loam, and clay are used to replace the native soil below 50 cm
depth, where the particle size distributions of the filled sand, loam and clay are listed in Table 1.
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To compare and analyze the characteristics of soil moisture change and DSR for different soil types
under the irrigation condition, comparative experiments have been run for three soil types of sand,
loam, and clay. Using a typical cultivated land as the study site, after excavating an experimental pit of
200 cm long, 200 cm wide, and 300 cm deep, a DSR recorder is installed 150 cm below ground surface.
The layers from the depth of 50 cm down to 150 cm are replaced by the sand, or loam, or clay listed in
Table 1. To ensure the accuracy of experiments, plastic films are placed on four vertical surfaces of the
experimental pit to separate the filled soil from the native soil outside. By doing so, one can prevent
any possible lateral soil moisture migration because of soil heterogeneity. Caution has been taken
to make sure no preferential flow occurring between the vertical plastic films and the soil. The used
vertical plastic films will not affect any vertical migration of soil moisture in this experiment.

To ensure the normal growth of crops, excavated soil over the upper 50 cm depth (which is named
the plough soil hereinafter) is put back on the top of filled soils, and the ground surface is leveled
afterwards, as shown in Figure 2.

Figure 2. Three kinds of soil substitutions were carried out for the original soil. Each plot is separated
by plastic film as an independent system.

2.2.2. Determination Indicators and Methods

1. DSR monitoring

The new DSR recorder (or lysimeter) is used to monitor the DSR of different soil types [42].
From the bottom up, the recorder consists of a drainage part (15 cm), a measuring part (35 cm), a flux
collecting part (5 cm, filled with gravel and ceramic), and a capillary water holding part (65 cm
filling with the tested soil). The measurement resolution is 0.2 mm, and the measurement accuracy
is ±2%. After putting the DSR recorder in place, one needs to wait one to two months for the soil to
settle naturally.

2. Soil moisture monitoring

The ECH2O-5 soil moisture sensor (±3% accuracy, Decagon, Pullman, WA, USA) is used to
monitor the soil moisture. For the monitoring of soil moisture and temperature dynamic changes at
the upper 150 cm layer, ECH2O-5 soil moisture sensors are placed at 5 cm, 50 cm, 100 cm, and 150 cm
below ground surface.

3. Soil moisture storage calculation

Soil moisture storage, or the soil storage capacity (mm) of a certain soil thickness, is calculated
using the following equation:
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W =
n

∑
i=1

θihi (1)

where W is the soil storage capacity (mm) of a given soil thickness, θi is the average moisture of the
i-th soil layer (dimensionless), hi is the thickness (cm) of the i-th soil layer (i = 1, 2, 3, . . . , n), and n is
the number of soil layers to the given soil thickness.

4. Soil particle size distribution

When installing the DSR recorder, a soil texture analysis is conducted for the upper 150 cm soil,
and soil particle size and porosity samples are collected. The soil mechanical composition is determined
using a Malvern mastersizer 200 laser particle size analyzer (England, accuracy: 0–1000 μm), as shown
in Table 1. Soil moisture holding capacity and the field moisture holding capacity are measured by the
cutting ring method as baseline data.

As shown in Table 1, the particle size distribution differences are obvious for the four types of soil
including the plough soil, and the filled sand, loam and clay soils. The soil particle size in plough soil
is mainly of 1–2 μm, which represents 53.47% of the total particles of this soil type. The soil particle
size in sand is mainly of 100–200 μm, which represents 70.41% of the total particles of this soil type.
The soil particle size of loam is mainly of 0.71–1 μm and 1–2 μm, which are 50.41% and 49.56% of
the total particles of this soil type, respectively. The soil particle size of clay is mainly of 0.71–1 μm,
which is 69.18% of the total particles of this soil type.

The study site mainly relies on Yellow River for supplying irrigation water. This experiment
uses the typical flooding irrigation method that is commonly utilized by the local farmers. During
the irrigation process, a portable LS300-A flow meter is used to measure the amount of irrigation.
Pre-seeding irrigations were conducted on 17 April and 19 April 2017 in the study site, lasting for
109 min and 41 min, respectively. The amounts of irrigation were 118.64 mm and 6.5 mm, with a total
of 125.14 mm.

3. Results and Analysis

3.1. The Dynamic Response of Different Type Soil Moisture on Irrigation

The soil moisture of the cultivated land is influenced by multiple factors, such as precipitation,
irrigation, and crop growth. Since the study site is located in Northwestern China with scarce
precipitation, and there are no precipitation events during the experimental period, the influence of
precipitation on soil moisture can be ignored. As the experimental period proceeds the seeding season,
the influence of crop growth on soil moisture can also be ignored.

To analyze the dynamic response of soil moisture to irrigation for different soil types,
this experiment use 31-day soil moisture data from 2 April to 2 May 2017 to analyze the temporal
variation of vertical soil moisture at different soil layers. During the experimental period, the maximum
and minimum soil moistures at different layers as a function of time can be seen in Table 2. Statistical
analysis shows that the 125.14 mm irrigation amount has a significant effect on soil moisture of the
upper 150 cm soil layer.

Figure 3A–C shows the daily dynamic change of soil moisture at the upper 150 cm soil layer
under different experimental treatments. It shows that the antecedent soil moisture levels of three
different types of soil are relatively low before the irrigation event. This is mainly because the
experimental field is located in an arid region with very limited winter and spring precipitations and
no irrigation recharge.

The soil moistures in three types of soils at the upper 150 cm all fluctuated 15 days after irrigation,
but with quite different variational patterns. The coefficient of variation (C.V.) can be compared by the
degree of dispersion of the three sets of data. A larger C.V. means a larger irrigation influence on soil
moisture. From the C.V. listed in Figure 3D, one can draw the following conclusions. Firstly, for soil
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moisture variation at the upper 50 cm layer, the degree of irrigation influence declines when the filled
soil type changes from sand to loam, and then to clay. Secondly, for soil moisture variation at depths
of 50–150 cm, the degree of irrigation influence declines from when the filled soil type changes from
loam, to sand, and then to clay.

Table 2. Time change peak value of soil volume water content in the study site.

Soil Depth Soil Type Date (Month-Day) Water Content Maximum/% Date (Month-Day) Water Content Minimum/%

5 cm
Sand 4-17 31.35 5-2 18.11
Loam 4-17 31.31 4-12 19.11
Clay 4-17 30.91 4-12 24.56

50 cm
Sand 4-17 25.29 4-2 7.158
Loam 4-17 28.96 4-16 14.72
Clay 4-20 30.83 4-16 25.37

100 cm
Sand 4-17 20.56 4-2 8.87
Loam 4-18 31.29 4-2 14.2
Clay 4-20 32.53 4-2 24.24

150 cm
Sand 4-20 22.12 4-2 12.11
Loam 4-18 25.21 4-2 12.93
Clay 4-23 27.41 4-2 20.5

 

 

 

Figure 3. Cont.
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Figure 3. Different depth soil volume water content dynamic. (A) Sand soil; (B) loam soil; (C) clay soil; (D) C.V.

The study shows that after the fill-in of three different soil types below the upper 50 cm plough
soil, under the same irrigation condition, different soil types show very different hydraulic conductivity
and water storage capacity. Because the particle size of plough soil is close to that of loam, irrigation
water can infiltrate faster into loam and increase the soil moisture content of loam. The particle size
difference between clay and the plough soil is the most distinctive, so irrigation water infiltrates the
least into the clay layer.

One can see that in the sand soil on the left plot in Figure 2, the particle sizes are mainly distributed
in the range of 100–200 micrometers, which represents 70.41% of the total particles of sand soil. For such
large grain sizes, a unique hydrological feature is notable. When the sand soil moisture content is
relatively high (close to saturation), the hydraulic conductivity of such a type of soil is, of course,
much greater than those of loam soil and clay soil. However, when the sand soil moisture content is
relatively low, the hydraulic conductivity becomes even smaller than those of loam soil and clay soil
at the same soil moisture content. Such a dramatic reduction of hydraulic conductivity of sand soil
after the declines of soil moisture has been recognized for a long time in soil physics. This means that
when the soil moisture content of the fill sand soil is relatively low, it can actually serve as a hydrologic
barrier to prevent further loss of soil moisture from the above plough soil [43,44]. This explains why
the sand soil in Figure 2 is included in the comparison study. Nevertheless, if the soil moisture content
in the sand soil has increased above a certain level, such a hydrologic barrier effect will disappear and
water can flow downward quite easily through such a fill sand soil layer.

In summary, above analysis implies that if one replaces the original cultivated soil layer right
below the upper plough soil with clay, one can effectively reduce irrigation water infiltration below
the plough soil layer, thus achieving the goal of saving water resource in arid regions.

From Figure 3A–C, one can see that during a certain time period after irrigation, the soil moistures
at different layers for different soils universally increase. As time goes on, soil moisture at different
layers gradually decreases. For the sand soil, the soil moisture at the upper 50 cm layer is obviously
higher than that below 50 cm. For the loam soil, the soil moisture is distributed relatively evenly over
the upper 50 cm. For the clay soil, the soil moisture over the 50–150 cm depth is obviously higher than
other layers.

This study concerns the early sowing period between 2 April and 2 May. Thus, the result
represents the features of spring; the results of other periods of the year need more research.

3.2. Recharging Effects of Recharge on Soil Moisture of 0–150 cm Layers

Compared to soil moisture, soil water storage can intuitively reflect the regional soil moisture
supply capacity. Figure 4 shows the dynamic changes of soil water storage of the upper 150 cm layers
for different soils from 2 April to 2 May 2017. From this table, one can see that after a certain time
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period since the cease of irrigation, the soil water storage of different soils have all altered greatly,
demonstrating that the irrigation has significantly influenced the soil water storage of different soils
at the 150 cm soil layer. The average post-irrigation soil water storage of the upper 150 cm layer for
different soils are 426.10 mm for clay, 299.67 mm for loam, and 243.67 mm for sand.

Figure 4. Soil water storage dynamic variation of different type dunes.

Table 3 shows soil water storage and their changes for different soils at the upper 150 cm layers
for both pre-irrigation (2 April) and post-irrigation (2 May). This table shows that after the 2 April
irrigation event, the soil water storage of sand, loam and clay soils all increase by 2 May. This means
that irrigation has certain recharging effect on all the different soils at the upper 150 cm layers, and the
amounts of recharge decline in the order of clay (54.3 mm), loam (39.83 mm), and sand (33.47 mm).
For the upper 150 cm layer, sand, loam, and clay soils respectively store 26.75%, 31.83%, and 43.39% of
the irrigated water during the period from 2 April to 2 May 2017. This leads to the conclusion that one
replaces the original cultivated soil below the 50 cm plough soil with filled clay to effectively increase
soil water storage for the entire 150 cm soil profile.

The soil moisture recharge variation under the same irrigation event at the upper 150 cm layer
is mainly caused by different filled soil types, with soil water retention capacity closely correlated
with soil clay content. Specifically, a higher soil clay content leads to a stronger soil water retention
capacity. Table 1 shows that the clay content is the greatest in the filled clay soil, the least in the filled
sand soil. Therefore, the field water storage capacity declines in the order of clay, loam, and sand.
The post-irrigation water storage capacity also follows this pattern.

Table 3. Irrigation on soil water supply with different soil textures.

Soil Type 2 April 2017 Storage/mm 2 May 2017 Storage/mm Difference of 2 April and 2 May 2017/mm

Sand 178.10 211.57 33.47
Loam 231.09 271.91 39.83
Clay 360.45 414.75 54.30

3.3. DSR Characteristics of Different Soil Types

Figure 5 shows the daily variational characteristics of DSR below different 150 cm soil profile.
This figure shows that during the 15 days post-irrigation period, DSR appears for all three soil types.
For the sand soil, DSR happens 13 h after irrigation, and lasts for 157 h, with a total amount of
110.87 mm. For the loam soil, DSR happens 72 h after irrigation with a total amount of 12.2 mm.
For the clay soil, DSR happens 257 h after irrigation with a total amount of 0.2 mm.
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Figure 5. Daily variation of deep soil water leakage below 150 cm of different soil textures.

Soil clay content is an important factor influencing DSR, and a smaller soil clay content leads
to a stronger infiltration capacity and greater DSR. Therefore, under the same irrigation condition,
the amount of DSR should follow the declining order of sand, loam, and clay. Furthermore, DSR is
negatively correlated to the post-irrigation soil water storage. Porosity is another important factor
influencing DSR. Specifically, clay soil has a very poorly connected pore space and a very low effective
porosity. In addition, colloids in clay soil swell after irrigation, leading to pore contraction and
decreased soil permeability. All of this will result in a very small infiltration capacity and DSR for clay
soil. Meanwhile, other factors such as the soil structure (layered, blocked, fragmented, etc.) also affect
soil moisture infiltration capability and DSR.

The data used for this study come from farmland currently undergoing cultivation. Irrigation
amount is based upon the routine cultivation use by local farmers. Therefore, one cannot guarantee
that the irrigation amount currently in use is the optimized amount. The best irrigation amount should
meet both the needs of crop growth and minimize the water resource waste such as DSR. In the future,
a controlled experiment should be conducted to find out the best irrigation amount based on the
soil profile.

4. Conclusions

The following conclusions can be obtained from this study:

1. Accumulative irrigation in the experimental field from 2 April to 2 May is 125.14 mm. For the
upper 150 cm soil layer, irrigation has significant influence on soil moisture. For the upper 50 cm
plough soil layer, the irrigation influence on different soils follows the declining order of sand,
loam, and clay soils under the same irrigation strength and pattern. For the filled soil layer at
depth of 50–150 cm, the irrigation influence on different soils follows the declining order of loam,
sand, and clay soils under the same irrigation strength and pattern.

2. Irritation has recharging effect on soil moisture for all three types of soil at the upper 150 cm soil
layer, and the recharge amounts follow the order of clay (54.3 mm, which is 43.39% of the total
irrigation amount), loam (39.83 mm, which is 31.83% of the total irrigation amount), and sand
(33.47 mm, which is 26.75% of the total irrigation amount).

3. Post-irrigation DSR appears in all three types of soil below 150 cm. The time when DSR occurs
is 13 h after irrigation for sand, 72 h after irrigation for loam, and 257 h after irrigation for clay.
The 15-day total DSR is 110.87 mm for sand, 12.2 mm for loam, and 0.2 mm for clay.

4. If one replaces the original cultivated soil layer right below the upper 50 cm plough soil whose
particle sizes are mostly in the range of 1–2 μm with a 100 cm thick filled clay soil whose particles
are primarily in the range of 0.71–1 μm, one can effectively reduce DSR below the 150 cm soil
profile, thus achieving the goal of saving water resources for farmland in arid regions.

180



Water 2018, 10, 298

Acknowledgments: This study was supported with research grants from the National Natural Science Foundation
of China (41661006, 41771206). The first author would like to thank Chinese Scholar Council for supporting
his visit of Texas A&M University from 2016–2018. We thank four anonymous reviewers for their constructive
comments which help improve the quality of the manuscript.

Author Contributions: Yiben Cheng designed the experiments, analyzed data and wrote the whole paper;
Yanli Li collected field data and analyzed data; Hongbin Zhan guided the writing of the article and revised
the article; Wenbin Yang designed the experiments and helped to select experimental area; Hairong Liang
designed the experiments and acquired data; Yingming Zhao managed the experimental site; Taojia Li maintained
the instrument.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Noy-Meir, I. Desert ecosystems: Environment and producers. Annu. Rev. Ecol. Syst. 1973, 4, 25–51. [CrossRef]
2. Flanagan, L.B.; Johnson, B.G. Interacting effects of temperature, soil moisture and plant biomass production

on ecosystem respiration in a Northern Temperate Grassland. Agric. For. Meteorol. 2005, 130, 237–253.
[CrossRef]

3. Wallace, J. Increasing agricultural water use efficiency to meet future food production. Agric. Ecosyst. Environ.
2000, 82, 105–119. [CrossRef]

4. Laurance, W.F.; Sayer, J.; Cassman, K.G. Agricultural expansion and its impacts on tropical nature.
Trends Ecol. Evol. 2014, 29, 107–116. [CrossRef] [PubMed]

5. Reij, C.; Waters-Bayer, A. Farmer Innovation in Africa: A Source of Inspiration for Agricultural Development;
Routledge: London, UK, 2014.

6. Rockström, J.; Falkenmark, M. Increase water harvesting in Africa. Nature 2015, 519, 283. [CrossRef]
[PubMed]

7. Dai, J.; Dong, H. Intensive cotton farming technologies in China: Achievements, challenges and
countermeasures. Field Crops Res. 2014, 155, 99–110. [CrossRef]

8. Canakci, M.; Topakci, M.; Akinci, I.; Ozmerzi, A. Energy use pattern of some field crops and vegetable
production: Case study for Antalya Region, Turkey. Energy Convers. Manag. 2005, 46, 655–666. [CrossRef]

9. Köberl, M.; Müller, H.; Ramadan, E.M.; Berg, G. Desert farming benefits from microbial potential in arid
soils and promotes diversity and plant health. PLoS ONE 2011, 6, e24452. [CrossRef] [PubMed]

10. Yin, X.; Song, B.; Dong, W.; Xin, W.; Wang, Y. A review on the eco-geography of soil fauna in China.
J. Geogr. Sci. 2010, 20, 333–346. [CrossRef]

11. Yoder, R.E. A direct method of aggregate analysis of soils and a study of the physical nature of erosion losses.
Agron. J. 1936, 28, 337–351. [CrossRef]

12. Wikelski, M.; Cooke, S.J. Conservation physiology. Trends Ecol. Evol. 2006, 21, 38–46. [CrossRef] [PubMed]
13. Dolan, B.F. Water developments and desert bighorn sheep: Implications for conservation. Wildl. Soc. Bull.

2006, 34, 642–646. [CrossRef]
14. Wang, X.; Chen, F.; Hasi, E.; Li, J. Desertification in China: An assessment. Earth-Sci. Rev. 2008, 88, 188–206.

[CrossRef]
15. Hao, X.; Chen, Y.; Xu, C.; Li, W. Impacts of climate change and human activities on the surface runoff in the

Tarim River Basin over the last fifty years. Water Resour. Manag. 2008, 22, 1159–1171. [CrossRef]
16. Tao, W. Some issues on oasification study in China. J. Desert Res. 2010, 5, 995–998.
17. Zha, Y.; Gao, J. Characteristics of desertification and its rehabilitation in China. J. Arid Environ. 1997, 37,

419–432. [CrossRef]
18. Liu, J.; Zhang, Z.; Xu, X.; Kuang, W.; Zhou, W.; Zhang, S.; Li, R.; Yan, C.; Yu, D.; Wu, S. Spatial patterns and

driving forces of land use change in China during the early 21st century. J. Geogr. Sci. 2010, 20, 483–494.
[CrossRef]

19. Ezcurra, E. Global Deserts Outlook; UNEP/Earthprint: Hertfordshire, UK, 2006.
20. Abtew, W.; Melesse, A. Landscape Dynamics and Evapotranspiration. In Proceedings of the World

Environmental and Water Resources Congress, West Palm Beach, FL, USA, 22–26 May 2016.
21. Oestigaard, T. Water Scarcity and Food Security along the Nile: Politics, Population Increase and Climate Change;

Nordiska Afrikainstitutet: Uppsala, Sweden, 2012.

181



Water 2018, 10, 298

22. Schwinning, S.; Sala, O.E. Hierarchy of responses to resource pulses in arid and semi-arid ecosystems.
Oecologia 2004, 141, 211–220. [CrossRef] [PubMed]

23. West, N.E. Structure and function of microphytic soil crusts in wildland ecosystems of arid to semi-arid
regions. Adv. Ecol. Res. 1990, 20, 179–223.

24. Jolly, I.D.; McEwan, K.L.; Holland, K.L. A review of groundwater-surface water interactions in arid/semi-arid
wetlands and the consequences of salinity for wetland ecology. Ecohydrology 2008, 1, 43–58. [CrossRef]

25. Laity, J.J. Deserts and Desert Environments; John Wiley & Sons: Hoboken, NJ, USA, 2009.
26. Zhao, H.; Li, G.; Sheng, Y.; Jin, M.; Chen, F. Early–middle Holocene lake-desert evolution in northern Ulan

Buh Desert, China. Palaeogeogr. Palaeoclimatol. Palaeoecol. 2012, 331, 31–38. [CrossRef]
27. Chen, J.; He, D.; Cui, S. The response of river water quality and quantity to the development of irrigated

agriculture in the last 4 decades in the Yellow River Basin, China. Water Resour. Res. 2003, 39. [CrossRef]
28. McKendry, P. Energy production from biomass (part 1): Overview of Biomass. Bioresour. Technol. 2002, 83,

37–46. [CrossRef]
29. Grubb, P.J. The maintenance of species-richness in plant communities: The importance of the regeneration

niche. Biol. Rev. 1977, 52, 107–145. [CrossRef]
30. Kravchenko, A.N.; Bullock, D.G. Correlation of corn and soybean grain yield with topography and soil

properties. Agron. J. 2000, 92, 75–83. [CrossRef]
31. Hassan, N.A.; Drew, J.V.; Knudsen, D.; Olson, R.A. Influence of soil salinity on production of dry matter and

uptake and distribution of nutrients in barley and corn: I. Barley (Hordeum vulgare L.). Agron. J. 1970, 62,
43–45. [CrossRef]

32. Fereres, E.; Soriano, M.A. Deficit irrigation for reducing agricultural water use. J. Exp. Bot. 2006, 58, 147–159.
[CrossRef] [PubMed]

33. Ayars, J.; Phene, C.; Hutmacher, R.; Davis, K.; Schoneman, R.; Vail, S.; Mead, R. Subsurface drip
irrigation of row crops: A review of 15 years of research at the Water Management Research Laboratory.
Agric. Water Manag. 1999, 421, 1–27. [CrossRef]

34. Herkelrath, W.; Hamburg, S.; Murphy, F. Automatic, real time monitoring of soil moisture in a remote field
area with time domain reflectometry. Water Resour. Res. 1991, 27, 857–864. [CrossRef]

35. Scott, R.L.; Shuttleworth, W.J.; Keefer, T.O.; Warrick, A.W. Modeling multiyear observations of soil moisture
recharge in the semiarid American Southwest. Water Resour. Res. 2000, 36, 2233–2247. [CrossRef]

36. Klute, A. Water Retention: Laboratory Methods; Soil Science Society of America, American Society of Agronomy:
Madison, WI, USA, 1986.

37. Eching, S.; Hopmans, J.; Wendroth, O. Unsaturated hydraulic conductivity from transient multistep outflow
and soil water pressure data. Soil Sci. Soc. Am. J. 1994, 58, 687–695. [CrossRef]

38. Campbell, G.S. A simple method for determining unsaturated conductivity from moisture retention data.
Soil Sci. 1974, 117, 311–314. [CrossRef]

39. Van Genuchten, M.T. A closed-form equation for predicting the hydraulic conductivity of unsaturated soils.
Soil Sci. Soc. Am. J. 1980, 44, 892–898. [CrossRef]

40. Zhang, X.Y.; Arimoto, R.; An, Z.S. Dust emission from Chinese desert sources linked to variations in
atmospheric circulation. J. Geophys. Res. 1997, 102, 28041–28047. [CrossRef]

41. Chun, X.; Hen, F.; Fan, Y.; Xia, D.; Zhao, H. Formation of Ulan Buh Desert and its environmental evolution.
J. Desert Res. 2007, 6, 005.

42. Cheng, Y.; Zhan, H.; Yang, W.; Dang, H.; Li, W. Is annual recharge coefficient a valid concept in arid and
semi-arid regions? Hydrol. Earth Syst. Sci. 2017, 21, 5031. [CrossRef]

43. Modaihsh, A.S.; Horton, R.; Kirkham, D. Soil water evaporation suppression by sand mulches. Soil Sci. 1985,
139, 357–361. [CrossRef]

44. Liu, X.P.; Zhang, T.H.; Zhao, H.L. Influence of dry sand bed thickness on soil moisture evaporation in mobile
dune. Arid Land Geogr. 2006, 29, 523–526.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

182



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Water Editorial Office
E-mail: water@mdpi.com

www.mdpi.com/journal/water





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-03921-075-6


	Blank Page

