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1. Introduction

In order to reach the goal of 100% renewable energy in energy systems, wind energy, as a pioneer
of renewable energy, is developing very quickly all over the world. To reduce the levelized cost
of energy (LCOE), the size of a single wind turbine has been increased to 12 MW nowadays and
it will increase further in the near future. Big wind turbines and their associated wind farms have
many advantages but also challenges in aerodynamics, aero-elasticity and aeroacoustics. The typical
effects are mainly related to the increase in Reynolds number and blade flexibility. This Special Issue
collects some important works addressing the aerodynamic challenges appearing in such development.
Aerodynamics of wind turbines is a classic concept and is the key for wind energy development
as all other parts rely on the accuracy of its aerodynamic models. There are numerous books and
articles dealing with wind turbine aerodynamic problems and models. As a good example, the wind
energy handbook by Burton et al. [1] gives an overview of wind turbine aerodynamics and its related
problems. There are also several special issues on wind turbine aerodynamics. This author edited a
special issue on aerodynamics of offshore wind energy systems and wakes [2] in 2014, which collected
state-of-the-art research articles on the development of offshore wind energy.

2. Current Status in Wind Turbine Aerodynamics

In the context introduced above, this special issue collects the latest research articles on various
topics related to wind turbine aerodynamics, which includes atmospheric turbulent flow, wind turbine
flow modeling, wind turbine design, wind turbine control, wind farm flow in complex terrain, wind
turbine noise modeling, vertical axis wind turbine, and offshore wind energy. A summary of the
collected papers is given below in the order mentioned above.

There are 4 papers dealing with atmospheric turbulent flow. Olivares-Espinosa et al. [3] addressed
an assessment of turbulence modeling in the wake of an actuator disc with a decaying turbulence
inflow and developed a method to replicate wake measurements obtained in a decaying homogeneous
turbulence inflow produced by a wind tunnel. Ehrich et al. [4] compared the blade element momentum
theory, actuator line method, and computational fluid dynamics in the case of a wind turbine under
turbulence inflow by checking its sectional and integral forces in terms of mean, standard deviation,
power spectral density and fatigue loads. As wind flow measurements are often carried out at low
heights, Xu et al. [5] evaluated the power-law wind-speed extrapolation method for flows over different
terrain types and a new wind-speed extrapolation method based on atmospheric stability classification
methods was developed. Schaffarczyk and Jeromin [6] analyzed the measured high-frequency
atmospheric turbulence and its impact on the boundary layer of wind turbine blades, and found that
the stability state in the atmospheric boundary does not seem to depend on simple properties, but on
higher statistical properties, such as shape factors.

There are 4 papers dealing with wind turbine simulation modeling. Xu et al. [7] developed
a simplified free vortex wake model of wind turbines using vortex sheet for near wake and using
ring wake for far wake. Zhu and Wang [8] studied dynamic stall phenomenon and rotational
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augmentation under pitch oscillation and oscillating freestream on wind turbine airfoil and blade using
unsteady Reynolds averaged Navier–Stokes equations. Zhong et al. [9] analyzed the wind turbine stall
prediction using Reynolds averaged Navier–Stokes simulations by turbulence coefficient calibration
and found that the primary reason for the inaccuracy of rotor simulations is not rotational effects, but a
turbulence-related modeling problem. Li et al. [10] conducted a study on the aerodynamic performance
of a wind turbine airfoil DU 91-W2-250 under dynamic stall and found that an increased-reduced
frequency leads to a lower aerodynamic efficiency during the upstroke process of pitching motions.

There are also 4 papers dealing with wind turbine design. Wu et al. [11] presented a framework to
optimize the design of large-scale wind turbines by using different design objectives, such as levelized
cost of energy, net present value, internal rate of return, and discounted payback time, and found that
the blade obtained with economic optimization objectives has a much large relative thickness and
smaller chord distributions than obtained with high aerodynamic performance design. Yang et al. [12]
investigated the design of wind turbine in low wind speed areas by considering both blade length and
hub height. Vorspel et al. [13] developed an optimization tool for rotor blades using bend-twist-coupling
which allows the computation of gradients based on flow field at low cost. Cao et al. [14] developed a
computational fluid dynamics/actuator disc-based wind turbine rotor optimization tool by considering
wake effects and letting different designs for upstream and downstream turbines.

Concerning wind turbine control, Sanati et al. [15] investigated condition monitoring of wind
turbine blades using both active and passive thermography in order to find the failure of wind
turbine blades. Different image processing algorithms were used to increase the thermal contrasts of
subsurface defects in thermal images obtained by active thermography, while a method of step phase
and amplitude thermography was used for passive thermography.

There are 2 papers dealing with wind farm flow and layout optimization in complex terrain.
Sessarego et al. [16] simulated wind turbine/farm flows in complex terrain using both Reynolds
averaged Navier–Stokes with an actuator disc model and large eddy simulation with actuator line
model and results were compared with detailed field measurements from two met-masts and SCADA
(supervisory control and data acquisition) data. Feng et al. [17] developed an optimization framework
for wind farm layout optimization in complex terrain, which employs a CFD (Computational Fluid
Dynamics) wind resource assessment tool, an engineering wake model adapted in complex terrain
and an advanced wind farm layout optimization algorithm, and it was found that the framework can
provide a better layout than the original layout.

On wind turbine noise modeling, Sun et al. [18] developed an efficient numerical method for
wind turbine noise modeling under multi-wake conditions. This model can predict simultaneously
wind turbine flow and wake, wind turbine noise source and wind turbine noise propagation under
different atmospheric conditions.

There are 2 papers dealing with the development of vertical axis wind turbines. Li et al. [19]
designed a Lanzhou University of Technology (LUT) airfoil for straight-bladed vertical axis wind
turbines with an objective of maximizing its aerodynamic performance. Zhao et al. [20] introduced a
variable pitch approach for improving the performance of straight-bladed vertical axis wind turbine
at rated tip-speed-ratio, and it was found that the new variable pitch approach can achieve an 18.9%
growth of the peak power coefficient of the vertical axis wind turbine at the optimum tip-speed-ratio.

Offshore wind energy is a growing topic and this special issue collected 3 papers on this
topic. Zhang and Kim [21] developed a fully coupled computational fluid dynamics method to
analyze a semi-submersible floating offshore wind turbine under wind-wave excitation conditions and
validated the model by inputting gross system parameters supported in the offshore code comparison,
collaboration, continued with correlations project. Ke et al. [22] analyzed aerodynamic force and
mechanical performance of a large wind turbine during typhoons using a weather research forecasting
and computational fluid dynamics nesting method and found that typhoons increased the aerodynamic
force and structure responses and decrease the overall buckling stability and ultimate bearing capacity
of a 5 MW wind turbine. Guo et al. [23] studied the aerodynamic and motion performance of a 5 MW
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H-type floating vertical axis wind turbine and it was found that the H-type floating VAWT (vertical
axis wind turbine) has a better motion performance and the mean values of surge, heave and pitch of
the H-type floating VAWT are smaller than those of the Φ-type floating VAWT.

3. Future Research Need

Although this special issue has been closed, more in-depth research in wind turbine aerodynamics
is expected as the goal of wind energy research is to help the technological development of new
environmental friendly and cost-effective wind energy systems.

Funding: This research received no external funding.

Acknowledgments: This special issue would not be possible without the contributions of various talented authors,
hardworking and professional reviewers, and the dedicated editorial team of Applied Sciences. Congratulations
to all the authors. I would like to take this opportunity to record my sincere gratefulness to all the reviewers.
Finally, I place on record my gratitude to the editorial team of Applied Sciences, and special thanks to Nicole Lian,
Assistant Managing Editor from MDPI Branch Office, Beijing.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Burton, T.; Jenkins, N.; Sharpe, D.; Bossanyi, E. Wind Energy Handbook, 2nd ed.; John Wiley & Sons, Ltd.:
Hoboken, NJ, USA, 2011.

2. Shen, W.Z.; Sørensen, J.N. Special Issue on Aerodynamics of Offshore Wind Energy Systems and Wakes.
Renew. Energy 2014, 70, 1–2. [CrossRef]

3. Olivares-Espinosa, H.; Breton, S.P.; Nilsson, K.; Masson, C.; Dufresne, L.; Ivanell, S. Assessment of Turbulence
Modelling in the Wake of an Actuator Disk with a Decaying Turbulence Inflow. Appl. Sci. 2018, 8, 1530.
[CrossRef]

4. Ehrich, S.; Schwarz, C.M.; Rahimi, H.; Stoevesandt, B.; Peinke, J. Comparison of the Blade Element Momentum
Theory with Computational Fluid Dynamics for Wind Turbine Simulations in Turbulent Inflow. Appl. Sci.
2018, 8, 2513. [CrossRef]

5. Xu, C.; Hao, C.; Li, L.; Han, X.; Xue, X.; Sun, M.; Shen, W. Evaluation of the Power-Law Wind-Speed
Extrapolation Method with Atmospheric Stability Classification Methods for Flows over Different Terrain
Types. Appl. Sci. 2018, 8, 1429. [CrossRef]

6. Schaffarczyk, A.P.; Jeromin, A. Measurements of High-Frequency Atmospheric Turbulence and Its Impact on
the Boundary Layer of Wind Turbine Blades. Appl. Sci. 2018, 8, 1417. [CrossRef]

7. Xu, B.; Wang, T.; Yuan, Y.; Zhao, Z.; Liu, H. A Simplified Free Vortex Wake Model of Wind Turbines for Axial
Steady Conditions. Appl. Sci. 2018, 8, 866. [CrossRef]

8. Zhu, C.; Wang, T. Comparative Study of Dynamic Stall under Pitch Oscillation and Oscillating Freestream
on Wind Turbine Airfoil and Blade. Appl. Sci. 2018, 8, 1242. [CrossRef]

9. Zhong, W.; Tang, H.; Wang, T.; Zhu, C. Accurate RANS Simulation of Wind Turbine Stall by Turbulence
Coefficient Calibration. Appl. Sci. 2018, 8, 1444. [CrossRef]

10. Li, S.; Zhang, L.; Yang, K.; Xu, J.; Li, X. Aerodynamic Performance of Wind Turbine Airfoil DU 91-W2-250
under Dynamic Stall. Appl. Sci. 2018, 8, 1111. [CrossRef]

11. Wu, J.; Wang, T.; Wang, L.; Zhao, N. Impact of Economic Indicators on the Integrated Design of Wind Turbine
Systems. Appl. Sci. 2018, 8, 1668. [CrossRef]

12. Yang, H.; Chen, J.; Pang, X. Wind Turbine Optimization for Minimum Cost of Energy in Low Wind Speed
Areas Considering Blade Length and Hub Height. Appl. Sci. 2018, 8, 1202. [CrossRef]

13. Vorspel, L.; Stoevesandt, B.; Peinke, J. Optimize Rotating Wind Energy Rotor Blades Using the Adjoint
Approach. Appl. Sci. 2018, 8, 1112. [CrossRef]

14. Cao, J.; Zhu, W.; Shen, W.; Sørensen, J.N.; Wang, T. Development of a CFD-Based Wind Turbine Rotor
Optimization Tool in Considering Wake Effects. Appl. Sci. 2018, 8, 1056. [CrossRef]

15. Sanati, H.; Wood, D.; Sun, Q. Condition Monitoring of Wind Turbine Blades Using Active and Passive
Thermography. Appl. Sci. 2018, 8, 2004. [CrossRef]

3



Appl. Sci. 2019, 9, 1725

16. Sessarego, M.; Shen, W.Z.; Van der Laan, M.P.; Hansen, K.S.; Zhu, W.J. CFD Simulations of Flows in a Wind
Farm in Complex Terrain and Comparisons to Measurements. Appl. Sci. 2018, 8, 788. [CrossRef]

17. Feng, J.; Shen, W.Z.; Li, Y. An Optimization Framework for Wind Farm Design in Complex Terrain. Appl. Sci.
2018, 8, 2053. [CrossRef]

18. Sun, Z.; Zhu, W.J.; Shen, W.Z.; Barlas, E.; Sørensen, J.N.; Cao, J.; Yang, H. Development of an Efficient
Numerical Method for Wind Turbine Flow, Sound Generation, and Propagation under Multi-Wake Conditions.
Appl. Sci. 2019, 9, 100. [CrossRef]

19. Li, S.; Li, Y.; Yang, C.; Zhang, X.; Wang, Q.; Li, D.; Zhong, W.; Wang, T. Design and Testing of a LUT Airfoil
for Straight-Bladed Vertical Axis Wind Turbines. Appl. Sci. 2018, 8, 2266. [CrossRef]

20. Zhao, Z.; Wang, R.; Shen, W.; Wang, T.; Xu, B.; Zheng, Y.; Qian, S. Variable Pitch Approach for Performance
Improving of Straight-Bladed VAWT at Rated Tip Speed Ratio. Appl. Sci. 2018, 8, 957. [CrossRef]

21. Zhang, Y.; Kim, B. A Fully Coupled Computational Fluid Dynamics Method for Analysis of Semi-Submersible
Floating Offshore Wind Turbines Under Wind-Wave Excitation Conditions Based on OC5 Data. Appl. Sci.
2018, 8, 2314. [CrossRef]

22. Ke, S.; Yu, W.; Cao, J.; Wang, T. Aerodynamic Force and Comprehensive Mechanical Performance of a Large
Wind Turbine during a Typhoon Based on WRF/CFD Nesting. Appl. Sci. 2018, 8, 1982. [CrossRef]

23. Guo, Y.; Liu, L.; Gao, X.; Xu, X. Aerodynamics and Motion Performance of the H-Type Floating Vertical Axis
Wind Turbine. Appl. Sci. 2018, 8, 262. [CrossRef]

© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

4



applied  
sciences

Article

Assessment of Turbulence Modelling in the Wake of
an Actuator Disk with a Decaying Turbulence Inflow

Hugo Olivares-Espinosa 1,2,*, Simon-Philippe Breton 2,3, Karl Nilsson 2, Christian Masson 1,

Louis Dufresne 1 and Stefan Ivanell 2

1 Department of Mechanical Engineering, École de Technologie Supérieure, 1100 Notre-Dame Ouest,
Montréal, QC H3C 1K3, Canada; Christian.Masson@etsmtl.ca (C.M.); Louis.Dufresne@etsmtl.ca (L.D.)

2 Wind Energy Section, Department of Earth Sciences, Uppsala University Campus Gotland, Cramérgatan 3,
62165 Visby, Sweden; Simon-Philippe.Breton@geo.uu.se (S.-P.B.); karl.nilsson@geo.uu.se (K.N.);
stefan.ivanell@geo.uu.se (S.I.)

3 Nergica, 70 rue Bolduc, Gaspé, QC G4X 1G2, Canada
* Correspondence: hugo.olivares@geo.uu.se

Received: 21 June 2018; Accepted: 27 August 2018; Published: 1 September 2018

Abstract: The characteristics of the turbulence field in the wake produced by a wind turbine model
are studied. To this aim, a methodology is developed and applied to replicate wake measurements
obtained in a decaying homogeneous turbulence inflow produced by a wind tunnel. In this method,
a synthetic turbulence field is generated to be employed as an inflow of Large-Eddy Simulations
performed to model the flow development of the decaying turbulence as well as the wake flow
behind an actuator disk. The implementation is carried out on the OpenFOAM platform, resembling
a well-documented procedure used for wake flow simulations. The proposed methodology is
validated by comparing with experimental results, for two levels of turbulence at inflow and disks
with two different porosities. It is found that mean velocities and turbulent kinetic energy behind the
disk are well estimated. The development of turbulence lengthscales behind the disk resembles what
is observed in the free flow, predicting the ambient turbulence lengthscales to dominate across the
wake, with little effect of shear from the wake envelope. However, observations of the power spectra
confirm that shear yields a boost to the turbulence energy within the wake noticeable only in the low
turbulence case. The results obtained show that the present implementation can successfully be used
in the modelling and analysis of turbulence in wake flows.

Keywords: wind turbine wakes; turbulence; actuator disk; LES; wind tunnel; OpenFOAM

1. Introduction

Studies of turbulence in the wake of wind turbines are often made with the aim of analyzing
the influence of the flow and rotor models in the reproduction of wake characteristics. Investigations
with various rotor models in the Atmospheric Boundary Layer (ABL) have been made either with the
goal of improving the production efficiency of a cluster of turbines (e.g., [1–4]) or aimed at comparing
the characteristics of wakes with respect to measurements of real or downscaled turbines (e.g., [5–8]).
When numerical simulations of large wind parks are made, computational limitations oblige employing
simpler rotor models that, while numerically less expensive, are requested to produce a minimum
level of detail in wake features that yields an acceptable reproduction of the interaction of the ensuing
wakes and the downstream wind turbines, as well as other wakes. Amongst the simplest formulations
of the rotor model is the Actuator Disk (AD) [9,10] which reproduces the effect of the rotor in the
incoming flow by means of a permeable surface in the shape of a disk that acts as a momentum
sink. In its most basic conception, the AD constitutes a one-dimensional force opposite to the flow,
perpendicular to the rotor plane, with no wake rotation or airfoil properties considered. Different

Appl. Sci. 2018, 8, 1530; doi:10.3390/app8091530 www.mdpi.com/journal/applsci5
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studies [8,11,12] have shown the capability of the AD technique to approximate the characteristics of
a real turbine wake within its far region. An experimental investigation of the wakes produced by
porous disks has been performed by [13,14], where the disks are made of metallic meshes representing
different solidities. In recent work, similar research has been made of wakes produced by a decaying
turbulence inflow [15,16]. Unlike the ABL, no shear-produced turbulence occurs, greatly simplifying
the modelling of the flow physics and permitting to isolate the features of the wake from those
deriving from the inflow (e.g., the vertical momentum flux in the ABL). With data collected in a related
measurement campaign, the authors of [17] employed Reynolds-Averaged Navier–Stokes (RANS)
models to reproduce measurements in the wakes produced by the porous disks. Although good results
are obtained, the experimental study represents an opportunity to perform comparisons with numerical
simulations that allow a greater detail in the reproduction of the turbulence characteristics. Therefore,
the reproduction of these experiments employing Large-Eddy Simulations (LES) seems appealing.

To reproduce the inflow properties measured experimentally, first it is necessary to model the
flow of decaying turbulence produced in a wind tunnel. In this regard, different works have been
dedicated to investigate various methodologies to produce adequate inlet conditions [18–20]. Amongst
the different techniques, the method developed by Mann [21–23] to create a synthetic turbulence
field has often been used to create inflow conditions for simulations in ABL [5,6,24,25] as well as in
homogeneous turbulence [26–28]. In these works, it has been shown that the Mann method is capable
of producing realistic turbulence fields, resembling the second order statistics of real turbulence [5,29].
This algorithm permits creating synthetic fields of homogeneous turbulence by prescribing two
parameters, the turbulence lengthscale and (albeit indirectly) the turbulence intensity. An anisotropy
factor is also used in the algorithm to create boundary layer fields. The transition and evolution of
turbulence characteristics when synthetic fields are introduced in LES domains, especially of integral
lengthscales, has been previously studied by [27] for homogeneous turbulence and recently by [24,30]
(using the turbulence generation method of [20]) in sheared flows.

The objective of this work is the study of turbulence characteristics in the wake flow of a wind
turbine model. To fulfill this purpose, a methodology is developed to replicate: (1) the turbulence
characteristics of a homogeneous wind tunnel flow and (2) the wake field arising from the introduction
of porous disks representing the wind turbine. This procedure is employed to reproduce the inflow
and wake characteristics measured in the experimental campaign carried out by G. Espana and
S. Aubrun [17,31], so the comparison with wind tunnel data serves as method of validation. The study
of diverse features of the turbulence field both in the free decaying flow and in the wake is presented
next to such comparison. The computational platform employed is OpenFOAM® v.2.1 [32,33]
(the OpenFOAM Foundation Ltd., London, UK) an open-source code amply used in flow simulations,
chosen for its availability and access to apply ad-hoc modifications to existing solvers and utilities.
While the synthetic turbulence is created with the Mann method, the flow is reproduced using LES
computations. The methodology implemented follows—in part—a procedure developed on the CFD
software EllipSys3D [34–36] (Department of Mechanical Engineering and RisøCampus, DTU, Lyngby,
Denmark) to simulate wake flows with turbulent inflows [5]. It has been shown that this method
provides good results to introduce ABL as well as homogeneous turbulence conditions [5,6,24–28].
By using this approach, we expect to assess: (a) how well the main turbulence characteristics can be
reproduced (e.g., turbulence intensity and integral lengthscale) in the inflow and in the wake with LES,
(b) how the main turbulence characteristics in the wind tunnel change due to the presence of the wind
turbine model and (c) how the LES modelling change along the wake compared to the undisturbed
flow (resolved/modelled velocity fluctuations). It should be noted that these questions are formulated
in the context of a limited mesh resolution, which makes it more relevant for the wind energy field since
it is often desired to minimize the computational requirements while successfully reproducing the
requested flow features, which in this case consists mainly of the integral lengthscale.

The work presented here is organized as follows: a brief theoretical background is provided
about the homogenenous isotropic turbulence and its experimental approximation, the decaying
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homogeneous turbulence, next to a description of the measurement campaign and data to be
reproduced. Later, the methodology is described in detail, with special attention to the generation of
turbulence inflow and the reproduction of the adequate characteristics in the absence of disk. This also
comprises the description of the methodology employed to introduce the synthetic turbulence in the
LES domain. Next, the results are presented and discussed for the different quantities computed in the
turbulence field of the wakes. A final section presents a summary and the conclusions of the work.

2. Homogeneous Turbulence

For a given flow, the instantaneous velocity vector is referred to as ui whose components in the
streamwise, vertical and spanwise directions (x, y, z) are ui = (u, v, w). The Reynolds decomposition
in the streamwise direction is defined as u = 〈U〉+ u′, where “〈 · 〉” denotes time-average (capital
letters are also used to emphasize averaged magnitudes). The characteristic size of the largest eddies is
identified as the distance L required to nullify the correlation function Rij(r, t). With this assumption,
the integral lengthscale

L(d)
ij =

∫ ∞

0
Rij(edr, t)dr (1)

in the direction d (set by the unitary vector e) is defined [37]. From all scales defined by this expression,
those most commonly used are the longitudinal integral lengthscale L1 = L(1)

11 as well as the transversal

one L2 = L(1)
22 . Similarly, the longitudinal Taylor lengthscale (or micro-scale) λ1 = λ

(1)
11 is defined by

the osculating parabola to the correlation function Rij(r, t). If isotropy is assumed (or at least between

the 1 and 2 directions) the equivalences L(1)
22 = L(2)

11 and λ
(1)
22 = λ

(2)
11 are also valid.

In the absence of shear, the Taylor hypothesis of frozen turbulence can be adopted more
comfortably. This is, it is assumed that the turbulence field does not change as it is convected by
the mean wind at 〈U〉, which yields the equivalence between the spatial and temporal correlations.
In this way, correlations can be made from the time series of each velocity component. In particular,
the autocorrelation will provide the integral time scales T11 and T22 from where the integral lengthscales
can be computed by means of L1 = 〈U〉 T11 and L2 = 〈U〉 T22. Likewise, the longitudinal Taylor
lengthscale can be calculated from the expression

1
λ2

1
=

〈U〉−2

2
〈

u′
1

2
〉
〈(

∂u′
1

∂t

)2
〉

(2)

as seen in [38] (note that Equation (2) differs from the one presented in that report by a factor of
√

2).
Considering the turbulent kinetic energy of a field k = 1

2
(〈

u′2
1
〉
+
〈
v′22
〉
+
〈
w′2

3
〉)

and the assumption
of isotropy, λ2 is related to the amount of dissipation of k by

ε =
15ν

〈
u′

1
2
〉

λ2
2

=
30ν

〈
u′

1
2
〉

λ2
1

. (3)

When grid turbulence is used to approximate the theoretical case of decaying isotropic turbulence,
the characteristics observed at different positions downstream from the grid correspond to the time
evolution of isotropic turbulence with zero mean velocity. Thus, a decay during the interval Δt is
approximated by that occurring within Δx in a wind tunnel. In this manner, it has been observed that
the decay of k follows the expression

k

〈U〉2 = cA

(
x − x0

M

)−n
, (4)

where M is the turbulence grid size, cA (also written as 1/A) is a fitting parameter, n is the decay
exponent and x0 a virtual origin. Equation (4) is commonly employed to track the streamwise
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turbulence intensity decay, replacing k for
〈

u′
1

2
〉

. While Ref. [37] mentions 1.1 ≤ n ≤ 1.3 and
cA � 1/30, Ref. [39] reports to have observed n = 1.25 with x0 = 0, whereas Ref. [40] mentions
1.15 ≤ n ≤ 1.45, remarking that cA varies greatly depending on the geometry of the grid and Reλ.
Ref. [37] indicates that the integral lengthscale evolves downstream according to

L2 � cB1 M
[

x − x0

M

]n1

(5)

with cB1 = 0.06 and n1 = 0.35.

3. Experimental Setup and Measurement Campaigns

The measurements used in this work come from experiments performed in the Eiffel-type wind
tunnel of the Prisme laboratory of the University of Orléans. The test section has a width and a height
of 0.5 m and a length of 2 m. Two different grids were used to generate turbulence at the entrance of
the test section, resulting in two different turbulence intensities. At a distance of x = 0.5 m from that
grid, the reported values of turbulence intensity and integral lengthscale (measured at the centreline)
were TI = 3% and L1 = 0.01 m as well as TI = 12% and L1 = 0.03 m. These two inflow cases are
henceforward identified as Ti3 and Ti12, respectively. The streamwise position where these values are
reported is referred to as the target position xD.

Later, disks made of a metallic mesh were located at xD to simulate the effect of the AD model
(a porous surface) on the flow. Two disks were used, each with a diameter of D = 0.1 m but made
with a different wire to produce different induction factors. The thrust coefficient CT of each disk is
calculated following the procedure presented by [13] and revisited by [17], based on the measurement
of the velocity deficit in the wake. In total, six experimental cases are considered for this work as
shown in Table 1. Complete details about the experimental setup, the measurement techniques as well
as the characteristics of the flows generated by this wind tunnel can be found in [15,31].

Table 1. Reference parameters of flow and disks used in the experiments.

TI [%] L1 [m] Case

No-disk

3 0.01 CT = 0.42

CT = 0.62

No-disk

12 0.03 CT = 0.45

CT = 0.71

The data used in this work was obtained using two different techniques. Firstly, with the aim
of obtaining time-series of the flow velocity, a Hot-Wire Anemometry (HWA) probe was located
along vertical lines at x = 3D, 4D and 6D from the disk centre (the origin of the reference system
x, y, z = 0, 0, 0 is set there). The probe moved along each vertical line between 0 ≤ y/D ≤ 1.5,
registering data at different steps (data recorded every 0.1D is employed). A scheme of the measuring
locations with respect to the experimental arrangement is shown in Figure 1. At each probe position,
data was acquired with a sampling frequency of facq = 2 kHz during about 1 min. A low-pass filter
was also used, with a cut-off frequency fixed at fc = 1 kHz. The reference velocity during these
measurements was U∞ = 3 m/s. Of the measurements made with this technique, only the database
corresponding to the cases of Ti12 is used in the comparisons shown here since the sampling rate
was assessed to be too low for the turbulence scales of the Ti3 case. Due to this, HWA measurements
from [16] are used to complement the experimental data for the comparison of the Ti3 case. These were
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made using the same experimental setup as the other HWA measurements, with TI � 3% also at the
target position but with U∞ = 20 m/s and in consequence a higher Reynolds number.

M

xD 3D 4D 6D

y
x

z

Figure 1. Representation of the measurement positions of the hot-wire. The turbulence is generated
by a grid of spacing M. The reported values of TI are measured at x = 0.5 m from such grid, where
the ADs are subsequently located. This position is referred to as xD. Time-series of the velocity are
recorded at various positions along vertical lines at 3D, 4D and 6D.

Secondly, a Laser-Doppler-Anemometer (LDA) was used to simultaneously measure two
components of velocity (u, v) with the main purpose of obtaining time-averaged information of the
wake. Measurements behind the disks were made along the vertical directions at x = 2D, 4D, 6D, 8D
and 10D from the disk centre. The recording positions were aligned in the vertical direction, performed
in steps (generally) of 0.1D between −1.5 ≤ y/D ≤ 1.5. For the Ti3 cases, the positions in the
vertical direction where data is available vary slightly, but most of them are made in steps of 0.1D
between −1.0 ≤ y/D ≤ 1.0. Measurements were made using a non-uniform sampling frequency,
with an average of 1 KHz during 90 s. The reference velocity was U∞ = 10 m/s for the cases Ti3 and
U∞ = 6 m/s for Ti12. As it was shown by [41] and later work, various estimations in grid-generated
turbulence can be considered Reynolds independent (but not for observations such as the scaling
region of the spectrum, as shown by [42]. Therefore, non-dimensional results of mean velocities
and root-mean-square (RMS) statistics obtained with the LDA technique will be used despite the
differences in reference velocity, set in the simulations to U∞ = 3 m/s. LDA data are used to compare
with the obtained results of velocity deficit and k, while the velocity time-series from HWA are used to
compute the other quantities examined in this work.

4. Model Description

4.1. Numerical Model

In order to reproduce the measured characteristics of the wake field, an LES model is employed.
This allows for resolving the large (energy-containing) motions, whereas the effects of the smaller
eddies are modelled. To achieve this, the Navier–Stokes equations are decomposed into a filtered
(or resolved) component and a residual (or subgrid scale, SGS) component. The classic Smagorinsky
model [43] is used for the parametrization of the residual scales. There, the subgrid viscosity νSGS is
assumed to be proportional to the Smagorinsky coefficient Cs and the local cell length Δ = (ΔxΔyΔz)1/3

and the resolved strain-rate Sij as νSGS = (CsΔ)2
√

2SijSij. The value of CS is set to 0.168, which comes
from adjustments made to reproduce decaying homogeneous turbulence [44]. This model is chosen
for its ubiquity and because the absence of its best known disadvantage, associated to bounded flows:
overdissipation close to walls [40,45]. The interpolation scheme for the convective term consists of
a dynamic blend where, depending on the velocity flux and the magnitude of the velocity gradients at
the cell faces, an amount of up to 20% upwind is used in combination with the linear interpolation. This
scheme is called filteredLinear within OpenFOAM v2.1 . In this way, the upwind part is employed only
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in regions of steep velocity gradients while the flow maintains the second-order accuracy of the linear
scheme elsewhere. The PISO algorithm is employed for the solution of the pressure–velocity equations.

4.2. Computational Domain and Grid Resolution

The dimensions of the computational domain are set to imitate those of the measuring region
in the wind tunnel. The domain and grid sizes of the LES computations as well as of the synthetic
velocity field, identified as turbulence box (use as inflow) are listed in Table 2. As in the experiments,
xD corresponds to the origin of the coordinate system for the computations, at the centre of the
crosswise y–z plane and at 5D from the inlet. The reason to imitate the dimensions of the experiment,
in particular in the crosswise directions, is to reproduce the potential effects of blockage on the wake
development. A small blockage of 1.3% in average has been reported for measurements in this wind
tunnel [17].

The grid size is determined by the optimum number of cells per L, or in fact L1. Unlike the ABL,
where L1 is typically two to three times the diameter of the rotor, the turbulence grids used in the wind
tunnel produce turbulence with an eddy size approximately ten to three times smaller—at xD—than
the diameter of the AD. Evidently, this imposes a strict demand for the cell resolution, particularly
for the turbulence box as the turbulence scale there (L1,B) should be even smaller to account for its
increase along the flow direction once turbulence is introduced in the LES domain.

On account of these limitations, the determination of the cell resolution of the turbulence boxes is
based on what is physically realizable, due to the constraints represented by the total number of cells.
For this, it should be considered that a box with twice the length of the desired lateral dimensions must
be generated, as suggested by [22] since the simulated velocity field is periodic in all directions, so it is
recommended to create a turbulence box with cross-flow dimensions twice as big as the desired size
and only use one quarter of the simulated field. The box length is determined by the recycling period
of the box into the computational domain (having assumed the equivalence between the streamwise
direction of the box and the time for its convection in the domain), which is wished to be kept to
a minimum. It is chosen to create boxes with length equivalent to at least two longitudinal flow-times,
abbreviated as LFT (1 LFT is defined as Lx/ 〈U∞〉). Considering these arguments, two turbulence
boxes were created using the Mann implementation for each TI case. The parameters of these boxes
are listed in Table 2. Note that the dimensions of the boxes are set to multiples of 2n (n ∈ N+) due
to the Fourier techniques used in the generation algorithm. As the grid size limit of the OpenFOAM
installation in the cluster where computations were submitted has been found to be ∼180 × 106 cells
(perhaps due to the floating-point precision used to store the grid data) it is easy to see that a larger
mesh than the one used for the Ti3 case (e.g., 2048 × 512 × 512) would have surpassed this ceiling.
The turbulence generator has been implemented outside the OpenFOAM framework so when the
turbulence is originally generated, with twice as many points in the lateral directions, the cell number
is not restricted by this limit. Since the mesh of the Ti12 case is coarser, it was possible to increase the
length of the domain, allowing for a smaller recycling rate of the turbulence box.

In each TI case, the mesh of the computational domain is set according to the resolution used for
the corresponding turbulence box, so that the cell sizes in the domain and box are equal. Unlike the
turbulence box, the grid used in the LES is not completely uniform across the domain. Instead, only
a central region of 20D× 3.6D× 3.6D of uniform (cubic) cells is defined. This region is needed to assure
a consistent filtering for the SGS scales, as implicit filtering is used in the LES. In addition, the uniformly
distributed cells should comprise all the positions of measurement, which includes those made up to
y = 1.5D from the centreline. Outside the uniform grid region, the cells are stretched towards the lateral
boundaries with an aspect ratio Δzmax/Δzmin = Δymax/Δymin = 4, where Δzmin = Δymin = Δx = Δ is
the cell side length in the uniform region. This central region has approximately the same cell size as in
the corresponding turbulence boxes. The slight differences arise from the purpose of accommodating
an integer number of cells along the diameter of the AD. This way, the central region in each case
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consists of uniform cells with a side length Δ of 0.002 m (Ti3) and 0.004 m (Ti12). Hence, taking L1 at xD
as a reference, the cell resolution of the integral scales L1/Δ corresponds to 5 and 7.5 cells, respectively.

Table 2. Main parameters of the computational domains of LES and synthetic field (turbulence box).
Dimensions of computational domains are given as Lx × Ly × Lz with grids containing Nx × Ny × Nz

cells. Synthetic field domains are given as LB,x × LB,y × LB,z containing NB,x × NB,y × NB,z cells. Lengths
measured in D = 0.1 m.

LES Domain Size 20D × 5D × 5D

Layout
Uniform region

20D × 3.6D × 3.6D

Case Ti3
LES domain grid 1000 × 208 × 208 cells
Turbulence box 40D × 5D × 5D
Box grid 2048 × 256 × 256 cells

Case Ti12
LES domain grid 500 × 104 × 104 cells
Turbulence box 80D × 5D × 5D
Box grid 2048 × 128 × 128 cells

4.3. Generation of Turbulent Inflow, Introduction into the Computational Domain and Boundary Conditions

In the homogeneous case, the use of the Mann method requires adjusting two parameters to
produce the turbulence with the demanded characteristics: the lengthscale L and TI. The latter is
normally controlled by means of varying the coefficients αε2/3 (α is the Kolmogorov constant) of the
von Kármán energy spectrum [22] until the desired TI is achieved. As it is not straightforward to give
an exact relationship between ε and the generated TI, the procedure suggested by [46] is used. Instead

of changing ε, a scaling factor SF =
√

σ2
target/σ2, is used, where σ2

target is the desired average variance of

the turbulence and σ2 is the variance of the turbulence field in each direction. In this way, the desired
TI can be obtained by multiplying SF by each velocity component of the turbulence box. It is expected
that when the HIT field is convected at a uniform velocity, the TI will decay monotonically in the
streamwise direction. To estimate the turbulence intensity value that the box (TIB) should have in order
to attain the desired TI at the given position, empirical relations obtained from fits to experimental
results can be used [37,39,40]. However, such relations depend on fitting parameters that are reported
to vary within a certain margin. This fact and the expected numerical dissipation cause that TIB

cannot be estimated beforehand with precision. Furthermore, the averaged value of TI at the position
where turbulence is introduced in the computational domain does not correspond to TIB (due to the
interpolations between turbulence planes and the adjustment of the synthetic velocity field to the LES
conditions, to be discussed later on). In consequence, some testing was necessary to find the right
value. Likewise, empirical relations for the development of L1 [37] are not sufficient to predict the
value of L1,B, so tests were necessary to determine its magnitude. The values found for TIB and L1,B

are presented in the results section.
Boundary conditions are set to replicate the conditions in the wind tunnel. Thus, slip conditions

are used for the lateral boundaries, whereas the outlet is set to zero gradient. For the time derivative,
a second-order backward scheme is employed. When the disks are introduced, these are located
at xD, this is x = 0.5 m from the inlet, at the centre of the y–z plane. Assuming the Taylor
hypothesis of equivalent spatial and temporal correlations, the streamwise axis of the turbulence
box is assumed equivalent to time. To introduce the synthetic turbulence into the computational
domain, cross-sectional planes of the turbulence box are taken for every available longitudinal position
and their velocity values are mapped onto the inlet of the computational domain. The procedure is
illustrated in Figure 2, where the planes extracted from the synthetic turbulence field are separated by
ΔxB. As the crosswise locations of the cell centres of the synthetic turbulence do not exactly correspond
to those of the computational domain, linear interpolations are used to evaluate the velocity values at
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the required positions. Different Courant–Friedrichs–Lewy (CFL) conditions are used in each case.
For the Ti3, CFL ≈ 0.8 while for the Ti12, CFL ≈ 0.5. These are the maximum CFL values over the
whole computational domain, which are attained next to the inlet, where the velocity fluctuation is the
highest. In comparison, their domain-averaged values are ≈0.3 and ≈0.1, respectively. The time-steps
used in the computations are Δt = 2× 10−4 s and Δt = 1.2× 10−4 s for each case. Linear interpolations
are used in the streamwise direction (i.e., between planes of the turbulence box) to compute the
required velocity values at the given time.

Turbulence box

LB,x

LB,y

LB,z
ΔxB

�

Lx

Ly

Lz xD

Inlet

Figure 2. Introduction of synthetic turbulence field into the LES.

Simulations are allowed to run initially for 5 LFT to allow the stabilization of the flow. After this,
measurements are made during a time equivalent to 20 LFT, which is equal to approximately 13.33 s in
real time. Since the turbulence boxes defined in Table 2 are only enough to supply an inflow during
2 LFT (Ti3) and 4 LFT (Ti12), the boxes are recycled for the duration of the computations. Velocity data
are sampled at every time-step, resulting in a higher sampling frequency than the one used in the
experiments, although it is made during a shorter period (13.33 s compared to ∼60 s). The length of
the computations is chosen as to maximize the bandwidth of the data employed for the calculations of
spectra and correlations and to avoid fringe patterns in the average fields.

4.4. Estimation of Integral Lengthscales

The integral lengthscales are calculated from the autocorrelation curves of u and v in the
longitudinal direction in the synthetic turbulence or from their time-series in the LES. In this way,
L1 and L2 are obtained by making use of Equation (1). The method used to compute Li consists of
approximating the autocorrelation curve by a sum of six decaying exponentials. A similar procedure
has been also used by [16,31], based on a technique first suggested by [47]. This technique is used as it
avoids the uncertainty of determining the crossing of the oscillating function R around zero as well
as approximating better the expected asymptotic behaviour of a theoretical autocorrelation sampled
to infinity, limx→∞ Rii(x, t) = 0, yielded by the exponentials. While this method provides Li for the
synthetic turbulence, in the LES, the autocorrelations provide a time-scale that can be translated into
a spatial one only under the assumption of the Taylor hypothesis (here, the integral time-scale obtained
from the autocorrelations is multiplied by the average streamwise velocity at the point where the data
are registered, which can be slightly different from U∞).

4.5. Actuator Disk Model

In line with the experiments, the rotor of a horizontal-axis wind turbine is modelled in the
computations as an actuator disk [9], where the effect of the blades on the wind flow is reproduced
by forces distributed over a disk. As the actual geometry of the blades is not reproduced, the load
of the turbine is distributed over the area swept by the rotor. The simplest conception of the model
is employed here, where it is assumed that the forces over the AD point only in the axial direction,
opposite to the flow and are distributed uniformly over the disk. If U∞ is the inflow velocity, the force
is calculated as

Fx = −1
2

ρU2
∞CT A, (6)
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where A is the area of the disk. The diameter of the disk is D = 0.1 m and CT is equal to the values
shown in Table 1. Since the introduction of the forces represents an abrupt discontinuity in the flow
field, large velocity gradients occur in the vicinity of the AD and spatial oscillations (wiggles) on the
velocity field may appear due to pressure-velocity decoupling inherent to collocated grids. To avoid
this effect, the forces that comprise the AD are distributed in the axisymmetric direction. This is done
by taking the convolution of the forces with a Gaussian distribution

g(x) =
1

σ
√

2π
exp

(
− x2

2σ2

)
. (7)

In this manner, the value of the standard deviation σ (i.e., the distribution width) will define the
thickness of the disk. The force distribution is defined between the limits [−3σ, 3σ] so that it contains
99.7% of magnitude of the forces computed for the original—one cell thick—disk. A value of σ = 2Δx
is used, yielding a disk thickness equal to 12Δx. Therefore, the absolute magnitude of the thickness
changes according to the cell length.

4.6. About RANS Results

In a study by [17], RANS computations were performed to reproduce the same LDA
measurements used in our study. In their work, a RANS turbulence model, identified as “Sumner
and Masson”, based on modifications to the k-ε model of [48] is proposed. While the latter model
attempts to correct the well known overestimation of turbulent stresses [49] by introducing a dissipative
term proportional to the turbulence production in the ε-equation, Sumner and Masson pursue the
same objective by neglecting some terms of turbulence production also in the vicinity of the disk
(the cylindrical volume centred at the AD, extending ±0.25D in the axial direction), obtaining a good
comparison for the velocity deficit and k along the wake of the disks. The results obtained with this
model are also included in the comparisons as they serve as a reference element of the capabilities of
an industry standard to reproduce the evolution of turbulence features in the wake. Note that since
the simulations of [17] were made for only half the wake, their results (velocity deficit, k and ε) are
shown mirrored in the vertical direction.

5. Results and Discussion

5.1. Turbulence Decay and Integral Lengthscale Development without Disk

The first step of the investigation consists of the calibration of the parameters of the synthetic
turbulence. This is finding TIB and L1,B so that when a turbulence box is introduced in the computational
domain, the desired target values are attained after a distance of 5D, at xD. The parameters of the
synthetic turbulence for all boxes are shown in Table 3. These were computed longitudinally and
averaged over the whole volume. It is immediately noticed that high TI values were necessary to
reproduce the evolution of the turbulence intensities reported by the experiments. Consequently,
the approach followed could be seen as rather crude, on account of the Taylor approximation. However,
the results reproduce, for the most part, the longitudinal evolution of turbulence predicted also by the
empirical relations found in the literature. This can be seen in Figure 3, which shows the free (no disk)
homogeneous turbulence decay in each TI case obtained with LES. There, every value represents the
average of the TIs computed from time-series stored in nine probes distributed in a crosswise plane,
in turn located at every longitudinal position indicated by the marks in the curves. LES results are
compared to the values measured in the wind tunnel and to the least-squares fit with Equation (4).
As mentioned in Section 3, experimental values from [16] are used in the Ti3 case. To complement HWA
data (which in the Ti12 case has only 3 points), LDA measurements are used, obtained in the experiment
with the low thrust disks but outside the wake envelope (y = ±1D). It can be seen that for both Ti3
and Ti12 the decay predicted by the LES follows fairly well the experimental values. The subframes in
Figure 3 represent the same data but plotted in a log-log scale, so the power law decay of the TI (of slope
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−n in Equation (4) can be better appreciated. This permits seeing that, after some distance, the decay
rate is approximately equal for both TIs. Furthermore, it is also seen that the LDA (measurements
outer wake) in the Ti3 case deviates from a constant decay rate and therefore from the LES. Conversely,
the LDA data in the Ti12 compares very well with the LES prediction.

Table 3. Characteristics of the different boxes of synthetic turbulence used as inflow for the LES.

TIB [%] L1,B × 10−3 [m] k/ 1
2 U2

∞ [-]

Case Ti3 35.0 5.82 0.37
Case Ti12 60.2 15.3 1.08

Equation (4) is an empirical relation first proposed by [41] to describe the decay in homogeneous
turbulence seen in a wind tunnel. The applicability of this relation has been proven in a wide range of
Re flows in later work [39,42,50,51]. In most of the results reported in the literature, a fit is produced
setting the virtual origin x0 to zero in the equation, which neglects the agreement close to the grid or
the place where turbulence originates as the stations where measurements or calculations are reported
are generally far from such region. However, as the complete evolution of TI is monitored, a better fit
is obtained by setting x0 to a position different from where the turbulence is introduced (in particular,
to an upstream location). The fit of Equation (4) for the curves shown in Figure 3 yields the results
shown in Table 4. If the fit is made using x0 = 0, the parameters are closer to those reported in the
literature (see Section 2), although the curve would display a much higher TI at the inlet than the one
given with x0 = 0, this is, ∼60% for Ti3 and ∼100% for Ti12. The mesh spacings used for the fits are
M = 0.0225 m for Ti3 and M = 0.20 m for Ti12. The problem of setting x0 has been discussed by [52],
which show that when x0 is properly determined, its value and the exponent of the power law decay n
is Re-independent, while A is indeed a function of initial conditions (including Re), so the turbulence
decay takes a universal self-similar behaviour.

Table 4. Parameters of the fit of TI decay of LES to Equation (4). x0 denotes the virtual origin of the
curve with respect to the inlet.

x0 = 0 x0 �= 0

1/A n 1/A n x0 [m]

Case Ti3 24.11 1.281 9.85 1.519 −0.021
Case Ti12 28.49 1.15 11.43 1.661 −0.0845

Table 3 also shows the magnitude of the L1,B in the synthetic turbulence. According to these
results, it is seen that the requirement of two cells per L1 (assuming the applicability of the minimum
condition to represent a wavelength [53]) is sufficiently fulfilled. In effect, for the case Ti3, L1/Δ � 3 is
obtained. The resolution of eddies is somewhat improved in the case of Ti12, where L1/Δ � 4. These
resolutions that seem a priori rather coarse are the result of a series of compromises that have been
previously explained. In [30] a similar resolution was used for the synthetic inflow in LES computations
of the wake of a rectangular channel, obtaining a good comparison with experimental results related to
the flow structures. The results of the turbulence decay in the absence of the disk show that these values
are enough to supply an integral lengthscale to procure the desired magnitudes L1 = 0.01 m (Ti3) and
L1 = 0.03 m (Ti12) at xD. Figure 4 shows the development of the longitudinal and transversal integral
lengthscales, L1 and L2, along the flow. These are computed using velocity time-series (recorded at the
same positions for TI above) and employing the method described in Section 4.4. The measurements
from [16] are also used for comparison in the Ti3 case. There, the comparison of the measurements
with the LES shows a small overestimation of L1, although it should be considered that the difference
is increased in the figure as the experimental value is below the target L1 = 0.01 m. A fit of Equation (5)
is also made for L2 obtained with LES. In the Ti3 case, the least-squares fit method applied yields
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B1 = 0.089, n1 = 0.392 and an origin set at x0 = −0.188 m (upstream) from the inlet. Therefore,
according to reference values provided along Equation (5), the LES slightly overestimates L2 for Ti3.
In the Ti12 case, the comparison with measurements is made with the only three points available
so it is less decisive, although they suggest a higher growth rate. The fit of Equation (5) to the LES
predicted L2 yields B1 = 0.064 and n1 = 0.254 with x0 = −0.068 m, which, compared to the values
in the literature, also indicates a slight overestimation by the computations. For the purposes of this
work and considering the mesh restrictions, the development of the integral lengthscales in the flow
predicted by the LES is deemed satisfactory.
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Figure 3. Comparison of the TI decay for the Ti3 (left) and Ti12 (right) cases without disk. C-B &
C corresponds to Equation (5) as found in [41]. The inserted frames contain the same data but with
a logarithmic scale also in both axes and denoting the distance from the inlet in x/D units.
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Figure 4. Longitudinal evolution of L1 and L2 for the Ti3 (left) and Ti12 (right) cases without disk.

In both TI and Li results, we can observe small oscillations for the first positions next to the inlet,
which are likely the result of the adjustment of the synthetic velocity field to the LES. Specifically,
the incompressibility conditions imposed by the solver as the original formulation of the Mann
algorithm does not produce divergence free fields, as pointed out by [29].

5.2. Velocity Deficit

The results for the wake simulations obtained with the AD are now shown. The first comparison
is made from the results of the streamwise velocity deficit along the vertical direction at different
longitudinal positions, normalized by the freestream velocity at y = 1.5D. For these and other
quantities extracted across the wake field shown in Sections 5.2–5.5, the values are sampled at
every cell centre along a line in the y-direction (at the mid-plane z = 0) at different x/D positions.
These quantities correspond to time averages made during 20 LFT (13.33 s). No further spatial
averaging is made. Note that LES results at x = 3D have been added to the available x-positions of the
LDA data as this is a position where values computed from HWA are later shown.
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Figure 5 shows the results for the high and low solidity disks under the inflow Ti3. The agreement
to the experimental results is very good, with the larger difference observed around the shear layer
(i.e., the wake envelope at y � ±0.5D) from the disk edges, especially for the disk with higher thrust.

In the case of the Ti12 inflow, Figure 6 shows a minor reduction in the agreement of the LES with
the measurements. The predictions commence to differ when moving further into the far wake, around
the centreline and shear layer regions. Remarkably, the results of RANS are almost identical to those
from LES in both TI cases.
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Figure 5. Vertical profiles of velocity deficit behind the disk CT = 0.42 (left) and CT = 0.62 (right),
Ti3 case. RANS results in all figures are by Sumner et al. [17].

-1.0

-0.5

0.0

0.5

1.0

0.5 1 0.5 1 0.5 1 0.5 1 0.5 1

y/
D
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Figure 6. Vertical profiles of velocity deficit behind the disk CT = 0.45 (left) and CT = 0.71 (right),
Ti12 case.

5.3. Turbulence Kinetic Energy in the Wake

It is expected that the wake created by the disks augments the turbulence level with respect to
the ambient value. It is now investigated how the computations of the added turbulence compare to
the experimental results within the wake. Figure 7 shows the profiles of k (this is, ktot = kSGS + kres for
the LES) at different downstream positions along the wake, when the inflow of the case Ti3 is used.
There, it is observed that the LES results match quite well the measured (LDA data) turbulence levels
behind both disks. However, it is noticed that, except for the nearest position to the disk, the LES
predicts a higher diffusion of shear turbulence in the crosswise direction, an effect that is increased
with the disk thrust.

For the disks in the Ti12 case in Figure 8, the LES compare mostly well with the experimental data,
although a small overestimation of k can be seen just behind the disk (x = 2D). It is also observed
that the shear layer originating at the edges of the disk is mixing faster with the ambient turbulence
compared to the Ti3 inflow. Indeed, the effect of shear prevails deeper into the wake in the LES with
the highest thrust disk, whereas it is mixed faster into the ambient turbulence when the thrust is lower.
Results from the RANS computations are discussed in the next section.
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Figure 7. Vertical profiles of k behind the disk CT = 0.42 (left) and CT = 0.62 (right), Ti3 case.
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Figure 8. Vertical profiles of k behind the disk CT = 0.45 (left) and CT = 0.71 (right), Ti12 case.

It is also noticed that some inhomogeneities appear along the curves of LES, very noticeable in the
simulations with the Ti12 inflow. These seem to indicate a footprint of the turbulence structures of the
inflow turbulence. Although this feature could provide evidence of the need of performing averages
in the azimuthal direction or creating synthetic turbulence that would cover longer simulation periods,
it is thought that the results shown in the figures are sufficient for the purpose of these comparisons.

5.4. Turbulence Dissipation in the Wake

In the LES computations, the dissipation shown corresponds to εtot = εres + εSGS. The dissipation
is calculated from the HWA data using Equations (2) and (3), which was only available in the Ti12
case. Therefore, results of Ti3 are shown only for completeness in Figure 9, where it can be seen that,
as before, differences between LES and RANS are small, as the curves differ only at x = 2D where
RANS predicts a higher dissipation within the shear layer.
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Figure 9. Vertical profiles of ε behind the disk CT = 0.42 (left) and CT = 0.62 (right), Ti3 case.

For the results with the Ti12 inflow in Figure 10, it is seen that, for the disk CT = 0.45, the LES
predictions compare well with measured values. For the disk CT = 0.71, the measurements reveal
a large increase of dissipation within the shear layer, compared to the data of computations with the
lower thrust AD. Furthermore, at least within the three longitudinal positions available, measured
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dissipation in the shear layer is more or less maintained. The computations with CT = 0.71 also display
a somewhat stronger mixing of turbulence from x = 4D, where dissipation becomes more uniform
and less predominant in the shear layer.

The RANS computations with the modified k − ε model of Sumner and Masson have been
previously shown capable of reproducing the turbulence level in the wake [17]. In the present
comparison, it is seen that for the Ti3 inflow the agreement is very good for the disk CT = 0.42 while
it falls somewhat behind in the far wake of CT = 0.62. However, in both cases, the agreement in the
computed dissipation of RANS and LES is very good except for x = 2D. Interestingly, it is the vicinity
of the disk where the k-ε is often corrected by adding dissipative terms to the ε equation to overcome
the miscalculated turbulence stresses [49]. The results with the Ti12 show the opposite picture with
regard to the estimation of k, as the agreement with measurements becomes better only for farther
distances from the disk. For the closest position, the turbulence level is overestimated (as it is in the
LES) despite the drop of the turbulence production terms near the disk (x = 2D is outside this region).
Dissipation seems overestimated in the case of CT = 0.45 when comparing to the measurements.
This is less certain for the higher thrust disk, where at x = 4D the peak value of dissipation seems
equal to the measured one, but much smaller in the case of x = 6D. Notably, ε from RANS is always
higher than any LES in the wakes of the Ti12 inflow. Previous work [49] has shown that, in the ABL,
the k-ε model overestimates the dissipation around the disk when comparing with LES. This has been
observed to occur even upstream of the disk, where ε has been seen to increase unlike computations of
LES, where this value does not grow until 0.5D downstream from the rotor.
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Figure 10. Vertical profiles of ε behind the disk CT = 0.45 (left) and CT = 0.71 (right), Ti12 case.
The scale for the curves at x = 2D has been doubled to accommodate the larger values.

It should be remarked that Sumner and Masson [17] showed that results with various turbulence
closures (standard k-ε, RNG, El Kasmi and Masson model [48] and their own model) compare,
in essence, equally well to the measurements, with no apparent advantage of their proposed correction
to the k-ε model (although ε yielded by the different closures was not compared). The fact that all
models compare well to measurements appears to contradict the otherwise inadequate results obtained
in simulations of wakes in the ABL flow cited in that work. There, it is also argued that this is due
to the relative decrease of the modelled turbulent viscosity νt in the reproduction of wind-tunnel
wakes with homogeneous inflow with respect to its proportion in the modelling of atmospheric flow.
In those conditions, previous work by [49] has successfully proved the advantages of LES to estimate
the velocity deficit and turbulence levels in the wake.

5.5. LES Modelling in the Wake

The previous results for k and ε indicate that the LES running in OpenFOAM is able to predict
with relative accuracy not only the velocity deficit in the wake, but also the level of turbulence and
its dissipation in the case where the TI in the inflow is low (∼3%). For the high TI inflow (∼12%),
the prediction becomes more imprecise, according to the comparison with the experimental data. In the
absence of disks, it is observed that the fraction of the turbulence kinetic energy that is resolved by the
LES with respect to the total kres/ktot occurs for the most part in the resolved scales, at around 90%
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in both TI cases throughout the domain and only somewhat smaller close to the inlet [54]. With the
introduction of the disks, this does not appreciably change except for the shear layer nearby the AD at
around x = 1D in the Ti3 case, where the resolved part is slightly reduced [54]. In the Ti12 case, this
difference is not noticeable and the value of kres/ktot remains throughout.

Figure 11 shows the ratio of subgrid dissipation with respect to the total value εSGS/εtot along the
wake for the Ti3 case. Note that, as the positions of comparison are no longer restricted to those of the
available experimental data, profiles are shown at different longitudinal positions from other figures.
In Figure 11, it is noticed that the LES has an appreciable increment in subgrid dissipation within the
shear layer. Furthermore, this increase persists longitudinally even as far as when the wake appears
to reach a state of transversally-uniform dissipation, i.e. at x = 12D with disk CT = 0.62. This is
consistent with the hypothesis that turbulence is created at smaller lengthscales than the ambient
turbulence at the disk edge. Due to the limited resolution of turbulence lengthscales in the Ti3 flow
(missing in the synthetic flow as well), the increase in subgrid dissipation is produced at scales that
seem absent in the incoming flow. These results also show that the wake envelope becomes the main
carrier of dissipation. The subgrid dissipation part is also larger with higher thrust, yet by a small
margin. It is observed that, in the absence of disks, most of the dissipation comes from the resolved
fluctuations, in a proportion very similar to that shown outside the wake, at y ± 1.0D [54]. It is seen
in Figure 12 that when the inflow turbulence raises (which comprises better resolved lengthscales),
the increment of subgrid dissipation in the region of the wake envelope is greatly reduced. As a result,
the modelling ratio seen outside the wake is essentially conserved. From these results, it can be
deduced that the LES modelling across the wake is largely determined by the ambient turbulence.
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Figure 11. Vertical profiles of εSGS/εtot behind the disk CT = 0.42 (left) and CT = 0.62 (right), Ti3 case.
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Figure 12. Vertical profiles of εSGS/εtot behind the disk CT = 0.45 (left) and CT = 0.71 (right), Ti12 case.

5.6. Integral Lengthscale in the Wake

The changes in L1 caused by the presence of the AD and the wake are now investigated.
The computation of L1 is performed as described in Section 4.4, which involves the assumption
of the Taylor hypothesis to transform the computed time-scales into lengthscales. Evidently, this
supposition becomes more difficult to accept when shear is present in the flow. However, previous
work has reported satisfactory results in wake studies that support the continuing applicability of
the hypothesis. For instance, Ref. [16] has compared the lateral distribution of L1 behind the wake
produced by a porous disk (in a setting similar to the experiments used in this work) computed from
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HWA with the one obtained from PIV. They did not find a difference in the results obtained from
either technique, despite the fact that HWA uses the local mean velocity to calculate the lengthscale,
compared to the direct spatial measurement offered by PIV. Making the same assumption, the evolution
of the integral lengthscale behind the AD computations is studied.

Figure 13 displays the values of L1 computed from the LES in each code with the Ti3 inflow, from
y = 0 to y = 1.5, at 3D, 4D and 6D, which correspond to the positions where HWA data for the Ti12
inflow is available. It is first noticed that there is not a clear influence of the shear layer in the size of
the turbulence scales. However, for a region about 0.5 ≤ y/D ≤ 1.0, next to the the shear layer, larger
lengthscales can be discerned amongst the variations in the profile. Indeed, the maximum values of L1

at each x−position are at close y = 0.5D in the wake of the disk CT = 0.42. This is consistent with the
previous results with regard to the location of the shear layer along the wake (e.g. k and ε). Conversely,
for the other disk the maxima of L1 would suggest a wake that expands to about y = 0.75D at x = 6D,
which is larger than what the previous computations indicate.

Results for the Ti12 inflow are shown in Figure 14. Notably, the computed values from the
experimental time-series do not reveal a variation of the lengthscale values at the shear layer. In fact,
there is no evident change in L1 within the wake. This trait is similarly observed in the LES results.
The only variations in computations are observed at the upper part of the curves or, in the case of
the disk CT = 0.45, towards the bottom part where L1 is larger (but this effect is reduced further
downstream).

Previous experimental work by [16] showed that in the wake of a porous disk with a solidity of
45%, L1 is approximately 1.5 times larger within the shear layer with respect to the values within the
wake or outside the envelope. However, these measurements were obtained using an inflow with
very low turbulence (TI < 0.4%), which clearly sets a different scenario in comparison to this study.
Precisely, the absence of a variation of L1 in the shear layer can be explained considering the previous
results, which point at a dominance of the ambient turbulence characteristics over the wake in the
case of the inflow Ti12. Although the turbulence production is visibly higher when the disk thrust is
larger (Figure 8), its effect does not appear to have an impact on the turbulence lengthscales. Similarly,
the use of a lower turbulence inflow (Ti3) does not seem to decidedly increase the magnitude of the
lengthscales in the area of turbulence production, or at least not in the computations performed for
this work. In this regard, the fact that the characteristic lengthscales of the Ti12 inflow are better
resolved by the mesh and the LES compared to the Ti3 cases can be a factor to consider. This is,
if resolution is not adequate within the shear layer, it is to be expected that a sizeable part of the
turbulence being produced would fall into the modelled part instead of being resolved, therefore
affecting the magnitude of the computed scales. This has been studied in Section 5.5, where it is shown
that the LES modelling does not vary within the wake with respect to the external flow aside from
very close to the disk (x = 1D) in both codes. Nevertheless, it has been seen that despite the limited
resolution, the LES computations have been able to reproduce other principal features along the wake,
such as the turbulence levels.
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Figure 13. Vertical profiles of L1 behind the AD with inflow Ti3, disks: CT = 0.42 (left) and
CT = 0.62 (right).
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Figure 14. Vertical profiles of L1 behind the AD with inflow Ti12, disk CT = 0.45 (left) and
CT = 0.71 (right).

5.7. Spectra behind Disks

To study the redistribution of turbulence energy along the wake, the spectra obtained at different
longitudinal positions for every disk are compared with the spectrum of the free decaying turbulence.
Power Spectral Density (PSD) curves are calculated from only one measuring position at centreline,
so to reduce the noise in the spectral curves, the time-series of each register are divided into eight
non-overlapping blocks with an equal number of samples. Then, the PSD of all blocks are averaged
to produce the curve at each longitudinal position. However, noise remains along the curves that
make the comparison very difficult, so a smoothing procedure is needed to be performed. To this aim,
an exponential moving average is used to filter the spectra computed at each longitudinal position
(a rational transfer function is employed, see [55]). Hence, the spectra shown in the following figures
have been processed with this technique, with the sole exception of that obtained from measurements
without a disk, which was spatially averaged with results obtained at the other eight locations
distributed crosswisely. As the spectra are calculated from data at a fixed location (sampled in time),
the Taylor hypothesis is applied to transform the frequency spectra into a wavenumber spectra using
κ1 = 2π f / 〈U〉, where f is facq for measurements or f = 1/Δt for the LES. In this way, it is possible to
also compare with the PSD from the synthetic turbulence, which is calculated as the volume average
of the spectra computed in the longitudinal direction.

The results for the inflow Ti3 are shown in Figure 15. In the results without the AD, a constant
decay of energy is observed as the flow moves downstream. The spectra from the synthetic box serve
to mark the extension of the resolved wavenumbers (κmax = π/Δ = 1571 m−1) since the spatial
resolution in the box is the same as in the LES. Note that the abrupt drop in the turbulence energy
spectra is attributed to a combination of numerical diffusion and the limited spatial resolution [5].
In case of the disk CT = 0.42, a gain in turbulence energy is seen immediately behind the disk, as the
curves at −1D and 1D are almost identical. A small decay of energy is observed at 4D and, from
there, an increase in turbulence energy around the highest levels (lowest κ). For the disk CT = 0.62,
the effects are accentuated, and the curves at 4D are the only ones displaying a decay and yet only
around the inertial range. The energy of the next two longitudinal positions, 10D and 14D, increases
for all wavenumbers, which represents an increment of about one order of magnitude at the lowest
wavenumber, with respect to the levels displayed by the decaying turbulence without disks. Notably,
the spectra of the last two positions seemingly exhibit an inertial range, characterized by the slope of
−5/3 in the decay rate.

The results for the Ti12 inflow are shown in Figure 16. In this case, the spectra computed from
experimental results are also included. The spectra obtained from measurements with disks extend
to larger wavenumbers than in the cases without disk, due to the use of a different frequency in the
low-pass filter. For the case without disks, the energy at the lowest wavenumbers obtained from the
LES proves to decay less as it has been shown before. However, they display a steady decay that
adjusts well to the characteristic slope of the intertial range, also discernable in the experimental results.
These observations are analogous for the results with the disk CT = 0.45. In contrast to the Ti3 inflow
where energy is seen to increase beyond x = 4D for the disk with the same porosity, here a reduction
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in the contribution of shear towards the increase of energy along the wake is observed. Although the
overall levels of turbulence energy in the wake are higher than in the free decaying turbulence, they
maintain more or less the same relative decay from one to another. This behaviour is similar in the
case of the disk CT = 0.71. There, only the curve at 4D shows an increase in energy compared to the
previous disk (also matching fairly well the experimental results in the inertial range).

(a)

(b)

(c)

Figure 15. Longitudinal evolution of spectra at centreline using the Ti3 inflow. The results for the free
decaying turbulence (without AD) are shown in the top row (a), results with disk CT = 0.42 are shown
in the middle row (b) and results with disk CT = 0.62 are shown in the bottom row (c). The straight
dotted line marks the −5/3 slope that characterizes the inertial range.
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(a)

(b)

(c)

Figure 16. Longitudinal evolution of spectra at centreline using the Ti12 inflow. The results for the
free decaying turbulence (without AD) are shown in the top row (a), results with disk CT = 0.45 are
shown in the middle row (b) and results with disk CT = 0.71 are shown in the bottom row (c). Spectra
computed from measurements are included only for the position x = 4D. The straight dotted line
marks the −5/3 slope that characterizes the inertial range.

5.8. Vorticity Contours

Lastly, to complement all previous results, Figure 17 shows a comparison between the the contours
of vorticity obtained in the Ti3 and Ti12 cases and using the highest porosity disk, CT = 0.62 and
CT = 0.71, respectively. The images are taken at the x–y plane, at z = 0 and correspond to the vorticity
field computed at the last time step of the LES runs. Make note that black bars are used to represent
the disk position but do not portray the complete longitudinal region where the forces modelling
the AD act, distributed using Equation (7). This figure permits visualizing the dominant effect of the
turbulence structures from the inflow of the Ti12 case, which, unlike the Ti3 inflow, prevail along the
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wake. With the Ti3 inflow, there is a clear shear region arising from the edges of the disk with distinct
turbulence structures. Conversely, with the use of the Ti12 inflow, the shear region is substantially less
noticeable in the higher ambient turbulence. Indeed, the vorticity contours from the inflow appear
to dominate in the vicinity of the AD. This is consistent with the comparison of k in Figures 5 and 6,
where its increase within the shear layer is less prominent with the increase of ambient TI. In Figure 17,
it can also be seen that, for the Ti12 inflow, structures that appear to arise from within the wake become
more apparent than those outside from approximately x � 6D.
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Figure 17. Contours of the vorticity field obtained with the Ti3 inflow and disk CT = 0.62 (top) and the
Ti12 inflow and disk CT = 0.71 (bottom).

6. Summary and Conclusions

This work has been dedicated to study the flow characteristics as well as the modelling of
turbulence in wakes produced by a porous disk. For this, disks of two porosities have been used as
well as two instances of decaying and homogeneous turbulence inflows, identified by streamwise
turbulence intensities (TI) of approximately 3% and 12% and corresponding longitudinal integral
lengthscales (L1) of 0.01 m and 0.03 m. To perform this study, a methodology has been developed
and implemented in OpenFOAM that uses Large-Eddy Simulations (LES) to reproduce the main
turbulence features of a turbulent flow generated in a wind tunnel. The Actuator Disk (AD) technique
was used to model the porous disk and replicate the turbulence properties measured in the wake flow.
The employed methodology is based on a procedure previously shown to provide good results in the
simulation of wind turbine wakes in homogeneous turbulence and atmospheric flows. A comparison
with prior work made with RANS was made wherever possible.

To reproduce the grid-generated turbulence in the wind tunnel, a synthetic field of homogeneous
isotropic turbulence was introduced at the inlet of an LES. An analysis of the decaying turbulence
simulated by the LES demonstrated that the simulations reproduce the TI decay and the evolution of
L1 predicted by the parametrizations predominant in the literature, in addition to replicating fairly
well the experimental values at the measured locations. The wake field results obtained with the
introduction of the AD showed a good agreement with the wind tunnel experiments for the velocity
deficit, turbulence kinetic energy k and its dissipation ε. It was also found that L1 evolves, for the most
part, as in the decaying homogeneous turbulence. Remarkably, there was no apparent variation of L1

within the shear layer compared to the center of the wake or outside the wake envelope.
A study of how the LES performs in the wake was also carried out, with the main interest of

observing how the modelling ratio (the contribution of the resolved or SGS parts to the total value) is
affected by the regions of high shear behind the AD in comparison with the outflow and the center
of the wake. It was found that while the modelling ratio of k in the wake is largely maintained with
respect to the outside flow, the subgrid part of ε increases within the shear layer, but only when the
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low TI inflow is used. From the results, it is seen that modelling in the freestream flow prevails in the
wake just as the level of inflow turbulence increases. On the other hand, the wake results compare
well with the velocity and k obtained with RANS. Likewise, LES and RANS results of ε match also in
the low TI case, whereas the values yielded by RANS seem overestimated—in comparison with both
measurements and LES—in the high TI case, particularly in regions of strong shear.

Spectra computed at different axial positions in the wake reveal that shear causes a noticeable
boost in the energy content of turbulence, but only in the low TI case. This causes that for the two
furthermost positions (x = 10D and 14D), the energy levels are higher or at least as energetic as in
the upstream region near the disks. Moreover, the turbulence at those positions shows a clear inertial
range that was absent in the decaying turbulence at low TI. Conversely, for the high TI inflow, it is
seen that, despite the fact that turbulence energy levels rise in the wake with respect to the decaying
homogeneous flow, the relative decay is maintained from one position to the other.

Considering the above, the central conclusions of this investigation are:

• The evolution of L1 was not noticeably different in the wake in comparison to what was observed
in the decaying homogeneous turbulence.

• Turbulence scales in the wake appear to be dominated by the inflow characteristics and this effect
increases with the level of TI in the inflow.

• It is seen that the resolved/subgrid modelling ratio in the freestream flow prevails in the wake in
relation to the increasing level of ambient turbulence.

The comparison of the LES with experimental results has permitted validating the methodology
presented in this work as a suitable approach to investigate the turbulence features in the wake
flow of wind turbine models. With this method, it can be possible to study the spatial and transient
development of wake characteristics and assess the influence of, for example, a variety of inflow
turbulence conditions or wind turbine models of varying sophistication. These aspects are considered
for future work. In the same manner, an analogous study can be performed for an array of wind turbine
models with the additional interest of observing the influence of downstream turbines in the wake
turbulence field, for different layouts. Clearly, a CFD tool like the one presented in this work bears the
advantage of changing the simulation setup without needing to perform new experiments each time,
while also removing the spatial or temporal limitations associated with the measuring techniques.

Author Contributions: Conceptualization, H.O.-E. and S.-P.B.; Methodology, H.O.-E. and S.-P.B.; Software,
H.O.-E., S.-P.B. and K.N.; Validation, H.O.-E.; Formal Analysis, H.O.-E.; Investigation, H.O.-E.; Writing—Original
Draft Preparation, H.O.-E. with contributions of all authors to its review and editing; Supervision, C.M. and L.D.;
Project Administration, C.M., L.D. and S.I.; Funding Acquisition, H.O.-E., C.M., L.D. and S.I.

Funding: We wish to thank the financial support provided by the Canadian Research Chair on the Nordic
Environment Aerodynamics of Wind Turbines and the Natural Sciences and Engineering Research Council
(NSERC) of Canada, as well as the Consejo Nacional de Ciencia y Tecnología (CONACYT) of Mexico for
their financial support received under their scholarship program for postgraduate studies (number 213254).
The program Vindforsk from the Swedish Energy Agency is also acknowledged for providing research funds for
this work.

Acknowledgments: We thank Sandrine Aubrun and Yann-Aël Muller of Université d’Orléans for facilitating
the wind tunnel measurements used in this work. Likewise, we thank Jonathon Sumner from Dawson College
(Montreal, Canada) for the RANS data. The computations were performed on resources provided by the Calcul
Québec-Compute Canada consortium. Complementary calculations were performed on resources provided by
the Swedish National Infrastructure for Computing (SNIC) at the National Supercomputer Centre (NSC).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Crespo, A.; Hernandez, J.; Frandsen, S. Survey of modelling methods for wind turbine wakes and wind
farms. Wind Energy 1999, 2, 1–24. [CrossRef]

2. Calaf, M.; Meneveau, C.; Meyers, J. Large eddy simulation study of fully developed wind-turbine array
boundary layers. Phys. Fluids 2010, 22, 015110. [CrossRef]

25



Appl. Sci. 2018, 8, 1530

3. Churchfield, M.J.; Lee, S.; Moriarty, P.J.; Martinez, L.A.; Leonardi, S.; Vijayakumar, G.; Brasseur, J.G.
A large-eddy simulation of wind-plant aerodynamics. In Proceedings of the 50th AIAA Aerospace Sciences
Meeting Including the New Horizons Forum and Aerospace Exposition, Nashville, TN, USA, 9–12 January
2012; p. 537.

4. Nilsson, K.; Ivanell, S.; Hansen, K.S.; Mikkelsen, R.; Sørensen, J.N.; Breton, S.P.; Henningson, D. Large-eddy
simulations of the Lillgrund wind farm. Wind Energy 2015, 18, 449–467. [CrossRef]

5. Troldborg, N. Actuator Line Modeling of Wind Turbine Wakes. Ph.D. Thesis, Technical University of
Denmark, Lyngby, Denmark, 2008.

6. Ivanell, S.A. Numerical Computations of Wind Turbine Wakes. Ph.D. Thesis, Royal Institute of Technology,
Stockholm, Sweden, 2009.

7. Chamorro, L.P.; Porté-Agel, F. A wind-tunnel investigation of wind-turbine wakes: Bundary-layer turbulence
effects. Bound.-Layer Meteorol. 2009, 132, 129–149. [CrossRef]

8. Porté-Agel, F.; Wu, Y.T.; Lu, H.; Conzemius, R.J. Large-eddy simulation of atmospheric boundary layer flow
through wind turbines and wind farms. J. Wind Eng. Ind. Aerodyn. 2011, 99, 154–168. [CrossRef]

9. Sørensen, J.N.; Myken, A. Unsteady actuator disc model for horizontal axis wind turbines. J. Wind Eng.
Ind. Aerodyn. 1992, 39, 139–149. [CrossRef]

10. Ammara, I.; Leclerc, C.; Masson, C. A viscous three-dimensional differential/actuator-disk method for the
aerodynamic analysis of wind farms. J. Sol. Energy Eng. 2002, 124, 345–356. [CrossRef]

11. Jiménez, A.; Crespo, A.; Migoya, E.; Garcia, J. Large-eddy simulation of spectral coherence in a wind turbine
wake. Environ. Res. Lett. 2008, 3, 015004. [CrossRef]

12. Aubrun, S.; Loyer, S.; Hancock, P.; Hayden, P. Wind turbine wake properties: Comparison between
a non-rotating simplified wind turbine model and a rotating model. J. Wind Eng. Ind. Aerodyn. 2013, 120, 1–8.
[CrossRef]

13. Aubrun, S.; Devinant, P.; Espana, G. Physical modelling of the far wake from wind turbines. Application to
wind turbine interactions. In Proceedings of the European Wind Energy Conference, Milan, Italy, 7–10 May
2007; pp. 7–10.

14. Espana, G.; Aubrun, S.; Loyer, S.; Devinant, P. Spatial study of the wake meandering using modelled wind
turbines in a wind tunnel. Wind Energy 2011, 14, 923–937. [CrossRef]

15. Espana, G.; Aubrun, S.; Loyer, S.; Devinant, P. Wind tunnel study of the wake meandering downstream
of a modelled wind turbine as an effect of large scale turbulent eddies. J. Wind Eng. Ind. Aerodyn. 2012,
101, 24–33. [CrossRef]

16. Thacker, A.; Loyer, S.; Aubrun, S. Comparison of turbulence length scales assessed with three measurement
systems in increasingly complex turbulent flows. Exp. Therm. Fluid Sci. 2010, 34, 638–645. [CrossRef]

17. Sumner, J.; Espana, G.; Masson, C.; Aubrun, S. Evaluation of RANS/actuator disk modelling of wind turbine
wake flow using wind tunnel measurements. Int. J. Eng. Syst. Model. Simul. 2013, 5, 147–158. [CrossRef]

18. Tabor, G.R.; Baba-Ahmadi, M. Inlet conditions for large eddy simulation: a review. Comput. Fluids 2010,
39, 553–567. [CrossRef]

19. Lund, T.S.; Wu, X.; Squires, K.D. Generation of turbulent inflow data for spatially-developing boundary
layer simulations. J. Comput. Phys. 1998, 140, 233–258. [CrossRef]

20. Klein, M.; Sadiki, A.; Janicka, J. A digital filter based generation of inflow data for spatially developing direct
numerical or large eddy simulations. J. Comput. Phys. 2003, 186, 652–665. [CrossRef]

21. Mann, J. The spatial structure of neutral atmospheric surface-layer turbulence. J. Fluid Mech. 1994, 273,
141–168. [CrossRef]

22. Mann, J. Wind field simulation. Probab. Eng. Mech. 1998, 13, 269–282. [CrossRef]
23. Peña, A.; Hasager, C.; Lange, J.; Anger, J.; Badger, M.; Bingöl, F.; Bischoff, O.; Cariou, J.P.; Dunne, F.;

Emeis, S.; et al. Remote Sensing for Wind Energy; Technical Report; DTU Wind Energy: Roskilde, Denmark, 2013.
24. Keck, R.E.; Mikkelsen, R.; Troldborg, N.; de Maré, M.; Hansen, K.S. Synthetic atmospheric turbulence and

wind shear in large eddy simulations of wind turbine wakes. Wind Energy 2014, 17, 1247–1267. [CrossRef]
25. Nilsson, K. Numerical Computations of Wind Turbine Wakes and Wake Interaction. Ph.D. Thesis, Royal

Institute of Technology, Stockholm, Sweden, 2015.
26. Bechmann, A. Large-Eddy Simulation of Atmospheric Flow over Complex. Ph.D. Thesis, Risø Technical

University of Denmark, Roskilde, Denmark, 2006.

26



Appl. Sci. 2018, 8, 1530

27. Gilling, L.; Sørensen, N.N. Imposing resolved turbulence in CFD simulations. Wind Energy 2011, 14, 661–676.
[CrossRef]

28. Troldborg, N.; Zahle, F.; Réthoré, P.E.; Sørensen, N.N. Comparison of wind turbine wake properties in
non-sheared inflow predicted by different computational fluid dynamics rotor models. Wind Energy 2015,
18, 1239–1250. [CrossRef]

29. Gilling, L. TuGen: Synthetic Turbulence Generator, Manual and User’s Guide; Technical Report DCE-76;
Department of Civil Engineering, Aalborg University: Aalborg, Denmark, 2009.

30. Nilsen, K.M.; Kong, B.; Fox, R.O.; Hill, J.C.; Olsen, M.G. Effect of inlet conditions on the accuracy of large
eddy simulations of a turbulent rectangular wake. Chem. Eng. J. 2014, 250, 175–189. [CrossRef]

31. Espana, G. Étude expérimentale du sillage lointain des éoliennes à axe horizontal au moyen d’une
modélisation simplifiée en couche limite atmosphérique. Ph.D. Thesis, Université d’Orléans, Orléans,
France, 2009. (In French)

32. Weller, H.G.; Tabor, G.; Jasak, H.; Fureby, C. A tensorial approach to computational continuum mechanics
using object-oriented techniques. Comput. Phys. 1998, 12, 620–631. [CrossRef]

33. The OpenFOAM Foundation. OpenFOAM: The Open Source CFD Toolbox; User Guide. 2016. Available
online: https://cfd.direct/openfoam/user-guide (accessed on 29 August 2018).

34. Michelsen, J. Basis3D—A Platform for Development of Multiblock PDE Solvers; Technical Report AFM 92-05;
Technical University of Denmark: Lyngby, Denmark, 1992.

35. Michelsen, J.A. Block Structured Multigrid Solution of 2D and 3D Elliptic PDE’s; Technical Report AFM 94-06;
Technical University of Denmark: Lyngby, Denmark, 1994.

36. Sørensen, N.N. General Purpose Flow Solver Applied to Flow over Hills. Ph.D. Thesis, Risø Technical
University of Denmark, Lyngby, Denmark, 1995.

37. Bailly, C.; Comte-Bellot, G. Turbulence; CNRS éditions: Paris, France, 2003. (In French)
38. Jiménez, J. (Ed.) A Selection of Test Cases for the Validation of Large-Eddy Simulations of Turbulent Flows; Technical

Report AGARD Advisory Report No. 345; Working Group 21 of the Fluid Dynamics Panel, North Atlantic
Treaty Organization: Neuilly-sur-Seine, France, 1997.

39. Kang, H.S.; Chester, S.; Meneveau, C. Decaying turbulence in an active-grid-generated flow and comparisons
with large-eddy simulation. J. Fluid Mech. 2003, 480, 129–160. [CrossRef]

40. Pope, S.B. Turbulent Flows; Cambridge Univ Press: Cambridge, UK, 2000.
41. Comte-Bellot, G.; Corrsin, S. The use of a contraction to improve the isotropy of grid-generated turbulence.

J. Fluid Mech. 1966, 25, 657–682. [CrossRef]
42. Mydlarski, L.; Warhaft, Z. On the onset of high-Reynolds-number grid-generated wind tunnel turbulence.

J. Fluid Mech. 1996, 320, 331–368. [CrossRef]
43. Smagorinsky, J. General circulation experiments with the primitive equations: I. The basic experiment*.

Mon. Weather Rev. 1963, 91, 99–164. [CrossRef]
44. Muller, Y.A. Étude du méandrement du sillage éolien lointain dans différentes conditions de rugosité. Ph.D.

Thesis, Université d’Orléans, Orléans, France, 2014. (In French)
45. Porté-Agel, F.; Meneveau, C.; Parlange, M.B. A scale-dependent dynamic model for large-eddy simulation:

Application to a neutral atmospheric boundary layer. J. Fluid Mech. 2000, 415, 261–284. [CrossRef]
46. Larsen, T.J. Turbulence for the IEA Annex 30 OC4 Project; Technical Report I-3206; Risø Technical University of

Denmark: Roskilde, Denmark, 2013.
47. Kaimal, J.C.; Finnigan, J.J. Atmospheric Boundary Layer Flows: Their Structure and Measurement; Oxford

University Press: Oxford, UK, 1994.
48. El Kasmi, A.; Masson, C. An extended k–ε model for turbulent flow through horizontal-axis wind turbines.

J. Wind Eng. Ind. Aerodyn. 2008, 96, 103–122. [CrossRef]
49. Réthoré, P.E.M. Wind Turbine Wake in Atmospheric Turbulence. Ph.D. Thesis, Technical University of

Denmark, Risø National Laboratory for Sustainable Energy Risø National laboratoriet for Bæredygtig Energi,
Lyngby, Denmark, 2009.

50. Comte-Bellot, G.; Corrsin, S. Simple Eulerian time correlation of full-and narrow-band velocity signals in
grid-generated, ‘isotropic’turbulence. J. Fluid Mech. 1971, 48, 273–337. [CrossRef]

51. Mydlarski, L.; Warhaft, Z. Passive scalar statistics in high-Péclet-number grid turbulence. J. Fluid Mech. 1998,
358, 135–175. [CrossRef]

27



Appl. Sci. 2018, 8, 1530

52. Mohamed, M.S.; Larue, J.C. The decay power law in grid-generated turbulence. J. Fluid Mech. 1990,
219, 195–214. [CrossRef]

53. Fletcher, C. Computational Techniques for Fluid Dynamics 1; Springer Science & Business Media: Berlin,
Germany, 1991; Volume 1.

54. Olivares-Espinosa, H. Turbulence Modelling in Wind Turbine Wakes. Ph.D. Thesis, École de Technologie
Supérieure, Université du Québec, Montreal, QC, Canada, 2017.

55. Oppenheim, A.V.; Schafer, R.W.; Buck, J.R. Discrete-Time Signal Processing; Prentice Hall: Upper Saddle River,
NJ, USA, 1999.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

28



applied  
sciences

Article

Comparison of the Blade Element Momentum Theory
with Computational Fluid Dynamics for Wind
Turbine Simulations in Turbulent Inflow

Sebastian Ehrich 1,*, Carl Michael Schwarz 1, Hamid Rahimi 1,2, Bernhard Stoevesandt 2

and Joachim Peinke 1,2

1 ForWind, University of Oldenburg, Institute of Physics, Küpkersweg 70, 26129 Oldenburg, Germany;
carl.michael.schwarz@uni-oldenburg.de (C.M.S.); hamid.rahimi@uni-oldenburg.de (H.R.);
joachim.peinke@uni-oldenburg.de (J.P.)

2 Fraunhofer IWES, Küpkersweg 70, 26129 Oldenburg, Germany; bernhard.stoevesandt@iwes.fraunhofer.de
* Correspondence: sebastian.ehrich@uni-oldenburg.de; Tel.: +49-441-798-5057

Received: 30 September 2018; Accepted: 2 December 2018; Published: 6 December 2018

Abstract: In this work three different numerical methods are used to simulate a multi-megawatt
class class wind turbine under turbulent inflow conditions. These methods are a blade resolved
Computational Fluid Dynamics (CFD) simulation, an actuator line based CFD simulation and a Blade
Element Momentum (BEM) approach with wind fields extracted from an empty CFD domain. For all
three methods sectional and integral forces are investigated in terms of mean, standard deviation,
power spectral density and fatigue loads. It is shown that the average axial and tangential forces are
very similar in the mid span, but differ a lot near the root and tip, which is connected with smaller
values for thrust and torque. The standard deviations in the sectional forces due to the turbulent
wind fields are much higher almost everywhere for BEM than for the other two methods which leads
to higher standard deviations in integral forces. The difference in the power spectral densities of
sectional forces of all three methods depends highly on the radial position. However, the integral
densities are in good agreement in the low frequency range for all methods. It is shown that the
differences in the standard deviation between BEM and the CFD methods mainly stem from this part
of the spectrum. Strong deviations are observed from 1.5 Hz onward. The fatigue loads of torque
for the CFD based methods differ by only 0.4%, but BEM leads to a difference of up to 16%. For the
thrust the BEM simulation results deviate by even 29% and the actuator line by 7% from the blade
resolved case. An indication for a linear relation between standard deviation and fatigue loads for
sectional as well as integral quantities is found.

Keywords: wind turbine; aerodynamics; turbulent inflow; Computational Fluid Dynamics;
blade element momentum theory; actuator line method; Fatigue Loads

1. Introduction

One of the most common tools for wind turbine design and load calculation is the Blade Element
Momentum method (BEM). Although BEM based tools are known to be very efficient, they are based
on many simplifications. Among others, some worth mentioning are stationary environment, 2D
airfoil characteristics and inviscid fluid behavior [1]. While preserving its efficiency, over the years a lot
of correction models have been developed to improve the accuracy, e.g., by using tip loss or dynamic
stall models. A comprehensive overview of those models can be found in the work of Schepers [1].
However, especially for turbulent inflow scenarios, the reliability of such estimations is still unknown.
This is mainly due to the relatively coarse discretization of wind fields and rotor blades, the incorrect
dynamic aerodynamic response to complex inflow, the unresolved flow field but also the assumption
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of inviscid and stationary flow. Nevertheless, wind turbines are operating under atmospheric wind
conditions and the dynamics of the forces that are acting on the blades are still unknown. Most of the
effects were measured in the wind tunnel with uniform or very simplified changing inflow conditions.
However, turbulent inflow scenarios are relevant to the design and certification process, e.g., to the
design load cases 1.1–1.3 of the IEC standard [2]. The research conducted in this field is limited with
recent studies done by Madsen et al. [3] and in the AVATAR project [4]. In both cases BEM is compared
to higher fidelity codes. In the work by Madsen et al. a 2.5MW turbine was simulated with BEM
and Blade Resolved (BR) Computational Fluid Dynamics (CFD) with a turbulent inflow based on
the model by Mann [5]. The wind fields for BEM were extracted at the rotor position in the empty
CFD domain. Additionally, measurement data of this turbine and BEM results for the same data
were compared. In both cases spectra of sectional forces were investigated. In the AVATAR project
similar quantities were in the focus of the study, but one Mann box was generated and used for the
CFD as well as the BEM simulation. In CFD the natural decaying process of the wind fields leads to
a decreased turbulence intensity and different turbulent structures at the turbine compared to BEM.
Therefore the simulation results of BEM and CFD are not comparable. Also global quantities like thrust
and torque as well as their corresponding fatigue loads were not investigated. Although those works
are giving a valuable insight to BEM modeling uncertainties when combined with turbulent inflow,
there is still a lack of comparable studies and a best practice guide for the comparison of CFD and
BEM simulations is still missing.

The present work aims to compare BEM based simulations for turbulent inflow conditions with
two higher fidelity CFD methods, namely the BR simulation and the Actuator Line (AL) model [6].
New in this work is the combination of the investigation of frequency resolved integral forces,
the analysis of fatigue loads and a bridge between BR and BEM calculations, namely the AL method.
The goal of this study is to shed light into the difficulties and expectations of the different
methods proposed and information for future comparisons of CFD and BEM based simulations
shall be provided.

This paper is organized as following. The basic setup of the turbine, the turbulent wind fields,
the CFD and BEM simulations, and the fatigue load estimation are addressed in Section 2. In Section 3
key aerodynamic quantities of the turbine such as power, thrust and sectional forces and the
corresponding equivalent fatigue loads as well as spectral properties are investigated. Finally a
conclusion including future work is presented in Section 4.

2. Methodology

In this section the basic methodology used in this work concerning the wind turbine, the wind
fields and the numerical setup as well as a short introduction to the fatigue load estimation procedure
is presented.

2.1. The Wind Turbine Model

The numerical studies are performed on the NREL-5MW reference wind turbine with a rotor
diameter of 126 m [7]. This three bladed horizontal axis wind turbine with a blade length of 61.5 m was
designed by the National Renewable Energy Laboratory. It is close to the current average rotor size of
newly installed wind turbines which accounts to 100–120 m. More details on the reference turbine can
be found in Table 1.

Table 1. Overview of NREL-5MW turbine specification.

Parameter Value

Number of rotor blades 3
Rotor diameter 126 m

Rated aerodynamic power 5.3 MW
Rated wind speed 11.4 m/s
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Table 1. Cont.

Parameter Value

Rated rotational speed 12.1 rpm
Blade cone angle 2.5◦

Shaft tilt angle 5.0◦

Blade length 61.5 m
Blade mass 17,740 kg

2.2. The Wind Fields

It is assumed that the specific inflow turbulence model does not change the general trend of the
outcome of the study presented in this paper as long as some main properties of the wind fields are
fulfilled like spatial and temporal correlations, Gaussianity and stationarity. However, the model used
here should also be as simple as possible with a very low memory consumption which is for spectral
methods usually very high if the time and space domains are large. Therefore velocity fluctuations
are represented by a Gaussian process realized at the inflow patch of the CFD domain. In particular,
coupled stochastic Ornstein-Uhlenbeck processes of the form

dui
(k)(t)
dt

= −γ
(

ui
(k)(t)− ū(k)

)
+
√

D
N

∑
j

HijΓj
(k)(t) (1)

with an exponentially decaying spatial and temporal correlation function for all wind components
are used without taking shear into account. In this stochastic differential equation each subscript
i, j = 1 . . . N denotes a specific cell on the inlet patch where the turbulence is generated and each
superscript k = x, y, z corresponds to the longitudinal, lateral or vertical velocity component.
γ = 0.97 s−1 is a damping factor, ū(y,z) = 0 ms−1 and ū(x) the mean velocities in x, y and z direction,
D = 0.62 m2s−3 a diffusion constant, H the lower Cholesky-decomposed correlation matrix and
Γ a Gaussian, delta-correlated random noise vector with variance 2.

Fields with a mean wind speed of ū(x) = 11.4 ms−1 corresponding to the rated operating
condition of the wind turbine and a Turbulence Intensity (TI) of 20% are fed into the CFD domain.
This relatively high TI had to be chosen, because of the natural decaying process leading to much
smaller turbulence intensities. namely 11%, in the vicinity of the turbine in the absence of shear.
To make the comparison between different codes in a similar manner, the pitch and rotor speed
are fixed and the effect of structural deformations, tilt and cone as well as the tower and nacelle
are neglected.

2.3. Numerical Methods

In the following the BR, AL and BEM method are described in more detail:

• BR: The blade resolved simulations are performed with the CFD software OpenFOAM V4.1 [8],
which is an open-source package with a collection of modifiable libraries written in C++.
The simulation domain is discretized using the bladeblockMesher [9] and windTurbine mesher
tools [10] with a combination of structured and unstructured grids consisting of a total of 36M cells.
To exclude influences of the mesh on the solution, a mesh study has been done in our previous
work [11]. The grid of the complete simulation domain and the rotating part are shown in
Figure 1 and a sectional view on the mesh near the blade in Figure 2. The cell length at the
inlet, which is three rotor diameters upstream of the rotor, is 1m. This mesh is uniformly
extruded up to the near blade mesh where a refinement takes place and the smallest cell length
of approximately 0.2 m is reached. In order to limit the cell aspect ratio in radial direction,
adaptive wall functions are being applied. The solution for the flow field is achieved by solving
the incompressible Delayed Detached Eddy Simulations equations. It is assumed that the flow
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is fully turbulent, i.e., the laminar-turbulent transition in the boundary layer is not considered,
because the inflow itself is turbulent and therefore the laminar boundary layer is not expected
to have a strong influence on the blade. The closure problem is treated by use of the turbulence
model proposed by Spalart et al. [12] with the proposed standard parameters. In order to solve
the pressure-velocity coupling, the PIMPLE algorithm, is used, which is a combination of the
loop structures of SIMPLE [13] and PISO [14]. Integration in time was performed using the
implicit second order backward scheme together with the second order linear upwind scheme for
discretizing the convection terms. For these simulations 360 cores were used for approximately
20 days resulting in 600 s simulation time with a time step of 0.01 s. This corresponds to
121 revolutions of the rotor.

• AL: The rotor is simplified by an AL model [6], where all rotor blades are reduced to rotating lines
with a radial distribution of body forces at 60 positions along the lines. A Gaussian filtering kernel
with the dimensionless smoothing parameter ε equal to 4 was used to obtain well fitting sectional
forces and power output to the BR case. Based on the angle of attack at the given positions on
the line, body forces are gained from lookup tables containing polars of two dimensional airfoils.
A Prandtl tip [15] and root loss correction, as well as a 3D correction proposed by Du and Selig [16]
are applied to the airfoil data. Except for a coarser resolution in the vicinity of the rotor with an
average cell length of 1m the domain is exactly the same as for the BR case leading to a domain
size of 22M cells. The flow field is simulated by Large Eddy Simulations (LES) with a Smagorinsky
subgrid-scale model [17]. These simulations have been conducted on 360 cores for 25 h real time
reaching 600 s simulation time with a time step of 0.01 s.

• BEM: This method uses wind fields recorded in the CFD domain on an equidistant 31 × 31
grid with a grid cell size of 4.5 m in both directions. In this case the fields are obtained at the
position of the rotor from the same mesh as for the AL method but in an empty CFD domain.
This seems to be a reasonable choice, because under this condition the TI at the rotor will be
comparable for the CFD and BEM simulations. The BEM based tool FAST v8 [18] in combination
with AeroDyn v15 [19] with the Beddoes Leishman type unsteady aerodynamics model [19,20]
and an equilibrium wake model is used in this work. The BEM model relies on the very same
airfoil data and correction models as the AL, but with only 17 blade sections. Because of the
simplicity of the BEM approach the simulation with the same time stepping and total time as for
the higher fidelity approaches only took two minutes on one core.

(a) (b)

Figure 1. Grids of (a) rotating part and (b) full domain of Blade Resolved (BR) simulation.
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Figure 2. View onto the grid at the pressure side of the rotor blade.

2.4. Fatigue Load Estimation

One of the most important quantities relevant for wind turbine designs are the fatigue loads on
different parts of the turbine estimated by damage equivalent loads. They are also known as Equivalent
Fatigue Loads (EFL), which will play a role in the load analysis of the three methods investigated here.
EFL can be defined as

EFL =

(
∑ nirm

i
T

) 1
m

, (2)

where ri are the specific load ranges, ni the corresponding amount of load ranges, T the reference
number of ranges (here the dimensionless time in seconds) and m = 8 the Wöhler exponent.
More information on the estimation of the EFL and the underlying rainflow algorithm can be found
in [21,22].

3. Results

In this section the results of this study are presented. The focus lies on the wake structure, average
and standard deviation of sectional and integral forces, as well as fatigue loads and Power Spectral
Densities (PSD).

3.1. Wake Dynamics

Snapshots of the velocity magnitude for the BR and AL cases are shown in Figure 3. Despite the
differences in the methods both simulations show similar fields in terms of the velocity magnitude
upstream of the turbine. This leads to the conclusion that the induction zone of the turbine is also
similar for both simulations. For a more detailed view of the similarities and differences of the
two compared CFD methods the wake structure is analyzed by the time series of the main stream
component at 0.5, 1 and 2 diameters at the centerline downstream of the nacelle in Figure 4. It can be
seen that the wind velocity is in good agreement in most time intervals. As a quantitative measure
of similarity of the wake structure, the coefficients for the correlation between both simulations are
calculated by

ρ(x) =
〈(uAL(x, t)− ūAL(x)) (uBR(x, t)− ūBR(x))〉t

σAL(x)σBR(x)
(3)

where we used the time averaging operation 〈.〉t, the standard deviations σAL and σBR and the local
mean values ūAL and ūBR of the time series of AL and BR simulations. The correlation is 0.54, 0.41 and
0.51 for 0.5, 1 and 2 diameters downstream, respectively. This shows that the wind field dynamics are
rather similar and not uncorrelated at different distance from the rotor for both simulation methods.
However, the BR simulation is resolving the tip and root vortex in a more physical way which results
in smaller structures in the near wake.
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(a) (b)

Figure 3. Snapshots of the velocity magnitude for (a) BR and (b) Actuator Line (AL) simulations.

Figure 4. Wind velocity time series of BR (black, solid) and AL (grey, dashed) simulation for 0.5, 1 and
2 diameters (from top to bottom) at the centerline downstream of the rotor nacelle.

3.2. Sectional Forces

All three simulation methods (BR, AL and BEM) are compared based on averaged sectional quantities,
namely axial and tangential forces, the corresponding standard deviations and the EFLs. The sectional
axial and tangential forces on the blade do not reveal big differences for the average between all cases
in the mid-span as shown in Figure 5. However at the root (up to 30% of span) and the very tip (from
80% of span onwards) some differences can be observed. BEM and AL rely on similar root and tip
correction models and the very same airfoil data which explains their good agreement. In comparison
to the more realistic BR case, where 3D effects are modeled physically, the forces at the root and
tip section are far off supporting the well known issues with 3D effects for BEM and AL. The more
developed vortices in the BR simulation induce much higher loads in the root and tip region than for
the other methods.

The standard deviations for the tangential and axial force distributions, shown in more detail
in Figure 6, are very different for all three methods. With the BR case as the reference the standard
deviation of sectional forces tend to be lower at the root of the blade for the BEM and AL methods
whereas they are larger in the mid-span. Close to the tip at approximately 95% of the blade the AL
method gives much smaller values while BEM is in the range of the BR simulation. The corresponding
errors are estimated by following three steps. In the first step the time series for the specific forces at
each radial position are separated into five distinct sub time series. In the second step the standard
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deviation for each sub time series is calculated. Finally the standard deviation of the set of the standard
deviations from the second step is computed which provides the error for the whole time series.

(a) (b)

Figure 5. Radial distributions of (a) axial and (b) tangential forces per unit span. The shaded areas
illustrate one standard deviation of the fluctuations.

(a) (b)

Figure 6. Radial distribution of standard deviation of (a) axial and (b) tangential forces per unit span.
The shaded areas correspond to errors.

A more detailed insight in the standard deviation is gained by looking at the PSDs of axial and
tangential forces at 22%, 50%, 75% and 95% radial position, shown in Figures 7 and 8.

All blade sections have in common that the spectra of the highly resolved BR case drop fastest
between 2 and 10 Hz to a constant noise level. This is due to the expected bigger structures generated
by the blade geometry but also due to the DDES model which is treated as RANS in the boundary
layer acting as a filter.

For the AL method the energy drop happens at much higher frequencies because of the missing
geometry and the LES model, which generally filters at smaller scales. The noisy behavior at high
frequencies is part of every simulation of this kind and is due to numerical instabilities resulting from
the convolution of the forces given at the airfoil sections with a Gaussian kernel [23].

The BEM spectra show filtering effects at higher frequencies corresponding to a multiplication
with a sinc-like-function but with different frequencies for different radial positions. The origin of this
effect could not be found and has to be investigated further. Due to the missing geometry and the
lack of unsteady wake effects BEM is also expected to make worse predictions than the higher fidelity
methods in the high frequency range. Therefore this high frequency part has to be taken with care like
for the other two methods with their aforementioned problems of smoothing for the AL and the RANS
treatment for the BR case and none of them can be considered trustworthy in this range.

In the low frequency range, for axial as well as tangential forces it can be observed that in
comparison to the other two methods BEM has a much higher energy content for the inboard section.
This is responsible for the high standard deviation at this section.

At radial position of 50% and 75% of the blades all the spectra are very similar in the low frequency
range but it is still obvious that BEM has a higher energy content up to the 1P frequency, especially for
the axial forces. Furthermore all three methods are able to capture the 1P frequency which is based on
the passing of the blades through long time correlated structures.
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At the outboard section at 95% the energy content of the BEM results in low frequencies is in
the same range as for the BR case, but the AL method shows significant smaller values and the 1P
frequency is not captured anymore, especially for the axial forces, which is due to a smeared out
tip vortex.

(a) (b)

(c) (d)

Figure 7. Power Spectral Density (PSD) of axial forces at (a) 22.5%; (b) 50%; (c) 75% and (d) 95%
radial position.

(a) (b)

(c) (d)

Figure 8. PSD of tangential forces at (a) 22.5%; (b) 50%; (c) 75% and (d) 95% radial position.

To illustrate the different flow structure sizes in the different simulation methods, the two point
correlation of the sectional forces along the blade are measured. The argument for this approach is
that the correlation of sectional forces is similar to the correlation of the wind velocity close to the
blade surface, which is strongly connected to the integral scales of wind. In Figure 9 the correlation
at each radial position with the forces at a reference position, here 22.5% radial location, is shown.
This specific position is in principle arbitrary, but if the focus lies on the measurement of big structures,
this point should not be too close to the tip or root where smaller flow structures dominate. However,
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even if the tendency for the correlation functions of the three different models is the same, the larger
correlation values for the BR case along the whole blade indicate that the structure sizes are also bigger
than for the AL and BEM cases.

(a) (b)

Figure 9. Correlation of (a) axial and (b) tangential forces at different radial positions with 22.5% position.

To give a more detailed description of the effect of forces on the rotor blades, fatigue loads at each
section have been investigated. As observed in Figure 10, the EFL distribution over the whole blade
is similar to the distribution of standard deviation in Figure 6. The BEM method gives higher EFL
for every section for axial forces and almost everywhere higher values for tangential forces. All other
points mentioned for sectional standard deviations also hold for sectional EFL. The errors are calculated
with the same method as for Figure 6.

(a) (b)

Figure 10. Radial distribution of (a) axial and (b) tangential equivalent fatigue loads per unit span.
The shaded areas correspond to the errors.

The sectional EFL are linearly dependent on the sectional standard deviation for all simulation
methods as seen in Figure 11. This raises the point that the dynamics quantified by two different
properties of the load time series, namely standard deviation and EFL, are similar for all three methods.
With the Wöhler Exponent m = 8 and the wind fields used here, this linear relation follows
approximately EFL = 4σ for axial and tangential forces.

(a) (b)

Figure 11. Equivalent Fatigue Loads (EFL) dependence on standard deviation for (a) axial and
(b) tangential forces for all three methods. The diagonal line is governed by EFL = 4σ.
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3.3. Integral Forces

In the following, integral forces resulting from sectional forces from Section 3.2 are discussed.
Time series of the aerodynamic thrust and torque are shown in Figure 12. As can be observed,
the thrust as well as the torque evolution is very similar for BR and AL. With the definition of the
correlation coefficient

ρ =
〈(F1(t)− F̄1) (F2(t)− F̄2)〉t

σ1σ2
(4)

where F1 and F2 are the considered forces and σ1 and σ2 the corresponding standard deviations,
the correlation is calculated as 0.90 and 0.93 for thrust and torque respectively, even if the distribution
of sectional forces and the wake dynamics are more different (see Figures 4–6). A comparison between
BR and BEM reveals a much smaller correlation with values of 0.08 and 0.09 for thrust and torque.
This supports the argument that the wind dynamics are handled in a very different way for BEM and
CFD simulations for the current setup.

(a) (b)

Figure 12. Time series for (a) thrust and (b) torque for Blade Resolved (BR), Actuator Line (AL) and
Blade Element Momentum (BEM) methods (from top to bottom).

In Table 2 the means, standard deviations and EFLs of torque and thrust for all three methods are
illustrated with their corresponding errors. Those errors are obtained by separating the corresponding
time series’ into five distinct equally sized ensembles and calculating the ensemble standard deviation.
For comparison reasons the ratios of the calculated quantities for AL and BR as well as BEM and
BR are shown, because the BR case is assumed to be the highest fidelity approach. For aerodynamic
thrust and torque AL and BEM show lower values than the BR case with a minimum ratio of 91.7%.
which can also be estimated from the sectional forces in Figure 5.

Table 2. Thrust and torque comparison by mean, standard deviation σ and EFL between BR, AL and BEM.

BR AL BEM AL/BR [%] BEM/BR [%]

mean 761 ± 7.3 698 ± 4.0 729 ± 9.6 91.7 95.8
Thrust [kN] σ 37.9 ± 4.3 33.9 ± 2.6 49.7 ± 6.5 89.4 131.1

EFL 147.6 ± 9.7 136.7 ± 4.2 190.1 ± 8.0 92.6 128.8

mean 4.43 ± 0.10 4.32 ± 0.08 4.35 ± 0.13 97.5 98.2
Torque [MNm] σ 0.495 ± 0.044 0.452 ± 0.038 0.599 ± 0.061 91.3 121.0

EFL 1.90 ± 0.15 1.90 ± 0.13 2.29 ± 0.12 99.6 116.0

Analog to the relation between mean sectional forces and mean integral forces, the standard
deviations of tangential and axial forces in Figure 6 correspond to a standard deviation in the thrust
and torque. The standard deviation for the AL case is for both quantities approximately 10% smaller
than for the BR simulation, because of the missing variance in the root and tip region. Especially for
the torque the tip region plays a significant role. In contrast to that, for the BEM simulation an
approximately 20 to 30% increase in the standard deviation is obtained which is also very clear from
the much higher sectional standard deviation except at the root. A reason for the high standard
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deviation could be the equilibrium wake model used here, where the wake dynamics are not captured
in a proper way. The relation between EFL and the standard deviation of integral forces is shown in
Figure 13 where we additionally added the diagonal line governed by EFL = 4σ like for sectional
forces in Figure 11. Sectional as well as integral forces seem to follow the same linear trend.

(a) (b)

Figure 13. EFL dependence on standard deviation for (a) thrust and (b) torque for all three methods.
The diagonal line is governed by EFL = 4σ.

Further analysis of the EFL by the underlying range histograms in Figure 14 shows that for the
thrust and torque force all three methods have in general a similar trend. But especially in the moderate
ranges for the thrust and for large ranges in both quantities BEM has more counts than AL and BR.
Due to their large weight the most important part for the EFLs are the high ranges. Those high ranges
must not be neglected, even if they have very few counts, because very important quantities like the
difference of global maxima and minima and the standard deviation contribute to them. Also the
similarity of the inflow conditions justifies the comparison of the loads. The contribution of all ranges
to the EFLs in Equation (2), namely n · rm, is shown in Figure 15, where the big contribution of the
highest ranges to fatigue loads is very clear.

(a) (b)

Figure 14. Range histograms for (a) thrust and (b) torque.

(a) (b)

Figure 15. Contribution of ranges to EFL for (a) thrust and (b) torque.

For an analysis of the dynamics of torque and thrust, PSDs are investigated and shown in
Figure 16. All three methods show a very good agreement in the shape of spectra for low frequencies
in region I up to 1.5 Hz including the 3P frequency and the first harmonic. For higher frequencies up
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to approximateley 4 Hz, here region II, BEM and AL are very similar but the BR method drops very
quickly and saturates in a white noise like behaviour for higher frequencies in region III. The reason
for this is the big structures generating blade geometry and the RANS model working in the boundary
layer of the blade while the AL does not have a geometry and it uses LES everywhere and therefore
does not smooth out the wind field in the vicinity of the blade as has been discussed already for the
sectional forces. It again has to be amplified that the BR case has the highest resolution in the blade
region and therefore has the most reliable results. The difference between BEM and AL in the high
frequency range in region III could be according to the missing damping, filtering and dynamic wake
effects in the BEM case. The AL method uses a Gaussian filter to smooth out the forces along the blade
and the wake is much more complex than in the static wake model of BEM. It has to be amplified,
that especially for the torque, a transition from BEM to AL can not be made just by filtering the signals,
because filtering corresponds to a drop in the PSD, which is not observed in the mid range.

(a) (b)

Figure 16. PSD of (a) thrust and (b) torque.

For a more detailed analysis, the cumulative frequency dependent variance normalized by the
total variance, i.e.,

σ̂2( f ) =

∫ f
0 PSD( f ′)d f ′

σ2 (5)

has been investigated in Figure 17. This is equivalent to the energy content of the spectrum at
frequencies smaller than f , normalized by the total energy contained in the spectrum. The energy
content for the different regions can be determined as σ̂2

region = σ̂2( fmax)− σ̂2( fmin) with fmax the
upper frequency limit and fmin the lower frequency limit of the region. For all three method the
conclusion can be drawn that by far the most energy is contained in region I, in particular for the thrust:
BR 95.4%, AL 93.3% and BEM 94.9%. Region II also contains a small amount of energy with 2.3% for
BR, 5.8% for AL and 3.2% for BEM. The torque is distributed similarly with 97.7% for BR, 91.7% for AL
and 91.1% for BEM in region I and 2.2%, 7.1% and 3.5% in region II. The variance contained in region
III is neglegible for both quantities. Based on the high percentage of variance contained in region I it
can be concluded that the big difference in the total variance between BEM and the other two methods
mainly stems from this frequency range. Therefore the extraction of wind fields at the position of the
rotor plane has to be seen as a first step for this comparison and it has to be investigated if it is more
appropriate to extract the fields downstream of the rotor position or to artificially damp the wind input
in BEM on large scales.
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(a) (b)

Figure 17. Normalized cumulative frequency dependent variance of (a) thrust and (b) torque.

4. Discussion

From this work it can be concluded that the AL, BR and the BEM method with extracted wind
fields at the rotor plane from an empty domain are very similar with respect to averaged tangential and
axial forces, except close to the root and the tip. However, a comparison of BEM with the CFD methods
with respect to the standard deviations of sectional and integral forces shows very different results.
For the integral quantities thrust and torque, BEM tends to overestimate the standard deviation
compared to the other two methods. It was found out that the standard deviation differences between
all methods mainly come from the different amplitudes in the first part of the spectrum and not from
the filtering effects on larger frequencies. This leads to the conclusion that, if similar results for the
standard deviation for BEM and CFD should be achieved, either the wind fields have to be extracted
downwind of the rotor position from the empty domain simulation or a correction of wind fields for
the BEM case has to be considered. A good starting point could be to substitute the equilibrium wake
model by a dynamic wake model which could damp the oscillations and with it the standard deviation.
This and extracting the wind fields in an empty domain downwind from the position where the turbine
is normally located will be part of the future work. Another contribution to the differences, which also
should not be neglected, comes from the fact that the turbulent wind field decays across the CFD
domain due to the missing energy injection. In an empty domain, the turbulence intensity is higher
upstream and lower downstream of the position, where the turbine would be located. This decay is
not considered within the BEM simulation and could be a reason for the differences.

An indication for a linear dependence between standard deviation and EFL could be found
for sectional as well as integral forces which seem to follow the same trend. This shows that the
dynamics characterized by the EFL and by the standard deviation are similar for all three methods.
However, this dependence is assumed to be existent only if the wind fields are comparable with respect
to temporal and spatial correlations to assure similar turbulent structures which play a big role for
EFL estimations. Out of scope of this paper, an advantage of this linear relationship could be that the
computational expensive rainflow count algorithm is not needed if one is interested in equivalent
fatigue loads. A simple calculation of the standard deviation could give this information as well.
Additionally the equivalent fatigue loads could also be estimated if the same simulation is redone with
a different standard deviation for the wind velocities.

Even if no experiments for comparison were performed, the BR simulation with its high resolution
close to the blades and the full geometry consideration can be expected to be the most physical and
therefore it should be seen as a benchmark case. However, a further part of the future work should
be a fair comparison with experiments where the focus should be set on the statistical equivalence
of the wind fields at least across the full rotor size in the CFD domain, in the BEM simulation and in
the experiments.
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Abstract: The atmospheric stability and ground topography play an important role in shaping
wind-speed profiles. However, the commonly used power-law wind-speed extrapolation method
is usually applied, ignoring atmospheric stability effects. In the present work, a new power-law
wind-speed extrapolation method based on atmospheric stability classification is proposed and
evaluated for flows over different types of terrain. The method uses the wind shear exponent
estimated in different stability conditions rather than its average value in all stability conditions. Four
stability classification methods, namely the Richardson Gradient (RG) method, the Wind Direction
Standard Deviation (WDSD) method, the Wind Speed Ratio (WSR) method and the Monin–Obukhov
(MO) method are applied in the wind speed extrapolation method for three different types of terrain.
Tapplicability is analyzed by comparing the errors between the measured data and the calculated
results at the hub height. It is indicated that the WSR classification method is effective for all the
terrains investigated while the WDSD method is more suitable in plain areas. Moreover, the RG and
MO methods perform better in complex terrains than the other methods, if two-level temperature
data are available.

Keywords: wind speed extrapolation; atmospheric stability; wind shear; wind resource assessment

1. Introduction

In the feasibility study and microsite selection stage of wind farms, using the wind measurement
data is a key step to evaluate the wind resources at the hub height. At present, wind farms are being
developed towards low wind speed and high hub height. Since the height of existing wind mast
towers is often lower than the hub height which results in a lack of wind data at high hub heights,
it is important to develop a reliable method to evaluate the accurate wind resource for wind farm
development. The motivation of wind speed extrapolation is to characterize the wind shear and the
importance of wind shear characterization for wind speed calculation was mentioned in a number of
studies [1–3].

Wind turbines typically operate at altitudes below 200 m, while the height of the convective
boundary layer is on the order of 1000 m [4]. The wind shear within 100–200 m is a function of wind
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speed, atmospheric stability, surface roughness, and height spacing [5,6]. At present, the power law
and logarithmic law are commonly used to extrapolate the wind speed. The logarithmic law can
represent the vertical wind-speed profiles fairly well under neutral conditions [7] and was extended by
using the Monin–Obukhov similarity theory [8] under stable or unstable conditions to include thermal
stratification effects [9]. According to Optis et al. [10], the logarithmic wind-speed profile based on the
Monin–Obukhov similarity theory was found inaccurate under strong stable conditions due to the
shallow surface layer. For unstable conditions, Lackner et al. [11] found that the power law is robust to
give a realistic wind profile than the logarithmic law.

In the near-surface layer, the wind speed affected by surface friction and atmospheric stability,
varies significantly with the height [12]. Holtslag [13] analyzed the 213-m-high Cabauw meteorological
tower data and found that the measured wind profile was consistent with the Monin–Obukhov
similarity theory (surface layer scaling) even for the height above 100 m. Gualtieri [14] investigated
the relationship between the wind shear coefficient and atmospheric stability based on the dataset
recorded from the met mast of Cabauw (Netherlands), and found that the Panofsky and Dutton [15]
model appeared particularly skillful during the diurnal unstable hours and during the nighttime
under moderately stable conditions. Mohan and Siddiqui [16] summarized various methods for
atmospheric stability classification. In the radiation method, the intensity of radiation is determined
based on the amount of observed cloud which is difficult to obtain, and in the M-O length method,
the heat flux data are required. In addition to these two methods, there are four methods based on
the gradient Richardson number, horizontal wind standard deviation, vertical temperature gradient
and wind speed ratio to classify the atmospheric stability. The parameters used in these methods
can be calculated using measured wind speed, wind direction, and temperature data. Wharton and
Lundquist [17] analyzed the wind farm operating data and found that, when the atmosphere was
stable and the wind speed was in the range of 5~8.5 m/s, the output power was obviously greater
than that in unstable conditions with strong convection, and the average difference was close to 15%.
Gryning et al. [18] applied the similarity theory to establish a new model for wind-speed profile by
considering the effects of atmospheric stability, and the model was applied to the height of the entire
atmospheric boundary layer in a flat terrain. Đurišić and Mikulović [19] proposed a model of vertical
wind-speed extrapolation for improving the wind resource assessment using the WAsP (Wind Atlas
Analysis and Application Program) software [20], and found that if the estimation is carried out with
the fixed wind shear exponent, the overestimated wind speed in the day time (unstable atmosphere)
and underestimated wind speed in the night time (stable atmosphere) are usually obtained. Gualtieri
and Secci [21] tested the power law extrapolation model over a flat rough terrain in the Apulia region
(Southern Italy), and investigated the effect of atmospheric stability and surface roughness on wind
speed. They found that the empirical JM Weibull distribution extrapolating model was proved to be
preferable. Different extrapolating models were compared and their advantages and disadvantages
were investigated. However, there are few studies on the effect of atmospheric stability on wind shear
and wind speed extrapolation in different terrain types. At the same time, there are few discussions
about the results of wind speed extrapolation above different ground topographies.

The present work aims to evaluate the wind speed extrapolation method using the power law
and the atmospheric stability classification. For different terrain types, the characteristics of wind
shear exponent are discussed, and four atmospheric stability classification methods are employed
and investigated. The model is validated against the measured data, and the suitability of different
atmospheric stability classification methods for flows over different types of terrain is indicated.
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2. Model Description

2.1. Power Law

It is usually necessary to calculate the wind shear exponent by the wind speeds at two different
levels. In the neutral condition, the wind-speed profile can be calculated using the empirical formula:

u(z) =
u∗

κ
ln

z
z0

(1)

where κ is the Von Karman constant equal to 0.4, u* is the friction velocity calculated as u∗ = (τ/ρ)1/2,
τ is the wall friction, ρ is the density, z0 is the roughness length, and z is the height.

The power law (PL) method is widely used for estimating the wind speed at a wind generator
hub height [22], which is defined as

u2 = u1(z2/z1 )
α (2)

where u1 is the wind speed at the height z1, u2 is the wind speed at the height z2, and α is the wind
shear exponent.

From Equation (2), α can be calculated by u1 and u2:

α = ln(u2/u1 )/ ln(z2/z1) (3)

2.2. Atmospheric Stability Classification

The atmospheric thermal stability is suppressed or enhanced by the vertical temperature
difference. The two atmospheric stability classification methods commonly used are those from
Pasquill [23] and IAEA (International Atomic Energy Agency) [24]. The Pasquill method (abbreviated
to P·S) proposed in the Chinese standards includes six categories: highly unstable, moderately unstable,
slightly unstable, neutral, moderately stable and extremely stable. They are denoted as A, B, C, D, E,
and F.

Taking the turbulence and thermal factors into account, there are three methods for classifying
the atmospheric stability, namely the Monin-Obukhov method, Bulk Richardson number method, and
Richardson Gradient method. Among them, theBulk Richardson number method does not have a
uniform atmospheric stability classification standard, so it is not used in the present work. When the
measured wind data only contains the wind direction and speed data, the wind direction standard
deviation method and wind speed ratio method can be used to classify the atmospheric stability.

2.2.1. Richardson Gradient (RG) Method

The Richardson number, Ri, synthesizes the effects of thermodynamic and kinetic factors caused
by the turbulence, reflecting more turbulent information [25]. Therefore, the RG method can distinguish
the atmospheric stability more accurately. The Ri in the surface layer can be expressed as [26]

Ri =
gz
T

ΔT
Δu2 ln

z2

z1
(4)

where ΔT is the difference of temperatures at z2 and z1. Δu is the wind speed difference. T is the
average atmospheric temperature, g is the acceleration of gravity, and z is the average geometric height
calculated as z =

√
z1z2. Table 1 shows the classification standard of Ri in different terrains [27].

Atmospheric stability depends on the net heat flux to the ground, which is equal to the sum of
incident radiation, radiation emitted, latent heat, and sensible heat exchange between the atmosphere
and underlying surface. When the radiation incident on the ground is dominant, the air parcels at the
lower part rise, leading to a vertical air motion, and making the atmosphere unstable. Therefore, the
thermal effect aggravates the air movement and prevents the wind speed from changing dramatically
in the vertical direction. In this case, the Richardson number is negative. When the ground cools down,
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the temperature increases with increasing the height, which weakens the vertical air movement. The
situation is recognized as a stable state and a positive Richardson number is obtained. The neutral
stability corresponds to the case where the thermal effect is not significant. This situation occurs when
the cloud is dense, and the Richardson number is zero.

Table 1. Classification of stability based on Ri in different terrain conditions.

Stability Conditions Mountain Plain

A Ri < −100 Ri < −2.51
B −100 ≤ Ri < −1 −2.51 ≤ Ri < −1.07
C −1 ≤ Ri < −0.01 −1.07 ≤ Ri < −0.275
D −0.01 ≤ Ri < 0.01 −0.275 ≤ Ri < 0.089
E 0.01 ≤ Ri < 10 0.089 ≤ Ri < 0.128
F 10 ≤ Ri 0.128 ≤ Ri

2.2.2. Wind Direction Standard Deviation (WDSD) Method

The wind direction pulsation is a direct indicator of atmospheric turbulence. The magnitude
of the wind direction pulsation angle is directly related to the diffusion parameter, so it can be used
as an indicator to classify the atmospheric stability. However, the measurement of pulsation angle
is easily influenced by the local influence of sampling location and instrument performance, which
makes the method unrepresentative. So this method is more suitable for flat terrain. Table 2 shows the
classification criteria recommended by Sedefian [28] based on the horizontal wind direction standard
deviation, σθ. When σθ is used, the classification standard should be corrected according to the actual
surface roughness. The classification standard is recommended by the United States Environmental
Protection Agency (1980), and the actual area is corrected with roughness as (z0/0.15)0.2 (the corrected
value is obtained by multiplying the values in Table 2).

Table 2. Relationship between σθ and the atmospheric stability.

Parameter
Atmospheric Stability

A B C D E F

σθ/◦ σθ ≥ 22.5 22.5 > σθ ≥ 17.5 17.5 > σθ≥ 12.5 12.5 > σθ ≥ 9.5 9.5 > σθ ≥ 3.8 3.8 > σθ

2.2.3. Wind Speed Ratio (WSR) Method

The wind speed ratio UR is defined as the ratio of the wind speeds at two different heights:

UR =
u2

u1
(5)

According to the rule of Pasquill stability classification, Chen [29] divided it into six categories
according to the ratio of the wind speeds at two different heights (Table 3).

Table 3. Relationship between UR and the atmospheric stability.

Atmospheric Stability A B C

Range UR < 1.0032 1.0032 ≤ UR <1.0052 1.0052 ≤ UR < 1.0101

Atmospheric Stability D E F

Range 1.0101 ≤ UR < 1.5717 1.5717 ≤ UR < 2.1963 UR ≥ 2.1963
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2.2.4. Monin–Obukhov (MO) Method

In the Monin–Obukhov theory, the atmospheric stability is described by the Obukhov length L,
which is determined directly from sonic anemometer measurements of friction velocity and heat flux:

L = − (u∗ )3

κ
g
T w′T′

S

(6)

where w′T′
S is the covariance of temperature and vertical wind speed fluctuations and g is the

gravitational acceleration. When only the temperature gradient is available, L can be obtained by [30].

{
L = z

Ri (Ri < 0)
L = z(1−5Ri)

Ri (Ri > 0)
(7)

According to the relationship between L and Ri, Table 4 shows the classification of stability based
on L for flows above different terrains [27].

Table 4. Classification of stability based on L in different terrains.

Stability Conditions Mountain Plain

A L > −0.032 L > −0.316
B −3.162 < L ≤ −0.032 −3.162 < L ≤ −0.316
C −316.228 < L ≤ −31.623 −63.246 < L ≤ −3.162
D L ≤ −316.228, L > 158.114 L ≤ −63.246, L > 158.114
E −154.952 < L ≤ 158.114 −154.952 < L ≤ 158.114
F L ≤ −154.952 L ≤ −154.952

2.3. Wind Speed Extrapolation Method Based on Atmospheric Stability

The power law does not fully consider the effect of atmospheric stability on wind shear. According
to the characteristics of atmospheric stability, the wind speed extrapolation (WSE) method based on
the atmospheric stability is proposed. The measured dataset by wind towers is named as dataset Q,
including time, wind speed, wind direction and wind direction standard deviation. The low wind
speed data less than the cut-in wind speed in the dataset Q is first removed to obtain the filtered
dataset W. Then the dataset W is classified into different stability conditions using the RG, MO, WSR,
and WDSD methods. After that, Equation (3) is used to calculate the average wind shear exponent
using the dataset W under each atmospheric stability condition. Finally, using the wind speeds at the
lower heights in dataset Q, the higher level wind speed is predicted by Equation (2).

Four kinds of atmospheric stability classification methods, RG, WDSD, WSR and MO are adopted
to develop four new methods, namely WSE-RG, WSE-WDSD, WSE-WSR and WSE-MO, for the wind
speed extrapolation.

3. Cases and Measurements

3.1. Case Definition

Three cases are chosen to test all the extrapolation methods as shown in Table 5. The terrains
include mountain, plateau and plain, and the surface types include wasteland, shrubbery and farmland.
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Table 5. Wind tower site information.

Number Site Name Terrain Surface Elevation (m)

1 SJB Plateau Wasteland 1678
2 GFC Mountain Shrubbery 713
3 HNH Plain Farmland 66

Figure 1 shows the topographic maps of the three cases. The wind tower site SJB is located at an
edge of a plateau (Figure 1a,d). The elevation of SJB in the plateau is 1678 m, and the surface type is
wasteland. There is a hillside in the southwest of SJB, and flat grassland in the northeast. The GFC
wind tower sits on the mountaintop, which has an altitude of 713 m (Figure 1b,e). The surface type of
GFC is shrubbery. Due to the special weather conditions in the area, underlying shrub is evergreen
throughout the year. The HNH wind tower is located at the elevation of 66 m, where the terrain is flat
(Figure 1c,f). The land surface type is farmland and there are a large number of villages in the area.

 
(a) Topographic map of SJB (d) Contour map of SJB 

  
(b) Topographic map of GFC (e) Contour map of GFC 

  
(c) Topographic map of HNH (f) Contour map of HNH 

Figure 1. Topographic maps of three cases: (a) SJB; (b) GFC and (c) HNH; Contour maps of the three
cases: (d) SJB; (e) GFC and (f) HNH.

49



Appl. Sci. 2018, 8, 1429

3.2. Measurements

The wind resource in the three cases is usually measured at a site using a wind tower, equipped
with wind speed and wind direction sensors. The locations of the wind towers are shown in Figure 1.
The datasets of the three cases are obtained as follows:

(1) SJB: The measured data includes wind speed, wind direction and temperature data. The cup
anemometers are placed at 30, 50 and 70 m, and the wind vines are placed at 30 and 70 m.
The temperature observations are also used to obtain the temperature data at 30 and 70 m.

(2) GFC: The cup anemometers are at 30, 50 and 80 m, and the wind direction is obtained with wind
vines placed at 30 and 80 m. Unfortunately, there is no temperature sensor installed on the tower.

(3) HNH: Wind speeds are measured by the cup anemometers placed at 10, 60 and 100 m. Wind
vanes are placed at 10 and 100 m. The temperature data is also unavailable in the HNH area.

The datasets at upper heights are used to verify the reliability of the wind speed extrapolation
method. The measurement parameters of each case including height, time interval and data collection
period are presented in Table 6.

Table 6. Summary of measurement parameters.

Number Site Name h1 (m) h2 (m) h3 (m) Time Interval (min) Data Collection Period

1 SJB 30 50 70 10 27 August 2015~26 August 2016
2 GFC 30 50 80 10 1 August 2012~31 July 2013
3 HNH 10 60 100 10 15 September 2014~16 September 2015

4. Results and Discussion

4.1. Overall Meteorological Characteristics

In Table 7, the annual mean meteorological parameters observed for the three cases are provided
where U1 and U2 are the average wind speeds at the heights of h1 and h2, U3 is the average wind
speed at the hub height of h3, T1 and T2 are the mean temperatures at the heights of h1 and h2. Besides,
αh1–h2 and αh2–h3 are the mean wind shear exponents calculated with velocities at h1 and h2, and h2
and h3 respectively.

Table 7. Wind data information.

Site Name U1 (m/s) U2 (m/s) U3 (m/s) T1 (◦C) T2 (◦C) αh1–h2

SJB 5.34 5.46 5.71 8.27 8.06 0.0435
GFC 5.07 5.10 5.17 - - 0.0115
HNH 2.73 4.61 5.44 14.30 - 0.2924

The results indicate the difference of the wind speed distribution between the plain and mountain
areas. In the HNH case, where the terrain is flat, the inconspicuous mixing of atmospheric turbulence
and the weak exchange of momentum between the vertical layers result in a vertical gradient of wind
speed and a large wind shear exponent. Because of the acceleration effect on the wind speed on the
mountaintop, the wind shear exponents in GFC and SJB are smaller than the one in HNH.

For the SJB plateau complex terrain, at 30 m (Figure 2a) and 70 m (Figure 2b), the south direction
is the most frequent wind direction with the occurrence percentages of 15.81% and 14.50%, respectively.
The changes of wind speed and direction in this area are limited, because at 30 m, the wind direction
is less affected by the terrain, and the height difference between the two measurement levels is only
40 m. At the same time, under the complex terrain condition, the mixing of atmospheric turbulence,
the momentum exchange in the vertical direction are strong, resulting in a small wind shear exponent.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 2. Wind rose measured at the three sites: (a) 30 m at SJB; (b) 70 m at SJB; (c) 30 m at GFC;
(d) 80 m at GFC; (e) 10 m at HNH; (f) 100 m at HNH.

The complex topography in the GFC site strongly affects the wind behaviors at both 30 and
80 m (Figure 2c,d). At 30 m (Figure 2c), the most frequent direction is ESE (28.37%) while at 80 m
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(Figure 2d), the SE direction is the most frequent direction (32.17%), and ESE (17.63%) is the secondary
predominant direction. At the same time, the overall wind speed interval is dominated by a low wind
speed interval of 3~8 m/s. This is because the complex mountain terrain has a great impact on the
wind direction. At the same time, the topographic factors also cause strong mixing in vertical, which
results in smaller values of wind shear exponent, so there is no significant change in the wind speed.

For the plain area HNH, at 10 m (Figure 2e), the S direction occurs most frequently (20.75%), and
at 80 m (Figure 2f), it is also the S direction (22.90%). The wind direction at 10 m and 100 m are similar,
but the wind speed at 100 m is significantly higher. This is related to the flat terrain condition of this
area. The atmosphere is inadequately mixed in the vertical direction in this terrain condition, which
leads to a larger wind shear exponent and causes a significant change in the vertical wind speed.

4.2. Wind Shear Characteristics of Different Terrains

Figure 3 shows the wind shear characteristics as the diurnal and monthly changes. As expected,
the monthly variations of wind shear exponent at SJB and HNH are relatively high in Winter and low
in Summer. The main reason is that, in Summer, the temperature is high, the mixing of near-surface
air is sufficient, and the wind shear exponent is small. In Winter, the temperature is low and the air
mixing is weak, usually resulting in a large wind shear exponent. However, the wind shear exponent
at GFC is low in Winter and high in Summer, which deviates from the trend at SJB and HNH. This is
because the area has more rains in Spring and Summer, making the air more humid and the frequency
of low-level jets higher. The terrain has a dynamic lifting effect on the mountainous airflow and is
prone to a strong wind shear. Furthermore, the daily change of wind shear exponent is closely related
to the ambient temperature as seen in Figure 3b. The main reason for the diurnal variation of wind
shear exponent is the cyclic variation of temperature. The wind shear exponent in the daytime is lower
than that of the nighttime. This result is coincident with the results in the previous studies [31–33].

 
(a) (b) 

Figure 3. Monthly and diurnal variations of h1–h2 wind shear exponents in the three cases: (a) monthly
variation; (b) diurnal variation.

Figure 4 shows the monthly and daily variations of atmospheric stability at SJB. Comparing the
atmospheric stability variation with the variation of wind shear exponent, it is found that the wind
shear exponent is lower when the atmosphere is more unstable.
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(a) (b) 

Figure 4. Probability of atmospheric stability classification at SJB: (a) monthly variation;
(b) daily variation.

4.3. High Level Wind Speed Extrapolation and Validation

In the SJB area, starting from the 30 m and 50 m 10-min observations, the α30–50 is calculated and
then used to estimate the wind resource at a higher level. In particular, the 10-min α30–50 is calculated
using the filtered dataset W by implementing the methods of PL, WSE-RG, WSE-WDSD, WSE-WSR
and WSE-MO. All the methods are adopted to calculate the wind shear exponents for the three areas
and the results are listed in Table 8. At the same time, because the two-level temperature data at GFC
and HNH is unavailable and the WSE-RG and WSE-MO methods cannot be used, the wind shear
exponents of the two areas are calculated using the PL, WSE-WDSD, and WSE-WSR methods. It is
shown that the wind shear exponent is larger under stable conditions and smaller under unstable
conditions, especially in HNH. It is found that, using the WSE-WSR method, the variation of wind
shear exponent with the atmospheric stability is more obvious than that using the WSE-WDSD method.

Using the results of wind shear exponent in Table 8, the wind speeds at the hub height for the
three cases are also calculated. The wind speed mean relative error (MRE), root-mean-square error
(RMSE) and mean wind speed at the hub height are shown in Table 8. For SJB, the MREs between the
measurements and predicted wind speeds obtained by the PL, WSE-WSR, WSE-WDSD, WSE-RG and
WSE-MO methods have the following sequence: MRE(PL) > MRE(WSE-WSR) > MRE(WSE-WDSD)
> MRE(WSE-RG) > MRE(WSE-MO). For GFC, MRE(PL) > MRE(WSE-WSR) > MRE(WSE-WDSD).
Besides, for HNH, it is MRE(PL) > MRE(WSE-WSR) > MRE(WSE-WDSD). The improvements of MRE
range from 1.58 to 0.22%, 0.33 to 0.02%, 7.38 to 3.17% for the three cases using the new wind speed
extrapolation methods.

It is proposed that the new WSE method based on the atmospheric stability better reflects the
true changes of wind speed in two dimensions: height and time. It takes the effect of atmospheric
stability on the wind profile into account and makes separate calculations for the wind resources at
different conditions of atmospheric stability, which can reflect the mixing of atmosphere in the vertical
direction. On this basis, the accuracy of atmospheric stability classification will directly affect the
accuracy of wind speed estimation. When the two-level temperature data sets are available, it can
be seen from Table 9 that the WSE-RG and WSE-MO methods can better estimate the wind speed
for the SJB plateau area. For the GFC mountainous area without temperature measurements, both
the WSE-WDSD and WSE-WSR methods can better estimate the wind speeds and the WSE-WDSD
method is more accurate than the WSE-WSR method. For the HNH plain area, where the underlying
surface is farmland, both the WSE-WDSD method and WSE-WSR method can better estimate the wind
speeds than the PL method.
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Table 8. Wind shear exponents in different areas.

Area Method
Wind Shear Exponent under Different Stability Conditions

A B C D E F

SJB

PL 0.0679
WSE-RG 0.1861 0.0558 0.0676 0.3825 0.0809 0.0981
WSE-MO 0.2875 0.0474 0.0789 0.2753 0.1156 0.0963

WSE-WDSD 0.0648 0.0774 0.0931 0.0608 0.0779 0.0523
WSE-WSR 0.0863 - 0.0637 0.1309 0.4704 -

GFC
PL −0.0023

WSE-WDSD 0.0066 0.0224 0.0307 0.0030 0.0239 -0.0175
WSE-WSR −0.1111 0.0081 0.0147 0.1500 0.9619 -

HNH
PL 0.1790

WSE-WDSD 0.1466 0.1455 0.1373 0.1740 0.2587 0.3703
WSE-WSR −0.0079 - - 0.1227 0.3278 0.4807

Area Method
Wind Shear Exponent under Different Stability Conditions

A B C D E F

SJB

PL 0.0679
WSE-RG 0.1861 0.0558 0.0676 0.3825 0.0809 0.0981
WSE-MO 0.2875 0.0474 0.0789 0.2753 0.1156 0.0963

WSE-WDSD 0.0648 0.0774 0.0931 0.0608 0.0779 0.0523
WSE-WSR 0.0863 - 0.0637 0.1309 0.4704 -

GFC
PL −0.0023

WSE-WDSD 0.0066 0.0224 0.0307 0.0030 0.0239 -0.0175
WSE-WSR −0.1111 0.0081 0.0147 0.1500 0.9619 -

HNH
PL 0.1790

WSE-WDSD 0.1466 0.1455 0.1373 0.1740 0.2587 0.3703
WSE-WSR −0.0079 - - 0.1227 0.3278 0.4807

Table 9. Mean wind speed relative error (MRE), root-mean-square error (RMSE) of wind speed and
mean speed at the hub height in the three cases.

Area Methods MRE RMSE (m/s)
Calculated Mean Speed

(m/s)
Measured Mean Speed

(m/s)

SJB

PL −1.58% 0.378 6.6909

6.8210
WSE-WDSD −1.58% 0.3781 6.6911

WSE-MO 0.22% 0.3337 6.8229
WSE-RG 0.63% 0.3231 6.8081

WSE-WSR −1.52% 0.3311 6.7242

GFC
PL −0.33% 0.543 6.2069

6.2904WSE-WDSD −0.02% 0.5276 6.2386
WSE-WSR −0.03% 0.536 6.2346

HNH
PL −7.38% 0.8732 7.2567

7.5972WSE-WDSD −3.17% 0.7931 7.2681
WSE-WSR −3.26% 0.7035 7.2815

Figure 5 shows MRE and RMSE between the measured and calculated wind speeds in different
atmospheric stability conditions. For SJB, MREs and RMSEs of WSE-WDSD under different
atmospheric stability conditions are close to each other and are similar to the results of PL. It can be
concluded that the WDSD method cannot be applied to the complex terrain of plateau to classify the
atmospheric stability. In contrast, combining the results of MREs and RMSEs, it is found that the
accuracy of the WSE-RG method is improved in the cases of A, B and C, and the WSE-WSR method is
suitable for the cases of C, D and E, while the WSE-MO method improves the calculation accuracy
in all the conditions. For GFC, both MREs and RMSEs of the WSE-WSR method are large when the
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atmospheric stability condition is E. Through the comparison of RMSEs, it is seen that the WSE-WDSD
method performs well in almost all the conditions. For HNH, the absolute values of MREs of the
WSE-WDSD and WSE-WSR methods are smaller than those obtained by the PL method. The accuracy
of both the WSE-WDSD and WSE-WSR methods has been greatly improved. It is shown that these two
atmospheric stability classification methods are suitable for flat terrain. And the WSE-WSR method is
more effective than the WSE-WDSD method especially in unstable conditions.

  
(a) (d) 

  
(b) (e) 

  
(c) (f) 

Figure 5. (a–c) MREs and (d–f) RMSEs between the measured and calculated values under different
atmospheric stabilities conditions in the three different areas.

The monthly and daily variations of RMSE of the three cases using different wind speed
extrapolation methods are shown in Figure 6. For SJB, the results of WSE-WDSD are very close
to the traditional PL method, indicating that the WSE-WDSD method is inaccurate in the complex
terrain plateau. In contrast, the results of the WSE-RG method are obviously better than those obtained
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by the other methods. At the same time, the results of the WSE-WSR and WSE-MO methods are similar
especially for daily variations. From the daily variation, it is found that the WSE-WSR and WSE-MO
methods are superior to the WSE-RG method in the night, but worse in the daytime. For the GFC and
HNH, both the WSE-WDSD and WSE-WSR methods can effectively reduce RMSE, among which the
WSE-WSR method is more effective. By analyzing RMSEs of the WSE-WDSD method in the HNH area
where the surface is farmland, the WSE-WDSD method performs better in Winter and Spring. This is
because that there are no crops in these periods, the roughness length is small, and the WDSD method
is more suitable for that case.

  
(a) (d) 

  
(b) (e) 

 
(c) (f) 

Figure 6. (a–c) Monthly and (d–f) daily variations of RMSE using different methods in the three
different cases.

As a result, the WSE-WSR method is confirmed to be suitable for all the above mentioned terrain
types. The WSE-WDSD method is more prominent under flat terrain and mountaintop. Meanwhile,
both the WSE-RG and WSE-MO methods are good choices when the measurement data has the
two-level temperatures.
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5. Conclusions

A new wind shear extrapolation method based on theatmospheric stability was proposed in
order to calculate the wind speed at the hub height and compared with the traditional PL method.
Particularly, four methods for the classification of atmospheric stability were incorporated into the
WSE method. Calculations were performed for flows in three different areas, namely SJB, GFC and
HNH, to verify the suitability of the proposed methods. Conclusions can be drawn as follows:

1. For SJB, the plateau where the surface is wasteland, the WSE-RG, WSE-WSR and WSE-MO
methods can well calculate the wind speed at the hub height. When two-level temperature data
is available, the WSE-RG and WSE-MO methods are more effective, of which MRE of WSE-MO is
0.22% (MRE of PL is −1.58%) and RMSE of WSE-RG is 0.3231 m/s (RMSE of PL is 0.3780 m/s).
When there are not enough temperature data, the WSE-WSR method is most effective, of which
MRE is −1.52% and RMSE is 0.3311 m/s.

2. For GFC, the mountain where the surface is shrubbery, the WSE-WDSD and WSE-WSR methods
perform well and the WSE-WDSD method is most effective, of which MRE is −0.02% (MRE of PL
is 0.33%) and RMSE is 0.5276 m/s (RMSE of PL is 0.5430 m/s).

3. For HNH, the plain where the surface is farmland, the WSE-WDSD and WSE-WSR methods
are also suitable. MREs of the WSE-WDSD and WSE-WSR methods are −3.17% and −3.26%,
respectively (MRE of PL is −7.38%) and RMSEs of the WSE-WDSD and WSE-WSR methods are
0.7931 m/s and 0.7035 m/s, respectively (RMSE of PL is 0.6005 m/s). The WSE-WSR method is
recommended when the atmosphere is unstable in most of the time.

4. The new WSE model proposed in the present work has advantages over the traditional PL
method. Besides, the WSE-WDSD method for extrapolating the wind speed at the hub height is
more effective in plain terrain. WSE-WSR is suitable in complex terrain. Besides, the WSE-RG
and WSE-MO methods have more advantages when Ri and L can be calculated.
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List of Symbols

PL Power law
WSE Wind speed extrapolation method
WSE-RG Wind speed extrapolation method based on the Richardson gradient method
WSE-WSR Wind speed extrapolation method based on the wind speed ratio method
WSE-WDSD Wind speed extrapolation method based on the wind direction standard deviation method
WSE-MO Wind speed extrapolation method based on the Monin–Obukhov method
MRE Mean relative error
RMSE Root-mean-square error, m/s
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κ Von Karman’s constant
u* Friction velocity, m/s
z Height, m
z0 Roughness length, m
u Wind speed, m/s
α Wind shear exponent

A~F
Classification of atmospheric stability: highly unstable, moderately unstable, slightly
unstable, neutral, moderately stable and extremely stable

Ri Gradient Richard number
ΔT Temperature difference between two levels of height of z1 and z2, ◦C
Δu Wind speed difference between two levels of height of z1 and z2, m/s
T Atmospheric average absolute temperature, ◦C
σθ Horizontal wind direction standard deviation, ◦

UR Wind speed ratio
L Obukhov length
w′T′

S Covariance of temperature and vertical wind speed fluctuations at the surface
g Gravitational acceleration
Q Measured wind tower data set
W Filtered dataset
h1 Height of a low level, m
h2 Height of a medium level, m
h3 Height of a high level, m
U1 Mean wind speed at the height of h1, m/s
U2 Mean wind speed at the height of h2, m/s
U3 Mean wind speed at the height of h3, m/s
T1 Mean temperature at the height of the low level, ◦C
T2 Mean temperature at the height of the high level, ◦C
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Abstract: To gain insight into the differences between onshore and offshore atmospheric turbulence,
pressure fluctuations were measured for offshore wind under different environmental conditions.
A durable piezo-electric sensor was used to sample turbulent pressure data at 50 kHz. Offshore
measurements were performed at a height of 100 m on Germany’s FINO3 offshore platform in the
German Bight together with additional meteorological data provided by Deutscher Wetterdienst
(DWD). The statistical evaluation revealed that the stability state in the atmospheric boundary does
not seem to depend on simple properties like the Reynolds number, wind speed, wind direction,
or turbulence level. Therefore, we used higher statistical properties (described by so-called shape
factors) to relate them to the stability state. Data was classified to be either within an unstable,
neutral, or stable stratification. We found that, in case of stable stratification, the shape factor was
mostly close to zero, indicating that a thermally stable environment produces closer-to Gaussian
distributions. Non-Gaussian distributions were found in unstable and neutral boundary layer states,
and an occurrence probability was estimated. Possible impacts on the laminar-turbulent transition on
the blade are discussed with the application of so-called laminar airfoils on wind turbine blades.

Keywords: turbulence; super-statistics; piezo-electric flow sensor; ABL stability; laminar-turbulent transition

1. Introduction

The use of wind energy has been very successful during the last decades [1], reaching a nearly
stable annual investment corresponding to 50 GW of rated power word-wide. This was in connection
and in parallel to an impressive development in Wind Turbine Aerodynamics [2] and even a special
branch of wind energy meteorology has been established [3].

Due to the increased number of annual new installations, site assessment for wind farms has
become more and more important and sophisticated, even under offshore conditions, with application
to tailored turbine design as well. For a selection of important references on properties of the
atmospheric boundary layer on- and off-shore see, for example, reference [4–7]. In most cases,
turbulence has been treated in the context of loads, and frequency ranges higher than a few Hertz have
generally been considered to be of no importance. However, this high frequency turbulence plays
a significant role in laminar-to-turbulent transition inside the boundary layer of blades for airplanes
[8,9] and wind turbines [10,11]. Due to the much higher drag of turbulent parts, this may give rise
lower wind turbine efficiency (in terms of cP, the number 0 ≤ cP ≤ 0.596 measures the fraction of
extracted power from the wind) as desired, and the proper choice of airfoils is crucial.

In this paper, these high-frequency turbulent statistics were studied with respect to higher order
statistical moments in some detail using the method of super-statistics [12]. The shape factor from
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reference [13]—which gives estimates of the extent to which turbulent fluctuations diverge from
Gaussian behavior—was of special interest.

Unlike earlier investigations, the non-Gaussianity of turbulent pressure fluctuations could not be
linked to one of the more popular atmospheric parameters like the Reynolds number based on Taylor’s
micro-scale [14], wind speed, or others. Therefore, we propose characterizing our findings according
to the stability of the atmospheric boundary layer in terms of Richardson’s number. This paper is
organized as follows: Firstly, the measurement setup is described together with the locations at which
they were performed. Then, we describe the procedure of data analysis. After that, we present and
discuss our findings and finally, draw some conclusions.

Parts of the material have been presented earlier in unpublished proceedings of ICOWES2013 [15].

2. Measurements

Our first set of high-resolution measurements (during the years 2009 until 2011) was performed
using piezoelectric pressure sensors from PCB Piezotronics (Figure 1) that were connected to
an imc Meßsystem GmbH CS-1208 data logger. The diameter of the sensing element was 15 mm.
The minimal pressure resolution was 0.13 Pa, and the possible temporal resolution ranged from 2.5 Hz
to 80,000 Hz.

Reference [16] discusses how the length, which is usually more than 100 times larger than the
diameter of a hot-wire, influences the spatially resolution.

In our measurements, the pressure data was sampled at 50 kHz with a total duration of 100 s.
The wind speed and temperature were sampled with a 1 Hz temporal resolution.

Figure 1. Pressure sensor after six months of offshore service (diameter = 12 mm).

The piezoelectric pressure sensor was calibrated against a hot wire anemometer in a wind tunnel
at the University of Oldenburg. The turbulent wind speed from the hot wire anemometer and the
variation in turbulent pressure showed the same statistical properties up to 3 kHz (see [17]).

Onshore measurements were conducted at the Kaiser–Wilhelm–Koog test site of Germanischer
Lloyd/Garrad Hassan (see Figure 2). A lattice tower of 60 m height provided booms to mount the
pressure sensor on and other measurement equipment. The pressure sensor was mounted at a height
of 55 m. The wind speed and wind direction were recorded at a height of 55 m by calibrated cup
anemometers and wind vanes, respectively. The temperature was recorded at height of 53 m by
a resistor-type thermometer.
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Figure 2. Locations of onshore (Kaiser–Wilhelm–Koog) and offshore (FINO3 platform) test sites, 80 km
west of the island of Sylt. c©FEZ FH Kiel GmbH, Graphics: Bastian Barton.

FEZ Kiel’s platform FINO3 was the location for the offshore measurements. About 80 km west of
the island of Sylt (see Figure 2) the platform was constructed close to (at that time not) operational
wind farms like DanTysk and Sandbank 24. The tower is a lattice tower type with booms of sufficient
length for undisturbed measurements. Two pressure sensors (Figure 3) were mounted at a height
of about 100 m above the mean sea level for parallel operation. The data acquisition equipment for
meteorological signals was similar to that used onshore. The wind speed and wind direction were
measured at a height of 100 m, and the temperature was measured at a height of 95 m above the mean
sea level.

Figure 3. Installation of two parallel pressure sensors (T1 and T2) at the FINO3 platform.
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3. Analysis

Our recorded data sets were put into wind speed classes starting at 6 m/s, 12 m/s, and 16 m/s.
Measurements were triggered manually if wind conditions were regarded as suitable. The bin size for
each class was generally ±2 m/s, and for some cases (offshore class 10 m/s, offshore class 12 m/s),
it was less (lower limit: −1 m/s). For each measurement, the statistical characteristics were analyzed
with respect to the power-spectral density, incremental distributions, shape factors, structure functions,
auto-correlations and Taylor’s micro-scale. (It may be interesting to note that Taylor’s micro-scale may
have an complementary interpretation to the Markov–Einstein coherence length [18]. To use this one seems
to be much more physical than the somewhat vague interpretation of the average turbulent vortex size.)
We now explain our methods in more detail.

The increments of measured quantities were defined as

Δu = u(t + Δt)− u(t) ⇔ Δp = p(t + Δt)− p(t), (1)

where u is the velocity, p is the pressure, t is the time, and Δt is a fixed time increment. The increments
also eliminated the mean value of the time series and thus, stochastic fluctuations remained for
a specific time scale (Δt). These increments were the basic statistical quantities used for more
sophisticated analyses like structure functions or the so-called shape parameter. Reference [13]
suggested that the distribution of increments may be described as a superposition of two distributions,
one of them being lognormal. The shape factor then may be regarded as a measure of the level of
intermittency. In accordance with Beck’s approach from reference [12], the shape parameter can be
calculated by the 2nd and 4th order moments of the distribution:

s2
u = ln

(
1
3

〈
Δu4〉

〈Δu2〉2

)
⇒ s2

p = ln

(
1
3

〈
Δp4〉

〈Δp2〉2

)
, (2)

where s2
u is the shape factor for the velocity and s2

p is the shape factor for the pressure. The brackets
〈x〉 define the mean value of a quantity (x). Further properties are given in reference [12]. A value of
s2 ≈ 0 indicates a normal distribution. It is worth noting that another important parameter for the
deviation from Gaussian behavior, skewness, which is related to third-order moments, was found to
be small [17].

It has well-known, at least since the work of reference [19], that turbulent velocities and pressures
obey different scaling laws (∼ k−5/3 and ∼ k−7/5, respectively), although they are seemingly related
by p ∼ v2 according to Bernoulli’s law. A direct comparison of a hot-wire with piezo-electric pressure
sensor data showed comparable power density spectra up to 4 kHz (see [17], unpublished), however.
Theoretical as well as experimental investigations of reference [20] are still incomplete, so that there is
no clear answer so far about how s2

u and s2
p are related to each other.

When heat transfer occurs, such as in the atmospheric boundary layer if the sea is warmer than
the air (autumn), thermal stratification becomes more important. Simple static stability of the boundary
layer may be used to characterize levels of turbulence. As was shown by reference [21], the turbulence
intensity differs remarkably for stable and unstable flow when used to describe fatigue loads of
wind turbines.

A simple characterization of a stratified boundary layer exposed to heat transfer was introduced
by reference [4] as being stable, neutral, or unstable. Different calculation methods have been used to
distinguish these states ([4]) depending on what is known in terms of input. In our case, a Richardson’s
number approach was used, in accordance with common practice in wind energy meteorology [22–24].

This was defined as
Ri =

g
T

∂θ/∂z
(∂v/∂z)2 , (3)
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where g is the acceleration of gravity, T is the mean absolute temperature, z is the height normal to
the surface, and ∂v/∂z is the mean velocity the gradient. The z-direction was assumed to be vertical.
The potential temperature (θ) is defined as

θ = T
(

p0

p

)R/cp

, (4)

where p is the pressure, and p0 = 1000 hPa is the reference pressure, R = 289 J
kg K is the specific gas

constant, and cp = 1005 J
kg K is the specific heat capacity of air. It has to be noted that we checked for

the influence of humidity and found that the influence on density as well as specific humidity [5] was
below 1%. We therefore neglected all moisture corrections to Richardson’s Number (Ri).

In Equation (3), the quantity g
T ∂θ/∂z describes the forces introduced by heat transfer in the

boundary layer. The term (∂v/∂z)2 represents the momentum forces in the boundary layer. If we
consider two points in the boundary layer at heights z1 and z2 where z1 < z2 and Δz = z2 − z1,
Ri from (3) can be rewritten with the differences between the two locations as

Ri =
g
T

Δθ/Δz
(Δv/Δz)2 =

g
T

(θ2 − θ1)/Δz
((v2 − v1)/Δz)2 . (5)

We always assumed the presence of positive velocity gradients so only the convective part of
Equation (5) remained. Three typical situations were then distinguished as follows:

θ2 > θ1 The surface is colder than the fluid and the gradient becomes ∂θ/∂z > 0 and therefore,
Ri > 0. Heat is transported by conduction only, and a convection flow does not occur. In this
case, the stratification is strong, and turbulence gets damped. The boundary condition is stable
for Ri > 0.

θ2 = θ1 The temperature gradient is zero and therefore, Ri = 0. There is no temperature gradient
and therefore, no conduction nor convection. This condition is called neutral.

θ2 < θ1 The surface is warmer than the fluid and the gradient becomes ∂θ/∂z < 0 and therefore,
Ri < 0. Heat is transported by conduction and by convection from the surface to the fluid.
The convection results in a vertical, upward component of the flow that interacts with the
horizontal velocity component. This leads to the production of turbulence in the boundary layer
and therefore, is called unstable.

From our measurements we obtained the necessary values for p, Tair at a height of 100 m ,
wind speed vair, and wind direction as well as the sensor signal of the piezoelectric microphone.
By assuming the air was a perfect gas, the density ρ was calculated by the perfect gas law.

For the derivatives ∂θ/∂z and ∂v/∂z, the temperature and wind speed at a second height needed
to be known. Unfortunately, these data were not available during most of our measurements. Therefore,
these gradients had to be approximated in a different way.

The ground temperature (Tgnd) was estimated using data from the Deutscher Wetterdienst (DWD).
For the onshore measurements, the ground temperature at a nearby location was available at
hourly samples. The temperature of the sea for the offshore measurements was interpolated from
measurement stations on the island of Helgoland and at List on the island of Sylt.

The sign of Ri mostly depends on the temperature gradient, so the velocity gradient can be
regarded as of lower importance. Therefore, as a rough estimate, vgnd ≈ 0 was used to calculate the
velocity gradient. This mostly affected the absolute value of Ri but not the heat transfer conditions in
the atmospheric boundary layer.

With this procedure, estimates for Ri were possible. The identification of stable or unstable states
was simple. However, the neutral state required a value of exactly Ri = 0 which was difficult to
attain precisely within our set of approximations. To indicate a nearly neutral state, a bandwidth of
|Ri| < 0.02 was used instead.
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4. Results

The computation of the shape parameter was straightforward, and the results are shown in
Figure 4. The scale for the shape factor is shown on the left. Colors indicate locations, and symbols
represent velocity classes. Time series with s2

p < 2 were grayed out, and will not be considered
further in the following analysis. For purposes of comparison, shape factors from a particular velocity
measurement ([25], Ū = 7.6 m/s, u′ = 1.36 m/s) were included (black line) as well.

The general behavior of both shape parameter functions for velocity and pressure was similar,
whereas absolute values differed significantly. This behavior was also observed in reference [26].
Surprisingly, most of the pressure measurements resulted in s2

p close to zero.
We noted differences between the measurements of velocity and pressure concerning sampling

rates and length of the time series.
In Figure 4, offshore curves are distinguished with numbers in brackets. They were all recorded

on the same day with a short delay at the following times:

(1) 19 October 2010, 8:44 a.m.
(2) 19 October 2010, 8:54 a.m.
(3) 19 October 2010, 8:55 a.m.
(4) 19 October 2010, 8:57 a.m.

Figure 4. Shape parameters for all collected measurements. Colors represent locations: offshore,
onshore with wind coming from land or sea side. The symbols represent the velocity classes for the
wind speed. Measurements with max(s2

p) < 2 are shown in grey. For reasons of comparison, Taylor’s
and Kolmogorov’s time scales are given in 5 msec and 0.05 msec, respectively. The sensor’s resolution
goes down to approximately 0.3 msec only.

Pressure time series were recorded for a period of 100 s. For the first data set (1) s2
p was high.

However, then, the pressure data resulted in s2
p ≈ 0 until the values increased eight minutes later at
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(2). The time series (2), (3), and (4) were consecutive, so it can be said that the shape parameter for
the turbulent pressure fluctuations did not remain constant in time for this interval. When all time
series from 8:44 a.m. to 8:57 a.m.were concentrated into one and evaluated according to a common s2

p,
a curve similar to the curve for velocity fluctuations was obtained. This has already been presented
in reference [14].

We now try to relate these different statistical behaviors to the atmospheric boundary layer state.
With our estimation of the Richardson number, a stability state was determined. Selected data from all
our 119 measured data sets are shown in Tables 1 and 2. Measurements with s2

p > 0 are marked with
a star in the last column.

As can be seen from Table 1, high s2
p (s2

p > 0) behavior corresponded to unstable to neutral
Atmospheric Boundary Layer (ABL) conditions: −0.13 ≤ Ri ≤ 0.01. However, a significant correlation
with the Richardson number was not found.

Table 1. Summary of selected Atmospheric Boundary Layer (ABL) stability cases: wind speeds (vW)
and turbulence intensities (Ti) from cup anemometers, Ri numbers and estimated ABL states.

Date & Time Location
vW Ti Ri Boundary

(m/s) (%) (-) Layer State

21 October 2010, 7:56 a.m. Offshore 6.6 8.2 −0.54 Unstable
28 April 2008, 9:35 a.m. Onshore 6.1 11.9 −0.15 Unstable
19 October 2010, 8:57 a.m. Offshore 10.8 2.2 −0.13 Unstable *
19 October 2010, 8:44 a.m. Offshore 10.2 3.1 −0.12 Unstable *
19 August 2010, 8:13 a.m. Offshore 12.7 2.8 −0.06 Unstable

25 March 2008, 2:55 p.m. Onshore 11.3 10.8 −0.03 Unstable *
29 March 2008, 11:44 a.m. Onshore 15.3 10.6 −0.01 Neutral
30 March 2008, 6:04 p.m. Onshore 15.7 5.6 0.00 Neutral *
28 April 2008, 2:20 p.m. Onshore 5.8 2.1 0.01 Neutral *
1 May 2008, 2:55 a.m. Onshore 6.0 6.0 0.10 Stable
12 April 2008, 7:24 p.m. Onshore 5.2 11.0 0.28 Stable

4.1. Time Development of a Sample Time Series

Therefore, especially for the measurement on 19 October 2010, a possible transient behavior of the
shape factor was investigated in more detail. The time development of measured data is presented
in Table 2.

Table 2. Development of Time Series on October 19. Potential temperatures (θ), wind speeds (vW ) and
turbulence intensities (Ti) from cup anemometers, Ri numbers, and estimated ABL states.

Time θair θgnd vW Ti Ri Boundary s2
p �= 0

(K) (K) (m/s) (%) (-) Layer State

8:44 a.m. 283.6 286.8 10.2 3.1 −0.12 Unstable *
8:45 a.m. 283.5 286.8 10.2 3.9 −0.13 Unstable
8:47 a.m. 283.4 286.8 10.0 7.5 −0.14 Unstable
8:49 a.m. 283.4 286.8 10.1 7.3 −0.13 Unstable
8:50 a.m. 283.5 286.8 9.3 6.7 −0.16 Unstable
8:52 a.m. 283.5 286.8 11.2 6.0 −0.11 Unstable
8:54 a.m. 283.5 286.8 10.8 7.7 −0.11 Unstable *
8:55 a.m. 283.2 286.8 11.2 4.2 −0.12 Unstable *
8:57 a.m. 283.1 286.8 10.8 2.2 −0.13 Unstable *

The measurements started at 8:44 a.m. when s2
p was high and the turbulence intensity from cup

anemometers was low. In the following 7 min, the time series were found to have s2
p ≈ 0, with the

mean velocity and potential temperature of the air remaining constant. Only the turbulence intensity
increased from about 4 to about 8%.
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At 8:54 a.m., the shape factor began to rise (see also curve (2) of Figure 4). Promptly, the turbulence
intensity dropped more than 5.5 percentage points, and also, the potential temperature of the air
decreased by 0.4 K with the rising shape factor.

Our interpretation is summarized as follows: the boundary layer, corresponding to time interval
from 8:45 a.m. to 8:49 a.m. was stratified, and turbulent pressure fluctuations were distributed in
a Gaussian way. At 8:50 a.m., a cluster of warm air rose up from the warmer sea surface to higher
(and colder) regions (θair ≈ consant, vW fluctuating). This may have led to a stronger vertical shear,
thereby disturbing the (Gaussian) turbulent structures.

4.2. Occurrence Probabilities

As was seen in our evaluations of boundary layer states and shape factors, the occurrence of high
values for s2

p (a highly non-Gaussian behavior) stems from a non-linear, dynamic process with chaotic
phases, for which the term intermittency was introduced [27]. The occurrence probabilities for all of our
119 measurements are listed in Table 3.

In the first row, the number of states is listed for all measurements. We see much more unstable
(84) than neutral (23) or stable (12) conditions. The subsequent two rows list the numbers for offshore
and onshore locations with their states. In the fourth row, the tallies for high shape factor events are
listed for all measurements. The probability for the occurrence of a high-s2

p event at a specific boundary
layer state is shown in the next line. The same was done for both locations, offshore and onshore.

To correctly interpret the data, one has to know the circumstances of the measurements.
The onshore measurements took place in spring 2008 between March and May. During this time of year,
the ground begins to warm up slowly while the air heats up much faster, yielding stable conditions.
Project specific constraints limited the offshore measurement campaign to a period in late summer and
autumn 2010. At this time of year, the sea is still heated up from the summer and warms the air near
the surface, while the air temperature subsides, and many unstable conditions can be observed.

The focus was laid on the onshore measurements for the relation between the boundary layer state
and the occurrence of high shape factors in the turbulent pressure fluctuations. With a joint probability
of about 16.7%, a high-s2

p was found for unstable and neutral states (7 out of 42, see Table 3). However,
in stable conditions, a high-s2

p was not observed. So, we propose that turbulent fluctuations in the
pressure may deviate from a normal distribution much more frequently under unstable or neutral
boundary conditions than under stable conditions.

Table 3. Correlation of the occurrence probability of a high shape factor to boundary layer state for all
119 measurements.

Boundary Layer State

Unstable Neutral Stable Total

All 84 23 12 119
Offshore 65 0 0 65
Onshore 19 23 12 54

All s2
p = 0s2
p = 0s2
p = 0 7 4 0 11

Probability (%) 8.3 17.4 0.0 9.2

Offshore s2
p = 0s2
p = 0s2
p = 0 4 0 0 4

Probability (%) 6.2 -/- -/- -/-

Onshore s2
p = 0s2
p = 0s2
p = 0 3 4 0 7

Probability (%) 15.8 17.4 0.0 -/-

4.3. Confidence Considerations

To check the confidence of our above assumption, possible sources for errors were investigated.
Individual measurements at onshore locations were recorded at different hours and days, so they can
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be assumed to be independently and randomly sampled. The probability of occurrence of a high s2
p

event under combined unstable or neutral conditions was estimated to be Φ0 = 0.167. The statistical
test was based on a binomial distribution with the states event occurred and no event occurred.

To check the occurrence probability of an event in the onshore stable boundary layer states, for the
null-hypothesis, an occurrence probability was assumed to be the same as for unstable/neutral states,
and finding no event was just bad luck. The alternative hypothesis postulates a much lower probability
of Φ1 = 0.062 for high-s2

p events under stable conditions (see Table 4).

Table 4. Error estimation for the occurrence of non-Gaussian turbulence for onshore stable conditions.

Hypotheses:

H0 Occurrence probability is Φ0 = 0.167 in stable conditions
H1 Occurrence probability is Φ1 < Φ0 in stable conditions

Error Type I

Number of samples 12
Occurrence probability Φ0 = 0.167
Expected occurrences E0 = 2.00
Variance V0 = 1.67

Acceptance region for H0 {1. . . 12}
Rejection region for H0 {0}

Probability of error 11.2%

The number of expected events for H0 in onshore stable conditions is given in Table 4, and E0 = 2
and H0 were accepted if at least one event was found. However, no event of a non-Gaussian distribution
was found under onshore stable conditions, and H0 was rejected. The type I error rate was about
11.2%. This is also the level of significance (α). To improve the statistical significance, the number of
samples in stable conditions had to be raised up to 17 for α < 5% (or 26 for α < 1%), but has not been
done so far.

Since the offshore measurements were often consecutive within the same conditions, and no
observations in neutral or stable conditions were acquired, the statistical confidence could not be
estimated for the offshore turbulence. However, the calculated occurrence probability gave a good
approximation to allow the quality of the type II error for the onshore unstable and neutral boundary
layers to be checked. The setup for this test is presented in Table 5 and the errors were 11.4% for type I
(H0 was rejected despite it being true) and 14.9% for type II (H0 was accepted when it was really false).

Table 5. Error estimation for the occurrence of non-Gaussian turbulence for the onshore
unstable/neutral conditions.

Hypotheses:

H0 Occurrence probability is Φ0 = 0.062 in unstable/neutral conditions
H1 Occurrence probability is Φ1 > Φ0 in unstable/neutral conditions

Error Type I Error Type II

Number of samples 42
Occurrence probability Φ0 = 0.062 Φ1 = 0.167
Expected occurrences E0 = 2.58 E1 = 7.00
Variance V0 = 2.43 V1 = 5.83

Acceptance region for H0 {0. . . 4}
Rejection region for H0 {5. . . 42}

Probability of error 11.4% 14.9%
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These error estimates were acceptable with the small number of measurements and the occurrence
probability onshore was reasonable.

5. Impact on Boundary Layer Transition on a Wind Turbine Blade

In the preceding sections, we have described that small-scale turbulence below a Taylor’s
length-scale of less than 50 mm are likely to show non-Gaussian behavior. We now briefly describe
how this may be related to turbulent-laminar transitions on wind turbine blades. It has to be noted
that more detailed investigations have been performed in the upper atmosphere for small aircraft [8,9].
Corresponding outdoor experiments on wind turbines were reported in reference [10,28]. It can be
concluded that despite a high integral turbulence intensity of more that 10%, the energy content suitable
for the receptivity of TS-waves is even smaller than in a wind-tunnel environment. More evidence for
this low-frequency cut-off for aerodynamic important turbulence can be given by a simple argument
to estimate an upper frequency f � for a boundary layer (BL) responding to an oscillating outer flow.
Stokes [29], pp 191 ff, showed that this outer flow (with ω) is damped out by viscosity according to
U = u0 · e−ky · cos(ωt − ky) with k =

√
ω/2ν, ν being the kinematic viscosity and U being the main

flow in the x-direction, with y being perpendicular to that. Now, if we introduce a Stokes boundary
layer thickness by δS = 2π/k, we get f � = 4πν/δ2 ≈ 200 Hz. Here, we have set δS to an approximate
value of 1 mm, a typical value for laminar boundary layers on airfoils at Reynolds numbers of several
million. Therefore, this high-frequency, non-Gaussian regime may play an important role in triggering
the TS-type of (blade) boundary layer instability on the pathway towards fully developed turbulence.

6. Conclusions

High-frequency (above 100 Hz) resolved measurements of pressure fluctuations for different
average wind velocities under onshore and offshore conditions were investigated with respect to
higher order statistical properties and were related to atmospheric boundary layer stability. It was
found that up to a frequency of 4 kHz, pressure and velocity fluctuations obey the same power
spectrum, and further, out of 119 time series in total, high shape factors were shown to occur with
a total probability of about 10%, independent of the Taylor-length based Reynolds number. Sixty-four
percent of all high shape factor events were recorded during unstable thermal stratification, and the
level of occurrence seemed to be almost doubled when compared to onshore cases. When a continuous
sequence of time series was investigated, strong variations of the shape factor were sometimes observed
even during short periods of about half an hour.

We argue for a separation of time scales to distinguish between instationary and turbulent flow at
about 100 Hz, because it is clear that a severe reduction of total turbulence intensity takes place which
makes the usage of laminar airfoils (NACA 63-215, for example) meaningful.
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Abstract: A simplified free vortex wake (FVW) model called the vortex sheet and ring wake (VSRW)
model was developed to rapidly calculate the aerodynamic performance of wind turbines under
axial steady conditions. The wake in the simplified FVW model is comprised of the vortex sheets
in the near wake and the vortex rings, which are used to replace the helical tip vortex filament
in the far wake. The position of the vortex ring is obtained by the motion equation of its control
point. Analytical formulas of the velocity induced by the vortex ring were introduced to reduce the
computational time of the induced velocity calculation. In order to take into account both accuracy
and calculation time of the VSRW model, the length of the near wake was cut off at a 120◦ wake age
angle. The simplified FVW model was used to calculate the aerodynamic load of the blade and the
wake flow characteristic. The results were compared with measurement results and the results from
the full vortex sheet wake model and the tip vortex wake model. The computational speed of the
simplified FVW model is at least an order of magnitude faster than other two conventional models.
The error of the low-speed shaft torque obtained from the simplified FVW model is no more than
10% relative to the experiment at most of wind speeds. The normal and tangential force coefficients
obtained from the three models agree well with each other and with the measurement results at the
low wind speed. The comparison indicates that the simplified FVW model predicts the aerodynamic
load accurately and greatly reduces the computational time. The axial induction factor field in the
near wake agrees well with the other two FVW models and the radial expansion deformation of the
wake can be captured.

Keywords: wind turbine; simplified free vortex wake; vortex ring; aerodynamics; axial steady
condition

1. Introduction

Over the past four decades, free vortex wake (FVW) methods have emerged as robust and versatile
tools for modeling the aerodynamic performance of wind turbine rotors. Unlike the blade element
momentum (BEM) theory [1,2] where annular average induction is found, the FVW method can
determine vortical induction directly at the blade elements from the effect of the modeled wake
and the method is more efficient than computational fluid dynamic (CFD) methods. However,
the computational cost of the FVW method is much higher than that of the BEM method. Perhaps this
is the reason that the FVW method is not commonly used for predicting the aerodynamic loads of
wind turbine rotors in the wind energy community.

FVW methods are based on a discrete representation of the rotor vorticity field and a Lagrangian
representation of the governing equations for the wake elements. In essence, the wake elements
are allowed to convert and deform under the action of the local velocity field to force-free locations.
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Clearly, the ability to predict the aerodynamic performance of wind turbines is strongly dependent on
the ability to predict the highly complex wake geometry. Free wake analyses are fundamentally better
suited to the complex flowfields generated by wind turbines and avoid the difficulty of prescribing a
wake geometry but, in so doing, introduce more computational costs. Gohard [3] presented the first
full vortex sheet wake (FVSW) model for horizontal axis wind turbines, in which the unconstrained
wake was permitted to move freely with the local velocities existing in the wake. The initial wake
geometry of the FVSW model is shown in Figure 1a. FVSW methods for the analysis of wind turbine
aerodynamics were also used by Arsuffi et al. [4], Garrel [5], Sant et al. [6] and Sebastian et al. [7].
These methods are computationally expensive, making them somewhat impractical as a design tool.
To remedy this problem, Rosen et al. [8] divided the wake into two regions, i.e., near and far wakes.
The calculations associated with the far wake are speeded up by some approximations. The most
popular approximation is the tip vortex wake (TVW) model [9–12] as shown in Figure 1b, in which,
the far wake extends beyond the near wake and is comprised of a single helical tip vortex filament,
which is appropriate based on the physics of the flow. The strength of the tip vortex is determined
by assuming that the sum of the blade bound vorticity outside of the maximum is trailed into the tip
vortex. The release point of the tip vortex is usually the tip of the blade. More significant simplifications
to the FVW models for wind turbines are attributed to Miller [13], Afjeh et al. [14], and Yu et al. [15].
The vortex wake system was simplified by Miller [13] and Afjeh et al. [14] into three parts: a number
of straight semi-infinite vortex lines, a series of vortex rings, and a semi-infinite vortex cylinder.
The method has been used for comprehensive rotorcraft and wind turbine analyses. Yu et al. [15]
developed a free wake model that combines a vortex ring model with a semi-infinite cylindrical
vortex tube, in which the thrust coefficient of the rotor must be known and is used to calculate the
strength of the new vortex ring produced in a time step. Except for the approximations of the wake,
parallelization techniques have been used to address the computational expense problem of the FVW
model. Farrugia et al. [16] modified the FVW code Wake Induced Dynamics Simulator (WInDS) [7]
to enable parallel processing. Later, Elgammi et al. [17] used the modified model to investigate the
cycle-to-cycle variations in the aerodynamic blade loads experienced by yawed wind turbine rotors
operating at a constant speed with a fixed yaw angle. Turkal et al. [18] used a Graphics Processing
Unit (GPU), to exploit the computational parallelism involved in the free-wake methodology.

(a) (b) 

Figure 1. Schematic of the initial wakes of different FVW models. (a) FVSW model. (b) TVW model.

In FVW methods, the number of discrete elements per vortex filament can be very large, making
the tracking process memory-intensive and computationally demanding, although still considerably
less demanding than when using CFD methods. The FVSW model has a computation time of about
tens of minutes at one steady condition, and the TVW model has a computation time of about several
minutes. Although the TVW model requires much less computational time than the FVSW model
because it has fewer wake nodes in the far wake, the computational cost makes it somewhat impractical
as an iterative optimization design tool. The main objective of this study is to reduce the number
of wake nodes that need to be computed and achieve lower computation time in the axial steady

73



Appl. Sci. 2018, 8, 866

condition. The velocity in the plane of rotation of the blade induced by the near wake is remarkable,
so the near wake is still modeled by the vortex sheets in order to reflect the actual flow in this study.
The effect of the far wake on the plane of rotation is relatively smaller due to the increase in distance,
so the far wake is simplified into a series of vortex rings through learning from the studies of Miller [13]
and Yu et al. [15]. Therefore, the new simplified FVW model is referred to as the vortex sheet and ring
wake (VSRW) model.

In Section 2, the development of the VSRW model is described. Section 3 describes the analysis of
the effect of the length of the near wake. The results are presented in Section 4 and include the rate
of convergence of the wake iteration, the wake geometry, the induction factor in the wake, and the
low-speed shaft torque (LSST). The conclusions are drawn in Section 5.

2. Simplified Free Vortex Wake

The development of the simplified FVW model will be presented in this section. The blade model
is first briefly introduced and then the representation of the wake model is provided, including the near
wake model and the far wake model. For completeness, the calculation procedure of the simplified
FVW model is detailed.

2.1. Blade Model

The FVW model assumes that the flow field is incompressible and potential. Figure 2 shows
the rotor body frame coordinates with the z-axis pointing downstream. The blade is modeled by the
Weissinger-L model [19], which is a good compromise between the lifting line and the lifting surface
models, as a series of straight constant-strength vortex segments lying along the blade quarter chord
line. The control points are located at the 3/4-chord line at the center of each vortex segment. The wake
vortices extend downstream from the 1/4-chord and form a series of horseshoe filaments. The trailing
and shed vortices are modeled by the trailing and shed straight-line vortex filaments as shown in
Figure 2.

 

Figure 2. Schematic of the blade model and the vortex wake model.

The blade root section corresponds to the boundary of the first blade element. The remaining
boundary distribution along each blade is achieved using the following “arc-cosine” relationship:

(rb)i =
(rb)i

R
=

2
π

arccos
(

1 − i − 1
NE

)
(1)

where NE is the number of blade elements and i is the element boundary number (i = 1, . . . , NE + 1).
Consequently, there are NE element control points and (NE + 1) boundary points.
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The strength, Γb, of each blade element is evaluated by the application of the Kutta-Joukowski
theorem on the basis of airfoil data. The bound vorticity for the ith blade element is given by:

(Γb)i =
1
2

WiClci (2)

where Wi is the resultant velocity at the ith control point and ci is the chord of the ith blade element.
To take into account the three-dimensional rotational effect, the 2D airfoil data is modified by the
Du-Selig stall-delay model [20].

2.2. Near Wake Model

The wake that extends downstream from the blade is divided into two parts: the near wake and
the far wake (Figure 1b). The near wake is modeled by the vortex sheets, which consist of the trailing
and shed vortex filaments. The circulation of each blade element is assumed to be constant. However,
the adjacent segments may have unequal loadings and, therefore, have different circulation strengths.
The circulation strength of each trailing vortex is equal to the difference between the bound vortex
strengths of the two adjacent segments. The circulation strength of each shed vortex is equal to 0 in
the axial steady condition. The vortex filaments are allowed to freely distort under the influence of
the local velocity field. The convection of these vortex filaments can be described by the Helmholtz
equation. For a blade with fixed coordinates, the governing equation of the vortex filaments can be
written as the partial differential form:

∂rv(ψ, ζ)

∂ψ
+

∂rv(ψ, ζ)

∂ζ
=

1
Ω
[V0 + Vind(ψ, ζ)] (3)

where r is the position vector of the vortex collocation point; Vind equals the mean value of the induced
velocities at the surrounding four grid points [9].

To solve the convection equation of the vortex filaments, numerical solutions have been
investigated over the last decades, including relaxation methods [21] and time-marching methods [9,11].
The time-marching methods can potentially provide the best level of approximation to the rotor wake
problem with the fewest application restrictions. However, these methods have been found to be
rather susceptible to numerical instabilities [22]. On the other hand, the relaxation methods improve
the ability to control the non-physical wake instabilities by explicit enforcement of the wake periodicity.
The relaxation methods can only be used for steady-state problems.

In this study, the axial steady conditions are predicted. It is sufficient to apply a steady relaxation
scheme to solve the convection equation of the vortex filaments in the near wake. A five-point
central difference approximation is used for both the temporal and spatial derivatives. The detailed
information can be found in Reference [21]. A pseudo-implicit technique [23,24] has been introduced
to improve the stability of the free-vortex iteration. The effective range of the azimuthal discretization
is usually between Δψ = 5◦ and Δψ = 20◦ [22,25] and Δψ = 10◦ was selected for use in this study.
The spatial step Δζ uses the same value as the azimuthal step.

The velocity in the plane of rotation of the blade induced by the near wake is remarkable, so the
length of the near wake is significant for the accuracy of the proposed model. The determination of the
length of the near wake will be discussed further in Section 3.

2.3. Far Wake Model

In the TVW model, the far wake is modeled by the tip vortex model. In this study, vortex rings
are used to replace the helical tip vortex filament as shown in Figure 3. Point A is the release point of
the tip vortex and point C is the origin point of the 2nd circular tip vortex filament. The intersection
point B of the vortex ring and the replaced helical tip vortex filament is located at the middle of every
circular helical filament. The center of the ring is on the rotor’s rotation axis. The point 1 opposite
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the point B on the ring is the control point of the vortex ring. The wake length in this paper is 4R.
The number of the vortex rings is determined by the wake length:

NC = INT
(

4R
V0

· Ω
2π

)
+ 1 (4)

where the equation INT is an integer-valued function; therefore, we need to add 1 to consider the
missing part.

Figure 3. Schematic of the far wake.

As shown in Figure 3, points 1, 2, and 3 are the control points of the 1st, 2nd, and 3rd vortex
rings respectively. In the axial steady condition, the vortex rings in the far wake are stationary when
the wake geometry is convergent. It is assumed that point A will arrive at the position of point 1
when it moves under the influence of the velocity of point A for one half of the rotational period.
Therefore, one period will be experienced between the two control points of the adjacent vortex rings.
The position of the nth control point can be represented by its axial position Zcr(n) and its radial
position Rcr(n). The axial position can be obtained by:

Zcr(1) = ZA +
NT/2

∑
k=1

Δψ

Ω

(
V0 + VA

ind,Z

)
Zcr(n) = Zcr(n−1) +

NT
∑

k=1

Δψ

Ω

(
V0 + Vn−1

ind,Z

)
, 2 ≤ n ≤ NC

(5)

The radial position can be obtained by:

Rcr(1) = RA +
NT/2

∑
k=1

Δψ

Ω VA
ind,R

Rcr(n) = Rcr(n−1) +
NT
∑

k=1

Δψ

Ω Vn−1
ind,R, 2 ≤ n ≤ NC

(6)

2.4. Velocity Induced by the Near Wake and the Far Wake

2.4.1. Velocity Induced by the Near Wake

The vortex filaments of the near wake comprise a series of straight-line vortex elements.
The velocity induced by the vortex filaments equals the sum of the velocities induced by the
straight-line vortex elements at the control nodes of the vortex elements, which are calculated using
the Biot–Savart law as:

Vind =
Γ

4πh
(cos θA − cos θB)

rA × rB

|rA × rB|
(7)
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where h, θA, θB, rA, and rB are as shown in Figure 4. However, if a collocation point is positioned very
close to the vortex-line segment, then ( h → 0) will result in a very high induced velocity. In addition,
the self-induced velocity (h = 0) exhibits a logarithmic singularity. These two phenomena cause
convergence problems. To avoid these numerical problems, some vortex core models based on
the Lamb-Oseen vortex model [26], Ramasamy and Leishman vortex model [27], Vatistas vortex
model [28] and β-Vatistas vortex model [29,30] have been applied in a FVW model. In our recent work,
we compared the effects of the β-Vatistas model and Lamb-Oseen model in the FVW model [29] and
further studied the application [30] of the β-Vatistas model. In this study, a vortex core model based
on the Lamb-Oseen vortex model, which is the most widely adopted and simpler model, was used.
To account for the effect of viscous diffusion, the vortex core radius growth is used in the Biot-Savart
law and is modified by using an empirical viscous growth model [31]. The stretching effect of the
vortex filaments is taken into account by the application of a model developed by Ananthan and
Leishman [32].

Figure 4. Schematic of the straight-line vortex elements.

2.4.2. Velocity Induced by the Far Wake

The analytical formulas of the velocity induced by a vortex ring are given by Yoon and Heister [33].
Figure 5 shows the Cartesian coordinate system used in this study for the induced velocity calculation.
The axial and radial velocities at an arbitrary point P induced by the nth vortex ring are given by:

vind,z =
Γn

2πa

[
K(m)−

b2 + R2
p − R2

cr(n)

a2 − 4RpRcr(n)
E(m)

]
(8)

vind,r = − bΓn

2πRpa

[
K(m)−

b2 + R2
p + R2

cr(n)

a2 − 4RpRcr(n)
E(m)

]
(9)

where

a =

√(
Zp − Zcr(n)

)2
+
(

Rp + Rcr(n)

)2
(10)

b = Zp − Zcr(n) (11)

K(m) and E(m) are the complete elliptic integrals of the first and second kind, where m is given by:

m =
4RpRcr(n)

a2 (12)

A fast method [34] is used for evaluating the first and second integrals. When point P is
on the vortex ring, the induced velocity is calculated by Equation (7) to avoid the self-induced
numerical problem.
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Figure 5. Schematic of the coordinate system for the induced velocity calculation of the vortex ring.

2.5. Calculation Procedure

The calculation process of the proposed simplified FVW model is shown in Figure 6. The following
provides detailed explanations for some steps in the flowchart.

• In step 2, the initial wake geometry of the near wake consists of a set of regular helixes. The initial
wake geometry of the far wake is calculated by Equations (5) and (6) and the initial induced
velocities in the two equations equal 0.

• In step 5 and step 7, the velocity at the node and the control point induced by the vortices is
calculated using the methods in Section 2.4.

• In step 6, the five-point central difference approximation is used to solve the convection equation
of the vortex filaments in the near wake and Equations (5) and (6) are used to obtain the shape
and location of the vortex rings in the far wake.

• In step 8, the root mean square (RMS) change between the new wake geometry and the old wake
geometry of the two iteration steps is calculated. If the RMS change is less than a prescribed
tolerance of 10−4, convergence is achieved. Otherwise, return to step 3.

 

Figure 6. Flowchart of the simplified FVW model.
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3. Length of Near Wake

To validate the VSRW model, the National Renewable Energy Laboratory (NREL) Phase VI wind
turbine is used in this paper as a test case. The NREL Phase VI is a stall-regulated turbine. This turbine
was designed by the NREL. The experiments were performed in the National Aeronautics and Space
Administration (NASA) Ames wind tunnel (24.4 × 36.6 m) [35], which is considered a benchmark for
the evaluation of wind turbine aerodynamic methods.

In the TVW model, the near wake is truncated after a short azimuthal distance, which is typically
an azimuth angle of about 60◦ [36] in the helicopter field. Beyond this point, the far wake extends
and is comprised of a single tip vortex filament. In the proposed VSRW model, one should ensure
that the vortex sheet extends sufficiently far downstream. The aerodynamic performance of the rotor
should be independent of the length of the vortex sheet. The length of the vortex sheet (or length of
the near wake) can be represented by the wake age angle of the near wake. The spatial step equals 10◦

as mentioned above.
The LSST has been calculated used different lengths of the near wake ranging from 10◦ to 360◦.

Figure 7 shows the LSST along the length of the near wake at different wind speeds. As the length of
the near wake increases from 10◦, the LSST increases at the beginning and reaches the first maximum
value at a certain near wake length. When the length of the near wake is longer than this certain length,
the LSST is nearly constant at this maximum value. This certain length of the near wake is defined as
the dividing length in this study. It is evident that the dividing length of the near wake is about 120◦ at
wind speeds of 13 m/s, 20 m/s and 25 m/s, about 150◦ at wind speeds of 7 m/s and 10 m/s and about
140◦ at a wind speed of 15 m/s. At wind speeds of 7 m/s, 10 m/s and 15 m/s, the changes of the LSST
between the near wake length of 120◦ and the dividing length are about 0.73%, 0.08% and 0.04% of the
first maximum value. This illustrates that when the length of the near wake is about 120◦, the LSSTs
achieve nearly constant values at all wind speeds.

Figure 7. LSST along the length of the near wake at different wind speeds (The red points are the LSST
values with a near wake age angle of 120◦).
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The calculation time of the VSRW model along the length of the near wake was also examined.
The central processing unit (CPU) of the computer is an Intel Core i5-4200U and the memory is 8 GB.
Figure 8 shows the wake iteration time along the length of the near wake at 7 m/s and 15 m/s. It is
apparent that the number of discrete nodes used to approximate the near wake increases as the length
of the near wake increases. However, the computational cost for the induced-velocity calculation
changes as the square of the number of discrete nodes [25].

Figure 8. Wake iteration time along the length of the near wake at 7 m/s and 15 m/s.

The vortex sheet of the near wake is cut off at a 120◦ wake age angle in the VSRW model after
considering the accuracy and calculation time. The red points in Figure 7 are the LSST values with a
near wake age angle of 120◦ at every wind speed. It is observed that all LSST values reach the stationary
values when the length of the near wake is 120◦. It should be noted that this cut-off wake age angle
is just an empirical angle rather than a real roll-up angle. In the following section, the aerodynamic
analysis is conducted using the VSRW model with the near wake age angle of 120◦.

4. Description of TVW and FVSW Models

To compare the calculation time and the accuracy of the proposed VSRW model with other models,
the existing and mature models TVW and FVSW are used in this study. The blade models of the
TVW and FVSW models are the same as the blade model of the VSRW model. As shown in Figure 2,
the wake of the TVW model consists of vortex sheets in the near wake and tip vortex filaments in the
far wake; the wake of the FVSW model consists of only vortex sheets in the near wake and far wake.
The wake lengths of the two models are 4R and the near wake length of the TVW model was also set
at 120◦. The five-point central difference approximation [21] and the pseudo-implicit technique [23,24]
are used to solve the convection equation of the vortex filaments in all the wakes of the TVW and
FVSW models. The prescribed tolerances of the RMS change are all set as 10−4.

5. Results and Discussions

5.1. Wake Iteration

In this study, we focus on decreasing the calculation time of the vortex model, which is
approximately equal to the computational cost for the wake iteration. Figure 9 shows the wake
iteration time of the VSRW model, TVW model, and FVSW model at the wind speeds of 7 m/s, 15 m/s,
and 25 m/s. The wake iteration of the VSRW model requires 7.94 s, 13.37 s, and 20.24 s at the three
wind speeds respectively; the computation speed is far faster than the two other models. The wake
iteration time of the VSRW model at 7 m/s is two orders of magnitude less than for the FVSW model
and the other times are one order of magnitude less. The VSRW model can generate results much
faster than the two conventional methods mainly for two following reasons.
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(1) In the VSRW model, the position of the vortex ring is determined by its control point, so we just
have to calculate the induced velocity and the position of the control point of the vortex ring
in the far wake. However, in the conventional methods, induced velocities and positions of all
nodes of the vortex filaments in the far wake need to be calculated.

(2) The analytical method described in Section 2.4.2 is used to calculate the velocity induced by the
far wake in the VSRW model. In the conventional methods, the velocity induced by the far wake
is the sum of the velocities induced by the straight-line vortex elements, which are calculated
using the Biot–Savart law.

 

Figure 9. Wake iteration time of the VSRW model, TVW model, and FVSW model at 7 m/s, 15 m/s,
and 25 m/s.

Figure 10 shows the convergence histories of the RMS of the error in the wake geometries at wind
speeds of 7 m/s, 15 m/s, and 25 m/s using the three wake models. The convergence iteration numbers
of the VSRW and TVW models are higher when the wind speed is higher. However, the convergence
iteration number of the FVSW model does not change much with increasing wind speed. The wake
iteration time depends on the convergence iteration number and the computational time of each step.
In the TVW and FVSW models, more resources are needed to calculate the induced velocity field and
the positions of the wake nodes; this results in a longer wake iteration time as shown in Figure 9. This is
apparent in the FVSW model because of the dense vortex sheets, especially at a wind speed of 7 m/s.
The introduction of the vortex ring technology in the far wake of the proposed VSRW model saves a
lot of calculation time for determining the induced velocity field of the vortex rings and the positions
of the vortex ring control points; as a result, the computational time for each step is greatly reduced.
Therefore, the wake iteration time is still very short at a high wind speed although the convergence
iteration number increases markedly.

(a) 7 m/s 

Figure 10. Cont.
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(b) 15 m/s 

(c) 25 m/s 

Figure 10. Convergence history of the RMS of the error in the wake geometry.

5.2. Low Speed Shaft Torque

The computational time of the proposed VSRW model can be greatly reduced and in the following
section, we analyze its accuracy. The aerodynamic load of the LSST is predicted by the three different
wake models. Figure 11 shows the aerodynamic estimates from the models compared with the
values measured directly at the shaft [35]. The trends of the calculated results are consistent with the
measurement results. Above 15 m/s, the estimated values begin to differ from each other and from the
value measured at the shaft. The reason is that most of the blade is undergoing a stall flow. Although
the 2D airfoil data are modified by the stall-delay model, the accurate prediction of the aerodynamic
load in rotational and stall conditions is still challenging. This is also reflected in the studies by Breton
et al. [37] who used a prescribed vortex wake technique and by Sant et al. [6] who used a free vortex
wake technique. All the results from the VSRW model are slightly higher than those from the TVW
and FVSW models. Except for 20 m/s, the results from the VSRW model could have errors no more
than 10% relative to the experiment data. At 20 m/s, the error relative to the experiment data is about
16%. However, it is gratifying that the simplification of the far wake in the VSRW model did not
significantly affect the accuracy of the aerodynamic load prediction.

Figure 11. Measured and calculated results of LSST of NREL Phase VI wind turbine for wind speeds
ranging from 7 m/s to 25 m/s.
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5.3. Radial Distribution of Blade Airloads

The distributions of the normal and tangential force coefficients (Cn and Ct) at different wind
speeds are computed by the proposed VSRW model, the TVW model, and the FVSW model.
Figures 12 and 13 show the normal force coefficients and the tangential force coefficients respectively
at 7 m/s, 15 m/s, and 25 m/s from the models and comparisons with the measurement results [35].
It is evident that the trends of the distributed airloads along the blade span are consistent with
the measurement results. At 7 m/s, Cn and Ct derived by the three models agree well with the
measurement results; Cn and Ct predicted by the VSRW model could have errors no more than 5%
and 9% respectively relative to the experiment data. At high wind speeds of 15 m/s and 25 m/s,
the estimated values, especially Ct, begin to differ from each other and from the measurement results
because most of the blade is undergoing a stall flow. The comparison results exhibit similarities to the
calculation of the LSST and illustrate that the proposed VSRW model predicts the radial distribution of
the blade airloads as well as the TVW and FVSW models.

(a) 7 m/s (b) 15 m/s 

 
(c) 25 m/s 

C
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r R
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r R
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Figure 12. Comparison of the distributions of the computed normal force coefficients at (a) 7 m/s,
(b) 15 m/s, and (c) 25 m/s along the blade radial positions for NREL Phase VI in axial steady conditions.

 
(a) 7 m/s (b) 15 m/s 
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Figure 13. Cont.
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(c) 25 m/s 
C
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r R

Figure 13. Comparison of the distributions of the computed tangential force coefficients at (a) 7 m/s,
(b) 15 m/s, and (c) 25 m/s along the blade radial positions for NREL Phase VI in axial steady conditions.

5.4. Wake Geometry

Figure 14 shows the wake geometries at 10 m/s computed using the three different wake models.
The azimuthal angle of the wake geometry is 0◦. The wake deformation computed by using the FVSW
model differs from that shown in Figure 2a. The wake deformation of the near wake of the VSRW and
TVW models is also shown. The number of discrete wake nodes is far higher for the FVSW model
than for the VSRW and TVW models; therefore, more computational time is required. It should be
noted that the vortex rings from the two blades overlap at the same axial position. Therefore, there are
actually six vortex rings in Figure 14a.

(a) VSRW model 

(b) TVW model 

Figure 14. Cont.
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(c) FVSW model 

Figure 14. Wake geometries (front view) at four times the radius distance behind the rotor at 10 m/s
calculated using the (a) VSRW model, (b) TVW model, and (c) FVSW model.

5.5. Induction Factor in the Wake

Figure 15 shows the contours of the axial induction factor in the XOZ plane at the blade azimuthal
angle of 0◦. In the front of the plane Z/R = 0.5 (on the left of the red dashed line in Figure 14),
the distributions of the axial induction factor are similar for the three wake models. On the right of
the red dashed line, the patterns of the contours of the axial induction factor are similar for the TVW
and FVSW models but a marked difference is observed for the VSRW model. This is because the
vortex rings are used to replace the helical tip vortex filament in the far wake. The radial expansion
deformation of the wake can be captured by the VSRW model, as well as the other two models. The two
overlapping vortex rings at the same axial position are the reason that the maximum axial induction
factor around the vortex ring is twice as high as the maximum value in the TVW and FVSW models.
On the motion trail of the tip vortex, the axial induction factor remains at about −0.1 in three wake
models; therefore, the assumption of the constant induced velocity is reasonable when the control
point is moving.

(a) VSRW model 

Figure 15. Cont.
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(b) TVW model 

(c) FVSW model 

Figure 15. Contours of the axial induction factor.

6. Conclusions

In this study, a simplified FVW model was developed to rapidly calculate the aerodynamic
performance of wind turbines in axial steady conditions. The helical tip vortex filament of the far
wake in the traditional FVW model is replaced by several vortex rings. The proposed computing
method of the vortex ring position and the proposed analytical formulas of the vortex ring-induced
velocity greatly reduce the computational time. The length of the near wake was cut off at a 120◦

wake age angle to take into account both the accuracy and the calculation time of the VSRW model.
The computational speed of the simplified FVW model is at least an order of magnitude faster than
other two conventional models and the convergence and stability are good.

The simplified FVW model accurately predicts the blade aerodynamic load, including the LSST
and the distributions of the span’s normal and tangential force coefficients. The error of the low speed
shaft torque obtained from the simplified FVW model is no more than 10% relative to the experiment
at most wind speeds. The normal and tangential force coefficients obtained from the three models
agree well with each other and with the measurement results at the low wind speed. At the high wind
speed, the estimated values begin to differ from each other and from the measurement results because
most of the blade is undergoing a stall flow

Except for differences in the axial induction factor field in the far wake, the axial induction factor
field in the near wake computed by using the simplified FVW model agrees well with the other two
FVW models and the radial expansion deformation of the wake is captured. The comparison of the far
wake structure illustrates that the helical tip vortex filament, which is used in the TVW model, is more
appropriate based on the physics of the flow.

Overall, in axial steady conditions, the computational time of the simplified FVW model is at least
an order of magnitude less than that of traditional FVW models and the prediction accuracy is not
affected significantly. On this basis, a study of the unsteady simplified FVW model will be conducted
in the future.
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Nomenclature

Variables

a, b Coefficients in the induced velocity equation (-)
ci Chord of the ith blade element (m)
Cl Lift coefficient (-)
Cn Normal force coefficient to the rotor disc (-)
Ct Tangential force coefficients to the rotor disc (-)
h Distance from the collocation point to the vortex-line segment (m)
i, k, n Integer variables (-)
NC Number of vortex rings (-)
NE Number of blade elements (-)
NT Number of time steps of a circle (-), NT = 2π/Δψ

r Radial location of the blade (m)
R Rotor tip radius (m)
rb Dimensionless radial location of the blade element boundary (-)
rb Radial location of the blade element boundary (m)
rv Position vector of the vortex collocation point (m)
rA Position vector from point A to point P (m)
rB Position vector from point B to point P (m)
Rcr(n) Radial position of the nth vortex ring control point (m)
RA Radial position of the tip vortex release (m)
RP Radial position of point P (m)
Vind Induced velocity vector (m/s)
vind,r Radial velocity at point P induced by the nth vortex ring (m/s)
vind,z Axis velocity at point P induced by the nth vortex ring (m/s)
Vn

ind,R Radial velocity at the nth vortex ring control point induced by all vortex field (m/s)
VA

ind,R Radial velocity at point A induced by all vortex field (m/s)
Vn

ind,Z Axis velocity at the nth vortex ring control point induced by all vortex field (m/s)
VA

ind,Z Axis velocity at point A induced by all vortex fields (m/s)
V0 Free stream velocity vector (m/s)
Wi Resultant velocity at the control point of the ith blade element (m/s)
X X axis in the coordinate system pointing right as viewed from the front (m)
Y Y axis in the coordinate system pointing vertically downwards (m)
Z Z axis in the coordinate system in the direction of wind flow (m)
Zcr(n) Axis position of the nth vortex ring control point (m)
ZA Axis position of the tip vortex release (m)
ZP Axis position of point P (m)
Γ Vortex circulation (m2/s)
Γb Bound circulation of the blade element (m2/s)
Γn Vortex circulation of the nth vortex ring (m2/s)
Δζ Discretization of the azimuthal angle (rad)
Δψ Discretization of the wake age angle (rad)
ζ Vortex wake age angle (rad)
θA Angle between vector rA and vector AB (rad)
θB Angle between vector rB and vector AB (rad)
ψ Azimuthal angle (rad)
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Abbreviations

BEM blade element momentum
CFD computational fluid dynamics
CPU Central Processing Unit
FVSW full vortex sheet wake
FVW free vortex wake
GPU Graphics Processing Unit
LSST low speed shaft torque
NASA National Aeronautics and Space Administration
NREL National Renewable Energy Laboratory
RMS root mean square
TVW tip vortex wake
VSRW vortex sheet and ring wake
WInDS Wake Induced Dynamics Simulator
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Abstract: This study aims to assess the dynamic stall of the wind turbine blade undergoing pitch
oscillation (PO) and oscillating freestream (OF), respectively. Firstly, a thin-airfoil theoretical analysis
was performed to differentiate between these two dynamic effects. During upstroke, PO results in a
positive effective airfoil camber, while OF has an additional negative effective airfoil camber, and yet
in contrast during downstroke, PO decreases the effective camber, while OF increases the effective
camber. Secondly, the equivalence relation between PO and OF is investigated by numerically
solving the unsteady Reynolds-averaged Navier-Stokes equations. The difference between PO and
OF mainly exists in the linear part of the aerodynamic loads. Because the difference is great at high
reduced frequencies or angle of attack (AOA) amplitudes, PO and OF should be treated separately
for dynamic stall from different aerodynamic sources. Thirdly, the Beddoes-Leishman dynamic
model coupled with Bak’s rotational stall delay model was used to predict the yawed responses of
the blade section. The obtained results show different aerodynamic responses between PO and OF,
although consideration of rotational augmentation can greatly improve the accuracy of the lift and
drag coefficients. To improve the understanding and coupling modeling of rotational augmentation
and dynamic stall, an extended analysis of the coupled effect was performed as well.

Keywords: dynamic stall; pitch oscillation; oscillating freestream; rotational augmentation;
wind turbine

1. Introductions

Horizontal axis wind turbines (HAWTs) often experience unsteady air loads, to which wind
turbine failures, reduced machine life, and increased operating maintenance are all directly linked.
However, deep understanding and accurate prediction of the unsteady blade air loads and rotor
performance face many challenges [1], among which ‘dynamic stall’ is of particular significance.
Dynamic stall is characterized by the shedding and passage of a strong vortical disturbance over the
suction surface, inducing a highly nonlinear fluctuating pressure field [2]. The unsteady effects on
HAWTs can be classified into two categories according to different aerodynamic sources. One is blade
motion, such as blade pitching, elastic bending, and flapping. The other is varying flow field structure
induced by atmospheric turbulence, wind shear, wind gust, yawed inflow, tower shadow, interactions
among rotors in a wind farm, and so on. These sources ultimately act on the local angle of attack
(AOA) and velocity field at the blade-section level, hence producing unsteady loads on the blades.

In the 1980s, McCroskey [2] and Carr [3] conducted a comprehensive review on the main physical
features of dynamic stall of helicopter rotors. Then, Butterfield [4] verified the great effect of dynamic
stall on HAWT performance. In order to consider dynamic stall in engineering, several empirical and
semi-empirical models have been developed for rotor air load prediction and rotor design analysis.
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These models often contain simplified representation of the essential physics using sets of linear
and non-linear equations for the lift, drag, and pitching moment [5–7]. Leishman and Beddoes [6]
developed the well-known Beddoes-Leishman (B-L) model based on proper considerations of flow
mechanisms. An apparent advantage of the B-L model is that it yields good results with relatively few
empirical coefficients, most of which can be derived from the static airfoil data. Despite the original
application to helicopters (compressible flow), the B-L model has been introduced into wind turbines
with several modifications [8–11]. Another promising method is the computational fluid dynamics
(CFD) simulation achieved by numerically solving the Navier-Stokes equations with a suitable
turbulence model. CFD methods have a very good capability of predicting both two-dimensional
(2D) and three-dimensional (3D) dynamic stall events [12,13]. Ekaterinaris and Platzer [14] provided
a comprehensive review on the computational prediction of dynamic stall. For Reynolds-averaged
Navier-Stokes simulations (RANS), they found that the SST k-ω eddy viscosity model [15] performs
better than any other two-equation models. However, their results are not yet satisfactory in the
stalled regime and during flow reattachment. In this regard, they further found that the accurate
prediction of transition from a laminar-to-turbulent boundary layer is a key element of improved
hysteresis predictions.

As is well known, most of the information concerning dynamic stall is obtained by sinusoidal
pitch oscillation about the quarter-chord axis, because this motion is considered to be adequate to
represent the characteristics of dynamic stall. However, other types of motion, such as plunging
oscillation, fore-aft motion, and oscillating freestream, can make a big difference in the dynamic-stall
process [3,16]. In terms of relative motion, the blade motion and flow field variation may be further
subdivided into the following three pairs (Figure 1):

• Firstly, the blade sections experience a time-varying tangential velocity (Figure 1a) under yawed
inflow or in-plane gusts; as a counterpart, the blade sections undergo a fore-aft motion with
edgewise vibration (Figure 1b).

• Secondly, unsteady inflow will cause a time-varying velocity component perpendicular to the
rotor plane (Figure 1c); as a counterpart, the blade sections undergo a plunge motion during
flapwise vibration (Figure 1d).

• Thirdly, a periodic AOA change (i.e., oscillating freestream, OF) results from the superposition
of rotational velocity and the in-plane freestream velocity component (Figure 1e) under yawed
inflow; as a counterpart, pitch oscillation (PO) occurs and affects the effective AOA under blade
pitching or elastic bending (Figure 1f).

Van der Wall and Leishman [16] clarified the difference in the nature of the first pair, time-varying
tangential velocity and fore-aft motion; the latter leads to a uniform perturbation velocity across the
airfoil chord, while the former produces a perturbation velocity gradient across the chord. When the
reduced frequency is low, both of them may be considered almost identical, which, however, is invalid
for high reduced frequencies. Similarly, it can be speculated that time-varying freestream velocity will
bring about a different effect on perturbation velocity from that of the plunging motion. For the third
pair, Karbasian et al. [17] stated that OF can be referred to as PO. However, the equivalence relation
between PO and OF still remains open from the point of view of Van der Wall and Leishman [16].
Practically, PO is generally used to conduct experimental studies and establish the engineering models.
In order to improve the wind turbine unsteady aerodynamic prediction, it is necessary to clarify the
relation between PO and OF.
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Figure 1. Schematic of different unsteady aerodynamic sources from a blade-section view. The left
comes from varying flow field structures, and the right comes from the blade motion. The dashed line
denotes the rotor plane. (a) Time-varying tangential velocity; (b) Fore-aft motion; (c) Time-varying
normal velocity; (d) Plunge motion; (e) Oscillating freestream; (f) Pitch oscillation.

To investigate the dynamic stall of the blade sections under PO and OF, the problem of dynamic
stall must be considered as fully 3D due to the rotational effect [1]. During the last few decades,
both dynamic stall and rotational effects have captured significant attention but have been studied
independently. The rotational effects play an important role in the boundary layer development due to
the centrifugal and Coriolis forces. The centrifugal force results in radial flow, thinning the boundary
layer of the blade. On the other hand, the Coriolis force adds a chordwise positive pressure gradient,
flattening the separated zone and delaying the flow separation. Because the gross output power and
sectional lift are clearly elevated with flow separation delayed, the rotational effect is also called a
rotational augmentation. Several stall delay models have been developed to correct the 2D airfoil
data by Snel et al. [18], Chaviaropoulos and Hansen [19], Du and Selig [20], Raj [21], Bak et al. [22],
Corrigan and Schillings [23], and Lindenburg [24]. Breton et al. [25] evaluated these existing models on
the Phase VI rotor with a prescribed wake vortex code and discussed their deficiencies and strengths.
The 3D rotational effect is relatively strong on small-scaled stall-controlled HAWTs, and almost all of
the correction models are established on the studies of stall-controlled HAWT aerodynamics. However,
Zahle et al. [26] and Bangga et al. [27] noted that rotational augmentation is still prominent in the root
region of a 10 MW modern pitch-controlled HAWT. Bangga et al. [28] also observed the unsteady
effects on rotational augmented blade loads under a turbulent inflow.

A comparative analysis of the dynamic stall under PO and OF on the NREL S809 airfoil [29]
and the Phase VI rotor [30] is presented in this paper. Firstly, the quasi-steady thin-airfoil theory is
used to clarify the difference between PO and OF in the induced perturbation velocity across the
chord. Secondly, the unsteady RANS method is used to assess the equivalence relation between PO
and OF. The turbulence is modeled by the SST k-ω eddy viscosity model [15] incorporated with the
γ-Reθ transition model [31]. Thirdly, the classical B-L model is used to predict the yawed response
of the Phase VI rotor under PO and OF. Bak’s rotational stall delay model is incorporated into the
dynamic stall model to consider rotational augmentation. The inverse BEM method is used to obtain
the sectional AOAs and relative velocities from the experimental data. These extracted AOAs and
velocities are then used to isolate the 3D rotational effect from the 3D unsteady aerodynamic data.
All the predicted results agree well with the corresponding experimental data. It is found that PO
and OF have an opposite effect on the effective airfoil camber. Therefore, it is necessary to separately
consider the effects of PO and OF.
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2. Methodology

The research objects are the Phase VI rotor and its basic airfoil, the NREL S809 airfoil. Here, PO
denotes the sinusoidal pitch of the airfoil about the quarter-chord at a constant freestream velocity
(Figure 1f), while OF denotes the sinusoidal change in the direction of inflow velocity at a constant
magnitude to the stationary airfoil (Figure 1e). What is satisfied for both PO and OF is the same
instantaneous angle between the freestream velocity and the chord as follows:

α(t) = αm + Asin(2πft) (1)

where αm, A, and f are the mean AOA, the AOA amplitude, and the frequency of oscillation,
respectively. The reduced frequency is often defined as k = πfc/V with V being the freestream velocity
and c the chord length.

2.1. Thin-Airfoil Theoretical Analysis

Allowing for a simple analysis of the flow mechanism, the airfoil is simplified as a flat plate with
its camber and thickness neglected here, and then, a quantitative comparison can be made with the
quasi-steady thin-airfoil theory. The governing equation for thin-airfoil theory is Laplace’s equation.
The idea is to place a vortex sheet singularity of unknown strength on the airfoil [32]. The strength of
this vortex sheet is determined by satisfying the flow tangency on the camber line in conjunction with
the Kutta condition at the trailing edge. Formulated in Fourier series, the general form of pressure
distribution on the airfoil is as follows:

ΔCp(α, θ) = 4

[
A0

(
1 + cos θ

sin θ

)
+

∞

∑
n=1

An sin nθ

]
(2)

where α is the AOA, and θ = cos−1(1 − 2x/c) (x is the chordwise location with the leading edge denoted
by x = 0). The coefficients A0 and An are given by following equations:

A0 = α − 1
π

∫ π
0

dy
dx dθ

An = 2
π

∫ π
0

dy
dx cos nθ dθ

(3)

where y(x) describes the camber line of the airfoil. Integrating Equation (2) along the chord, we can
obtain the lift coefficient, Cl = 2π(A0 + 0.5A1), and the pitching moment coefficient about the
quarter-chord axis, Cm0.25 = −0.25π(A1 − A2). For PO, the pitch-rate term produces a linear variation
in normal perturbation velocity [5], w(x) = − .

α(x − 0.25c) (where
.
α is the pitch rate and positive during

upstroke) so that the induced camber is a parabolic arc (Figure 2). For OF, the normal perturbation
velocity can be formulated as w(x) = Vα(t) − Vα(t−x/V). Because the quasi-steady condition means a
low frequency, this formula can be linearized as w(x) =

.
αx. Then, the term of dy/dx in Equation (3)

can be replaced with w(x)/V. Hence, the lift coefficients are given by Cl = 2π(α +
.
αc/2V) under

PO and Cl = 2π(α − 3
.
αc/4V) under OF, indicating an additional effective AOA, αeq =

.
αc/2V and

αeq = −3
.
αc/4V, respectively.

In short, PO and OF have an opposite effect on the effective airfoil camber. During upstroke,
PO increases the effective camber, while OF decreases the effective camber. During downstroke,
PO decreases the effective camber, while OF increases the effective camber. Therefore, the lift under PO
is higher during upstroke and lower during downstroke compared with the lift under OF. Notice that
this effect is directly related to the pitch rate

.
α = 2πfAcos(2πft). Consequently, the difference between

PO and OF is negligible at low variation frequencies and substantial at high ones.
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Figure 2. Induced effective camber for pitch oscillation (PO, upper) and oscillating freestream (OF, lower).

2.2. Numerical Modeling

For predictions of the dynamic stall, the commercial program ANSYS/FLUENT 16.0 (ANSYS,
Inc., Canonsburg, PA, USA) [33] was used to solve the unsteady Reynolds-averaged Navier-Stokes
equations. The mesh around airfoil geometry is generated in a structured O-type configuration to
assure the wall orthogonality (Figure 3). The computational domain is exactly square. The first layer
spacing off the wall is 10−5 c; this setting can ensure that the viscous sublayer is directly resolved with
y+ less than 1. There are 48 normal layers in the boundary layer mesh, with the growth rate being
1.08. After a proper grid independence study, the total size of the computational mesh is set to be
51,090 with 245 wrap-around points and 206 normal layers. A far-field distance of 20 c away from
the airfoil is sufficient. The left, upper, and lower sides are all inlet boundary with velocity imposed.
The right side is outlet boundary with pressure imposed (Figure 3). To simulate the dynamic stall
under PO, the sliding-mesh method [33] was used. Therefore, the computational zone was divided into
two subdomains, a rotating region (inner) and a stationary region (outer). These two regions interact
by a circular sliding interface; this control circle of the sliding interface is 1.2 c in radius (Figure 3).
To simulate the dynamic stall under OF, a user-defined function was implemented on the velocity inlet
boundaries. The typical Reynolds number of 1 × 106 was selected in numerical simulations.

In order to obtain a good resolution, the third-order Monotone Upstream-Centered Schemes for
Conservation Laws (MUSCL) convection scheme [33] is used for spatial discretization of the whole set
of RANS and turbulence equations. This scheme was conceived of from the original MUSCL [34] by
blending a central differencing scheme and a second-order upwind scheme. The second-order implicit
scheme [33] is used for time differencing. Although it is theoretically valid that implicit methods are
unconditionally stable with respect to the time step, nonlinearity effects would become prominent
and oscillatory solutions may occur when the time step is increased. An operational cell convective
courant number between 5 and 10 for viscous turbomachinery flows with an implicit scheme provides
the best error damping properties [35]. On these bases, the number of inner iterations per time step is
chosen to be 40 in this study to ensure the cell convective courant number is less than 10.

The pressure-based Coupled algorithm [33] is employed to handle the pressure-velocity coupling.
Originally, the PISO algorithm [33] was preferable for transient problems, because it was derived from
the SIMPLE algorithm [33] specifically for unsteady calculations. The PISO algorithm can yield accurate
results with lower computational costs than the SIMPLE algorithm when time steps are sufficiently
small. Both the SIMPLE and PISO algorithms, however, are known to converge slowly because the
momentum equation and pressure-correction equation are solved separately. In the Coupled algorithm,
the Navier-Stokes equations are directly solved through an implicit discretization of pressure in the
momentum equations, with benefits in terms of robustness and convergence, especially with large
time steps or with a poor-quality mesh. Balduzzi et al. [35] found that the obtained results with the
Coupled algorithm are much closer to the experimental data than the SIMPLE and PISO algorithms.
The lower sensitivity to the temporal discretization leads to the choice of the Coupled algorithm as the
preferable and more robust formulation for the pressure-velocity coupling.

Because the incorporation of the transitional flow effects is a key element for an improved
prediction of dynamic stall [14], the turbulence in the boundary layer is modeled by the four-equation
SST k-ω eddy viscosity model [15] incorporated with the γ-Reθ transition model [31].
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Figure 3. Computational mesh and boundary layer grids. The red line denotes the velocity inlet
boundary, and the green line denotes the pressure outlet boundary.

2.3. Beddoes-Leishman Semi-Empirical Model

The classical B-L dynamic stall model [6] is capable of effectively assessing the unsteady loads
with the flow physical features considered, and therefore, is fully implemented in the present work,
including the leading-edge separation effect. Pereira et al. [10] have proven that it is unrealistic to
disregard the leading-edge separation, because the wind turbine airfoils are thick. The main features
and formulae of the B-L dynamic stall model may be summarized as follows.

2.3.1. Unsteady Attached Flow

Unsteady effects in attached flow conditions are simulated by the superposition of indicial
aerodynamic responses for time step changes in the AOA. For a step change in the AOA, the normal
force and pitching moment coefficients can be written as follows:

ΔCn = Cc
n + Cnc

n
ΔCm = Cc

m + Cnc
m

(4)

where the superscripts c and nc denote the circulatory part and non-circulatory part of the aerodynamic
loads, respectively. The indicial response can be approximated empirically in terms of the exponential
function. Hence, the circulatory loading is as follows:

Cc
n = Cnααc

e = Cnα(α(s)− X(s)− Y(s)) (5)

where Cnα is the normal force slope, and the non-dimensional time s represents the distance travelled at
the relative velocity by the airfoil in semi-chords; that is, s = 2Vt/c. X(s) and Y(s) are deficiency functions
written in a special finite difference approximation to Duhamel’s integral as given by the following:

X(s) = X(s − Δs) exp(−b1Δs) + A1Δα exp(−b1Δs/2)
Y(s) = Y(s − Δs) exp(−b2Δs) + A2Δα exp(−b2Δs/2)

(6)

Here, A1, A2, b1, and b2 are the coefficients of the indicial functions and are a function of the airfoil
and the Mach number. Then, the circulatory pitching moment coefficient is given by the following:
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Cc
m = (0.25 − xac/c)Cc

n (7)

where xac is the position of the airfoil aerodynamic center measured from the leading edge. A similar
recurrence relation is used for the non-circulatory part of the air loads, Cnc

n and Cnc
m (see [6] for details).

2.3.2. Unsteady Separated Flow

The non-linear effects of the trailing-edge separation are implemented using a Kirchhoff flow
model. The movement of the unsteady flow separation point position is related to the static separation
position via a deficiency function. The onset of the leading-edge separation, and hence the dynamic
stall, is identified using a criterion based on the attainment of a critical local leading-edge pressure,
which is further related to the normal force.

Under unsteady conditions, there is a lag in the leading-edge pressure with the increasing AOA,
which can be expressed as a first-order lag as given by the following:

C′
n = Cp

n − Dp (8)

where
Cp

n = Cc
n + Cnc

n

Dp(s) = Dp(s − Δs) exp
(
−Δs/Tp

)
+
[
Cp

n(s)− Cp
n(s − Δs)

]
exp

(
−Δs/2Tp

) (9)

The constant Tp can be determined empirically from unsteady airfoil data. The effective AOA
α f = C′

n/Cnα + α0 after incorporating the unsteady pressure response is used to obtain the effective
flow separation point f ′. In this study, f ′ is determined by look-up-table interpolation from the static
airfoil data. The additional effects of a boundary layer response are considered as a first-order lag as
given by the following:

f ′′ = f ′ − Df (10)

where
Df (s) = Df (s − Δs) exp

(
−Δs/Tf

)
+
[

f ′(s)− f ′(s − Δs)
]

exp
(
−Δs/2Tf

)
. (11)

The constant Tf can be determined empirically from unsteady airfoil data. Then, the non-linear
normal force coefficient is obtained by the Kirchhoff flow theory

C f
n = Cnα

(
1 +

√
f ′′

2

)2

(α − α0) (12)

where α0 is the zero-lift AOA. Afterwards, the chordwise force coefficient is obtained by Gupa and
Leishman’s approximation [11] as given by the following:

C f
t =

{
Cnα

√
f ′′ α sin αC′

n ≤ Cn1

K1 + Cnα

√
f ′′ f ′′ Φα sin α C′

n > Cn1
(13)

where Cn1 is the critical normal force value and the leading-edge separation is initiated when C′
n > Cn1.

The parameter K1 and Φ are obtained from the static test data [11]. The pitching moment coefficient is
obtained by fitting the ratio Cm/Cn in a least-square method from the static airfoil data as given by
the following:

C f
m = Cm0 + [k0 + k1(1 − f ′′ ) + k2 sin(π f ′′ μ)]C f

n (14)

where Cm0 is the zero-lift pitching moment coefficient. The values of k0, k1, k2, and μ can be adjusted
for different airfoils.
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2.3.3. Vortex Force

The induced vortex force and the associated pitching moment are represented empirically in a
time-dependent manner during dynamic stall. The total accumulated vortex normal force coefficient
under unsteady conditions is given by the following:

Cv
n = Cv

n(s − Δs) exp(−Δs/Tv) + [Cv(s)− Cv(s − Δs)] exp(−Δs/2Tv) (15)

where

Cv(s) = Cc
n(s)

⎡
⎣1 +

(
1 +

√
f ′′

2

)2
⎤
⎦. (16)

Tv is the vortex time decay constant. The center of pressure on the airfoil also varies with the
chordwise position of the shedding vortex and will achieve a maximum value when the vortex reaches
the trailing edge after a non-dimensional time period Tvl. A general representation of the center of
pressure behavior (aft of the quarter-chord) is empirically formulated as follows:

(CP)v = 0.25
(

1 − cos
πTv

Tvl

)
(17)

where Tv denotes the non-dimensional vortex time, 0 ≤ Tv ≤ 2Tvl (i.e., Tv = 0 at the onset of dynamic
stall and Tv = Tvl when the vortex reaches the trailing edge). Thus, the increment in the pitching
moment about the quarter-chord due to dynamic stall is given by the following:

Cv
m = −(CP)v·Cv

n . (18)

The total unsteady air loads on the airfoil is then obtained by superposition as follows:

Cn = C f
n + Cnc

n + Cv
n

Ct = C f
t + (Cnc

n + Cv
n) sin αc

e

Cm = Cc
m + Cnc

m + C f
m + Cv

m

(19)

Apart from dynamic stall, rotational augmentation is of crucial importance for wind turbine
aerodynamic performance prediction. The rotational stall delay model of Bak et al. [22] is implemented.
This model was developed on the difference in chordwise pressure distribution between the rotating
blade section and the static airfoil. Although the obtained lift and drag coefficients were generally
good, the modeled pitching moment coefficient indicated a poor agreement with the measurements,
because the center of pressure was often underpredicted at large AOAs. Thus, a simple modification
that the integrated location is changed from 0.25 to 0.1 was made to the pitching moment coefficient
when fully separated flow occurs. Figure 4 implies an acceptable performance of this modification.
It is generally acknowledged that the rotational augmentation is relatively apparent in separated flow;
therefore, rotational augmentation mainly affects the nonlinear air loads.

To incorporate the rotational stall delay model into the dynamic stall model, the static airfoil data
are corrected by Bak’s model firstly. Then, the static separation point is obtained from the Kirchhoff
formulation (Equation (12)). The dynamic separation point is calculated by a first-order lag of the
static separation point (Equation (10)), while the nonlinear normal force is reconstructed by Equation
(12). Afterwards, the chordal force coefficient is obtained by Equation (13), with an increment added to
consider the rotational augmentation. Finally, the nonlinear pitching moment coefficient is obtained
by Equation (14), and a rotational increment is added as well. According to the recommendations of
Pereira et al. [10] and Gupa et al. [11], the set of corresponding empirical time constants, Tp, Tf, Tv, Tvl,
is as follows: 1.7, 8.0, 1.0, and 7.0, where Tp and Tf are related to the first-order lag of the leading-edge
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separation and trailing-edge separation, respectively, and both Tv and Tvl are the non-dimensional
time constants related to the movement of the dynamic vortex.
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Figure 4. Three-dimensional (3D) corrected airfoil characteristics of different radial locations compared
to two-dimensional (2D) measurements and measured 3D data.

The difference between PO and OF is addressed in the circulatory part of unsteady linear air loads,
based on the thin-airfoil theory. To obtain input conditions, the sectional velocity components are
extracted from the yawed measurements with the inverse BEM method [22,24,36–38]. This method has
widely been used to determine the local AOA with the pre-determined local forces used to calculate
the local induction factors and hence the induced velocities. In the inverse BEM method, Prandtl’s tip
correction is used to consider the tip loss effect.

3. Results and Discussion

3.1. Time-Varying Sectional Incident Velocity under Yawed Inflow

Schepers [39] provided a detailed discussion on two aerodynamic effects under yawed inflow.
One is the skewed wake effect, inducing an unbalanced axial velocity, producing asymmetric air loads,
and then resulting in yawing stability. The other is the advancing and retreating blade effect, making
the in-plane tangential velocity vary with the azimuth. Figure 5 provides the definitions of yaw angle
and azimuth angle. Here, the blade azimuth is defined as zero at the 6-o’clock position, where the
rotor is assumed to rotate clockwise. Figure 6 indicates the variations of the local AOA and relative
velocity at different blade spanwise locations. These variations can be approximately formulated in
trigonometric functions due to the rotational periodicity. It can be found that the spanwise location
strongly influences the mean AOA and the AOA amplitude; the highest unsteadiness can be observed
on the inboard blade despite a low velocity magnitude. Therefore, dynamic stall is often severe at
inboard sections, where the rotational augmentation has manifested.
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Figure 5. Schematic of a wind turbine in the yawed condition. (a) Top view; (b) Front view.
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Figure 6. The variation of the angle of attack (AOA) and relative velocity with the azimuth at different
spans. Wind speed is 13 m/s, and yaw angle is 30◦. (a) AOA; (b) Relative velocity.

3.2. Validations of Numerical Modeling Methods

The pitch-oscillation case in the deep stall regime is selected for analyses of the grid independence
and time step independence, where αm = 14◦, A = 10◦, and k = 0.078. Different grid resolutions
are obtained by changing the numbers of wrap-around points on the airfoil and normal layers;
then, three types of grids are generated with total numbers of 37,850, 51,090, and 70,525, respectively.
Three different time steps of 0.002 s, 0.001 s, and 0.0005 s are used with the steps per cycle being 273,
546, and 1092, respectively. However, there is no clear difference in the lift coefficient among the test
cases. The streamwise velocity profile is used to estimate the capability of capturing flow structures;
this velocity profile is at mid-chord at the phase angle of 90◦ (i.e., φ = 90◦, where φ = 2πft). The coarsen
grid and large time step can yield clear deviation (Figure 7). Finally, the grid in the size of 51,090 and
the time step of 0.001 s are chosen as the computational settings.

In light stall, the numerical results agree well with the experimental data [40] as shown in Figure 8.
An improvement over Karbasian, Esfahani, and Barati’s CFD results [17] can be observed due to the
consideration of the transition effect. The B-L model shows a reasonable representation of unsteady
aerodynamics. Because of a lack of measurements under OF, the CFD results are compared with
those of Gharali et al. in the same conditions [41]. First and foremost, it is necessary to clarify the
determination of the AOA under OF. In steady flow, the AOA is defined as the angle between the
chord and freestream velocity, and this instantaneous AOA (denoted as ‘inflow angle’) is assured at
same value for both motions in the computations. Actually, the true AOA (denoted as ‘local angle’)
is different, because the relative velocity direction to the airfoil can be influenced by the freestream
time lag and flow disturbance of the airfoil. To obtain the local angle and compare it with the inflow
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angle, we extract the unsteady relative velocity vector at the location of 3 c before the airfoil stagnation
point (Figure 9). An apparent lag between the two types of AOAs can be observed during downstroke.
The variation amplitude of the local angle becomes slightly larger. Both the trend and the shape of the
hysteresis loop agree well with the results of Gharali et al. [41], as shown in Figure 10. A notable feature
is that the hysteresis loop is more apparent with respect to the inflow angle than to the local angle.
To avoid ambiguity, the phase angle will replace the AOA as an independent variable afterwards.
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φ = 90◦. Sn is a normal distance away from the mid-chord, and ue is the streamwise velocity of external
flow. (a) Effect of grid resolution; (b) Effect of time steps.
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Figure 10. Comparison of aerodynamic coefficients under oscillating freestream. αm = 8◦, A = 10◦ and
k = 0.026. (a) The lift coefficient; (b) The drag coefficient; (c) The pitching moment coefficient.

3.3. Equivalence Analysis between Pitch Oscillation and Oscillating Freestream

The aforementioned theoretical analysis indicates an opposite effect of PO and OF on the effective
airfoil camber. Figure 11 shows the variations of the lift and the drag coefficients along one cycle.
Notice that the difference in the nonlinear air loads (where φ is from 30◦ to 180◦) is relatively negligible.
A clear difference in the linear lift coefficient can be observed with a higher value under PO during
upstroke and a higher value under OF during downstroke; the CFD results agree well with the
thin-airfoil theory. From the vorticity contours in Figure 12, flow is attached to the airfoil and there is
no obvious difference between the two motions from φ = 270◦ to φ = 360◦. When the AOA reaches the
maximum at φ = 90◦, the flow separation is apparent under both PO and OF. The separated flow under
PO is more persistent. In contrast, the vortex under OF rolls up and then sheds into wake. Despite
a great difference in separated flow structure between the two motions, the associated aerodynamic
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loads do not show great differences. The possible reason is that the pressure distribution under PO
possesses a sharp leading-edge suction peak, while the pressure distribution under OF experiences
an elevated pressure on the suction side due to the separated vortex. These two factors may lead to
an almost equal value in calculation. Figure 13 shows the unsteady pressure variations at different
chordwise locations at αm = 2◦, A = 8◦, and k = 0.078. It is obvious that there is a stronger suction peak
under PO than under OF. However, the pressure coefficient under OF decreases with a time lag.
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Figure 12. Vorticity contours of pitch oscillation and oscillating freestream at different phase angles.
αm = 8◦, A = 10◦ and k = 0.026.

Because the difference between the two motions focuses on the linear part of the aerodynamic
loads, the unsteady aerodynamic effect only at the low AOA is assessed. The mean AOA,
AOA amplitude, and oscillation frequency are chosen as parameters to evaluate the difference.
The deviation of the normal coefficient along one cycle between the two motions is defined as follows:
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Dev. =
max(|Cn,PO(∅)− Cn,OF(∅)|)

Cn,qs
(20)

where Cn,qs is the quasi-steady normal coefficient at the mean AOA. Figure 14 indicates that the
oscillation frequency f and the AOA amplitude A affect the deviation more strongly than the mean
AOA. From the thin-airfoil theory, the key is the pitch rate

.
α = 2πfAcos(2πft). Because f and A are

factors of the pitch rate, the deviation becomes great when f and A are high. Under yawed inflow,
the oscillation frequency is directly determined by the rotor speed, and the AOA amplitude is seriously
affected by the yaw angle. Consequently, it is necessary to consider the effects of PO and OF separately.
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3.4. Comparison of Dynamic Stall in Yawed Condition between the Two Motions

The 30% span of the Phase VI blade is investigated due to the manifest dynamic stall on the
inboard blade. The wind speed is 10 m/s, and the yaw angle is 10◦ and 30◦, respectively (the cases
of S1000100 and S1000300 in NREL UAE Phase VI [30]). The B-L dynamic stall model incorporated
with Bak’s rotational stall delay model shows a good agreement with the experimental data for the
yaw angle of 10◦, as shown in Figure 15. A noticeable difference in both the lift coefficient and drag
coefficient between the 2D and 3D results is observed, manifesting the 3D rotational effect.
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Figure 15. Validation of the corrected Beddoes-Leishman (B-L) dynamic stall model in lift coefficient
and drag coefficient. The wind speed is 10 m/s, the yaw angle is 10◦, and radial location is 30% span.
(a) The lift coefficient; (b) The drag coefficient.

Figure 16 shows the aerodynamic force coefficients and pitching moment coefficient varying with
azimuthal angle at the yaw angles of 10◦ and 30◦, respectively. The calculated results are generally in
a good agreement with the experimental data. When the yaw angle increases, the 3D dynamic stall
becomes more intense with the high lift coefficient, but trends of air load variations are consistent.
The difference between PO and OF is moderate. As aforementioned, in 2D cases, the aerodynamic
coefficients under PO are higher during upstroke and lower during downstroke. A slight improvement
can be observed in the prediction under OF; the possible reason is that dynamic stall under yawed
inflow is essentially a velocity-varying problem without pitch motion and fore–aft motion. Notice that
prediction of the pitching moment coefficients is quite poor in both amplitudes and trends. Given that
the pitching moment depends not merely on the integrated normal force but also on the location of the
center of pressure, it is somewhat not surprising that the predicted pitching moment is unsatisfactory
under the dynamic condition, because 3D effects have an influence on the normal force and on the
movement of the center of pressure, which depends on appropriate coupling of the dynamic stall
and the 3D rotational stall delay models. This problem may be solved only if deep understanding
and accurate modeling of both the dynamic stall and the 3D stall delay are achieved. Nevertheless,
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the results from the B-L dynamic stall model show a different effect between PO and OF when their
different additional camber effects are included.
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Figure 16. Effect of the yaw angle on the aerodynamic coefficients. The wind speed is 10 m/s, and the
radial location is 30% span. (a) 10◦ yaw angle, and (b) 30◦ yaw angle.

3.5. Effect of Rotational Augmentation on the Dynamic Stall of the Inboard Blade

Because the rotational effect greatly suppresses the flow separation, the lift and nose-down
pitching moment coefficients are increased. However, it is unclear whether the rotational stall delay
effect under steady conditions is consistent with its performance under unsteady conditions. To provide
an insight into the coupled effect of the rotational augmentation and dynamic stall, an extended analysis
is conducted. As rotational augmentation is often isolated by making comparisons between 2D flow
and 3D rotational flow [42], our strategy is to isolate the rotational augmentation by comparing the
CFD results under an equivalent planer motion with yawed experimental data; the former contains
only dynamic stall and the latter is coupled with rotational augmentation. The equivalent planer
motion of a rotating blade section is obtained by the 2D time-varying incident velocity (2D TVIV,
Figure 1a,c), including variations of the sectional AOA and the relative velocity magnitude.

Figure 17 shows the hysteresis loops of the aerodynamic coefficients at the 30% span. Because
both the mean AOA and the AOA amplitude are low, the aerodynamic forces are generally attached to
the unsteady linear part with almost no stall. Rotational augmentation apparently elevates the lift and
drag coefficients, as under steady conditions. The value is even higher than the steady experimental
data under axial inflow, meaning that the separation is more delayed in 3D rotational unsteady flow
than in 3D rotational steady flow. Hence, both rotational augmentation and unsteady effects lead to a
delayed flow separation and the elevated lift coefficient at a low yaw angle.
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Figure 17. Hysteresis loops of the lift, drag and pitching moment coefficients at 30% spanwise location.
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When the yaw angle is high, the air load variation is more severe with the large AOA amplitude.
In comparison with Figure 17, Figure 18 shows hysteresis loops of the aerodynamic coefficients at
30◦ yaw angle at 30% span. It is rather remarkable that the 2D and 3D hysteresis loops of the lift
coefficient are in the opposite direction. The 3D lift coefficient is even lower than the 2D value with
the AOA increasing, meaning no rotational augmentation effect in the lift force. However, when the
AOA decreases, the rotational augmentation dramatically advances the reattachment and results in a
flattened hysteresis loop in an anticlockwise direction. In other words, the rotational augmentation
effectively pushes the reattachment point rearward and reduces the hysteresis of the air loads on
the downwind side (where the AOA is decreasing) (Figure 5b). Because of the unsteady effects,
the unsteady 3D experimental data shows an apparent increase in the lift coefficient over the steady
3D experimental data. However, the 3D drag and pitching moment coefficients slightly vary around
the steady data. With the AOA decreasing, the hysteresis loop under 2D TVIV indicates a notable
additional fluctuation from secondary vortices in the pitching moment coefficient. In short, at a high
yaw angle, the rotational augmentation is minor on the upwind side and effectively reduces the
hysteresis on the downwind side, while unsteady effects greatly delay the flow separation and elevate
the lift coefficient along the whole cycle.
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Figure 18. Hysteresis loops of the lift, drag, and pitching moment coefficients at 30◦ yaw angle.
The wind speed is 10 m/s, and the spanwise location is 30%. (a) The lift coefficient; (b) The drag
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4. Conclusions

Dynamic stall is very common on HAWTs, resulting from many aerodynamic sources. Dynamic
stall plays an important role in unsteady air loads. The accurate prediction of dynamic stall is extremely
important for structural analysis. This study provides a comparative analysis of dynamic stall under
pitch oscillation (PO) and oscillating freestream (OF) on wind turbine airfoil and blade, using the
quasi-steady thin-airfoil theory, CFD method, and Beddoes-Leishman dynamic stall engineering model.

From the quasi-steady thin-airfoil theory, PO and OF have an opposite effect on the effective
airfoil camber and the associated lift coefficient. The CFD results show that the difference between
PO and OF mainly exists in the linear part of the aerodynamic loads. The deviation between these
two motions is greatly influenced by the reduced frequency and the AOA amplitude. For the yawed
response predictions, the Beddoes-Leishman dynamic stall model coupled with a rotational stall
delay model also show a different effect between PO and OF. In addition, the effect of the rotational
augmentation on the unsteady air loads is assessed. At a low yaw angle, the rotational augmentation
apparently elevated the lift and drag coefficients along the whole cycle, as under steady conditions.
At a high yaw angle, however, the rotational augmentation apparently flattens the hysteresis loop
and its effect during which the AOA dynamically decreasing is more obvious than when the AOA is
dynamically increasing.

It may be concluded from this work that dynamic stall behaviors under PO and OF are different
at certain conditions and should separately be modeled in engineering.

107



Appl. Sci. 2018, 8, 1242

Author Contributions: C.Z. and T.W. conceived of and designed the research; C.Z. conducted the data collection
and wrote the paper; T.W. revised the paper.

Funding: This work is supported by the National Basic Research Program of China (973 Program) under grant
No. 2014CB046200, the National Natural Science Foundation of China under grant No. 51506088, CAS Key
Laboratory of Wind Energy Utilization under grant No. KLWEU-2016-0102, and the Priority Academic Program
Development of Jiangsu Higher Education Institutions.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Leishman, J.G. Challenges in modelling the unsteady aerodynamics of wind turbines. Wind Energy 2002, 5,
85–132. [CrossRef]

2. McCroskey, W.J. The Phenomenon of Dynamic Stall; National Aeronautics and Space Administration:
Washington, DC, USA, 1981.

3. Carr, L.W. Progress in analysis and prediction of dynamic stall. J. Aircr. 1988, 25, 6–17. [CrossRef]
4. Butterfield, C.P. Aerodynamic pressure and flow-visualization measurement from a rotating wind turbine

blade. In Proceedings of the Eighth ASME Wind Energy Symposium, Houston, TX, USA, 22–25 January 1989;
pp. 245–256.

5. Leishman, J.G. Principles of Helicopter Aerodynamics, 2nd ed.; Cambridge University Press: Cambridge, UK, 2006.
6. Leishman, J.G.; Beddoes, T.S. A Semi-Empirical Model for Dynamic Stall. J. Am. Helicopter Soc. 1989, 34, 3–17.

[CrossRef]
7. Tran, C.T.; Petot, D. Semi-empirical model for the dynamic stall of airfoils in view of the application to the

calculation of responses of a helicopter blade in forward flight. Vertica 1981, 5, 35–53.
8. Øye, S. Dynamic Stall Simulated as Time Lag of Separation; Technical University of Denmark: Lyngby,

Denmark, 1991.
9. Hansen, M.H.; Gaunaa, M.; Madsen, H.A. A Beddoes-Leishman Type Dynamic Stall Model in State-Space and

Indicial Formulation; Risø National laboratory: Roskilde, Denmark, 2004.
10. Pereira, R.; Schepers, G.; Pavel, M.D. Validation of the Beddoes-Leishman dynamic stall model for horizontal

axis wind turbines using MEXICO data. Wind Energy 2013, 16, 207–219. [CrossRef]
11. Gupta, S.; Leishman, J.G. Dynamic stall modelling of the S809 aerofoil and comparison with experiments.

Wind Energy 2006, 9, 521–547. [CrossRef]
12. Johansen, J. Unsteady Airfoil Flows with Application to Aeroelastic Stability; Risø National laboratory: Roskilde,

Denmark, 1999.
13. Visbal, M.R. Numerical Investigation of Deep Dynamic Stall of a Plunging Airfoil. AIAA J. 2011, 49, 2152–2170.

[CrossRef]
14. Ekaterinaris, J.A.; Platzer, M.F. Computational prediction of airfoil dynamic stall. Prog. Aeosp. Sci. 1998, 33,

759–846. [CrossRef]
15. Menter, F.R. Two-Equation Eddy-Viscosity Transport Turbulence Model for Engineering Applications.

AIAA J. 1994, 32, 1598–1605. [CrossRef]
16. Van der Wall, B.G.; Leishman, J.G. On the Influence of Time-Varying Flow Velocity on Unsteady

Aerodynamics. J. Am. Helicopter Soc. 1994, 39, 25–36. [CrossRef]
17. Karbasian, H.R.; Esfahani, J.A.; Barati, E. Effect of acceleration on dynamic stall of airfoil in unsteady

operating conditions. Wind Energy 2016, 19, 17–33. [CrossRef]
18. Snel, H.; Houwink, R.; Bosschers, J. Sectional Prediction of Lift Coefficients on Rotating Wind Turbine Blades in

Stall; Energy Research Center of the Netherlands: Petten, The Netherlands, 1993.
19. Chaviaropoulos, P.K.; Hansen, M.O.L. Investigating three-dimensional and rotational effects on wind turbine

blades by means of a quasi-3D Navier-Stokes solver. J. Fluids Eng. Trans. ASME 2000, 122, 330–336. [CrossRef]
20. Du, Z.; Selig, M. A 3-D stall-delay model for horizontal axis wind turbine performance prediction.

In Proceedings of the 36th AIAA Aerospace Sciences Meeting and Exhibit, 1998 ASME Wind Energy
Symposium, Reno, NV, USA, 12–15 January 1998.

21. Raj, N.V. An Improved Semi-Empirical Model for 3-D Post-Stall Effects in Horizontal Axis Wind Turbines; University
of Illinois: Urbana-Champaign, IL, USA, 2000.

108



Appl. Sci. 2018, 8, 1242

22. Bak, C.; Johansen, J.; Andersen, P.B. Three-Dimensional Corrections of Airfoil Characteristics Based on
Pressure Distributions. In Proceedings of the European Wind Energy Conference and Exhibition (EWEC),
Athens, Greece, 27 February–2 March 2006.

23. Corrigan, J.J.; Schillings, J.J. Emprical Model for Stall Delay Due to Rotation. In Proceedings of the American
Helicopter Society Aeromechanics Specialists Conference, San Francisco, CA, USA, 19–21 January 1994.

24. Lindenburg, C. Investigation into Rotor Blade Aerodynamics; Energy research Centre of the Netherlands Petten:
Petten, The Netherlands, 2003.

25. Breton, S.P.; Coton, F.N.; Moe, G. A Study on Rotational Effects and Different Stall Delay Models Using
i a Prescribed Wake Vortex Scheme and NREL Phase VI Experiment Data. Wind Energy 2008, 11, 459–482.
[CrossRef]

26. Zahle, F.; Bak, C.; Guntur, S.; Soslashrensen, N.N.; Troldborg, N. Comprehensive aerodynamic analysis of
a 10 MW wind turbine rotor using 3D CFD. In Proceedings of the 32nd ASME Wind Energy Symposium,
National Harbor, MD, USA, 13–17 January 2014; p. 15.

27. Bangga, G.; Lutz, T.; Jost, E.; Kramer, E. CFD studies on rotational augmentation at the inboard sections of a
10 MW wind turbine rotor. J. Renew. Sustain. Energy 2017, 9, 023304. [CrossRef]

28. Bangga, G.; Yusik, K.; Lutz, T.; Weihing, P.; Kramer, E. Investigations of the inflow turbulence effect on
rotational augmentation by means of CFD. J. Phys. Conf. Ser. 2016, 753, 022026. [CrossRef]

29. Somers, D.M. Design and Experimental Results for the S809 Airfoil; National Renewable Energy Laboratory:
Golden, CO, USA, 1997.

30. Hand, M.M.; Simms, D.A.; Fingersh, L.J.; Jager, D.W.; Cotrell, J.R.; Schreck, S.J.; Larwood, S.M.
Unsteady Aerodynamics Experiment Phase VI: Wind Tunnel Test Configurations and Available Data Campaigns;
National Renewable Energy Laboratory: Golden, CO, USA, 2001.

31. Menter, F.R.; Langtry, R.B.; Likki, S.R.; Suzen, Y.B.; Huang, P.G.; Volker, S. A correlation-based transition
model using local variables—Part I: Model formulation. J. Turbomach. Trans. ASME 2006, 128, 413–422.
[CrossRef]

32. Glauert, H. The Elements of Airfoil and Airscrew Theory; Cambridge University Press: Cambridge, UK, 1947.
33. ANSYS Inc. FLUENT Theory Guide, Release 16.0; ANSYS Inc.: Canonsburg, PA, USA, 2015.
34. Van Leer, B. Towards the ultimate conservative difference scheme. V. A second-order sequel to Godunov’s

method. J. Comput. Phys. 1979, 32, 101–136. [CrossRef]
35. Balduzzi, F.; Bianchini, A.; Maleci, R.; Ferrara, G.; Ferrari, L. Critical issues in the CFD simulation of Darrieus

wind turbines. Renew. Energy 2016, 85, 419–435. [CrossRef]
36. Guntur, S.; Sørensen, N.N. An evaluation of several methods of determining the local angle of attack on

wind turbine blades. In Science of Making Torque from Wind 2012; Iop Publishing Ltd.: Bristol, UK, 2014;
Volume 555.

37. Guntur, S.; Sørensen, N.N.; Schreck, S.; Bergami, L. Modeling dynamic stall on wind turbine blades under
rotationally augmented flow fields. Wind Energy 2016, 19, 383–397. [CrossRef]

38. Guntur, S.; Bak, C.; Sørensen, N.N. Analysis of 3D Stall Models for Wind Turbine Blades Using Data from the
MEXICO Experiment. In Proceedings of the 13th International Conference on Wind Engineering, Amsterdam,
The Netherlands, 10–15 July 2012.

39. Schepers, J.G. IEA Annex XX: Comparison between Calculations and Measurements on a Wind Turbine in Yaw in
the NASA-Ames Wind Tunnel; Energy Research Center of the Netherlands: Petten, The Netherlands, 2007.

40. Ramsay, R.F.; Hoffman, M.J.; Gregorek, G.M. Effects of Grit Roughness and Pitch Oscillation on the S809 Airfoil;
National Renewable Energy Laboratory: Golden, CO, USA, 1995.

41. Gharali, K.; Johnson, D.A. Numerical modeling of an S809 airfoil under dynamic stall, erosion and high
reduced frequencies. Appl. Energy 2012, 93, 45–52. [CrossRef]

42. Guntur, S.; Sorensen, N.N. A study on rotational augmentation using CFD analysis of flow in the inboard
region of the MEXICO rotor blades. Wind Energy 2015, 18, 745–756.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

109



applied  
sciences

Article

Accurate RANS Simulation of Wind Turbine Stall by
Turbulence Coefficient Calibration

Wei Zhong *, Hongwei Tang, Tongguang Wang and Chengyong Zhu

Jiangsu Key Laboratory of Hi-Tech Research for Wind Turbine Design, Nanjing University of Aeronautics and
Astronautics, No. 29 Yudao St., Nanjing 210016, China; thw1021@nuaa.edu.cn (H.T.);
tgwang@nuaa.edu.cn (T.W.); rejoicezcy@nuaa.edu.cn (C.Z.)
* Correspondence: zhongwei@nuaa.edu.cn; Tel.: +86-025-8489-6132

Received: 17 July 2018; Accepted: 16 August 2018; Published: 23 August 2018

Abstract: Stall, a complex phenomenon related to flow separation, is difficult to be predicted
accurately. The motivation of the present study is to propose an approach to improve the
simulation accuracy of Reynolds Averaged Navier–Stokes equations (RANS) for wind turbines
in stall. The approach is implemented in three steps in simulations of the S809 airfoil and the NREL
(National Renewable Energy Laboratory) Phase VI rotor. The similarity between airfoil and rotor
simulations is firstly investigated. It is found that the primary reason for the inaccuracy of rotor
simulation is not the rotational effect or the 3-D effect, but the turbulence-related problem that already
exists in airfoil simulation. Secondly, a coefficient of the SST turbulence model is calibrated in airfoil
simulation, ensuring the onset and development of the light stall are predicted accurately. The lift of
the airfoil in the light stall, which was overestimated about 30%, is reduced to a level consistent with
experimental data. Thirdly, the calibrated coefficient is applied to rotor simulation. That makes the
flow patterns on the blade properly simulated and the pressure distribution of the blade, as well as the
torque of the rotor, are predicted more accurately. The relative error of the predicted maximum torque
is reduced from 34.4% to 3.2%. Furthermore, the procedure of calibration is applied to the MEXICO
(Model Experiments in Controlled Conditions) rotor, and the predicted pressure distributions over
blade sections are better than the CFD (Computational Fluid Dynamics) results from the Mexnext
project. In essence, the present study provides an approach for calibrating rotor simulation using
airfoil experimental data, which enhances the potential of RANS in accurate simulation of the wind
turbine aerodynamic performance.

Keywords: wind turbine; stall; NREL Phase VI; S809 airfoil; MEXICO; RANS

1. Introduction

Aerodynamics is one of the most important topics in wind turbine technology. Accurate calculation
of the aerodynamic loads is essential for the power prediction and the structural design. A large number
of computational tools has been developed based on the blade element momentum (BEM) theory [1–4],
the prescribed/free vortex wake models (VWM) [5,6], or the computational fluid dynamics (CFD)
method [7,8]. BEM and VWM are specially developed for rotary machinery, such as propellers,
helicopter rotors, and wind turbine rotors. CFD is a general method that can be used to solve almost
all common flow problems based on detailed numerical solutions of the Navier–Stokes equations
and gives physical quantities of the whole computational domain. This brings many benefits to the
computational research of wind turbines. For example, the rotational effect and the three-dimensional
(3-D) effect are naturally included in CFD, and therefore the additional models are not required as
in BEM. On the other hand, CFD still faces some problems, among which turbulence is the most
intractable one, since it is too computationally expensive to be directly simulated.
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Turbulence plays an important role in the aerodynamic performance of wind turbines. It exists in
the wind, in the blade boundary-layer, and in the wake behind the rotor. There are mainly two ways
to deal with turbulence in modern CFD applications. One is the Reynolds Averaged Navier–Stokes
equations (RANS) simulation, the other is the Large Eddy Simulation (LES). Although LES provides a
much better description of turbulence compared to RANS, it is much more computationally expensive.
In order to make the computational cost acceptable, LES is usually used together with the actuator
disk (AD) or the actuator line (AL) for wind turbine CFD. The methods of AD-LES and AL-LES have
made great progress in the study of rotor wake [9,10]. However, they do not describe the geometry
of rotors, and therefore the detailed flow around blades is not simulated. For simulations with blade
geometry, RANS simulation is the most practical option.

The simplification of turbulence in RANS increases the inaccuracy of CFD, especially for
phenomena directly related to turbulence. The prediction of stall, which is determined by the
simulation of turbulence in the boundary-layer, becomes one of the most challenging problems
for RANS. Stall is related to flow separation that occurs on the suction side of an airfoil (or blade) when
the angle of attack (AoA) exceeds a certain value. It can be divided into two stages of light stall and
deep stall, corresponding to trailing edge flow separation and complete flow separation, respectively.
Light stall decreases the slope of lift curve, while deep stall causes the lift to drop sharply from the
peak value.

A typical example of the inaccuracy of stall prediction is the RANS simulations of the S809
airfoil [11]. A large number of simulations using various turbulence models have been carried out
since the end of the twentieth century. As early as 1994, Yang [12] made RANS simulation of the
S809 airfoil using a 2-D incompressible solver and the Baldwin–Lomax algebraic turbulence model.
The predicted lift coefficient significantly exceeds the experimental data when light stall occurs.
Researchers later attempted to improve the simulation by using various turbulence models such as
k-ω used by Yang [13], S-A, SST and SA-DES used by Benjanirat [14], and SST and RNG k-ε used
by Guerri [15]. Their results repeatedly showed the same inaccuracy: predicting a late onset of stall
and therefore overestimating the maximum lift coefficient. Instead of fully turbulent simulations,
laminar/turbulent transitional simulations were carried out by other researchers. Wolfe [16] specified
a transition point, while Bertagnolio [17] and Langtry [18] employed the Michel model and the γ-Reθ

model [19], respectively. Their results showed that stall prediction depends on the simulation of
transition, but it is still not accurate enough.

The problem also appears in RANS simulations of the well-known NREL Phase VI rotor [20]
and MEXICO rotor [21]. A large number of simulations, including those in the blind comparison [22],
were carried out for the NREL Phase VI rotor using various solvers such as OVERFLOW-D [23],
elsA [24], EllipSys3D [25], CFX [26], FLUENT [27], THETA [28], etc. The MEXICO rotor was simulated
by participants of the Mexnext project [29] and researchers using a variety of RANS codes [30–32].
Many of the above simulations failed to accurately predict the stall. The inaccuracy of stall prediction
remains an unsolved problem [33,34].

Stall frequently occurs on stall-regulated wind turbines. Also, it may occur on variable-pitch
wind turbines during operation in yaw or in extreme wind conditions, and particularly on the blade
inboard sections where blade incidence angle is usually high. Therefore, the accurate stall prediction
is of great significance to wind turbine load computation, as well as the optimal design of a wind
turbine. The present study is devoted to achieving accurate stall prediction in wind turbine RANS
simulations. Firstly, the similarity between airfoil simulation and rotor simulation is investigated,
which makes it feasible to obtain accurate rotor simulation by making a calibration in airfoil simulation.
Then, a coefficient β∗

∞ of the SST turbulence model is calibrated according to airfoil experimental
data. Finally, the calibrated β∗

∞ is applied to rotor simulation, and more accurate prediction of stall
is realized. The above approach enhances the potential of RANS in accurate simulation of the wind
turbine aerodynamic performance.
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2. Simulation Methods

In the present study, 2-D airfoil simulation and 3-D rotor simulation are carried out using ANSYS
FLUENT on the S809 airfoil and the NREL (National Renewable Energy Laboratory) Phase VI rotor,
respectively. The involved governing equations are the incompressible RANS equations. A comparison
between an incompressible solver and a compressible solver was made by Länger-Möller [28] for the
NREL Phase VI rotor. The results of the two solvers were almost identical. Therefore, it is reasonable
to ignore the compressibility of air in the present study.

Two kinds of 2-D computational domains are generated for the airfoil simulation. One contains
the walls of the wind tunnel’s experimental section, the other does not. The outer boundaries of the
domain without tunnel walls are set to more than 20 times the chord length away from the airfoil.
In each domain, 430 grid nodes are properly distributed on the airfoil surface, and about 100,000 grid
cells are employed. The initial height of the first grid layer measured from the airfoil surface is about
5 × 10−6 of the chord length. The values of y+ (see Figure 1) are found less than 1.0 on most areas of
the airfoil surface, indicating that the initial height of the first grid layer is small enough to capture the
boundary layer. The computational settings of the airfoil simulation are summarized in Table 1.

Figure 1. The wall y+ distribution around the airfoil at angles of attack of 10◦, 20◦ and 30◦ (Re = 1 × 106).

Table 1. Computational settings of the airfoil simulation.

Items Options Settings

Space 2D
Models Time Steady

Viscous SST k-omega

Pressure-Velocity Coupling Type Coupled
Courant Number 50

Discretization Scheme

Pressure Second Order
Momentum Second Order Upwind

Turbulent Kinetic Energy Second Order Upwind
Specific Dissipation Rate Second Order Upwind

The computational domain for the rotor simulation is shown in Figure 2. A pair of rotational
periodic surfaces is defined to reduce the computational domain to a half, taking advantage of the axial
symmetry of the rotor geometry. The grid nodes on the two periodic surfaces would overlap one to one
if one surface were rotated 180◦ around the axis. The far boundaries are set to more than 15 times the
rotor diameter away from the rotor, with no consideration of wind tunnel walls. The computational
settings of the rotor simulation are summarized in Table 2.
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Figure 2. Computational domain for the rotor simulation (“D” is the rotor diameter).

Table 2. Computational settings of the rotor simulation.

Items Options Settings

Models

Space 3D
Time Steady

Viscous SST k-omega
Motion type Moving reference frame
Periodic type Rotationally Periodic

Pressure-Velocity Coupling Type Coupled
Courant Number 50

Discretization Scheme

Pressure Second Order
Momentum Second Order Upwind

Turbulent Kinetic Energy Second Order Upwind
Specific Dissipation Rate Second Order Upwind

A high-quality mesh with enough cells and properly distributed nodes is essential for a reliable
numerical simulation. In the present study, the mesh independency has been tested for both the airfoil
and the rotor simulations. The five meshes involved in the rotor test are shown in Table 3, where they
are denoted by M01, M02, M03, M04, and M05, respectively. The initial height of the grid cells adjacent
to the blade is set to 5 × 10−6 meter equally for all of the five meshes, according to the criterion of
y+ < 1.0. The simulation results of M03, M04, and M05 are found very close to each other, and the M03
mesh is preferred, since it has the smallest number of cells among the three. For a further verification
of sufficient mesh resolution, the Richardson extrapolation [35,36] is applied to the predicted rotor
torque from the simulations using M01, M02, and M03. Table 4 shows that the order of accuracy of the
Richardson extrapolation is greater than 2 in conditions of various wind speeds. That means the M03
mesh (demonstrated in Figure 3) is fine enough for the present simulation based on the second order
upwind scheme, and therefore it is finally adopted.

Table 3. The meshes involved in the test of mesh independency for the NREL Phase VI rotor.

Mesh ID M01 M02 M03 M04 M05

Initial height of cells adjacent to blades (m) 5 × 10−6 5 × 10−6 5 × 10−6 5 × 10−6 5 × 10−6

number of Nodes along the blade span 40 45 50 55 60
number of Nodes along the blade chord 140 190 240 290 320

Growth ratio of grid size away from blade 1.2 1.15 1.1 1.08 1.065
Total number of cells (million) 1.36 2.29 4.24 6.97 9.83
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Table 4. Results of the mesh independency study based on Richardson extrapolation 1.

Wind Speed
Mesh ID Richardson Extrapolation

M01 M02 M03 p R* TE

7 m/s 744.2 756.5 757.4 4.18 0.073 757.5
10 m/s 1597.4 1778.6 1802.6 3.19 0.132 1806.5
15 m/s 850 1309.5 1408.8 2.36 0.216 1439.1
20 m/s 1047.6 1006.4 1001.4 3.33 0.121 1000.7

1 TE represents the extrapolated torque, R* the ratio of errors, and p the order of accuracy.

   
(a) the rotational plane (b) the blade (c) a profile 

Figure 3. Demonstration of the mesh adopted for the rotor simulation. (a) The rotational plane;
(b) the blade; (c) a profile.

3. Investigation of the RANS Simulation Error

3.1. Simulation of the S809 Airfoil

The wind tunnel experiments of the S809 airfoil, which were conducted in Delft University
of Technology (DUT) [11], Ohio State University (OSU) [37], Colorado State University (CSU) [38],
and University of Glasgow [39], respectively, cover a range of Reynolds number (Re) between 0.3 × 106

and 2 × 106. In the present study, full turbulence RANS simulation of the S809 airfoil is firstly made at
Re = 1 × 106. It is close to the Reynolds number experienced by the blades of the NREL Phase VI rotor.
(The Reynolds number varies between 0.7 × 106 and 1.4 × 106 at the blade root and between 1.0 × 106

and 1.1 × 106 at the blade tip, at the wind speeds between 7 m/s and 25 m/s [40].)
The simulation results of the airfoil lift coefficient (CL) for a wide range of AoA between 0◦ and

40◦ are shown in Figure 4. The experimental data from two different sources are referenced in the
figure. One is from the OSU [37] experiment, the other is the measured data of the r/R = 0.63 section
of a parked NREL Phase VI blade [41]. The r/R = 0.63 section is close to the mid-span of the blade,
and thus its performance can be approximately recognized equal to the 2-D S809 airfoil. The two sets
of experimental data are consistent when AoA < 20◦ but deviate from each other when AoA > 20◦

where deep stall occurs. It is worth asking why such deviation occurs and which set of data is the
appropriate reference for the simulation results in deep stall. Rooij [41] once made an analysis of
the parked NREL Phase VI blade. The data collected in his article showed that the deviation does
not become more notable at the r/R = 0.8 and r/R = 0.95 sections, although the 3-D effect is more
significant there. Therefore, the primary reason for the deviation might not be attributed to the 3-D
effect of the blade.

The present study pays attention to the tunnel blockage effect. The size of the test section of the
NASA Ames wind tunnel, in which the NREL Phase VI experiment was conducted, is 24.4 m × 36.6 m.
The chord length of the NREL Phase VI blade (between 0.355 m and 0.737 m) is very small compared to
the wind tunnel, and therefore the tunnel blockage effect can be ignored in standstill cases. The wind
tunnel experiment of the S809 airfoil was faced with a completely different situation. Figure 5 shows
the present simulation result of the flow field around the airfoil at AoA = 40◦ in the wind tunnel of
OSU. It is found that the actual blockage in deep stall is determined by the size of the vortices rather
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than the airfoil geometry. Therefore, the blockage effect correction applied to the experimental data
was inaccurate, since only the size of the airfoil was considered [37].

Figure 4. The computational and experimental lift coefficients of the S809 airfoil.

Figure 6 shows the lift coefficient from the airfoil simulation with tunnel walls compared with
the measured data of the OSU experiment. The blockage effect correction has been applied to the
simulation data, according to the method used in the experiment. That leads to an appropriate
comparison between the simulation result and the experimental data. The shown curves can be
divided into three stages according to the simulation error. At stage “A”, the computational lift
coefficient agrees with the measured data and increases linearly with the angle of attack. The lift
coefficient is significantly overestimated by the simulation at stage “B” where light stall occurs, while it
is underestimated at stage “C” where deep stall occurs. It is worth noting that the underestimation in
deep stall is not as serious as that of the conventional comparison shown in Figure 4.

Figure 5. The simulated flow field of the S809 airfoil in the test section of the wind tunnel of OSU.
(AoA = 40◦, H = 1.4 m).

Figure 6. The lift coefficient from the airfoil simulation with tunnel walls, with a comparison to the
measured data of the OSU experiment.
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3.2. Simulation of the NREL Phase VI Rotor

Full turbulence simulation of the NREL Phase VI rotor in non-yawed condition is carried out at
the wind speeds between 7 m/s and 25 m/s. Figure 7 shows the predicted rotor torque versus the
wind speed, with a comparison to the measured data. The curves can also be divided into three stages.
At stage “A”, the predicted torque agrees with the measured data and increases linearly with the wind
speed. The torque is overestimated at stage “B”, while it is underestimated at stage “C”. That is similar
to the results of the airfoil simulation shown in Figure 6, which raises a question: Why is there such
a similarity of simulation error between the airfoil lift coefficient (see Figure 6) and the rotor torque
(see Figure 7)?

Figure 8 shows the simulated limiting streamlines on the suction side of the NREL Phase VI blade
at different wind speeds. At 7 m/s, all streamlines are directed from the leading edge to the trailing
edge, indicating the flow on the entire blade is attached and no stall occurs. At 10 m/s, the flow pattern
on the blade is a combination of trailing edge flow separation (light stall) and attached flow (no stall).
At 15 m/s, it becomes a combination of complete flow separation (deep stall) and trailing edge flow
separation (light stall). When the wind speed increases to 20 m/s, complete flow separation (deep stall)
covers the entire blade. The flow patterns at five sections of the blade are listed in Table 5. It is found
that the simulation error of the rotor torque in Figure 7 is closely related to the flow patterns. At 7 m/s,
no stall occurs, and the torque is well predicted. At 10 m/s, most sections are in light stall, and the
torque is remarkably overestimated. At 15 m/s, three sections are under deep stall, while two sections
are under light stall, and the overestimation of the torque is reduced. At 20 m/s, deep stall occurs
on the entire blade, and the torque is underestimated. The above results indicate that the simulation
accuracy of rotor torque is much affected by the flow patterns on the blade. The similarity of the
simulation error between the airfoil lift coefficient (see Figure 6) and the rotor torque (see Figure 7)
is raised by the fact that light stall leads to overestimation of the aerodynamic force, while deep stall
leads to underestimation for both the airfoil and the blade sections.

Figure 7. The predicted torque of the NREL Phase VI rotor, with a comparison to the measured data.

Table 5. The flow patterns of five sections of the NREL Phase VI blade at various wind speeds.

Wind Speed r/R = 0.3 r/R = 0.47 r/R = 0.63 r/R = 0.8 r/R = 0.95

V = 7 m/s No stall No stall No stall No stall No stall
V = 10 m/s Light stall Light stall Light stall Light stall No stall
V = 15 m/s Deep stall Deep stall Deep stall Light stall Light stall
V = 20 m/s Deep stall Deep stall Deep stall Deep stall Deep stall
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Figure 8. The simulated limiting streamlines on the suction side of the NREL Phase VI blade at various
wind speeds.

Figure 9 shows the Ct
′ versus the wind speed, in which Ct

′ is the dimensionless coefficient of the
aerodynamic force contributing positive torque of the blade. The shown three sections of r/R = 0.3,
r/R = 0.47, and r/R = 0.95 represent the root, the mid-span, and the tip of the blade, respectively.
The predicted curves exceed the experimental ones at the wind speeds between about 9 m/s and
17 m/s. The simulation error at the root section (r/R = 0.3) and the tip section (r/R = 0.95) is found not
greater than that at the mid-span section (r/R = 0.47), although the flow at the root and the tip is more
complex due to the rotational effect and the 3-D effect. It suggests that the rotational effect and the 3-D
effect are not the primary cause of the inaccuracy of the rotor simulation.

    

Figure 9. The predicted Ct
′ versus wind speed at three typical blade sections, with a comparison to the

measured data of the NREL Phase VI experiment.

3.3. The Similarity between Rotor Simulation and Airfoil Simulation

Figure 10 shows the Ct
′ versus AoA at the three sections of r/R = 0.3, r/R = 0.47, and r/R = 0.95.

For comparison, it also shows the corresponding curves of the S809 airfoil, which are obtained by
replacing the aerodynamic force of each blade section with that of the airfoil. The shadow regions
with sloping lines are determined by the positive simulation error (computational data subtracts
experimental data). The points S (S′), E (E′), and P (P′) represent the starting, the ending, and the peak
of the positive error, respectively. The shadow regions for both the airfoil and the blade sections are
Λ-shaped, which is evidence of the similarity of simulation error between them. The shadow region
for the root section (r/R = 0.3) is located at the upper right of the shadow for the airfoil, due to the
rotational effect, which makes the stall delayed and thus makes the simulation error delayed as well.
The two shadow regions at the mid-span section (r/R = 0.47) have large overlapping area, which is
further evidence of the similarity of error between the airfoil and rotor simulations. The shadow region
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for the tip section (r/R = 0.95) becomes smaller than that for the airfoil, suggesting that the 2-D airfoil
simulation may not be more accurate than the 3-D rotor simulation. Figure 11 shows the magnitude
of the simulation error. The peak error of the blade sections is found lower than that of the airfoil.
One reasonable explanation may be that the rotational effect and the 3-D effect produce a gentler slope
in the process from light stall to deep stall.

Figure 10. The Ct
′ versus AoA at different blade sections, with a comparison to the corresponding

curves of the S809 airfoil.

Figure 11. The magnitude of the simulation error at different blade sections, with a comparison to the
corresponding curves of the S809 airfoil.

The above results suggest that there is a high degree of similarity of error between the airfoil and
the rotor simulations, and the rotor simulation error is approximately at the same level of the airfoil
simulation error. That leads to a conclusion that the main source of the rotor simulation error already
exists in airfoil simulation. Therefore, it is feasible to achieve better rotor simulation by calibrating the
RANS method in airfoil simulation.

4. Simulations with Turbulence Coefficient Calibration

4.1. Closure Coefficients of the SST Turbulence Model

Turbulence is a key determinant of flow separation and stall. The SST turbulence model used in
the present study is recognized as one of the best linear eddy viscosity turbulence models providing a
relatively good prediction of turbulence for both attached and separated flows. There are two transport
equations for the turbulence kinetic energy k and the specific dissipation rate ω in the SST model.
More than a dozen closure coefficients are involved in the equations. Their default values are

σk,1 = 1.176, σω,1 = 2.0, σk,2 = 1.0, σω,2 = 1.168, α1 = 0.31, βi,1 = 0.075, βi,2 = 0.0828, α∗∞ = 1.0,
α0 = 1/9, β∗

∞ = 0.09, Rβ = 8.0, Rk = 6, Rω = 2.95, ξ∗ = 1.5

Most of these values were determined by the observed turbulence properties in certain conditions.
That limits the universality of the turbulence model. The turbulence simulation may be more suitable
in some cases but less applicable in other cases. Calibrating the values of these coefficients is a way to
achieve a better result for a given case. After a lot of computational tests, the coefficient β∗

∞ is adopted
to be calibrated in the present study. It is a key coefficient responsible for the dissipation of k and
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the production of ω in the transport equations. The variation of the value of β∗
∞ eventually leads

to a change of the turbulent viscosity in RANS simulations. Therefore, the calibration of β∗
∞ can be

considered as an appropriate adjustment of turbulent viscosity.

4.2. Airfoil Simulation with Different Values of β∗
∞

The airfoil simulation of the S809 airfoil has been made using various values of β∗
∞. The optimal

value can easily be obtained by comparison with the airfoil experimental data. The simulation results
show that β∗

∞ = 0.11 is the optimal value for the S809 airfoil at Re = 1 × 106. The predicted lift coefficient
is shown in Figure 12 for β∗

∞ = 0.09 (the default value) and β∗
∞ = 0.11. The results for other values of

β∗
∞ are not displayed here for simplicity. In general, a higher β∗

∞ leads to a lower lift coefficient in the
range of light stall.

Table 6 lists the relative simulation error defined as

δ =
CL,sim − CL,exp

CL,exp
× 100% (1)

in which CL,sim and CL,exp are the lift coefficients obtained from the simulation and the experiment,
respectively. An averaged relative error is defined as following to measure the overall error level in a
range of angles of attack,

δ =
1
n

i

∑
n=1

|δi| (2)

in which i is the index and n is the count.

Figure 12. The simulation results of lift coefficient for different values of β∗∞ compared to experimental
data. (Re = 1 × 106).

It can be seen from the figure and the table that β∗
∞ = 0.11 leads to significantly better results in

the range of 8◦ < AoA < 20◦ where light stall occurs. The averaged relative error is reduced to 4.5%
from 30.0%. On the other hand, the calibration results in little change of lift coefficient in the range of
AoA > 20◦ where deep stall occurs.

The pressure distributions over the airfoil at four angles of attack of 8◦, 12◦, 16◦, and 20◦ are
shown in Figure 13. According to the NREL Phase VI experiment, light stall is about to occur at 8◦,
is in progress at 12◦ and 16◦, and converts to deep stall at 20◦. The pressure distributions for β∗

∞ =
0.11 are consistent with the experimental data at all the four angles of attack. In contrast, β∗

∞ = 0.09
only performs well at 8◦ where no stall occurs. Figure 14 shows the simulated streamlines around the
airfoil at angles of attack of 16◦ and 20◦. At 16◦, the flow patterns for β∗

∞ = 0.09 and β∗
∞ = 0.11 are both

trailing edge flow separation (light stall). The difference is that β∗
∞ = 0.11 leads to a larger separation

vortex. At 20◦, β∗
∞ = 0.11 and β∗

∞ = 0.09 gives complete flow separation (deep stall) and trailing edge
flow separation (light stall), respectively.
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Figure 13. The predicted pressure distributions for different values of β∗∞, with a comparison to
experimental data (Re = 1 × 106).

 
(a) AoA = 16° 

(b) AoA = 20°  

×

Figure 14. The simulated streamlines around the airfoil for different values of β∗∞ (Re = 1 × 106).

The airfoil simulation has also been carried out at the Reynolds numbers of 0.75 × 106 and
1.5 × 106, which are the lowest and the highest Reynolds number of the OSU experiment [37],
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respectively. The results are shown in Figure 15. β∗
∞ = 0.11 makes the simulation accuracy significantly

improved at the both Reynolds numbers, suggesting that the optimal β∗
∞ calibrated at a certain

Reynolds number stays in a relatively wide range of Reynolds numbers.

Table 6. The relative simulation error of lift coefficient for different values of β∗∞.

AoA (◦) 8 10 12 14 16 18 20 δ

β∗∞ = 0.09 5.8% 18.1% 23.0% 18.9% 22.7% 39.4% 82.2% 30.0%
β∗∞ = 0.11 2.2% 1.3% −0.3% 0.5% 6.1% 17.5% −3.9% 4.5%

Re=0.75 106

Figure 15. The simulation results of lift coefficient at different Reynolds numbers compared to
experimental data.

4.3. Rotor Simulation Using the Calibrated Coefficient

β∗
∞ = 0.11, the optimal value for the S809 airfoil, is applied to the simulation of the NREL Phase

VI rotor. The predicted rotor torque versus the wind speed is shown in Figure 16. Both the results for
β∗

∞ = 0.09 and β∗
∞ = 0.11 are consistent with the experimental data when the wind speed is lower than

9 m/s. They diverge from each other at the wind speeds between 9 m/s and 20 m/s. β∗
∞ = 0.09 leads

to a notable overestimation of the maximum torque, while β∗
∞ = 0.11 makes it accurately predicted.

Table 7 shows the relative simulation error of the rotor torque. At 10 m/s, where the maximum
torque is achieved for both the predicted curves, the relative error is reduced to 3.2% from 34.4% by
the application of β∗

∞ = 0.11. At 17 m/s, the result for β∗
∞ = 0.09 looks better than that of β∗

∞ = 0.11.
However, it is a mere coincidence due to the change from positive error to negative error of the curve
for β∗

∞ = 0.09 at this wind speed. When the wind speed increases to 20 m/s or higher, the two curves
overlap again and are lower than the experimental data. The maximum difference of the two predicted
curves is located at the wind speed of 10 m/s. The pressure distributions of five typical blade sections
at this wind speed are given in Figure 17. It is shown that the application of β∗

∞ = 0.11 leads to accurate
prediction of the pressure distributions. Taking the section of r/R = 0.47 as an example, β∗

∞ = 0.11
makes the onset of deep stall accurately captured and properly gives the flat pressure distribution on
the suction side of the blade.

Table 7. The relative simulation error of the rotor torque for different values of β∗∞.

Wind Speed 9 10 13 15 17 20

β∗∞ = 0.09 4.7% 34.4% 29.0% 20.2% 0.6% −9.8%
β∗∞ = 0.11 −2.3% 3.2% −4.5% −15.7% −18.8% −9.6%
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Figure 16. The predicted rotor torque for different values of β∗∞ compared to the measured data of the
NREL Phase VI experiment.

  
(a) r/R = 0.3 (b) r/R = 0.47 (c) r/R = 0.63 

  
(d) r/R = 0.8 (e) r/R = 0.95 

Figure 17. The simulation results of pressure distributions for different values of β∗∞, with a comparison
to the measured data of the NREL Phase VI experiment. (Wind speed: 10 m/s).

The limiting streamlines on the suction side of the blade at the wind speeds of 10 m/s, 15 m/s,
and 20 m/s are shown in Figure 18. As compared to β∗

∞ = 0.09, the results for β∗
∞ = 0.11 have two

differences at 10 m/s. Firstly, the area of trailing edge flow separation (light stall) is larger and the
area of attached flow (no stall) is correspondingly smaller. Secondly, a small piece of complete flow
separation (deep stall) occurs at about r/R = 0.47, which has been corroborated by the experimental
pressure distribution at this section shown in Figure 17. At 15 m/s, a large part of the blade is under
complete flow separation (deep stall) for both β∗

∞ = 0.09 and β∗
∞ = 0.11. The difference is that the

area of deep stall is larger for β∗
∞ = 0.11. At 20 m/s, complete flow separation (deep stall) covers

the whole blade, and there is little difference between the two results for β∗
∞ = 0.09 and β∗

∞ = 0.11.
The above results suggest that the simulation using β∗

∞ = 0.11 predicts an earlier onset of trailing edge
flow separation (light stall) and also an earlier conversion to complete flow separation (deep stall)
compared to the simulation using β∗

∞ = 0.09.
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(c) V = 20 m/s 

Figure 18. The simulation results of limiting streamlines on the suction side of the blade, for different
values of β∗∞.

5. Verification of the Calibration to the MEXICO Rotor

5.1. Introduction to the MEXICO Rotor

In order to study how robust the present approach of calibration is for different airfoils and rotors,
the calibration is applied to RANS simulation of the turbine used in the MEXICO (Model Experiments
in Controlled Conditions) project [21]. The MEXICO turbine consists of a three-bladed rotor with a
diameter of 4.5 m. Three different airfoils of DU91-W2-250, RISØ-A1-21, and NACA 64-418 were used
in the blade design. The DU91-W2-250 airfoil was applied from 20% to 45.6% span, the RISØ-A1-21
airfoil from 54.4% to 65.6% span, and the NACA 64-418 airfoil outboard to 74.4% span. The turbine
was tested in the 9.5 × 9.5 m2 open section of the largest European wind tunnel, the Large-Scale Low
Speed Facility (LLF) of the German Dutch Wind Tunnels (DNW), in December 2006. The tests were
performed at both non-yawed and yawed flows at different wind speeds and resulted in a database of
combined blade pressure distributions, loads, and flow field measurements. As a follow up of the first
MEXICO campaign, the New MEXICO measurement on the same turbine was carried out in the same
wind tunnel between 20th June and 4th July 2014. Several open questions from the first campaign have
been resolved, and good agreement has been found between the first and the new measurements [42].

An international research collaborative project (Mexnext) within the framework of IEA Task 29
was created in June 2008. It was carried out in three phases. The first phase from September 2008
until December 2011 included an assessment of the measurement uncertainties and a validation of
different categories of aerodynamic models. In the second phase from January 2012 until the end of
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2014, unexplored aerodynamic measurements on wind turbines (both in the wind tunnel as well as in
the field) were analyzed from a wide variety of sources. In the third phase from January 2015 until
December 2017, several rounds of comparisons were made between the New MEXICO measurements
and the results from various codes. Some comparisons between CFD simulations and measurements
are reported in [43–45].

5.2. Introduction to the Present Simulation

The present study investigates the performance of the SST turbulence model using different
values of β∗

∞ in a non-yawed case with a rotational speed of 424.5 rpm and a wind speed of 24 m/s.
Flow separation occurs on the rotor blades in this case. The separation point location was generally
predicted closer to the trailing edge than the experimental value, and the suction side pressure was
over-predicted by most of the CFD codes used in the Mexnext project [29].

Pressure distributions were measured in the first and the New MEXICO experiments over five
sections located at 25%, 35%, 60%, 82%, and 92% span of the blade. Information about the five sections
and their Reynolds numbers in the present case (424.5 rpm, 24 m/s) are shown in Table 8.

Table 8. Information about the five sections and their Reynolds numbers in the present case.

r/R r (m) Chord (m) Profile Re

0.25 0.563 0.224 DU91-W2-250 0.38 × 106

0.35 0.788 0.193 DU91-W2-250 0.46 × 106

0.6 1.350 0.142 RISØ-A1-21 0.58 × 106

0.82 1.845 0.113 NACA 64-418 0.64 × 106

0.92 2.070 0.099 NACA 64-418 0.62 × 106

The detailed experimental aerodynamic coefficients of the airfoils DU91-W2-250, RISØ-A1-21,
and NACA 64-418 were given in the project of Mexnext. The available experimental data of
DU91-W2-250 and NACA 64-418 were measured at Reynolds numbers of 0.5 × 106 and 0.7 × 106,
respectively. They are close to the operating Reynolds numbers of the corresponding sections shown in
Table 8. However, the data of RISØ-A1-21 are available only at Reynolds number of 1.6 × 106, which is
much higher than the operating Reynolds number of the corresponding section of r/R = 0.6. That may
reduce the reliability of the present calibration for the blade segment based on the airfoil RISØ-A1-21.

The grid layout and density for the airfoils are identical to those for the S809 airfoil. Instead
of another mesh independency study, the mesh for the MEXICO rotor is further refined compared
to the mesh for the NREL Phase VI rotor. The number of grid cells is increased to about 13 million,
which is more than three times that of the NREL Phase VI rotor. All other computational settings for
the airfoils and the MEXICO rotor are identical to those for the S809 airfoil and the NREL Phase VI
rotor, respectively.

5.3. Results and Disscussion

RANS simulations of the three airfoils of the MEXICO blade are carried out, and the resulted
lift coefficients are shown in Figure 19. For DU91-W2-250 at Re = 0.5 × 106, the default β∗

∞ of 0.09
gives results consistent with the measured data at a wide range of angles of attack. For RISØ-A1-21 at
Re = 1.6 × 106, β∗

∞ = 0.10 looks better. For NACA 64-418 at Re = 0.7 × 106, β∗
∞ = 0.105 gives perfect

prediction before deep stall. As a result, in the simulations of the MEXICO rotor, different values of β∗
∞

should be applied at different span locations depending on the airfoil used there. That would be an
inconvenience for application. A function might have to be established to give a continuous change of
β∗

∞ in the computational domain, especially along the blade span. The function could be applied to the
SST model if an open source solver or a house code were used. However, it cannot easily have been
realized in ANSYS FLUENT. As a compromise, three independent rotor simulations are carried out,
in which the β∗

∞ values of 0.09, 0.10, and 0.105 are applied, respectively.
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(a) DU91-W2-250 (Re = 0.5 × 106) (b) RISØ-A1-21 (Re = 1.6 × 106) (c) NACA 64-418 (Re = 0.7 × 106) 

Figure 19. The predicted lift coefficients of the airfoils DU91-W2-250, RISØ-A1-21, and NACA 64-418
for different values of β∗∞, with a comparison to experimental data.

The rotor simulation results of pressure distributions over the five blade sections of 25%, 35%,
60%, 82%, and 92% span are shown in Figure 20. Measured data from both the MEXICO and the New
MEXICO experiments are shown for comparison. For the default β∗

∞ value of 0.09, notable deviations
between the computational and experimental data appear on the suction side at sections of r/R = 0.35,
0.82, and 0.92. The present simulation error of the three sections is at an average level of the CFD
results from the Mexnext project [29]. The Figure 20c–e give the results of r/R = 0.6, 0.82, and 0.92
for the calibrated values of β∗

∞, in which the results for β∗
∞ = 0.09 are also displayed. At r/R = 0.6,

the prediction of = 0.09 is consistent with the New MEXICO data, while the result of β∗
∞ = 0.10 is closer

to the MEXICO data. At r/R = 0.82 and 0.92, the predicted pressure distributions on the suction side
become much closer to the experimental data when β∗

∞ = 0.105 is applied. Also, the present results
are better than a collection of the CFD results from the Mexnext project [29]. The comparisons in
the Figure 20d,e give strong evidence for the contribution of the present calibration to the accurate
simulation of wind turbine stall.
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β ∗
∞

β ∗
∞

 

β ∗
∞

β ∗
∞

 
(d) r/R = 0.82 (e) r/R = 0.92 

Figure 20. The predicted pressure distributions over blade sections for different values of β∗∞ compared
to experimental data and a collection results of the Mexnext project [29].
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6. Conclusions

An approach of turbulence coefficient calibration has been proposed for accurate simulation of
wind turbine stall. The similarity of error between the rotor and airfoil simulations is investigated
on the S809 airfoil and the NREL Phase VI rotor. It is an important foundation of the present work,
which provides a way to improve rotor simulation using airfoil experimental data. The simulation
of the NREL Phase VI rotor is significantly improved by making the calibration on the S809 airfoil.
Furthermore, the procedure of calibration is applied to the MEXICO rotor, and it also significantly
improves the simulation. The following conclusions are drawn from the present study:

• RANS simulations using the SST turbulence model tend to over-predict the aerodynamic force of
airfoils and rotors in light stall. The present study involves four airfoils of S809, DU91-W2-250,
RISØ-A1-21, and NACA 64–418, three of which face the problem of over-prediction at given
Reynolds numbers. The over-prediction of the NREL Phase VI rotor and the MEXICO rotor is
dependent on the airfoils of their blades.

• There is a high degree of similarity of error between the airfoil and the rotor simulations.
In conditions of stall, the rotor simulation error is approximately at the same level of the airfoil
simulation error. That means the rotor simulation error is not mainly caused by the rotational
effect or the 3-D effect. For example, the range and amplitude of the simulation error at the
mid-span section (r/R = 0.47) of the NREL Phase VI blade overlaps much with those of the S809
airfoil, and the peak error at the root section (r/R = 0.3) and the tip section (r/R = 95) is not higher
than that of the airfoil.

• The closure coefficient β∗
∞ of the SST turbulence model has a great impact on the prediction of

light stall for both airfoils and rotors. The predicted airfoil lift in light stall reduces with the
increase of β∗

∞. For example, the lift coefficient of the S809 airfoil, which was over-predicted about
30% in light stall conditions, is reduced to a level consistent with experimental data as β∗

∞ is
adjusted to 0.11. Also, the error of predicted torque of the NREL Phase VI rotor is reduced when
the same adjustment is made.

• The optimal β∗
∞ obtained from the calibration in airfoil simulation can significantly improve the

stall prediction in rotor simulation, and thus the rotor aerodynamic performance is predicted
more accurately. For the NREL Phase VI rotor, the relative error of the predicted maximum torque
is reduced from 34.4% to 3.2%. For the MEXICO rotor, the predicted pressure distributions over
typical sections are better than the CFD results from the Mexnext project.

In essence, the present study provides an approach for calibrating the rotor simulation by using
airfoil experimental data and enhances the potential of RANS in accurate simulations of the wind
turbine aerodynamic performance. In future work, more simulations of various airfoils and rotors will
be carried out to obtain a more comprehensive evaluation of the approach.
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Abstract: Airfoils are subjected to the ‘dynamic stall’ phenomenon in significant pitch oscillations
during the actual operation process of wind turbines. Dynamic stall will result in aerodynamic
fatigue loads and further cause a discrepancy in the aerodynamic performance between design and
operation. In this paper, a typical wind turbine airfoil, DU 91-W2-250, is examined numerically using
the transition shear stress transport (SST) model under a Reynolds number of 3 × 105. The influence
of a reduced frequency on the unsteady dynamic performance of the airfoil model is examined by
analyzing aerodynamic coefficients, pressure contours and separation point positions. It is concluded
that an increasingly-reduced frequency leads to lower aerodynamic efficiency during the upstroke
process of pitching motions. The results show the movement of the separation point and the variation
of flow structures in a hysteresis loop. Additionally, the spectrum of pressure signals on the suction
surface is analyzed, exploring the level of dependence of pressure fluctuation on the shedding vortex
and oscillation process. It provides a theoretical basis for the understanding of the dynamic stall of
the wind turbine airfoil.

Keywords: wind turbine airfoil; dynamic stall; boundary layer separation; aerodynamic characteristics

1. Introduction

Wind turbines operate in diverse environments under complex control strategies, suffering
unsteady loads including aerodynamic forces. An important source of these forces comes from the
blades when the relative velocity with respect to blade sections varies in magnitude and direction.
Generally, the airfoils on the blades are considered as operating in dynamic stall [1]. The unsteady
factors that cause dynamic stall are, e.g., wind shear and yaw, and the angles of attack of airfoils
periodically vary with the rotation of blades [2–4]. Then, the stall characteristics are dynamically
dependent on the operating route of airfoils with dramatically different lift and drag forces from those
in static operations. The main disadvantage of dynamic stall for the safety of blades is that it causes
fatigue loads and a deviation between design and actual running conditions. With the trend of the
large-scale development of wind turbines, dynamic stall will have increasingly greater influence on
the unsteady aerodynamic characteristics of wind turbine blades.

Dynamic stall has been one of the major interesting research subjects and has been studied over
the latest few decades. The dynamic stall phenomenon was first observed in the 1930s [5]. It was
first systematically studied in the aerospace field and was studied in a wider field later, such as for
maneuverable jets wings, gas turbines and wind turbines [6]. Previous studies primarily concentrating
on dynamic stall consist of experimental and numerical simulation. Experiments are important because
experimental data provide a verification basis for the numerical simulation. However, due to the
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limitation of experimental conditions and other reasons, it is necessary to employ numerical simulation
to grasp a broader and more general conclusion. With the gradual maturity of the theory, there are
many analytical models to predict the effects of dynamic stall and analyze the load of power machines
nowadays; such as the Boeing–Vertol model [7], the ONERA model [8], the Beddoes–Leishman (B–L)
semi-empirical model [9], etc. The B-L model has been adopted most widely to analyze dynamic stall.
It has been modified and improved with the increasing attention on unsteady aerodynamics [10–13].
The modified model shows better agreement than the original one. Although the semi-empirical
models have the advantage of using less computational resources, they depend on the accuracy of the
empirical factors greatly, and it is not possible to obtain detailed and accurate flow field information.
With the development of computer technology, the computational fluid dynamics (CFD) method
is used to study dynamic stall for the purpose of obtaining detailed information of dynamic stall.
Some researchers have been dedicated to finding more accurate turbulence models. For example,
Martinat et al. [14] used three turbulence models to investigate the dynamic stall of a NACA 0012
airfoil, and the unsteady Reynolds-averaged Navier–Stokes (URANS) k − ε Chien model provided the
best results. Wang et al. [15] compared the renormalization-group (RNG) k − ε model and transition
shear stress transport (SST) k − ω model used to simulate dynamic stall of an oscillating NACA 0012
airfoil at a relatively low Reynolds number. It was found that the SST k − ω-based detached eddy
simulation (DES) approach was superior. Some other researchers have focused on how typical factors
affecting dynamic stall. These factors include the Reynolds number, mean angle of pitch oscillation,
amplitude of pitch oscillation, reduced frequency, the position of pitch axis, turbulence intensity, etc.
For instance, Akbari et al. [16] studied the effects of reduced frequency, mean angle of attack, pitch
axis location and Reynolds number on the dynamic stall of a NACA 0012. It was shown that the
reduced frequency was the most influential parameter on dynamic stall. Gharali et al. [17] investigated
the effects of the oscillations of the free-stream velocity on pitch oscillation by the SST k − ω model;
Kim et al. [18] studied the effects of free-stream turbulence on the aerodynamic characteristics of
pitching airfoils by large eddy simulations. Gandhi et al. [19] investigated the influence of reduced
frequency on the dynamic stall characteristics of a NACA 0012 airfoil pitching in a turbulent wake with
direct numerical simulations. In addition, McCroskey and his partners made two efforts for decades to
investigate the details of the dynamic stall phenomena [20–22]. The above results are extensive and
continuous. However, the problem is that most of the research objects are wings or symmetrical airfoils.
The literature lacks observations of specific asymmetric and blunt tail edge wind turbine airfoils,
such as Delft University of Technology (DU) series airfoils. On the other hand, the flow field contour is
a general method to explain the phenomenon of dynamic stall used by many previous researchers.
It is summarized that a typical dynamic stall process consists of four major stages: attached flow at
low angles of attack, the development of the leading edge vortex (LEV), the shedding of the LEV
from the suction surface and reattachment of the flow to the suction surface [23]. However, there is a
little attention given to the relationship between the frequency of shedding vortices and the frequency
of airfoil pitching motion. The interpretation of the “delay” is always analyzed by the lift and drag
coefficients or the qualitative expression of the flow field contours. The quantitative expression of the
separation of the airfoil boundary layer is not obviously given.

In order to avoid flow separation and reduce the dynamic stall effects, various devices have been
proposed for flow control. Depending on the operating principle, they can be classified as active or
passive [24]. Passive control includes vortex generators, microtabs, serrated trailing edges, and so on.
Active control includes trailing-edge flaps, synthetic jets, and so on. Johnson et al. [25] overviewed 15
different devices for wind turbine control. Lei Zhang et al. [26,27] made long-term efforts to investigate
the effects of vortex generators. Some other researchers focused on microtabs [28,29] and obtained
some good results. T.K. Barlas et al. [30] and Unai Fernandez-Gamiz et al. [31] reviewed some devices
and discussed their effects. The flow control devices have good effects on avoiding flow separation,
but the blades have a higher cost for their production. Based on the above, cases with different reduced
frequencies (the most important influential factor) are compared regarding the aerodynamic forces and
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lift-to-drag ratio. In addition, the delay effect of dynamic stall is deeply analyzed from the perspective
of two aspects: the pressure field and spectrum analysis.

2. Method

2.1. Numerical Method

The airfoil DU 91-W2-250 was developed by TU Delft, which has a relative thickness of 25% with
a trailing edge gap of 0.65% chord [32]. The present study is based on a 2D simulation with ceiling
and bottom boundary similarity in a wind tunnel. With this kind of set, the numerical method is
easily validated by the authors’ previous measurements [33]. In order to simulate the dynamic stall
phenomenon, a rotational zone whose radius is three-times that of the model chord is placed at the
pitching center, as shown in Figure 1. The rotational zone and airfoil model oscillate like a rigid body,
and the movement is defined with a user-defined function (UDF) in ANSYS Fluent [22]. The rest of
grid is connected to the rotational grid by interfaces. The block interfaces between the dynamic and
static zones are non-conformal because, as the airfoil moves, the O-grid attached to the airfoil rotates
rigidly (as a solid body) together with the airfoil.

The Reynolds number is 3 × 105, which confirmed the turbulence that appeared in the previous
study. Flows under such a relatively low Reynolds number are highly non-linear [34]. Therefore,
turbulence should be considered in the simulation. There are three main turbulence simulation
methods, i.e., direct numerical simulation (DNS), Reynolds-averaged Navier–Stokes (RANS) and
large eddy simulation (LES). A turbulence model should present a satisfactory representation of an
important phenomenon while introducing the least amount of complexity [35]. In the present study,
considering numerical simulation cost and acceptable accuracy, the unsteady Reynolds-averaged
Navier–Stokes (URANS) method is seem to be the most suitable one to simulate the dynamic stall
phenomenon [15]. Consequently, in the CFD software ANSYS Fluent, the transition SST k − ω model,
which is capable of capturing the transition process, was chosen. Some researchers have also discussed
that the accuracy of this model is satisfactory [15,17,36–40].

Figure 1. (a) Mesh topology of the whole domain; (b) mesh details near the leading edge; (c) mesh
details near the trailing edge.
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2.2. Oscillation of the Airfoil

The movement of the airfoil model is described as Equation (1) in a sinusoidal mode, as shown in
Figure 2.

αt = α0 + αamp sin(ωt), (1)

where,

αt is the angle of attack at flow time t,
α0 is the mean angle of attack,
αamp is the pitch oscillation amplitude,
ω is the oscillation angular frequency.

The angular frequency ω is related to the reduced frequency k, which is an important parameter
used to describe the ‘degree of unsteadiness’, as defined by Equation (2).

k =
ωc

2U∞
(2)

where U∞ is the free-stream velocity and c is the chord length of the airfoil. It can be obtained from
dimensionless Navier-Stokes (N-S) equations. J. G. Leishman has the empirical view that when
0 ≤ k ≤ 0.5, the flow can be considered as quasi-steady flow, which means for some cases that the
unsteady effects may be neglected completely [1]. Therefore, k = 0.026, 0.502 and 0.106 are set to be
computed to find out whether the previous empirical view applies to the pitching motion of the DU
91-W2-250 airfoil. They correspond to the oscillating period T = 0.6 s, 0.3 s and 0.15 s, respectively.

Figure 2. Schematic of the pitching movement of the airfoil model.

2.3. Grid Sensitivity

The independence of the solution from the grid is examined by different grid densities in
Table 1. Only the circumferential grid densities are changed, but the radial grid densities are the
same. The growth rate of grid is set as 1.05, and the maximum grid is 0.3c. It is important that the
mesh near the wall be properly sized to ensure accurate simulation and no wall functions are used [41].
The height of the first mesh cell off the wall is 10−5 m, so that the non-dimensional wall-distance
y+ [42] is less than 1.0 at a Reynolds number of 3 × 105. It is computed by using flat-plate boundary
layer theory [43]. The lift and drag coefficients during the 4th cycle of pitching motion are shown in
Figure 3. The comparison shows that the numerical results for grid cases G3 and G4 do not differ
considerably from other grid densities. In order to observe more detailed characteristics on the suction
surface of the airfoil, the grid nodes on the suction side are increased to 200 and keep the same set of
grids as G3 on the pressure side of the airfoil.
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Table 1. Cases for grid sensitivity examination.

Grid Suction Surface Pressure Surface Trailing Edge Total Grids

G1 50 1 50 11 25,753
G2 100 100 11 45,387
G3 150 150 11 67,238
G4 200 200 11 89,070

1 The number of cells on the indicated surfaces.

Figure 3. Comparison of computed (a) Cl and (b) Cd with different grid densities during the 4th cycle
of pitching motion.

2.4. Time Step and Periodic Repeatability

To specify the optimum time step in the unsteady simulations, a series case with different time
steps was simulated. A characteristic time Tc defined by Equation (3) is employed as base of the
time step:

Tc =
c

U∞
(3)

It has the same significance as the Courant, Friedrichs and Levy criterion (CFL) number in
numerical simulations. The time steps of 0.1Tc, 0.05Tc, 0.025Tc, 0.0125Tc and 0.00625Tc (denoted as dt1
to dt5, respectively) are used to examine the time step sensitivity.

As shown in Figure 4, when the time step dt4 = 6.25 × 10−5 s, the time cost and accuracy
are acceptable for the present study. This is consistent with dynamic stall cases applied by other
researchers [17,38].

Figure 4. Comparison of computed Cl with different time steps.

133



Appl. Sci. 2018, 8, 1111

Periodic repeatability is also examined, as shown in Figure 5. It shows that values tend to be well
reproducible from the third cycle. That is why the other cases are computed only for 4 periods.

Figure 5. (a) history of the lift coefficient Cl ; (b) the repeatability of the lift coefficient Cl with k = 0.052,
α0= 10◦, αamp = 10◦.

2.5. Comparison of the Static Result with Experiment and Vortex Panel Method

Due to the lack of experimental data for the dynamic stall of the DU 91-W2-250 airfoil at present,
the static experimental data, which have been obtained from Jingyan Bai et al. [33], are used to examine
the accuracy of the numerical method. The data computed by the software Xfoil and Rfoil, which are
currently widely accepted, are also compared to each other, as shown in Figure 6.

Figure 6. Comparison between the numerical results, Rfoil, Xfoil and experimental data [25].

Generally, Xfoil and Rfoil predict acceptable lift and drag coefficients for thin airfoils in attached
flow. It is shown that the numerical simulation is more consistent with the data obtained by Xfoil.
Because of the constraints of the experimental equipment and conditions in 2014, a large discrepancy
appears between the experimental and CFD results. The accuracy of the zero angle of attack and
the stiffness of the support structure may be the main factors, which usually cause the shift of the
lift curve along the angle-axis and the variation of the slope of the linear section on the lift curve,
respectively. Moreover, CFD greatly overestimates the lift coefficient at 18 and 20 with respect to that of
Xfoil, Rfoil and the experiment. This is because the airfoil goes into a deep stall and the flow becomes
fully separated at high angles of attack. Raffel et al. [44] showed that the 3D effects of separation flows
should be more significant than those without separations at smaller angles of attack. Therefore, in the
following analysis, static data calculated by Xfoil are considered as baseline data in the static condition.
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3. Results and Discussions

In this part, the results of the cases defined in Section 2.2 are analyzed. The performance of airfoil
DU 91-W2-250 under dynamic stall is illustrated with respect to three aspects, i.e.: (a) the influence of
reduced frequency; (b) flow structures and separation points; and (c) spectrum characteristics.

3.1. Effects of Reduced Frequency on Aerodynamic Coefficients

Three cases when k = 0.026, 0.502 and 0.106 were simulated, and the results are shown in Figure 7.
The dynamic characteristics of the airfoil undergoing pitch oscillation were strongly dependent
on the reduced frequency. The hysteresis loop increased with the increasingly-reduced frequency.
In a loop, as can be seen, the maximum lift coefficient in upstroke and the corresponding angle of
attack were much higher than those in the static condition. Previous researchers have observed
this phenomenon already as mentioned in Section 1. Contrarily, the lift coefficient in downstroke
was smaller than that in upstroke and sometimes even smaller than that in the static condition.
On the lift curves, the intersection point in a loop was named the “reunion point” by the authors.
An increase in the reduced frequency made the angle of reunion point smaller. This also means that
the effect of delay was more significant when the frequency reduction was greater. On the other hand,
the increasingly-reduced frequency would cause the increase of the drag coefficient. This effect is
clearly revealed in the lift-drag-ratio curve in Figure 7c.

Figure 7. Comparison of the different reduced frequencies k = 0.105, 0.052, 0.026 of the computed (a) lift
coefficient Cl , (b) drag coefficient Cd and (c) lift-to-drag ratio Cl/Cd with α0 = 10◦, αamp = 10◦.

The lift-to-drag ratio is an important parameter that indicates the aerodynamic efficiency of
the airfoils. The aerodynamic performance of the airfoils is better with a larger lift-to-drag ratio.
The angle of attack corresponding to the maximum lift-to-drag ratio is called a favorable angle of
attack. In general, from the minimum angle to the favorable angle of attack, lift increases fast, but
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drag increases slowly. Therefore, the lift-to-drag ratio increases. Then, from the favorable angle to a
critical stall angle of attack, the increase of lift is slow, and the drag increases rapidly. This makes the
lift-to-drag ratio relatively small. After the critical stall angle of attack, the lift-to-drag ratio sharply
decreases with the sharply increasing pressure drag. The lift-to-drag ratio of the airfoil during a
complete hysteresis loop was quite different with a regular pattern. The peak of the lift-to-drag ratio
curve in upstroke decreased and even disappeared with the increasingly-reduced frequency because
of the faster increase of the drag coefficient. This effect was amplified in the lift-to-drag ratio and
showed the tremendous difference between static and dynamic stall. Instead, the lift-to-drag ratio in
the downstroke process showed a different form. Its shape was closer to the static form, which also
had a peak. The angle of attack corresponding to the peak was smaller with increasingly-reduced
frequency. This also shows the degree of the delay effect. Therefore, the aerodynamic efficiency was
lower in dynamic stall process though the lift in upstroke was higher than that in the static condition.

3.2. Flow Development and Separation Points on the Suction Surface of the Airfoil

The reason for the variation of forces and lift-to-drag ratio can be found in flow field contours.
One case was selected to investigate the characteristics as an example. The pressure fields and
corresponding streamlines at different angles of attack through a full pitching cycle in the case with
k = 0.052, α0 = 10◦, αamp = 10◦ are demonstrated in Figure 8. It was observed that the development
trend of flow field structures of the DU 91-W2-250 was qualitatively in good agreement with the
conclusions of other papers with different shapes of airfoils [15,45,46]. The flow was fully attached
to the airfoil from the angles of attack αt = 0◦~10.31◦. The hysteresis of stall angles of attack in
lift curves, which is the most obvious feature of dynamic stall, is observed clearly here. The lift
dropped suddenly at about 14◦ in the hysteresis loop, while the static stall angle was 12◦ in the
experiment. It was manifested as reversed flow generated near the trailing edge, as shown in Figure 8c.
The reverse flow was due to the adverse pressure gradient caused by the rapid movement of the
airfoil surface. As the angle of attack increased, the clockwise-rotating vortex on the suction surface
moved forward to the leading edge, and the strength of the recirculation increased. There was a small
counterclockwise-rotating vortex behind the trailing edge vortex in Figure 8c, implying that the vortex
near the trailing edge started to move downstream slowly. This would lead to a decrease in the lift
coefficient compared with the lift coefficient curves in Figure 7a. The effects of vortices rotating in
two opposite directions on the lift coefficient are shown in Figure 9 in more detail. At Point A in
Figure 9a, the clockwise-rotating vortex appeared. With the growth of the vortex, the lift coefficient
was still increasing. The growing vortex increased the slope of the lift curves until the maximum value
of Cl when the angle of attack was 14.07◦ at Point B; see Figure 9b. The reason that Cl decreased was
the generation of the counterclockwise-rotating vortex, as shown in Figure 9c. Cl decreased with the
growth of the counterclockwise-rotating vortex until the counterclockwise-rotating vortex traveled into
the wake and the clockwise-rotating vortex appeared again; see Figure 9e. This process would repeat
until the trend of the lift coefficient curve became flat when αt = 10.31◦ in the downstroke process.
The counterclockwise-rotating vortex did not appear from this moment. In other words, the growth
and shedding of vortices in opposite directions led to the fluctuations of the lift coefficient curve.
The lift coefficient Cl increased with the growth of the vortex, and it decreased with the shedding of
the vortex. What needs to be noted here is that the range of the angles of attack in this case was from
0◦–20◦, so the airfoil did not experience a deep stall. Vortices on the suction surface of airfoil did not
develop to reach the leading edge, but only reached 30% of the chord from the leading edge. Therefore,
in this case with k = 0.052, α0 = 10◦, αamp = 10◦, the LEV observed in other papers [15] did not appear,
but it appeared when k = 0.052, α0 = 15◦, αamp = 10◦. After the maximum angle of 20◦, the airfoil was
performing the downstroke motion. It is known that the lift coefficient of the downstroke process
was much smaller than the upstroke process from Section 3.1. This is because the vortex still existed
near the trailing edge and the pressure of pressure surface was lower at the same angle of attack by
comparing Figure 8b,h and Figure 8c,g. As the airfoil attack angle became smaller, vortices eventually
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moved into the wake. The last vortex left the trailing edge at αt = 6.61◦, and the flow completely
reattached to the airfoil at αt = 4.73◦. They were smaller than the angles respectively in upstroke
with a similar structure. Therefore, the hysteresis of flow attachment during the downstroke process
was considerable.

Figure 8. Pressure fields and streamlines for different angles of attack in the pitching cycle with
k = 0.052, α0 = 10◦, αamp = 10◦.

Figure 9. Cont.
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Figure 9. (a–i) Vorticity fields and streamlines for different points of angles of attack corresponding to
(j) the lift coefficient curve.

It is not convenient to show separation situations at every angle of attack with contours. In order
to examine dynamic stall delay quantitatively, the pressure coefficient and the wall shear stress around
the airfoil were recorded at each time step. The separation points appeared when the wall shear stress
abruptly became zero or the pressure signal showed a plateau. Figure 10 shows the position, i.e.,
x/c, from the leading edge of the separation point at each angle of attack. The delay to stall angle is
observed clearly here, as well.
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Figure 10. Positions of the separation point during dynamic stall with k = 0.052, α0 = 10◦, αamp = 10◦.

3.3. Frequency Spectrum Analysis of the Pressure Coefficient

The above pressure contours and streamlines can only be observed from a qualitative point
of view. This requires multiple consecutive figures to obtain the characteristics of multiple cycles.
Instead, spectrum analysis can capture the features of shedding vortices around the airfoil quickly and
quantitatively. Spectrum analysis is a technique that converts a complex signal into a set of simple
signals with different frequencies. It is a way to find the information (e.g., amplitude, power, intensity
or phase, etc.) of a signal at different frequencies. In this paper, nine points are set on the suction
surface of the airfoil to collect time series of pressure signals. The positions of the points are shown in
Figure 11.

Figure 11. Positions of points to gather the history of pressure signals.

The fast fourier transform (FFT) of the pressure signals was performed with the software MATLAB
under different calculations. The spectra of pressure signals were generated by two continuous period
signals. Figure 12 shows an example of the time series signals and energy spectrum at Point 6.
Figure 12b is the result of Figure 12a after FFT. It shows that the grid in the boundary layer was able to
capture small-scale vortices properly, with the turbulence model in the present study.
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Figure 12. (a) time series signals and (b) energy spectrum of the pressure coefficient of Point 9 for two
periods with k = 0.052, = 10◦, αamp = 10◦.

In order to show the differences between each frequency more clearly, the spectra of surface
pressure at all nine points on one airfoil are shown in Figure 13 with the semi-log-x function.
The abscissa value at the first peak corresponds to the pitch oscillation frequency f = 3.3333, which can
be computed by Equation (4):

f =
1
T

=
1

2π/ω
=

ω

2π
=

2U∞k
2πc

=
U∞k
πc

(4)

The abscissa value at the second peak corresponds to the vortices’ shedding mode. The flow
field around the pitching airfoil consists of large-scale motions and small-scale turbulence motions.
The large-scale one has the same time scale as the unsteady pitch oscillations.

By observing the spectra of pressure at the different points on the airfoil in the same case, i.e.,
k = 0.052, α0 = 10◦, αamp = 10◦, it can be seen that most of the energy of the leading edge point, Pt, is
concentrated in the first order frequency pitch oscillation. This is because that the pressure signals
of the leading edge point basically were affected by the airfoil pitch oscillation and unaffected by
shedding vortices. With the position of the points moving backward, the energy of pressure at the
second order frequency became higher. This means that the pressure signals begin to be affected not
only by the airfoil pitch oscillation, but also by the shedding of vortices. Due to the proximity of the
location, the features of Pt 4 and Pt 5 were similar. This was the same for Pt 6 and Pt 7. It is worth
noting that the energy of pressure at high frequency fv = 163.333 at the trailing edge point Pt 9 was
much higher than that of other points. This means that there were severe high-frequency fluctuations
in the pressure signal at the trailing edge during pitching motion cycles.

Figure 13. Cont.
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Figure 13. (a–i) Energy spectra of the pressure coefficient at different points on the suction surface of
the airfoil in the semi-log-x coordinate system with k = 0.052, α0 = 10◦, αamp = 10◦.

By comparing the pressure spectra of the cases with different reduced frequencies, as shown in
Figure 14, it can clearly be seen that the vortex shedding frequency increased with the increase of the
reduced frequency. At the same time, pressure fluctuations at each point on the airfoil showed different
characteristics dependent on reduced frequencies. At the leading edge of the airfoil, the proportion
of energy for pressure at the first order of frequency became lower with the increasingly-reduced
frequency. This shows that the proportion of pressure variation affected by pitch oscillation and
shedding vortex changed. This implies that the increasingly-reduced frequency intensified the
unsteady effects. Instead, the change of this proportion was reversed at the trailing edge point.
Pitch oscillation played a dominant role in pressure fluctuations with increasingly-reduced frequency
at the trailing edge point. The pitch oscillation dominated the fluctuations of pressure signals with
k = 0.1, but did not with k = 0.05. This phenomenon provides new evidence of J.G. Leishman’s
conclusion that when k is smaller than 0.5, the flow can be considered as quasi-steady [1]. Besides the
high-frequency fluctuations in the pressure signal, at the trailing edge during pitching motion, cycles
had higher energy, but lower frequency with increasingly-reduced frequency; see Figure 14i.

Figure 14. Cont.
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Figure 14. (a–i) Comparison of the amplitude spectrum of the pressure coefficient at typical points
with different reduced frequencies k.

4. Conclusions

In this paper, in order to better understand the effects of dynamic stall on the aerodynamic
characteristics, a CFD method was employed to investigate the influence of the pitch oscillations of the
DU 91-W2-250 airfoil. Cases with different reduced frequency were studied by comparing aerodynamic
forces and the lift-to-drag ratio. In addition, the hysteresis effect of dynamic stall was analyzed from the
perspective of two aspects: the pressure field and spectrum analysis.

The effects of reduced frequency on dynamic stall were analyzed qualitatively and quantitatively.
Aerodynamic forces and the lift-to-drag ratio during pitching motion were compared. During the hysteresis
loop, the aerodynamic efficiency of the upstroke was lower than that of the downstroke. The effect of
delay was more significant with the increased reduction of the frequency. Increasingly-reduced frequency
led to lower aerodynamic efficiency during the upstroke process of pitching motions. The result that
increasingly-reduced frequency aggravates dynamic stall effects was the same as the conclusions of other
observations. Flow field structures and positions of separation points were used to explain the delay of lift
stall from other aspects. There were a clockwise-rotating vortex and a counterclockwise-rotating vortex near
the trailing edge of airfoil during pitching motions. The growth of the clockwise-rotating vortex increased
the value of the lift coefficient, while the growth of the counterclockwise-rotating vortex decreased the value
of the lift coefficient.

Frequency spectrum analysis of the pressure coefficient was used as a new method to find the
relationship of shedding vortices and pitching motion. The vortex shedding frequency increased with the
increase of the reduced frequency. The fluctuations of the pressure signals were the results of pitching motion
and vortex shedding. The dominant factor of the pressure signal fluctuations was different at the leading
edge and trailing edge. It was also different with different reduced frequencies. Pitch oscillation played a
dominant role in pressure fluctuations with increasingly-reduced frequency at the trailing edge point.

In this paper, the dynamic stall characteristics of the DU 91-W2-250 airfoil at Re = 3 × 105 were
analyzed systematically. However, due to the large amount of computing resources and time cost, many
problems need to be further studied in the project. For example, a conclusion of this paper was that
increasingly-reduced frequency caused angles of attack of stall to increase. However, it is not known
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yet when will this trend would stop, i.e., what is the biggest reduced frequency to maintain this trend.
In addition, dynamic experiments of the DU series airfoil should be carried out as soon as possible to obtain
dynamic data for the purpose of verification.
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Nomenclature/Abbreviations

c chord of airfoil (m)
Cf skin friction coefficient, τw/0.5ρU∞

2

Cl lift coefficient, L/0.5ρU∞
2c

Cp pressure coefficient, (p − p∞)/0.5ρU∞
2

f pitch oscillation frequency (Hz)
fv frequency of shedding vortices
k reduced frequency, ωc/2U∞

L lift force (N)
p pressure at one point (Pa)
t time (s)
T time period (s)
Tc characteristic time (s)
U velocity (m/s)
U∞ free-stream velocity (m/s)
y height of the first grid in the boundary layer of the airfoil (m)
y+ dimensionless wall distance
α angle of attack (deg)
αt angle of attack at flow time t (deg)
α0 mean angle of attack (deg)
αamp amplitude of angle of attack (deg)
Δt time step (s)
ρ density (kg/m3)
τwx wall shear stress in the x direction (Pa)
ω angular frequency (rad/s)
2D two-dimensional
CFD computational fluid dynamics
CFL Courant, Friedrichs and Levy criterion
DES detached eddy simulation
DNS direct numerical simulation
dt1, dt2 . . . time step size 1, time step size 2 . . .
DU Delft University of Technology
FFT fast fourier transform
G1, G2 . . . gird case 1, grid case 2 . . .
LEV leading edge vortex
N-S Navier-Stokes
Pt1, Pt2 . . . point1, point2 . . .
RANS Reynolds-averaged Navier–Stokes
RNG renormalization-group
SST shear stress transport
UDF user-defined function
URANS unsteady Reynolds-averaged Navier–Stokes
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Abstract: This article presents a framework to integrate and optimize the design of large-scale wind
turbines. Annual energy production, load analysis, the structural design of components and the
wind farm operation model are coupled to perform a system-level nonlinear optimization. As well
as the commonly used design objective levelized cost of energy (LCoE), key metrics of engineering
economics such as net present value (NPV), internal rate of return (IRR) and the discounted payback
time (DPT) are calculated and used as design objectives, respectively. The results show that IRR
and DPT have the same effect as LCoE since they all lead to minimization of the ratio of the capital
expenditure to the energy production. Meanwhile, the optimization for NPV tends to maximize the
margin between incomes and costs. These two types of economic metrics provide the minimal blade
length and maximal blade length of an optimal blade for a target wind turbine at a given wind farm.
The turbine properties with respect to the blade length and tower height are also examined. The blade
obtained with economic optimization objectives has a much larger relative thickness and smaller
chord distributions than that obtained for high aerodynamic performance design. Furthermore, the
use of cost control objectives in optimization is crucial in improving the economic efficiency of wind
turbines and sacrificing some aerodynamic performance can bring significant reductions in design
loads and turbine costs.

Keywords: wind turbine; wind turbine design; optimization; blade length; economic analysis

1. Introduction

Wind turbine design is a complex task comprising multiple disciplines, requiring a trade-off
between many conflicting objectives. Many research articles have been published to achieve an
optimal turbine design. Some use a single objective such as maximum annual energy production
(AEP) or maximum AEP per turbine weight to carry out a single-objective optimization [1]. Others use
multi-objective methods [2,3] or a multi-level system design [4] to accomplish a balance between
different conflicting objectives, often drawn from different scientific and economic disciplines.
The objective functions of wind turbine design can be divided in four main categories: Maximization
of the energy production, minimization of the blade mass, minimization of the cost of energy, and
multi-objective optimization [5].

Multi-objective optimization offers a set of Pareto Optimal design solutions and places the burden
of choice on the shoulders of the decision maker. In contrast, a single objective lumps all different
objectives into one and provides a unique design result to the decision maker, which seems to be more
practical. The difficulty is that the objective must reflect the nature of the problem. Inappropriate design
goal will lead to unfeasible results. For example, maximization of the power coefficient results in larger
root chords and a very high blade twist [5], while minimization of mass/AEP may overemphasize the
role of the tower [6]. Hence, the selection of objective is crucial in wind turbine design.
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It is noticed that the development of a wind farm is essentially an investment activity and wind
turbine design is an upstream stage of wind farm development. In this case, turbine optimization
also needs to be performed from an engineering economics point of view. Many economic functions
such as levelized cost of energy (LCoE), net present value (NPV), internal rate of return (IRR) and
discounted payback time (DPT) have been used to evaluate the profitability of wind farms [7,8].
The LCoE represents the minimum energy price that meets the desired interest rate by the designers,
NPV defines the total profit of the wind farm and takes into account the price of energy, IRR is the
interest rate that sets the NPV function equal to zero and enables checking if a minimum rate of return
set by the designers is met, and DPT determines the time required to cover the initial investment while
taking into account the time value of the money [9,10]. In these economic indicators, LCoE is the
most common one used as an objective in wind turbine design [11–13]. But sometimes LCoE alone
is not a sufficient measure to determine a project’s profitability or competitiveness. Investors need
other parameters as inputs to make investment decisions [10]. However, there has been no research
published using other economic indicators as objectives to perform a wind turbine design. Therefore,
besides LCoE, economic functions like NPV, IRR and DPT will also be utilized as design objectives
in this study. Insights into the differences between these metrics and the impact of these economic
functions when used as optimization objectives will be assessed.

To carry out this research, a system-level optimization framework is used to perform an integrated
design of a wind turbine. Blade length, the geometry of the blade and the tower height are selected
as design variables. The purpose of this study is not to develop a design methodology, or present
exact parameters for an optimized wind turbine, but rather to assess the effect of different objective
functions on the properties of optimal wind turbines.

2. Methodology

2.1. Calculation Tools

Recent developments in the methodology of wind turbine design have mainly focused on
simultaneous evaluation of aerodynamic and structural design [14–17]. In this paper a series of
automated calculation models are coupled to perform an integrated optimization. The integrated
methodology mainly builds upon that previously described in References [6,16], which includes the
rotor aerodynamic analysis, blade structure design and cost model. These models are selected as a
compromise between computational effort and calculation accuracy. The integrated design strategy
has been successfully used in the design of a 1.5 MW stall regulated rotor [14], BONUS 1 MW and WM
600 wind turbine [18], and the investigation of 5 MW upwind and downwind turbines [16], proved to
be effective in the wind turbine optimization.

In the next subsection we describe how the integrated modelling tool is implemented, giving
details of how the models are coupled and how the optimization process is sequenced.

2.1.1. Power Production

Aerodynamic analysis is based on ordinary blade element/momentum (BEM) theory. A detailed
description of the process with an extensive explanation of its fundamental equations can be found in
Reference [19]. AEP is computed using a Rayleigh distribution in which mean speed varies with the
hub height. An exponential law is used to calculate the average wind speed at different hub heights
as follows:

V(h) = V(h0)

(
h
h0

)α

(1)

where h0 is the reference height, V(h0) is the average wind speed at h0 and α is the wind shear exponent.
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2.1.2. Loading

Load calculation is an important discipline within wind turbine technology. Design loads serve
as inputs for the structural design of rotor blades and other turbine components, and essentially
determine the cost of producing a wind turbine. Typically, load analysis is performed using dynamic
simulation software such as “DNV Bladed” according to the IEC61400-1 standard [20] during the
real-world wind turbine design process. However, this load estimation procedure is difficult to carry
out in the optimization period for the following reasons:

1. For an accurate estimation of design loads, there are thousands of design load cases (DLCs)
which must be simulated, causing a significant computational cost. Design optimization of a
wind turbine requires estimations of hundreds of thousands of different turbine configurations.
For this reason, a full IEC loads analysis is not computationally feasible.

2. The output loads are influenced by the controller algorithm. For example, coefficients in the PID
controller and pitch rates under different operational conditions can have a significant effect.
Typically, we must modify many parameters of the controller to find the best controller algorithm
and configuration for a given wind turbine. This is another computationally expensive aspect
which limits the usefulness of automated design load analysis.

Some approaches have been described to deal with this problem. For example, some essential
load cases can be selected to reduce the computational cost [18]. It is also possible to use the static
forces of rotor and tower at some critical conditions, with an amplification factor to correct for dynamic
effects [16]. In accordance with the latter approach, we explored a series of load calculation results from
commercial wind turbines, correlated the conditions a wind turbine experiences when ultimate loads
occur (rotor speed, wind speed, pitch angle, azimuth angle, etc.), and then identified the appropriate
static load cases (SLCs) to perform the loads estimation, which are summarized in Table 1.

Table 1. Static conditions for load estimation.

Static Load
Cases

Wind Speed
(m/s)

Rotor Speed
(rpm)

Pitch Angle
(deg)

Yaw Angle
(deg)

Azimuth
Angle (deg)

SLC 1.1 Vr + 3σ 1.1 ωr 0~10 −8~+8 0~90
SLC 1.2 Vout + 3σ ωr 10~20 −8~+8 0~90
SLC 2.1 Ve1 0 90 90,270 0
SLC 2.2 Ve50 0 90 30,330 0

Note: Vr: rated wind speed; Vout: cut-out wind speed; σ: standard deviation of the wind speed, relates to short
term turbulence; ωr: rated rotor speed; Ve1: 10-min average extreme wind speed with a recurrence period of 1 year;
Ve50: 10-min average extreme wind speed with a recurrence period of 50 years.

SLC 1.1 represents an extremely gusty wind condition. The ultimate loads on a wind turbine are
more likely to happen in gusty conditions near the rated wind speed, typically due to a rapid increase
of wind speed which the pitch angle can’t catch up with. SLC 1.2 examines the operational condition
IEC DLC 1.3, with an extreme turbulence model. In this case the maximum wind speed will increase
to a very high value in a short period due to extreme turbulence at the cut-out wind speed. SLC 2.1
and 2.2 represent the parked survival cases of wind turbines under extreme conditions which occur
every 1 year and every 50 years, respectively.

The predicted static thrust from the blade requires a dynamic amplification factor of 1.45 to fall
within the range of dynamic loadings from “DNV Bladed” simulations. To check the feasibility of this
assumption, we carried out several load estimations for different wind turbines with various blade
lengths. Figure 1 shows the comparison of blade root flap-wise moments (Mf) between the SLCs and a
more rigorous DLCs calculation procedure.
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Figure 1. Blade root flap-wise moments of SLC and full DLC calculations.

Although there is some deviation between the calculated loads, the errors are within an acceptable
range. Usually the output loads on a turbine blade will increase with the blade length, however,
the load evaluation of real-world turbines shows that sometimes longer blades can have lower output
loads. This is mostly due to variations in the turbine configuration and control algorithms. If this
influence is eliminated, we can expect that the error between the load trends in the DLC and SLC
calculations would be reduced. Moreover, since the load calculations as well as the cost model
described in the next section inevitably need to be simplified, the primary goal of this study is not
to present an exact geometry for an optimized wind turbine, but to assess the effect of different
objective functions on the properties of optimal wind turbines. For this purpose, the SLC method is
more suitable.

2.1.3. Cost Model

Besides AEP, capital expenditure (CAPEX), operational expenditures (OPEX) and financing are
needed as inputs to perform overall economic analysis. These are calculated using the models described
in this section.

The CAPEX herein represents the overall cost of a single wind turbine. It includes turbine
manufacturing cost and the sharing portion of wind farm construction and maintenance costs.
The manufacturing cost uses the individual component masses for the turbine to evaluate the costs of
individual components. The blade mass is derived by a structural model using beam finite element
theory and classical laminate theory to determine the effect of the design loads [2]. The blade structure
is formed from a double web I-beam. The material used for the bulk of the blade is glass fiber with
reinforced polyester and foam.

A set of physics-based models are used to estimate the sizes and costs of a subset of the
major load-bearing components (the main shaft, gear box, bedplate, gearbox, tower) and parametric
formulations representative of current wind turbine technology are used to evaluate sizes and costs for
the remaining components (the hub and yaw system). For example, the hub is treated as a thin-walled,
ductile, cast iron cylinder with holes for blade root openings and main shaft flanges. The bedplate
module is separated into two distinct front and rear components. The rear frame is modelled as
two parallel steel I-beams and the front frame is modelled as two parallel ductile cast iron I-beams.
The physics-based models have internal iteration schemes based on system constraints and design
criteria, which are described in Reference [21].

The balance-of-station costs vary with the rotor diameter and tower height, and the OPEX are
accounted for by taking a small, fixed percentage of the capital cost as the annual maintenance cost [18].
Decommissioning costs are also considered in this model.
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2.2. Objective Function

The appropriate choice of an objective function is critical to an optimization process. In order
to perform the wind turbine optimization from an economic point of view and ensure the designs
correctly assess fundamental trade-offs (primarily between energy capture and overall cost) we chose
LCoE, NPV, IRR and DPT as design metrics. The models employed in this research are proposed in
Reference [10] and shown in Table 2. Dynamic evaluation of these economic functions can also be
found in References [22,23].

Table 2. Economic functions for the wind turbine optimization problem.

Function Equation Parameters

LCoE ($/kWh) 1
AEP (

CAPEX
a + OPEX) a—annuity factor (a =

1−(1+r)−n

r ),
r—interest rate, n—wind farm lifetime

NPV ($) (AEP · pkWh − OPEX)a − CAPEX pkWh—market energy price

IRR (%) (AEP · pkWh − OPEX)
1−(1+rIRR)

−n

rIRR
= CAPEX

rIRR—interest rate that zeroes the
NPV equation

DPT (years) n·CAPEX
(AEP·pkWh−OPEX)·a

In the economic models, the total utilized energy output and the total cost over the lifetime of the
wind turbine are both discounted to the start of operation.

2.3. Design Variables and Constraints

There are a total of 15 design variables used in the optimization process. B-Spline curves are used
to create smooth distributions of chord, twist and relative thickness of the blade. Five control points
are used to shape the chord distribution and a further four points are used to describe both twist and
relative thickness distribution, as shown in Figure 2.

(a)                                         (b) 

Figure 2. Design variables of blade geometry. (a) Chord distribution; (b) Twist distribution.

Blade length and tower height are also set as variables for the purpose of determining the most
suitable rotor diameter and tower height for a specific wind speed site. Upper and lower limits for
these variables are implemented to define the bounds of the design space.

The DU and NACA 64 series airfoils are employed in this study, as shown in Table 3. These airfoils
are optimized for high speed wind condition with an advantage of high maximum lift coefficient and
very low drag over a small range of operation condition. They have been used by various wind turbine
manufacturers worldwide in over 10 different rotor blades for turbines with rotor diameters ranging
from 29 m to over 100 m [24].

Blade structure design is set to meet the needs of strength and deflection constraints. The maximum
velocity of the blade tip is 80 m/s. The rated rotational speed and the gearbox ratio change with
the blade length in proportion to keep the generator operational speed the same. To have a safe
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blade-tower-clearance, a constraint for the blade out-of-plane deflection is used and the clearance
between the ground and the blade tip is constrained by a minimum of 25 m [25].

Table 3. Airfoil family.

Airfoil Name t/c Ratio

DU99-W-405 40%
DU99-W-350 35%
DU97-W-300 30%

DU91-W2-250 25%
DU93-W-210 21%

NACA 64-618 18%

To examine wind turbine designs at low speed sites, the average wind speed is set as 6 m/s
at a reference height of 70 m. The wind shear exponent α is set to be 0.2 for normal wind profile
model according to the IEC61400-1 standard [20]. The power transfer efficiency is 92% and losses
such as those caused by wake interference, electrical grid unavailability and air density correction are
estimated using an array loss factor and an availability factor. An overall correction factor of 0.64 is
used in this research.

2.4. Genetic Algorithm

The genetic algorithm (GA) is a search procedure based on genetics and natural selection
mechanisms, which has proved to be efficient and robust for wind turbine system [26], wind turbine
layout in wind farms [27], and offshore wind turbine support structures [28].

In this study, multi island genetic algorithm (MIGA) is employed for the optimization. In MIGA,
the population is divided into several subpopulations staying on isolated “islands,” whereas traditional
genetic algorithm operations are performed on each subpopulation separately. A certain number
of individuals between the islands migrate after a certain number of generations. Thus, MIGA can
prevent the problem of “premature” by maintaining the diversity of the population [29]. Table 4
presents the main parameters of MIGA.

Table 4. Main parameters of MIGA.

Item Value

Sub-Population Size 10
Number of Islands 5

Number of Generations 150
Rate of Crossover 0.8
Rate of Mutation 0.01
Rate of Migration 0.3

Interval of Migration 5

3. Description of the Optimization Process

All sequential programming methods and the optimization processes are formulated in a
framework. Figure 3 shows the full optimization methodology adopted in this study. Parameterization,
geometry generation, AEP and load evaluation, structural design, mass and cost estimation, and
economic analysis are presented in the flow chart.

Objectives such as LCoE and NPV are specified at the beginning of the optimization process.
The AEP and design loads are evaluated by BEM theory, followed by calculation of the component
masses and costs with the consideration of the design loads. The turbine capital cost and AEP together
with the wind farm operational model are used to obtain the economic characteristic during the
whole wind turbine life cycle as the final design target. The variables are changed in the optimization
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depending on the design objective. The maximum number of iterations is the stopping criterion.
When stopping criterion is reached, the design result is picked out by the algorithm.
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Figure 3. Flow chart of the optimization methodology.

4. Results and Discussion

4.1. 2 MW Case Study

Recently, increasing numbers of low wind speed sites have been developed, and the 2 MW turbine
is dominating the market (In 2017, the average rated power of the new installed wind turbine in China
is 2.1 MW [30] and China alone accounted for 37% of the world’s new installed capacity [31]). Thus,
this paper will focus on the optimization of 2 MW low wind speed turbines to capture the industrial
trends of the state-of-the-art wind farm.

As the market energy price, labor costs, material costs, etc. vary between countries, the parameters
considered for this case study are mainly derived from the industry’s status in China. For example,
the NPV is calculated with a market energy price of 8.8 cents/kWh, the weight unit price of the blade
is set to be $5.88/kg and $1.54/kg for the tower. A discount rate of 8% and an economic lifetime of
20 years are employed in this study.

The results of the optimization are presented in the following sections. Optimization outputs
using different design targets are examined. Fundamental differences and observations from each case
are discussed below.

4.2. Effects of Blade Length

Increasing blade length will increase energy production, but it will also increase the costs of
material, labor and delivery. Generally, the initial capital cost and maintenance cost will also increase.

152



Appl. Sci. 2018, 8, 1668

To analyze how blade length impacts the economic effectiveness of a design, we recorded the trends in
energy production, loading, mass, and costs from the properties of all the intermediate cases during the
optimization. These data points are results for all metrics put together, show clearly the relationships
between various turbine properties and the blade length.

The annual capacity factor is commonly used as an indicator of energy performance. It is defined
as the energy generated during the year divided by wind turbine rated power multiplied by the
number of hours in the year. Figure 4 shows the capacity factor against blade length. Each point in
the scatter plot represents an individual turbine configuration evaluated during the genetic algorithm.
Although wind energy is proportional to the square of blade length, due to the limitation of generator
capacity, the output electrical power is not permitted to exceed the rated power beyond the rated wind
speed. The total energy production increases with the blade length while the effect is reduced as the
blade length increases. The capital expenditure also increases with blade length, however in this case
the effect increases as blade length increases (Figure 5).

Figure 4. Equivalent full-loaded hours against blade length.

Figure 5. Initial capital cost against blade length.

The same comparison was made for blade length against blade root loading and against blade
mass, as shown in Figures 6 and 7 respectively. Power law relationships are fitted to this data to
quantify the correlations. The flap-wise bending moment (Mf) is the critical load in blade structure
design. This research shows that the flap-wise bending moment of blade root increases with length, L,
as L2.84, while the mass of the blades scales with L2.52. The enveloping functions on the outer border of
the scattered points are also presented to indicate the boundary of the design results.
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Figure 6. Blade root Mf against blade length.

Figure 7. Blade mass against blade length.

Torsional moment (Mx) under fixed hub coordinates greatly influences the gearbox design so this
is examined closely in this work. The optimization data trend predicts that Mx increases linearly with
L as depicted in Figure 8. Meanwhile, Figure 9 shows the gearbox mass scales as L1.78. The loading
and mass of the remaining components such as the low speed shaft (Figure 10) and the bed-plate
(Figure 11) each have different scale exponents as described in the figures.

Figure 8. Hub Mx against blade length.
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Figure 9. Gearbox mass against blade length.

Figure 10. Mainshaft mass against blade length.

Figure 11. Bed-plate mass against blade length.

In the scatter plots of economic indicators as a function of blade length, the boundaries of these
scatter cloud appear in the form of a parabola. The data points to an optimal blade length for each of
these economic metrics are shown in Figures 12–15.
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Figure 12. LCoE against blade length.

Figure 13. NPV against blade length.

Figure 14. IRR against blade length.
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Figure 15. DPT against blade length.

A large proportion of the initial capital costs are unrelated to the rotor diameter or design
loads, for example the generator, converter and control system costs. This leads to a higher LCoE
and lower NPV when blade length is comparatively short. For example, a 30 m–38 m blade is
uneconomical for a 2 MW turbine since the energy production is inadequate compared with the costs
(Figure 13). As the blade length increases beyond 38 m, the benefits outweigh the economic costs.
The economic efficiency improves until it reaches a maximum at a certain blade length. Beyond this
length, the turbine may produce more energy, but due to higher manufacturing effort and increased
loading on many components, the increase in cost exceeds the improvement in AEP, resulting in a
lower economic efficiency.

As a result, LCoE first decreases then increases with blade length. The characteristic of NPV is
just the opposite. Optimal blade length and corresponding values for LCoE and NPV can be observed.
LCoE achieves a minimal value of 6.54 cents/kWh at a blade length of 65.4 m, while the NPV reaches
a maximum value of $1,295,000 when the blade is 70.1 m long. The same configuration that had the
lowest LCoE also presented the best values for the IRR and DPT. The highest IRR is 14.6% and the
shortest DPT is 10.4 years.

4.3. Economic Functions

Based on the equations presented in Table 3, as previously assumed, OPEX are accounted for
by taking a fixed percentage of the capital cost (OPEX = f · CAPEX), after some mathematical
transformation, it can be found that the task of minimization of LCoE, maximization of IRR and
minimization of DPT can be considered as a task to minimize the ratio between CAPEX and the AEP:

LCoE|min ⇒ CAPEX
AEP

(
1
a
+ f )|min (2)

IRR|max ⇒ AEP · pkwh
CAPEX

− f |max (3)

DPT|min ⇒ 1
AEP·pkwh
CAPEX − f

|min (4)

Consequently, optimum LCoE, IRR and DPT occur at the same turbine configuration while
optimum NPV is achieved at an entirely different design point. Maximum NPV is achieved when
the margins between total discounted income and total discounted costs are maximized. As seen in
Figures 12 and 13, the optimum NPV occurs at a larger blade length than the optimum LCoE.

Figure 16 illustrates the variation of total discounted incomes of different wind turbines as a
function of their total discounted costs. The dashed line in the middle is the break-even line, while

157



Appl. Sci. 2018, 8, 1668

turbines above the line are economic and those below the line are not. Two points have been highlighted
on the cost-income front. Point A, with total discounted costs of $3.9 m, has the highest net profit
margin between incomes and costs which implies the maximum NPV is achieved. The investment
returns of designs with costs higher than point A decline. Point B, with total discounted costs of
$3.5 m has the maximum slope which indicates that the ratio between incomes and costs is maximized.
This point corresponds to minimum LCoE. In this optimization problem, a wind turbine designed
with the objective of minimum LCoE tends to choose a smaller-scale investment compared with the
objective of maximum NPV.

Figure 16. Total discounted incomes against total discounted costs.

The choice between LCoE and NPV is a complex economic problem. Investment size and
incremental internal rate of return may also be taken into consideration to make the decision that most
meets the desire of the designers. Further exploration is beyond the scope of this research. Nonetheless,
the result obtained herein, that the optimal blade length of a certain turbine should be situated between
the value of optimal LCoE and optimal NPV, may be valuable to wind turbine manufacturers.

4.4. Discussion of the Optimization Blades

In addition to the different blade lengths obtained from these metrics, the detailed turbine
configurations show the effect of several other variables. In the following subsection, optimization
results are presented to provide insight about the impact of blade geometry to the integrated turbine
performance. Blade shapes of optimum NPV and optimum LCoE are plotted in Figure 17, and the
turbine properties with respect to these blades are summarized in Table 5.

The design providing an optimal NPV has a larger chord distribution along the full blade span,
but the difference remains almost constant up to the blade tips, revealing a certain degree of similarity
between these two blades. Both blades have a relatively high thickness-to-chord ratio along the blade
span. The minimum relative thickness is 21.6% for optimal NPV and 23% for optimal LCoE. Though
large relative thickness will undoubtedly reduce blade aerodynamic performance, the beneficial
aspect is that larger section thickness can increase the section moment of inertia, which is helpful in
increasing both strength and stiffness, consequently reduces the blade mass. This configuration is
mainly the result of a trade-off between aerodynamic performance and blade structure. Additionally,
the reduced lift characteristic of high relative thickness airfoils may also be helpful in controlling the
aerodynamic loads.
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Figure 17. Design results of optimum NPV and optimum LCoE.

Generally, neither optimum LCoE design nor optimum NPV designs tend to pursue a maximum
electricity production. The maximum power coefficients (Cp) of both blades are about 0.46, which
is a relatively low value by current industrial standards. Note that the optimization procedure can
achieve a Cp of 0.487, as shown by the High Cp design in Table 5. One of the main reasons for this
is that the increase of Cp is always associated with an increase in design loads and consequently the
initial capital cost.

Table 5. Turbine properties of designs produced for optimum NPV, LCoE and Cp.

Design Results
Blade

Length (m)
Cp (-)

Capacity
Factor (-)

Blade Root
Mf (Nm)

Blade Mass
(kg)

Hub Fx
(Nm)

Optimum NPV 70.1 0.463 0.342 1.58 × 107 17,930 7.44 × 105

Optimum LCoE 65.4 0.457 0.312 1.27 × 107 14,552 6.80 × 105

High Cp 65.4 0.487 0.321 1.40 × 107 17,303 8.63 × 105

Design Results
Tower

Height (m)
Tower Mass

(tonne)
CAPEX
(1000 $)

LCoE
(cents/kWh)

NVP (1000 $)

Optimum NPV 105 369 2725 6.62 1295

Optimum LCoE 93 270 2377 6.54 1223

High Cp 93 346 2625 6.84 1096

In order to elucidate why optimization designs based on economic analysis lead to relatively
lower AEP, we chose the High Cp design from Table 5, which shares the same blade length and tower
height as optimum LCoE. A commercial 58 m blade with a maximum Cp of 0.49 is also presented for
comparison, as is shown in Figure 18. This commercial blade holds a geometry layout more similar
to High Cp design, shows that some industrial practices are using the design strategy of maximum
aerodynamic performance.

The turbine performance of High Cp design differs greatly from the optimum LCoE design
as presented in Table 5. Generally, the design loads and the mass of structural components
rise considerably.

The minimum LCoE design has a much larger relative thickness distribution along most of the
blade but a smaller chord distribution at the blade tip compared with the High Cp design. This is
because the minimum LCoE sacrifices rotor performance to reduce thrust and decrease turbine costs.
As a result, the design loads are significantly reduced. For example, the flap-wise moment of the blade
root is reduced by 9%. Together with a larger blade thickness at the mid span, which is beneficial to the
structural integrity of the blade, the blade mass is reduced from 17.3 tonnes to 14.5 tonnes, a decrease
of 16%. The expense is that the maximum power coefficient is reduced from 0.487 to 0.457.
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(a) (b) 

(c) 

Figure 18. Comparison between Optimum LCoE, High Cp and Commercial 58 m blade. (a) Chord/R
distribution; (b) Relative thickness distribution; (c) Thickness/R distribution.

0.457 may seem as unacceptable compared with 0.487, a decrease of 6.2%. However, the AEP is
only degraded by 3%. Meanwhile, the design loads and structure masses were reduced significantly,
accounting for a reduction in capital expenditure by 9.3%. The result produces 4.1% less LCoE and
the NPV is increased. The LCoE design could be a more reasonable choice from the economic point
of view.

4.5. Optimization of the Tower Height

At a certain wind shear exponent, the quality of the wind improves with increasing tower height.
However, the higher tower results in a heavier structure which increases the cost. Therefore, the tower
height of the turbine should match the site and rotor to achieve maximum economic efficiency [32,33].
An analysis was conducted to examine the impact of the tower height on the LCoE and NPV. Both are
depicted graphically in Figures 19 and 20.

We took the rotors obtained from the optimization for examination. One is equipped with a
65.4 m blade and the other with 70.1 m blade. There are local optimum values of LCoE and NPV as
a function of the tower height. The reason for this is similar to that which describes the influence of
the blade length. The economic efficiency increases first and then decreases with the tower height,
due to an increase in the costs of rotor, tower and the balance-of-station. Although the increased tower
height can produce more energy, the increase in cost eventually outweighs the increase in profits.
The optimum NPV design results in a higher tower than the optimum LCoE design, showing again
that a minimum LCoE design is more geared towards controlling the cost.

Interestingly, we observed that a lower tower is a better match for the larger rotor in both cases.
For example, NPV is optimized at a 110 m tower height for a 65.4 m blade rotor, but at a 105 m tower
for a 70.1 m blade rotor, as shown in Figure 21. This trend is repeated in the optimal LCoE design.

160



Appl. Sci. 2018, 8, 1668

Therefore, it seems from this result that, unlike the case for smaller rotor, the cost of the increase in
tower height for larger wind turbine may overweight the increase in AEP due to its higher rotor thrust.
The result may be influenced by the value selected for the wind shear exponent, but it is certain that
more attention should be paid in upgrading the tower height of large rotors.

Figure 19. LCoE against tower height.

Figure 20. NPV against tower height.

Figure 21. Optimal tower heights of different rotors.

161



Appl. Sci. 2018, 8, 1668

5. Conclusions

In this paper, a system-level optimization analysis is used to perform an integrated design of a
2 MW low wind speed turbine. Besides LCoE, the economic functions NPV, IRR and DPT are also
applied as objectives in wind turbine optimization. Theoretical analysis and design results indicate
that in this study IRR and DPT effect the turbine design in the same way as LCoE, all leading to a
minimization of the ratio of capital expenditures to AEP. However, optimum NPV implies the largest
margin between incomes and costs, resulting in a longer blade than optimum LCoE. Though more
economic factors should be included to make the final decision, the optimal blade length for a certain
turbine should be situated between the value of optimal LCoE and optimal NPV according to the
economic analysis in this study.

The blades obtained from these economic objectives seem to be aerodynamically uncompetitive
due to their larger relative thickness and smaller chord distribution compare with high Cp design.
However, the sacrifice of aerodynamic performance brings significant reduction in design loads and
turbine costs. This optimization shows that sometimes control of construction and maintenance costs
is more crucial than optimal aerodynamics in improving the economic efficiency of wind turbines.

Further developments in this work could consider other economic metrics, such as investment
size and incremental internal rate of return, to achieve more practical results. Adding modal properties,
local and global buckling in the structural design constraints for the blade and tower could also be
considered for future work. Finally, through a more accurate estimation of the design loads and turbine
capital costs, the economic performance of a wind turbine could be more accurately evaluated.
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Abstract: In recent years, sites with low annual average wind speeds have begun to be considered for
the development of new wind farms. The majority of design methods for a wind turbine operating at
low wind speed is to increase the blade length or hub height compared to a wind turbine operating
in high wind speed sites. The cost of the rotor and the tower is a considerable portion of the overall
wind turbine cost. This study investigates a method to trade-off the blade length and hub height
during the wind turbine optimization at low wind speeds. A cost and scaling model is implemented
to evaluate the cost of energy. The procedure optimizes the blades’ aero-structural performance
considering blade length and the hub height simultaneously. The blade element momentum (BEM)
code is used to evaluate blade aerodynamic performance and classical laminate theory (CLT) is
applied to estimate the stiffness and mass per unit length of each blade section. The particle swarm
optimization (PSO) algorithm is applied to determine the optimal wind turbine with the minimum
cost of energy (COE). The results show that increasing rotor diameter is less efficient than increasing
the hub height for a low wind speed turbine and the COE reduces 16.14% and 17.54% under two
design schemes through the optimization.

Keywords: wind turbine optimization; low wind speed areas; cost of energy; particle swarm
optimization

1. Introduction

Wind energy is renewable and clean, which can help mitigate global climate change. Wind farms
with high quality wind resources are limited. The wind farms with low quality wind resources are far
more plentiful than high-quality ones and have some advantages such as being closer to the existing
electrical grid. The design and development of wind turbines in low wind speed areas faces several
technical and financial challenges related to maximizing energy conversion efficiency and minimizing
cost of energy (COE). The classical wind turbine literature mainly deals with acquiring ideal blade
geometry or structural design and improving structural properties of the tower. The research objective
mainly aims to maximize annual energy production (AEP), minimize COE, minimize blades mass,
or a combination of these.

Each wind turbine is designed for specific wind conditions. The IEC 61400-1 standard [1] defines
wind classes according to wind speed. Currently, the Classes III, II and I of wind turbines correspond
to low, medium and high wind speed locations, respectively. In the global wind energy market, wind
turbines installed in high wind speed sites (Class I) have progressively lost market share for the past
few years in favor of wind turbines in low wind speed locations (Class III). The Asian wind energy
market has been dominated by low wind speed wind turbines during the last decade mainly due to
the lower quality wind resources in most places in China and India [2].
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There has been a moderate amount of literature regarding low wind speed wind turbines,
mainly focusing on: low wind resources [3], blade aerodynamic performance [4,5] or structural
performance [6,7], tower structural design or analysis [8,9]. In general, the rotor of a wind turbine
designed for low wind speed areas has a higher aspect ratio with longer blades, which aims to acquire
more wind power and reduce the cost. The costs of larger rotor diameter and higher tower height
have a strong impact on the total cost of the wind turbine system. With the additional loads acting
on a tower’s top owing to the increasing thrust when increasing the blade length and hub height to
attract more wind power, the initial capital cost of a wind turbine will also increase. Thus, the wind
turbine optimization design should trade-off the hub height and rotor diameter, especially in low wind
speed sites. As previously described, because of a prominent increase in the low wind speed wind
turbine market, wind turbine manufacturers have invested considerable effort to design and develop
wind turbine blades operating in low wind speed sites. Hence, with the wind turbine scale increased,
reducing the cost of energy is important. The objective of the optimization model by Xudong et al. [4]
is the minimum cost of energy. The design variables in their study are the blade geometric parameters
including chord, twist and thickness distribution with fixed rotor diameter. In the present work,
the entire system of a wind turbine is considered.

The literature about wind turbines for low wind speed areas is very limited. Some studies work
on the shape optimization of low wind speed wind turbine blades, but the object models are always
the micro wind turbine [10–13]. Some low wind speed blade designs in the literature [5,6] focus on
large scale wind turbines. The work in [5] focuses on aerodynamic performance analysis and AEP
enhancement of 3 MW wind turbine blade for low wind speed areas. The optimization objective
is to improve AEP and to minimize the thrust based on blade element momentum (BEM) theory.
The design variables such as blade length and rated wind speed are selected by existing wind turbine
blade groups. The work in [6] proposes a method to quantitatively compare wind turbine operating in
wind Class I and wind Class III. Their results show that the traditional design method for low wind
speed blade structures is not efficient, and the research is used to improve the design process for low
wind speed blades.

The minimized cost of energy is acquired by altering the wind turbine system parameters in
the study [14]. They use a multi-level optimization approach to minimize the cost of energy by
maintaining AEP and reducing blade root loads. However, their optimization only considers the
geometric shape and structure of the blade, and the costs of other components are estimated by the
cost and scaling model in reference [15]. Because the design model selects a 1 MW wind turbine for
Class I wind resources, the variations of rotor diameter and hub height have less influence on the
total system. The optimization process only considers the hub height to evaluate the tower mass by
scaling with the product of the swept area and hub height. This cannot ensure accuracy when the
tower has a height much greater than 80 m and the wind turbine operates in low wind speed areas [15].
Bortolotti [16] is concerned with the holistic optimization of wind turbines. A multi-disciplinary
optimization procedure considering rotor diameter and tower height is presented. The methodology is
applied to a commercial 2.2 MW onshore and a conceptual 10 MW offshore wind turbine used in high
wind speed locations.

To our knowledge, no studies have focused on a wind turbine model for low wind speed areas
with a full scale system taken into account. In this study, the main work is to reduce the COE with rotor
and tower integrated optimization. An aero-structural design optimization for a commercial 2.1 MW
wind turbine for low wind speed locations is performed. The BEM theory is adopted to evaluate the
aerodynamic performance and the classical laminate heory (CLT) is used to estimate the structural
performance for the wind turbine blade. The aerodynamic loads acting on blade and tower would
change according to the rotor diameter and hub height. The COE model comprises the overall wind
turbine system and is a function of rotor diameter and tower height. Most researchers employ the
model proposed in reference [15], but this reference indicates that when the tower is much greater than
80 m, the scaling relationships should be used carefully because the cost of the tower will have a major
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impact on design. In addition, in order to estimate an accurate cost of the tower with much greater
height, the matched tower of the commercial wind turbine is used as a reference.

2. Wind Turbine Model

A commercial 2.1 MW HAWT for low wind speed areas is selected as a case study to verify
the efficacy of the design method. The length of the blade is 59.8 m and its mass is 13,240 kg.
The corresponding tower is 95 m in height and the hub is considered as a concentrated mass. The blade
is made of glass fiber reinforced plastic (GFRP). The core materials consist of balsa wood and polyvinyl
chloride (PVC). The blade baseline is described by the chord distributions, twist distributions and
selected airfoils distributions. Details of each parameter are shown in Tables 1 and 2. The geometric
and material properties of the wind turbine tower are presented in Table 3. The material of the tower
consists of Q345 steel, and the steel density is 7820 kg/m3.

Table 1. Baseline blade geometry.

Span Location (m) Chord (m) Twist (◦) Airfoil Thickness (%)

0 2.40 18.0 circle 100
1.0 2.40 18.0 circle 100
13.4 3.42 9.6 DU00-W2-401 40
16.2 3.17 6.9 DU00-W2-350 35
24.9 2.36 2.7 DU97-W-300 30
49.8 1.02 −1.56 DU91-W2-250 25
59.8 0.02 −1.6 DU93-W-210 21

Table 2. Wind turbine characteristics.

Rated power 2.1 MW
Rated wind speed 9 m/s
Cut in wind speed 3 m/s
Cut out wind speed 20 m/s
Number of blades 3
Design tip speed ratio 10.6
Rotor diameter 122.3m
Control type Variable speed—variable pitch
Maximum power coefficient 0.483

Table 3. Geometric and material properties of the tower.

Tower height (m) 95
Tower top outer diameter (m) 3.15
Tower base outer diameter (m) 5.72
Tower top wall thickness (mm) 24
Tower base wall thickness (mm) 40
Density (kg/m3) 7820
Young’s modulus (GPa) 200
Poisson ratio 0.3
Yield strength (MPa) 345

2.1. Materials

The main material of the blade is GFRP, consisting of leading/trailing edge reinforcement, panel
sections, two shear webs and a spar cap. The spar cap is made of unidirectional glass fiber composite
materials to withstand the aerodynamic loads flap-wise. The shear webs are composed of sandwich
panels to withstand the shear force. The core materials comprise of glass fiber composite materials
with balsa wood and PVC. The material properties (E1 is the longitudinal modulus, E2 is the transverse
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modulus, G12 is the shear modulus, v12 is the Poisson’s ratio and the thickness is the laminate thickness
of each ply) are listed in Table 4.

Table 4. The material properties.

Stack ID Materials E1 (GPa) E2 (GPa) G12 (GPa) v12 ρ (kg/m3)
Thickness

(mm)

1 Unidirectional 39.18 11.69 3.5 0.3 1940 0.892
2 Bi-axial 11.5 11.5 10.8 0.48 1970 0.555
3 Triax 25.8 13.59 7.36 0.36 1842 0.906
4 Gelcoat 3.44 3.44 1.38 0.3 1235 0.6
5 Balsa 1.321 0.03 0.006 0.39 151 25.4
6 Polyvinyl chloride (PVC) 0.035 0.035 0.022 0.3 60 5

2.2. Original Blade Layup Schedule

Figure 1 shows the distributions of the layup layers along the blade span-wise. The first two
meters of span is circumferential reinforcement for the blade root. The main material for this section
is triaxial composite materials with large layers. The first 13 m of span is inner and outer surface
reinforcement for the blade root. Sections outboard of 5 m have thick caps and trailing edge layup by
unidirectional materials. The airfoil with thickness of 40% is set at the blade span location of 13.4 m.
The root region of the blade experiences the highest bending moments, and cylindrical reinforcement
is used to withstand the moments. Thus, the thickness of cylindrical reinforcement is also considered
as a design variable in the optimization process. The structural design variables are set as layup layers
for spar caps and trailing edge reinforcement. The configuration of the blade section is also considered.
The details of the design variables are described in Section 4.1.

Figure 1. Distribution of section’s layup layers along the blade radial coordinate.

2.3. Cost of Energy (COE) Model

The study [17] has shown the design objective of maximizing annual energy production or
using sequential aerodynamic and structural optimization to be significantly suboptimal compared
to the aero-structural integrated methods. For variable rotor diameter and hub height, the optimal
rotor diameter may be misleading because the tower mass dominates the total mass of turbine.
Thus, minimizing COE is a much better metric for the full-scale wind turbine optimization objective
than minimizing the ratio of turbine mass to annual energy production. The main objective is to
minimize the COE of a wind turbine used in low wind speed areas. Following the study [15], COE is
calculated as:
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COE =
FCR × ICC + AOE

AEP
(1)

where FCR is the fixed charge rate, ICC is the initial capital cost, AOE is the annual operating expenses,
and AEP is annual energy production.

As wind turbines become more sophisticated in terms of aerodynamic shape and structural
configuration with increasing size, the design of each wind turbine component is not always clear.
The COE model is used to assess the true impact of the technical change and various designs. The FCR,
ICC and AOE are obtained from the National Renewable Energy Laboratory (NREL) wind turbine
design cost and scaling model [15]. The BEM code and the Weibull probability distribution with annual
average wind speed of 6 m/s at hub height are used to calculate AEP. The blade stiffness and mass
distributions are computed by the classical laminate theory code named PreComp [18]. The total cost
of a wind turbine is defined by adding the value of the initial capital cost multiplied by the fixed charge
rate to the annual operating expenses. The fixed charge rate is the annual amount per dollar of initial
capital cost used to cover the capital cost and other fixed charges. The FCR value is set to 0.1158 per
year as suggested in reference [15].

3. Theoretical Models and Verifications

3.1. Aerodynamic Model

In this work, the combination of blade element theory and momentum theory is used to estimate
the aerodynamic performance and calculate the AEP. The blade element theory aims to calculate the
aerodynamic force acting on each blade element. The blade momentum theory refers to analysis of both
axial and tangential induced velocity by introducing axial and angular induction factors. The induced
velocity in each blade section influences the angle of attack of the airfoil and therefore affects the
loads acting on the blade sections. With an iterative procedure, BEM theory provides a method to
calculate the aerodynamic loads on each blade element. For a rotor with a finite number of blades,
the vortex system in the wake is different from that of a rotor with an infinite number of blades [19].
By introducing the Prandtl’s tip loss factor, the BEM theory can simulate a wind turbine rotor with
a finite blade number.

The aerodynamic performance of the total wind turbine blade can be obtained from each blade
section. Thus, it is necessary to acquire the lift and drag coefficient of the adopted airfoil. However,
the experimental polar of airfoils are not often available. In this work, RFoil [20] is used to estimate the
aerodynamic characteristics of the airfoil. The RFoil code is an improved version of XFoil [21] and has
many advantages such as better corrections after stall.

The annual average wind speed is the main source of wind power. Due to the friction of the
plants and constructions, better wind resources are located at higher heights. The friction coefficient n
could affect the average wind speed at hub height, and the different average wind speed at hub height
could have an impact on the AEP of wind turbines. In this work, the friction coefficient is set as 0.23
which corresponds to the roughness of the countryside. The wind speed is varied depending on the
hub height according to the following equation:

Vhub = Vre f

(
Hhub
Hre f

)n

(2)

where Vhub is the wind speed at the hub; Hhub is the hub height; Vref is the reference wind speed at
the reference height; Href is the reference height; and n is the friction coefficient and set as 0.23 for low
wind speed condition.
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3.2. Blade Element Momentum (BEM) Code Validation

In this work, a commercial wind turbine for Class III with blade length 59.8 m and 2.1 MW of rated
power is used as a reference. The aerodynamic performance of the blade is calculated by considering
a tip speed ratio of 10.6 with a range of wind velocities between 3 m/s and 20 m/s. Air density is set to
1.225 kg/m3 and the cone and tilt angle of the wind turbine are set to zero degrees. The RFoil is used to
calculate the aerodynamic characteristics of Delft University (DU) series airfoils for a specific Reynolds
number according to their locations. The power coefficient and the power curves calculated by BEM
code are implemented in MATLAB software (MATLAB 2014b; The MathWorks Inc.: Natick, MA, USA,
2014). In order to validate the BEM code, the aerodynamic performance data from the wind turbine
manufacturer, based on simulations by WINDnovation Engineering Solutions GmbH, are compared
with the BEM code. The numerical simulations and the manufacturer’s data show an excellent
agreement as shown in Figure 2. The power curve calculated by BEM code shows that the rated power
is achieved with wind velocity of 9 m/s. Therefore, the aerodynamic performance prediction of the
wind turbine blade calculated by BEM code for this study can be considered acceptable.

Figure 2. Comparison between the power coefficient and power curves obtained by blade element
momentum (BEM) code and wind turbine manufacturer’s data.

3.3. Structural Model

The structural performance can be represented by the cross-sectional composite properties of each
blade section. In order to evaluate the cross-sectional composite properties of the blade section, classical
lamination theory [22] is applied during the optimization procedure. For the laminated plates, the CLT
model is an extension of classical plate theory [23] which has improvements in reasonable validation
and computational efficiency. Thus, the CLT model can confirm the overall effective performance
of composite laminated structure of wind turbine blade. Bir et al. [18] developed a FORTRAN code
named PreComp (pre-processor for computing composite blade properties) to calculate the blade
structural properties based on CLT. PreComp requires input files of the blade geometric shape, interior
structural layout and materials properties. In addition, PreComp allows various internal geometry
configurations and a general layup of composite laminates. The CLT model can transfer a complex
three-dimensional problem into calculating two-dimensional blade section properties. In this paper,
PreComp is applied to evaluate the structural properties of wind turbine blade sections. The structural
parameters like blade geometry and layup schedule are set the same as the actual blade. After that,
the stiffness and the mass per unit length distributions can be calculated. Figure 3 shows that the
calculated stiffness values are in good agreement with the manufacturer’s data based on simulations
by WINDnovation Engineering Solutions GmbH.
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Figure 3. Comparison between the stiffness and mass per unit length distributions obtained by CLT
code and actual blade.

4. The Optimization Model

In general, according to the wind turbine blades used in Class I, the same turbine family used in
Class III has a length of 130~140% [6]. When the length of the blades increases, the blade mass and tip
deflections will also increase. For structural and aerodynamic performance, the fitness function f in
this paper is to minimize the cost of energy:

maximize f = 1/COE (3)

4.1. Design Variables

The geometric shape of the blade can be generated by chord distribution, twist distribution and
the airfoil series. Eight control points are used for the thickness distribution, and the upper and lower
bounds of the control points are set with adequate space, as shown in Figure 4. Nine control points
are used for the chord and twist distributions, as shown in Figure 5. The first control point of chord
distributions is at the root, the third control point is at the maximum chord station, and the ninth
control point is at the blade tip. The thickness distribution is defined with a 9th order Bezier curve,
and the chord and twist distributions are defined with a 10th order Bezier curve. For large scale wind
turbine, a lower tip speed ratio would result in less efficient aerodynamic performance but lower cost
of fabrication because of less aerodynamic loads by lower blade centrifugal stresses. The lower tip
speed ratio can also reduce the tower cost because of the lower aerodynamic loads from the rotor.
Thus, the tip speed ratio is set as a design variable in the design process.

Figure 4. Thickness distribution of the blade.
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Figure 5. Chord and twist distributions of the blade.

The typical airfoil and its internal structural configuration of a typical modern wind turbine blade
are shown in Figure 6 (c is the chord length). The internal structure mainly consists of spar cap and
shear webs. The spar caps at the maximum thickness resist the flap-wise loads and the two shear
webs resist the torsional loads. In this work, the maximum thicknesses of the spar cap and trailing
edge reinforcement are the design variables for the blade layup schedule which are shown in Figure 7.
The shear webs distributions are also considered in the structural optimization design. The locations
of each web at blade root and tip are set as design variables.

Figure 6. Typical structural parameters for section of the blade.

Figure 7. Design variables for spar cap and trailing edge reinforcement.
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Figure 8 presents the schematic of the tower structure. With increasing tower height,
the optimization design needs to trade off between the energy production and the cost of the structure.
The wind turbines used in low wind speed areas always have higher hub height to obtain better
wind sources than those used in high wind speed areas. The tower heights are always much greater
than 80 m in low wind speed areas. Thus, the relationship of the tower mass and cost scaling are
not efficient [15]. Therefore, an actual 2.1 MW commercial tower is used in an optimization process
instead of using an empirical equation for the tower cost. Foundations were scaled as a function of hub
height and rotor swept area, which is directly proportional to the tower overturning moment. The top
and base diameters of the tower and their thickness are taken as design variables. The variations of
diameters and thickness across the length of the tower are assumed as a linear distribution.

Figure 8. Schematic of tower structure.

4.2. Design Constraints

A real wind turbine must be designed to meet plenty of constraints. For the aerodynamic
design, the blade root bending moment is always [14,17] set as a constraint for the blade design
individually, but it is unnecessary for whole wind turbine design. The full scale design considers
the whole structural stability instead of local aerodynamic performance. In this work, representative
cases are used to meet the structural constraints. The wind turbine needs to meet the criteria of the
structural strength in the process of operation. The ultimate strength analysis of the blade and the
tower is performed in an extreme load condition. The 50-year extreme wind condition is defined as
Ve50 = 1.4Vref (Vref = 37.5 m/s for Class III wind resources).

4.2.1. Blade Design Constraints

In order to verify the structural stability of the blade, the structural design needs to withstand the
extreme wind condition. Some representative sections are selected to calculate the strain and verify
the strength. These sections are at the blade root and the airfoils’ locations along the blade span on
both the upper and lower surfaces. A maximum strain condition is used as [17]:

ε50 ≤ 1
γ f γm

εult (4)

where the ε50 is the strain at 50-year extreme wind condition, the εult is ultimate strain, the partial
safety for loads (γf) is set as 1.35 and the partial safety factor for materials (γm) is set as 1.1 according to
IEC 61400-1 requirement. The representative numbers of ultimate strain is set as 0.03. The maximum
tip deflection of the blade under extreme loading is added to ensure adequate stiffness. In this work,
considering the blade length is set as a variable, the maximum tip deflections with various blade
lengths are set as:

δopt ≤ 1.05 · δorig ·
Ropt

Rorig
(5)

where δopt is the maximum tip deflection of the optimal blade, the δorig is the maximum tip deflection
of the original blade, Ropt is the length of the optimal blade, and Rorig is the length of the original blade.
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4.2.2. Tower Design Constraints

The tower is the main support component of the wind turbine to withstand the aerodynamic loads
and the total mass of the other components. The structural properties of the tower have a significant
impact on the total cost of the wind turbine. An efficient, safe and economic design of the tower that
meets all the design criteria is needed to minimize the total wind turbine cost. The loads acting on the
tower mainly come from the aerodynamic loads on the rotor, and the wind loads on tower itself are also
considered. The thrust force on the rotor is transferred to the tower top and causes tower deformation.
In order to ensure structural stability and avoid large deformation, the maximum deformation at the
top of the tower should not exceed the allowable deformation:

dmax ≤ dallow (6)

The dallow is the allowable deformation and it can be determined according to the reference [18].
In order to ensure the tower has an adequate structural performance during optimization process,
the allowable deformation is set as [8]:

dallow ≤ Hopt

Horig
dorig ≤ 1.25

Hopt

100
(7)

where Hopt is the height of the optimal tower, Horig is the height of the original tower, and dorig is the
top deformation of the original tower.

In order to verify the structural stability of the tower, the structural design needs to withstand
thrust from the wind turbine rotor. For a tapered tower, the location of the critical stress is at about the
middle of the tower (the bending moment is largest at the base, but so is the moment of inertia) [17].
In this work, we assumed that the critical location was at the middle of the tower. Then, the stress at
that location can be calculated as:

σcr =
(mRNA + mtower_mid_up)g

Amid
+

THrmid
2Imid

(8)

where σcr is the critical stress, mRNA is the mass of rotor and nacelle assembly, mtower_mid_up is the tower
mass above the middle of the tower, Amid is the area of the middle of the tower, T is the rotor thrust, H
is the tower height, and Imid is the area moment of inertia at the middle of the tower.

The stress σcr generated by the loads cannot exceed the allowable stress:

σcr < σallow (9)

The σallow is the allowable stress and the value of it is given by:

σallow = σys/γtm (10)

where σys is the yield strength and γtm is the material safety factor of the steel. The yield strength of
the steel is 345 MPa for the wall thickness between 16 mm and 40 mm. The material safety factor is set
as 1.1 according to IEC 61400-1.

4.3. The Optimization Algorithm

The purpose of this paper is to investigate the cost of energy for a low wind speed turbine
considering rotor diameter and hub height as variables. The optimization progress aims to find the
ideal blade shape parameters such as chord, twist, thickness distributions and the blade length, and to
find the structural performance like webs locations, layer-up distributions and the tower parameters
(height, taper and wall thickness distributions). The design process interfaces the particle swarm
optimization (PSO) algorithm, BEM code, PreComp code and the COE model. There are three modules
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integrated in the PSO algorithm by using MATLAB: (1) the aerodynamic performance analysis based on
BEM theory; (2) the structural performance analysis by PreComp code; and (3) the design constraints
by beam theory and strength theory. The basic parameters of the PSO algorithm are defined as: the
population size (p = 80), maximum number of generations (g = 200), learning factors (c1 = c2 = 0.5),
variable dimensions (n = naerodynamic + nstructural = 36), and the inertia factor (0.85).

Figure 9 shows the flowchart of the optimization process. The aerodynamic and structural
variables for blades and the tower are randomly generated as the initial population. The aerodynamic
variables are used to control the blade shape, the structural variables are used to control the webs
locations and number of layers along the blade, and the variables for the tower are used to control
the tower height and structural parameters. BEM theory is applied to calculate the annual energy
production and the aerodynamic loads which will cause the blade deflection and tower deformation.
Moreover, the PreComp code is adopted to evaluate the mass and stiffness of the blade sections.
The requisite parameters are airfoil profiles, chord length and twist angle, materials characteristics,
internal configurations of blade sections and the lay-up distributions. When a wind turbine is acquired
during the optimization process, the blade and tower constraints are validated. By analyzing the
results, a new wind turbine design with minimum COE will be outputted.

Figure 9. Flowchart of the optimization process.

5. Results and Discussion

In this section, the results are presented and analyzed. Most of the components are a function of
the parameters such as rotor diameter and rated power, as shown in Figure 10. The relationship shows
that the rated power also has a strong impact on COE. Thus, the optimization procedures considering
rated power or not (set as 2.1 MW) are shown.
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Figure 10. Relationship of rotor diameter and rated power to the components of wind turbine.

After the design procedure is finished, the iterative course of the optimization process by
considering rated power is shown in Figure 11. It can be seen that the optimal results converge
when the number of iteration steps reach 80.

Figure 11. The iterative course for the optimization process considering rated power.

5.1. Blade Optimization Results

The chord and twist distributions of the new blade acquired by the optimization process are
shown in Figure 12. The optimization process considering rated power is referred to as “CRP”
for brevity. The chord distributions of the new blades decrease slightly, and the optimal chord
distribution considering rated power is less than that without. The reason is that the optimal blade
length acquired from the design considering rated power is less than that of the original blade and
the optimal one without considering the rated power. Due to differences in aerodynamic loads,
the structural requirements of the shorter blade are less than those of the longer one. The reduction of
the chord distribution can result in a lighter blade mass and a lower thrust at the blade root. The twist
distributions of the new blade are almost the same as the original one, the main reason is that the
airfoil series adopted in this work are fixed, and the aerodynamic characteristics of the airfoils are
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the same. Another reason is that the twist distribution does not have a significant impact on COE
compared to the chord distribution. The thickness distributions of the new blade acquired by the
optimization process are shown in Figure 13. The main reason why the thickness distributions do not
change much could be that the lengths of the optimal blades do not change significantly. In addition,
when the thickness reduces, the stiffness would reduce too. In order to meet the design constraints,
the thickness distributions do not change much.

Figure 12. The comparison of chord and twist distributions between the optimal blades and the
original one.

Figure 13. The comparison of thickness distributions between the optimal blades and the original one.

The Weibull distributions with annual average wind speed according to corresponding hub height
(95, 117.2, 119.8 m) are shown in Figure 14. The annual average wind speed of 6 m/s of Weibull scaling
factor (A = 6.8) and form factor (k = 1.91) determined from meteorological data of inland China is set as
the annual average wind speed at hub height of 95 m. The annual average wind speed at optimal hub
heights considering rated power (119.8 m) or not (117.2 m) are 6.3288 m/s and 6.2969 m/s, respectively.
The Weibull form factor is assumed to be fixed as 1.91. The Weibull distributions show that the optimal
hub heights have more probability with higher wind speed.
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Figure 14. Weibull probability distribution of wind speed (6 m/s, 6.2969 m/s and 6.3288 m/s).

Figure 15 shows the comparison of the annual energy production between the optimal blades
and the original one. Due to the differences of the Weibull distribution of the average wind speed at
the hub height, the shape curve of the energy production between the original wind turbine and the
optimal ones is not proportional. The energy production of the optimal wind turbine is slightly less
than the original blade with a range of 3 m/s to about 8 m/s wind speed and is much higher from
a speed of about 8 m/s to cut out speed (20 m/s). The results indicate that the AEP of the wind turbine
(6.0921 GW) without considering rated power is higher than the original one (5.783 GW), but the one
considering rated power (5.8364 GW) is similar to the original one.

Figure 15. The comparison of the annual energy production (AEP) between the optimal blades and the
original one.

Figure 16 shows that the comparison of the power curves between the optimal blades and the
original one. The results indicate that the new blade without considering the design value of rated
power as the variable can achieve rated power of 2.1 MW at the rated wind speed of about 9.2 m/s.
The design value of rated power of the optimal wind turbine by considering rated power as the variable
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is 1.9 MW, and can achieve rated power at the rated wind speed of about 9.1 m/s. Both designs need
higher wind speeds to achieve the rated power compared to the rated wind speed of 9 m/s of the
original wind turbine. The main reason is that the lengths of the new blades are shorter than those of
the original. This will result in less capacity in energy capture.

Figure 16. The comparison of the power curves between the optimal blades and the original one.

Figure 17 shows the distributions for spar caps and trailing edge reinforcement. The thickness of
the spar caps and trailing edge reinforcement has increased compared to that of the baseline blade.
The main reason for this is that the optimal blade needs to meet the structural constraints due to the
large decrease of chord length distributions.

Figure 17. Structural thickness distributions of the baseline and the optimized blades.

The detailed results of the design objectives of minimizing the cost of energy are shown in Table 5.
The longest blade is the original one and the shortest blade is the optimization considering rated power.
The optimal wind turbines have COE of 0.0478 $/kWh and 0.047 $/kWh (CRP), compared to that of
0.057 $/kWh of the initial one.
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Table 5. Optimization design results of the blade.

Parameter Initial Value Optimal Value Optimal Value (Rated)

Length (m) /Mass (kg) 59.8/13,240 57.84/12,540 56.2/11,620
Tip deflection (m) 7.576 6.92 6.31

AEP (GW) 5.7830 6.0921 5.8324
Cost of energy ($/kWh) 0.057 0.0478 0.047

Tip speed ratio 10.6 9.8 9.6

5.2. Tower Optimization Results

The distributions of outer diameters and wall thicknesses along the tower height are shown in
Figure 18. Both of the optimal towers have larger outer diameter and thickness distributions to meet the
structural constraints. Table 6 shows the comparison of the optimization results between the optimal
towers and the original one. Both of the optimal towers are taller than the original one. With the
increase of tower height, the annual average wind speed also increases. Hence, the rotor can capture
more wind power to improve the AEP. However, with the increase of wind speed, the aerodynamic
loads acting on the rotor and hence the thrust will also increase. The tower’s structural design needs
to consider that an increase in thrust on the tower top will cause a larger deformation. The tower mass
increases when the tower height increases. Compared to the original tower, the two optimal towers
have an increase in mass of about 43.65% and 42.49% (CRP). The main reason is that the tower height
with 118m and 120m has higher annual average wind speed, and the greater rotor thrust requires
a better structural performance with thicker walls. The height of the optimal tower considering rated
power is higher but its mass is less than the one without considering rated power. The main reason for
this is that the wind turbine with longer blades has larger thrust acting on the tower top.

Figure 18. Tower outer diameter and wall thickness distributions of the baseline and the optimized towers.

Table 6. Optimization design results of the tower.

Parameter Initial Value Optimal Value Optimal Value (Rated)

Height (m) /Mass (kg) 95/186,780 117.2/268,320 119.8/266,140
Top deformation (m) 0.65 0.828 0.816

Table 7 shows the costs of rotor, tower, and foundation in the cases of the original design,
the optimal design (without CRP) and the optimal design (with CRP). The rotor costs of the optimal
wind turbines are reduced compared with that of the original one. The main reason is that the optimal
blades have a shorter length and lighter blade mass. The tower costs of the optimal wind turbines
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are increased compared with the original one due to the higher height and thicker wall distributions.
Because of the shorter blade length and significant decrease in chord length distributions, the rotor
thrust of the optimal wind turbine is less than that of the original one. Thus, the foundation costs do not
change much, although the tower of the optimal wind turbine is higher than that of the original one.

Table 7. Costs of rotor, tower, and foundation.

Parameter Rotor Cost ($1000) Tower Cost ($1000) Foundation Cost ($1000)

Original wind turbine 866.56 280.17 83.79
Optimal design (without

considering rated power (CRP)) 787.81 402.48 88.84

Optimal design (with CRP) 723.92 399.21 87.62

6. Conclusions

In this work, a wind turbine optimization for low wind speed areas is performed to investigate
the relationship between rotor diameter and hub height. With the characteristic of high aspect ratio of
the blade used in regions of wind Class III, the deflection of the longer blade is larger than the blade
used in regions of wind Class I. According to this characteristic, the design needs to pay more attention
to structural performance. In order to minimize the COE, the yield by increasing rotor diameter is
less efficient than that by adding hub height, despite the fact that there is a large initial capital cost for
the tower.

The AEP is evaluated by the determination of the electric energy generation as a function
of average annual wind speed. The capacity of power generation is related to the aerodynamic
performance of the rotor which is calculated by BEM theory and the annual average wind speed
based on the hub height. The structural performance of the blade is calculated by the CLT method
and the blade stability is estimated by the imposed constraints. The hub height has an impact on the
annual average wind speed as well as AEP. A wind turbine with higher hub height has better wind
resources but needs more efficient structural design. Although the larger rotor diameter and higher
tower can generally produce more energy, the capital cost for that is not worthwhile. In low wind
speed areas, it is not suitable to increase the rotor diameter alone and a solution needs to combine the
whole system. For the purpose of minimizing the COE, increasing the rotor diameter for more annual
energy production is not sufficient to outweigh increasing the cost of the wind turbine. The rated
power is set as a variable to investigate its impact on COE. The results show that the design value of
the rated power has a strong impact on COE.
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Abstract: Wind energy rotor blades are highly complex structures, both combining a large
aerodynamic efficiency and a robust structure for lifetimes up to 25 years and more. Current research
deals with smart rotor blades, improved for turbulent wind fields, less maintenance and low wind
sites. In this work, an optimization tool for rotor blades using bend-twist-coupling is developed and
tested. The adjoint approach allows computation of gradients based on the flow field at comparably
low cost. A suitable projection method from the large design space of one gradient per numerical
grid cell to a suitable design space for rotor blades is derived. The adjoint solver in OpenFOAM is
extended for external flow. As novelty, we included rotation via the multiple reference frame method,
both for the flow and the adjoint field. This optimization tool is tested for the NREL Phase VI turbine,
optimizing the thrust by twisting of various outer parts between 20–50% of the blade length.

Keywords: rotor blade optimization; blade parametrization; computational fluid dynamics;
OpenFOAM; gradient-based; adjoint approach

1. Introduction

The generated electric power from wind turbines increases linearly with the swept rotor area.
Therefore, wind turbines grow larger and larger. Otherwise, limits in maximal mountable rotor weight
and constraints coming from material science restrict the growth of rotor blades. Further limiting
factors are alternating wind loads, gusts, turbulences and rotational forces. As wind turbines are
normally designed for a life time of 20–25 years, the estimated total amount of rotations is about
150 × 106, which leads to 5 × 108–10 × 108 load changes. Periodic loads due to the vertical wind
velocity gradient and the tower shadow, each one of them proportional to the blade rotation frequency,
add up to this [1]. Added to those load changes due to the rotational movement are the wind loads,
which were shown to be highly intermittent [2]. At the same time, most favorable sites for wind
turbines with little turbulence intensity and large average wind speeds are already exploited, such that
either repowering or worse sites are chosen in order to increase the generated wind power [3]. For slow
average wind speeds, slender blades are favorable, which react even on small wind velocities due to a
large aerodynamic efficiency. This enforces the trend towards long, slender blades. Such blades are
prone to elastic deformations and even more influenced by wind load changes.

In return, this might lead to critical fatigue of the material, both from blades, but also from
bearings and support structures. However, flexibility and light structures offer the possibility of
passive control. The pitch systems of wind turbine blades are too slow to react on highly intermittent
load fluctuations within the wind field, the use of structural bend twist coupling, which reacts instantly
on aerodynamic loads, is a promising concept to reduce the amount of load changes and therefore of
fatigue by a pre-designed deformation of the blade [4]. Especially adaptive changes in the twist of the
blade can reduce the angle of attack and thus lead to a significant load reduction, which results in a
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longer life time or less cumbersome maintenance of the wind turbine blades and therefore in the end
in lower specific costs of energy [5,6].

Based on the actual development in rotor design, we present in this work an optimization tool for
the aerodynamics of rotating rotor blades within the open-source toolbox for numerical simulations
OpenFOAM. This tool is tested for the optimization of the twist distribution in order to reduce the
overall thrust force. Gradient-based optimization offers on the one hand the large advantage of a
high-quality search direction for optima. On the other hand, only local optima are found. Thus, this
method is suitable if there is not more than one optimum or if the initial point is not too far away from
the global optimum. In our case, the aerodynamics of wind turbine rotor blades can be considered
as sophisticated, so that the mentioned disadvantage of the gradient-based method can be neglected,
while the advantage of a high-quality search direction is utilized. The continuous adjoint approach is
used for the computation of gradients. In contrast to other methods, the adjoint approach is marked
by the independence of the computational cost on the amount of design parameters, thus no full
simulation per each single design parameter is required [7]. This qualifies the adjoint approach for the
combination with computationally expensive Computational Fluid Dynamics (CFD). The optimization
is based on the solution of steady-state flow equations of the current blade geometry. Obtained
gradients are then evaluated to find the optimum. The implementation of the continuous adjoint
equations in OpenFOAM was firstly done by Ohtmer [8] for ducted flows. Several publications
show the applicability of the adjoint approach in combination with CFD, both for external and
ducted flows [9–12]. However, these works showed the application either for low Reynolds numbers,
for non-rotating fields or using porosity of numerical cells to impact the shape of ducts. Thus, the
usage of the adjoint approach in wind energy needed further development and investigation. The
adjoint solver for ducted flows could be used in the field of diffuser-augmented wind turbines. The
generalized actuator disc theory, proposed by Jamieson [13] and extended by Lui and Yoshida [14],
could be used within OpenFOAM to compute optimal difuser geometries with maximal effective
diffuser efficiency. In this work, we focus on the optimization of rotor blade geometries of wind
turbines in open flow. Therefore, the adjoint equations in OpenFOAM were adopted for external flow
and the resulting gradients were verified against finite differences by Schramm [15,16]. It was shown in
Schramm [16] that the adjoint approach can be used in wind energy relevant cases, in that work shown
for the optimization of an airfoil slat. In a previous work, the adjoint optimization in OpenFOAM
has been tested against other optimization strategies, like finite differences and Nelder-Mead. The
independence from the amount of design parameters was shown there, as well as the applicability for
wind energy relevant profiles [17].

In this work, the adjoint approach is used for rotating geometries and large Reynolds numbers.
To the authors’ knowledge, this combination poses a novelty and offers new areas of application.
It should be noted that the rotational flow around rotor blades is complex and it is generally already
challenging to achieve low residuals for such flows using stationary flow solvers. In addition, the
NREL Phase VI turbine is stall regulated and the chosen velocity already corresponds to the rated
velocity. Thus, the flow is separated at the inner blade region, leading to poor convergence behavior of
the flow field. The adjoint field is driven by the flow field so that the errors in the flow field transfer
directly to the adjoint field and decrease the convergence quality of it. This challenging set-up is used
purposely to thoroughly test the optimization tool, its convergence and applicability.

The paper is structured as follows. First, the theory of the underlying optimization is given,
including the gradient estimation via the adjoint approach and their processing is explained in
Section 2. In Section 3, the simulation set-up in OpenFOAM is shown, as well as the optimization
set-up and cases. Finally, results of the optimization are given in Section 4 followed by a conclusion in
Section 5.
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2. Optimization Method

To design a blade using bend-twist-coupling as a passive control mechanism, a favorable deformed
blade shape that ensures the optimal load reductions has to be determined. The deformed blade shape
can then be integrated into the structural blade design where layer lay-up or geometrical sweep are
options to achieve the favorable deformations. To find those favorable deformations, an optimization
tool for the aerodynamic shape of the rotor blades based on the continuous adjoint approach is
implemented in OpenFOAM. The gradients are then projected to central nodes, adopting geometry
updates like in Fluid–Structure Interaction (FSI) based on a beam. In this work, the optimization is
directly coupled with the CFD toolbox, allowing direct communication and data usage. This tool is
used to find deformations that reduce loads under certain load conditions. Our approach is that the
general geometrical shape of the 2D profiles is constant, and only elastic deformations are allowed, such
as changing the twist angle along the blade. In order to test the optimization tool and its performance,
the optimizations are conducted for the same blade under the same inflow conditions but with a
variable movable part of the blade and different aimed values. Therefore, between 20% and 50% of the
outer blade are allowed to be changed with respect to its twist distribution. This investigation allows
an assessment of the effect of complex lay-up within large to short parts of the blades, respectively. The
optimization in this work is based on the reduction of the thrust that effects the blade root bending,
tower bending and other forces. Although no constraints were used, it is possible to include limiting
ranges for other forces in further applications of this tool.

In addition, the developed optimization tool allows other definitions of design parameters and
cost functions.

Details regarding the adjoint approach are discussed next.

2.1. Gradient Estimation by the Adjoint Approach

The adjoint approach allows for computing the gradient of a cost function with respect to the
design parameters independently from the amount of design parameters. The main idea is to build a
Lagrangian function, which includes both the cost function to be optimized and the constraint and
thus can be used for constrained optimization problems. For optimization based on CFD, the flow
equations have to be satisfied in each optimization point. Thus, the constraining functions are the
Navier–Stokes equations (NSE)

Ru = (u · ∇)u +∇p −∇ · (2νD (u)) , (1)

Rp = −∇ · u, (2)

with u and p being the flow velocity and pressure, respectively. The rate of strain tensor for any given
vector x is defined as D (x) = 1

2

(
∇x + (∇x)T

)
. This notation is used for the velocity u and adjoint

velocity ua in the flow and adjoint field, respectively. The viscosity ν is a sum of the molecular and
turbulent viscosity.

The Lagrangian function

L := I +
∫

Ω
(ua, pa) · R dΩ (3)

combines the cost function I with the NSE R in the flow domain Ω. The Lagrangian multipliers,
which allow the combination of the cost function with the NSE, are the adjoint velocity ua and adjoint
pressure pa.

The adjoint field equations

−2D (ua)u = −∇pa +∇ · (2νD (ua))−
∂IΩ

∂u
, (4)

∇ · u =
∂IΩ

∂p
, (5)
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result from the variation of the Lagrangian function with respect to the flow and design variables.
A step-by-step derivation of the adjoint field is shown in the work of Othmer [18].

In this work, the flow equations are solved following the SIMPLE algorithm [19]. The continuous
adjoint equations are similar to the ones from the flow field, such that similar numerical solving
strategies can be applied. The frozen turbulence approach is applied, meaning that the viscosity from
the flow field is also applied for the adjoint field, without additional adjoint turbulence equations [7,20].

In the following, flow gradients refer to changes in the flow field over distance, whereas gradients
are the gradients of the cost function w.r.t. the design variables.

The two discussed fields have to be solved once, respectively, to derive all gradients at each
numerical grid node on the blade geometry surface. Thus, the additional cost for the gradient
information at any amount of design parameters equals the cost of solving a second set of partial
differential equations that are derived from the flow field equations. One consequence from this
is that the adjoint field is driven by the flow field on which it is based. This can also be seen in
Equations (4) and (5) and leads to a transfer of the error made in the flow field computations to the
adjoint field. Thus, the adjoint field is less stable. The large advantage of the adjoint method compared
to other gradient estimation methods is that the amount of necessary solutions of the flow field doesn’t
scale with the amount of design parameters. This is especially desirable when working with gradient
based optimization based on fully resolved simulations.

2.2. Gradient Projection and Evaluation

For an optimization procedure, it is an essential point to work out suitable parameters.
The definition of the rotor blade’s shape can be done in various ways. It was shown in [17] that
the free parametrization, i.e., all numerical grid points are design parameters, is not suitable for
optimizing rotor blades. This results from large flow field gradients in the chordwise direction and
in the spanwise direction, which transfer to the computed gradient. In areas of large gradients, the
deformation is much larger, which leads to bumps and uneven surfaces. Instead of the use of all
grid points, one can select parameters that define the blade geometry, like the twist distribution,
thickness of airfoils along the blade and so forth, which define the blade geometry. For the developed
optimization tool, an automatized routine is implemented that allows the projection of the gradients at
each numerical grid cell to a reduced design space.

The flow around airfoils and rotor blades is highly sheared with large flow gradients both in
velocity and pressure. Therefore, the numerical grid has to be appropriately fine at those areas in
order to catch the flow phenomena. Typical values for the amount of cells in the chordwise direction
vary between 250 and 350. The adjoint approach leads to gradient information on each of these cells.
To use a parametrization with less design parameters, a projection from these 250–350 gradients on less
design parameters is implemented. The main idea for the parametrization used in the optimization
tool comes from FSI using a finite beam. The gradients are treated like forces acting on the blade and
therefore projected on central nodes. The principle of the parametrization is shown in Figure 1.

Figure 1. Principle of gradient projection for a wind turbine rotor blade.

As a pre-processing step, the blade is split into a selected amount of elements. Each of these
elements has a central node, which is represented by a big red dot in Figure 1. All big dots represent one
final design parameter each. The amount of design parameters is chosen beforehand by the user. The
number can be controlled by adapting a dictionary that is defined for the usage of the developed tool.
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In this exemplary case, there are nine design parameters. For one exemplary element, the structured
grid is shown with thin blue lines. In the figure, the represented grid has been coarsened for the sake
of clarity. Within each cell of this grid, the small blue dot represents the local gradient of each grid
cell, computed via the adjoint approach. The adjoint gradients are then transferred onto the nodes
depending on the distance of the local cell to the central node of the element. Evaluating the projected
gradients then leads to a movement of the nodes, which act like beam nodes. The difference to FSI is
that the structure is not solved, and it is assumed that any movement given by the gradients can be
realized. This assumption is necessary for the presented optimization. The final, optimized geometries
can be used within the blade design process as an input to the design of the structure, for example
when passive control shall be applied. Therefore, the structure is not final when the optimization takes
place. In addition, the movement of the blade due to a structural response might interfere with the
movement given by the gradients.

The pre-condition for this projection is that an elastic deformation shall be guaranteed, where the
blade cross sections are constant. However, even this parametrization on a reduced design space takes
into account the gradient information of each numerical grid cell, as each local gradient is used within
the projection. This makes the usage of the adjoint approach convenient.

The gradients of each numerical cell that belongs to one central node of an element are transferred
to two vectors. One is acting like a force, that can be compared to the bending force in FSI and one is
acting like a torsional moment that can be compared to a moment of force responsible for twisting
in FSI. After projection, each element of the blade has these two gradient vectors. In a second step,
for each of these two vector types, the maximal value among all elements is used for normalization,
respectively. This leads to a similar range of values, with a maximal magnitude of one, for both.
With this, weighting factors can be introduced that allow for augmenting one of the movements,
when needed. Optional smoothing by neighboring elements is implemented and can be switched
on and off via a dictionary. In between the elements, an interpolation is used to avoid kinks on the
blade surface. This interpolation as well as the mesh update is taken from an in-house FSI solver by
Dose [21].

The projected gradients can then be used within an optimization algorithm for gradient based
optimization. The most direct way to use the gradients is via the steepest descent algorithm, which is
also used in this work. According to the direction and dimension of the gradient, changes in the
geometry are performed for all selected design parameters. Depending on the slope of the design
space, the optimal search direction (pointing to the minimum) can differ largely from the gradient
direction. In these cases, the steepest descent search results in a highly inefficient, but typical zigzag
pattern. Consequently, the method of steepest descent has found little applicability in practice, since its
performance is in most cases largely inferior to second-order methods, like the Quasi-Newton method.
For high-dimensional design spaces, though, the method of steepest descent can be advantageous,
since it does not require the estimation of the inverse Hessian, which scales with the number of design
variables [22].

3. Simulation and Optimization Set-Ups

This is a conceptual work in which we want to show a new optimization approach for wind energy
applications. Therefore, the optimizations are conducted for the NREL Phase VI turbine. This turbine
is a stall-regulated, two-bladed turbine with a rated power of 19.8 kW. It was used for experiments in
the NASA/Ames 24.4 m × 36.6 m wind tunnel [23] and is often used for validation of CFD. The S809
airfoil with 21% thickness was used for the construction of the blade [24]. In this work, the cone angle
of the rotor is 0◦ and the pitch angle of the blade is 3◦.

To include rotational effects in steady-state simulations, the Multiple Reference Frame (MRF)
is used. The rotation is modelled via a source force, that adds a rotational component to each cell.
This way, the rotor does not have to move within the mesh reducing the computational effort, as no
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mesh update is necessary to include the rotation. The MRF method is also adopted to the adjoint field,
so that the used schemes and solution methods for both fields stay similar.

The mesh used in this work was created by the bladeBlockMesher (BBM) developed by
Rahimi et al. [25] for the automatic mesh generation for wind turbine rotor blades. The grid quality
and validation based on the NREL Phase VI turbine is also shown in their publication. In this work,
a grid with 5.2 million cells is used with a y+-value below 1. A symmetry plane is used to exploit the
symmetry of the two bladed rotor. In Figure 2 the domain and the mesh around a cut along the chord
of the blade is shown.

(a) Full domain (b) Close-up view of the airfoil mesh

Figure 2. Numerical grid. The flow is coming from the left in (a). In (b), the o-type mesh around a cut
through the blade is shown.

A rounded tip is created and meshed via the BBM. The k-ω-SST turbulence model is chosen for the
flow field, whereas for the adjoint field the frozen turbulence approach is applied. This approach was
used in various publications and it was shown that the gradient quality is adequate [7,18]. Standard
boundary conditions are applied, similar to those in Rahimi [25]. The inflow velocity is 10 m/s and the
rotational speed is 7.54 rad/s, i.e., 72 rpm and the density equals 1.225 kg/m3. This velocity leads the
stall regulated turbineto already partially separate flow at large parts of the blade. Steady state CFD
computations of this turbine at separated flow are known to differ from the experimental data at those
separated areas [25]. As it was shown above, the adjoint field is driven by the flow field and therefore
it is expected that the adjoint field converges even less as good as the flow field. Still, this velocity was
chosen in this work, as even small changes in AoA have a large impact on the forces, when separation
is reduced.

As the adjoint field moves upstream, the boundary conditions are switched compared to the flow
field. The adjoint velocity has a Neumann boundary condition at the inlet, and a Dirichlet boundary
condition at the outlet and at the blade. The adjoint pressure has a Dirichlet boundary condition at
the inlet and Neumann boundary condition at the outlet and blade. For a higher stability, the adjoint
velocity at the hub is put to zero. This was necessary, as the transition between hub and blade root led
to large instabilities in the adjoint field.

It was shown in Section 2.1 that the adjoint field is driven by the primal field. Therefore,
preconverged solutions of the flow field are used in order to stabilize the adjoint equations.
A convergence of the velocity up to a residual in the range of 10−7 is aimed before the adjoint
field equations are switched on. An initial study using the same numerical grid based on the initial
geometry was conducted to find adequate amounts of CFD iterations to reach good convergence
of both fields. As a result, 25,000 iterations are used solving the flow field based on the SIMPLE
algorithm [19]. An additional 15,000 iterations are used for solving the adjoint and flow field before
the optimization tool is started. These pre-converged fields are used for all optimizations, as the initial
blade geometry and flow boundary conditions are identical. Starting from the total amount of 40,000
iterations used for pre-convergence of the fields, the optimizer uses an additional 500 iterations after
each geometry update for a pre-convergence of the flow field starting from the last flow field data
before the geometry update. An additional 2500 iterations are then used solving both fields. After a
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total of an additional 3000 iterations, the gradients are evaluated. As the allowed movement of the
design parameters, leading to an update of the geometry, is not too large, the flow and adjoint field
before and after a geometry update are also rather similar. Thus, using the variables of the last step
before a geometry update leads to a good pre-converged solution and a reduced amount of needed
iterations between two optimization steps compared to the iterations needed for the first step. The
convergence of the optimization, in this case the evaluation of the thrust force, is tested after the 500
iterations solving the flow field.

The general definition of the minimization problem

min f (s) s ∈ RN , (6)

with s being the N design parameters of the cost function f in RN , is specified in this work for the
thrust force FT . The cost function f (s) is defined as a least square function of the thrust

f (s) = 1
2 (FT (s)− FT∗)2 . (7)

This allows to set an aimed value of the thrust FT∗ which the optimizer then tries to reach. As the
thrust force has an impact on blade root bending moments and the loads transferred on the wind
turbine, this force is a good candidate to be one key element when it comes to passive control.

The initial value FT(s0) of the original blade with initial design parameters s0 and the above given
inflow and rotational speed equals 958.9 N. Two different aim values FT∗ are chosen, namely 925 N
and 900 N. This equals a reduction by 3.54% and 6.14%, respectively. Two different convergence limits
are applied for the simulations, i.e., an interval of ±1.5% and ±2.5% around the aimed thrust force.
Whenever the new geometry leads to a thrust within the given range around the aimed thrust, the
optimization is ended. This can lead, for example, to a final value only a bit below of 1.025 · FT∗ in the
case of the ±2.5% range. This convergence criterion is chosen due to the instable flow phenomena
transferring to the convergence of the gradients. Three different radial parts r of the blade are chosen
to be optimized. The tip region is left out because the tip vortex leads to more complex flows and
therefore leads to inferior gradient quality. From the blade length of 5 m, the following radial parts r
are chosen, with 0 m being the blade root and 5 m the blade tip: r1 = 2 m–4.5 m, r2 = 3 m–4.5 m and
r3 = 3.75 m–4.75 m. The short range r3 is split into five elements, while, for the middle and long range,
nine elements are used. An overview of the optimization cases is given in Table 1.

Table 1. Optimization set-ups for different parts of the blade, aimed values and convergence interval
around the aimed value.

Case
FT∗ Convergence Interval Radial Part r Blade Part Length

(N) % (N) (m) % (m)

1

900

1.5 886.5–913.5
2–4.5 50 2.5

2 3–4.5 30 1.5

3 3.75–4.75 20 1

4
2.5 877.5–922.55

2–4.5 50 2.5

5 3–4.5 30 1.5

6 3.75–4.75 20 1

7

925

1.5 911.125–938.875
2–4.5 50 2.5

8 3–4.5 30 1.5

9 3.75–4.75 20 1

10
2.5 901.875–948.125

2–4.5 50 2.5

11 3–4.5 30 1.5

12 3.75–4.75 20 1
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4. Results

In this section, the performance and results of the developed optimization tool are presented.
The implementation of the rotating adjoint field is one major step towards an optimization tool for
wind energy application. First, the flow and adjoint fields around the blade are shown and analysed
with focus on the adjoint field and the output of the MRF method applied to it. Then, the optimization
tool is used for the test cases mentioned above. The additional twist deformations for various cases are
compared, as well as the convergence behavior and stability of the optimization tool.

4.1. Flow and Adjoint Field

In some engineering applications, the adjoint field is used as a sensitivity map within the design
process. For the design of complex geometries, like cars, the solution of the adjoint field offers the
information where the surface should be changed to achieve a more aerodynamical efficient behavior.
For this type of application, the adjoint field is only solved once and the surface is not adopted
automatically within an optimization. However, it is also possible to compute gradients from the
adjoint field, which then are used for optimization. This is also done in this work. To get an impression
of the adjoint field, it is shown for the initial geometry at a cut through the blade, showing the airfoil
geometry, at an exemplary radial position of 3 m of the span. In Figure 3, cuts through the blade are
colored by the velocity (left) and adjoint velocity (right).

Figure 3. Magnitude (Mag) of the velocity U and adjoint velocity Ua around the blade at a cut at 3 m
of the span.

In the left plot, typical flow around rotor blades can be seen. The stagnation point is below the
leading edge, which shows a positive angle of attack. From the stagnation point onwards along the
first part of the suction side, the flow is accelerating and finally the flow is slightly separated at the
last third of the suction side. The adjoint velocity in the right figure shows an upstream movement,
which is also expected from the theory. It is high along the suction side, where the flow gradients are
also large. Then, the adjoint velocity moves upstream from the stagnation point on and follows a path
around the angle of attack.

The trailing edge of an airfoil is a discontinuity that impairs the convergence of the adjoint field.
The flow is separated in the rear part of the blade, thus turbulent effects are dominant in this region.
At this part of the blade, the frozen turbulence approach decreases the convergence behavior of the
adjoint field. This can also be seen at the adjoint velocity plot, showing a peak at the trailing edge.
A used workaround for this problem in literature is to exclude the cells close to discontinuities from
the evaluated gradients [16]. This would imply an additional processing of the gradients. For this
work, such an exclusion of certain blade areas is not done, as this could overlap with the effects of the
chosen projection of gradients. Testing this projection was one of the main goals in this work, which is
why overlapping effects are avoided. However, it could easily be added for further applications of the
optimization tool using the existing utilities available in OpenFOAM.
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In order to show the flow around the blades in its rotational component, the Q-criterion in terms
of the vorticity was used in Figure 4.

(a) Flow Field downstream (b) Adjoint Field downstream (c) Adjoint Field upstream

Figure 4. Field visualisation based on the Q-criterion in terms of vorticity. The full rotor for the flow
field in (a) and for the adjoint field in (b,c) is shown. For good comparability, the adjoint field is shown
in (b) in the same direction, as the flow field, i.e., downstream. As it moves upstream, it is secondly
shown in the direction of the propagation of the adjoint field in (c).

The shown flow structures then are colored by the magnitude of the flow velocity and the adjoint
velocity, respectively. The computations were performed for both the flow and adjoint velocity. As the
adjoint field moves upstream, both views of the rotor are shown for the adjoint field. One view is in
the downstream direction, according to the view for the flow field and one is in the upstream direction
according to the propagation of the adjoint field. In Figure 4a, the tip and root vortex of the rotor can
be seen, as well as low velocities close to the stagnation point and increasing velocities towards the
tip of the blade. The tip and root vortex impair the flow field convergence at the root and tip area of
the blade, respectively. The computed flow variables are less stable and reach inferior convergence in
stationary simulations due to the instationary flow phenomena. As the gradients are evaluated along
the movable part of the blade, which are according to Table 1 starting at 2 m spanwise and reach up to
4.75 m of the span, the influence of the vortices is supposed to be small for the gradient computation.
In Figure 4b, it can be seen that similar vortex structures are built for the adjoint field, whereas they
are moving upstream and rotating in the other direction compared to the flow field. Figure 4c shows
the adjoint field looking at the suction side of the rotor. The large adjoint velocities at the suction side
can be seen. In addition, the influence of the tip and root vortex, leading to a reduced adjoint velocity
at the tip and root of the blade, respectively, is evident. Large and small adjoint velocities transfer to
large and small gradients, respectively. Thus, large adjoint velocities indicate areas of the shape, where
changes of the geometry are the most immediate. Overall, the implemented MRF approach for the
adjoint field works in a stable manner and allows the computation of adjoint approach based gradients
for rotating geometries, and the implemented version shows results expected from theory.

4.2. Convergence Behavior of the Optimizations

In this work, different types of convergence are used. Numerical convergence of the computed
fields is investigated as well as convergence of the optimization tool. Convergence criteria for the flow
field are mentioned in Section 3. The latter is defined depending on the ratio between current cost
function value and aimed cost function value. The convergence behavior of the various optimizations
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for different aimed values and varying lengths of the twistable part of the blade is compared in
Figure 5a–d.
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Figure 5. Development of the normalised thrust force over the optimization steps for design parameters
within varying parts of the blade. Long: 2 m–4.5 m radial position, middle: 3 m–4.5 m radial position
and short: 3.75 m–4.75 m radial position. The aimed values and the limits of the allowed range are
shown with black and grey lines, respectively.

For all plots, the linear lines between the points are added to ease the following of the trend,
whereas only the dots represent computed values of the actual geometries of the blade during the
optimization. The thrust is normalized by the initial value of 958.9 N to ensure comparability of the
different aimed values and convergence ranges. The aimed values equal 925 N for the upper plots (a)
and (b) and 900 N for the lower plots (c) and (d). The left plots are for the wider allowed range of 2.5%
around the aimed value, whereas the right plots are for a range of 1.5% around the aimed value.

All optimizations, besides the short and long blade parts for an aimed value of 900 ± 1.5% N,
show a similar behavior. With each optimization step, the thrust is reduced until the upper limit of the
allowed aim range is met. The two named exceptions show a zig-zagging behavior close to the bound,
which is a known problem of steepest descent.

Comparing all optimizations, it can be seen that more optimization steps are needed when the aim
is further away from the initial value and when the bounds are closer. Furthermore, longer movable
blade parts lead to faster convergence, except for the case shown in Figure 5d. In this case, the middle
length converges faster than the long length case. It was expected that longer blade parts lead to
faster convergence of the optimization as larger parts of the blade are moved relatively to the inflow
angle, which then has larger influence on the forces, respectively. For the case shown in Figure 5d,
the sensitivity of the optimization process with respect to the user’s input, like initial step-size and
pre-convergence of the flow and adjoint field, was found to be the largest. This explains the outlier of
the long radial section r1 compared to r2.
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It has to be remembered that each optimization step represents a larger amount of CFD iterations,
which are necessary to compute reliable gradients via the adjoint approach. For a convergence after
four optimization steps, e.g., shown for the short and middle length in Figure 5c and the given
pre-convergence iterations and iterations between two optimization steps specified in Section 3,
this sums up to 54,500 CFD iterations per optimization. Roughly 35,000 of these iterations include
solving two fields. These numbers are still very convincing for gradient based optimization based
on CFD.

When the optimizations for these cases were conducted, a dependence of the convergence,
appearance of zig-zagging and initial step-size were observed. As mentioned in Section 2.2,
the projected gradients are normalized by the current maximal value. These normalized gradients are
then multiplied by the step size, such that the maximal gradient leads to a movement according this
step size and the further design points move less. Once converged, optimizations could be sped up by
changing the step-size. This is shown in Figure 6 for the long blade part when the aimed thrust equals
900 ± 1.5% N.
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Figure 6. Development of the normalised thrust force over the optimization steps for the long blade
part. The aimed force is 900 ± 1.5% N and the initial step sizes are 10−2 (red dots, StSz1) and 2 × 10−2

(blue squares, StSz2).

The two step sizes 10−2 (red) and 2 × 10−2 (blue) are compared. The larger step size leads to a
faster decrease of the thrust within the first steps, but then zig-zagging happens for 14 optimization
steps before convergence is reached. The case with the lower step size shows zig-zagging for two steps,
before convergence is reached.

This underlines one major drawback of the continuous adjoint approach, also reported in other
publications [26,27]. The user input, e.g., initial step size and set-up of the underlying flow simulation,
is highly important for these optimizations, whereas other methods are more robust. Still, the
shown amount of needed CFD iterations also underlines the advantage of this approach, which
is its independence from the amount of design parameters. This still holds for the large Reynolds
numbers and rotating geometry investigated in this work.

4.3. Additional Twist Computed by the Optimization

The final additional twist of the blade for the various optimization cases is shown in Figure 7a–c.
The dots represent the moving element nodes where the gradients of each element are projected on (see
Figure 1). The lines represent the smoothed movement between the nodes, as the geometry movement
is also smoothed by the optimization tool. This plotted twist is then added to the initial twist of the
according blade. The shown twist are the final ones, summed up over all optimization steps.

192



Appl. Sci. 2018, 8, 1112

All twist values increase from the first element node towards a maximal value close to a spanwise
position of 4 m. Afterwards, the additional twist decreases and even reaches negative values for the
last element. The positive values in this set-up lead to a reduced angle of attack.
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Figure 7. Development of the normalized thrust force over the optimization steps for design parameters
within varying deformable parts of the blade. Long: r1 = 2 m–4.5 m radial position, middle:
r2 = 3 m–4.5 m radial position and short: r3 = 3.75 m–4.75 m radial position.

In general, those plots all show two trends: the shorter the movable section, the larger the
additional twist. Furthermore, the more restrictive the aimed value, the more deformation is necessary
to reach this value. This verifies the developed tool for optimizing rotating rotor blades.

To investigate this behavior further, the spanwise production of thrust of the initial NREL Phase
VI blade is plotted in Figure 8.
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Figure 8. Spanwise production of thrust of the original NREL Phase VI blade from 1 to 4.75 m in
radial direction.
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It can be seen that the thrust production increases in the spanwise direction until a peak at a radial
position of r = 4 m. Afterwards, the production of thrust decreases. Thus, the gradients follow the
trend of production of thrust in size and direction, leading to a larger deformation around r = 4 m and
decreased deformation towards the tip.

Larger movements in the outer blade part, which are aerodynamically more efficient, also have a
larger impact on the thrust. This is apparently also represented by the gradients leading to a larger
deformation in the outer regions. Close to the tip of the blade, the vortices seem to destabilize the
adjoint field and thus also the accuracy of the computed gradients. This is also underlined by the
larger negative twist values, which where not expected beforehand, of the short deformable blade part
r3 in comparison to the two longer ones. The deformable blade part r3 ends at 4.75 m, whereas the
other two deformable blade parts r1 and r2 end at 4.5 m. Thus, the influence from the tip vortex seems
to be stronger for r3, which reaches 0.25 m further towards the tip.

The conducted optimizations are chosen to test the developed optimization tool. It is therefore
important to reduce the occurring effects as far as possible and avoid converse effects that could arise
when using cost functions based on various force components and constraints. For future applications
of the developed tool, it is a challenge to extend this method to more important design constraints and
more elaborate definitions of the cost function.

5. Conclusions

An optimization tool for rotating wind energy rotor blades at realistic Reynolds numbers was
developed and implemented based on the adjoint approach in OpenFOAM. In this work, it was tested
for the NREL Phase VI blade. The rotation is represented using the MRF method, both for the flow
and adjoint field. A projection for gradients to nodes similar to beam nodes in FSI tools was developed
and implemented. This optimization tool is very flexible with respect to the cost function and other
optimization settings, using the same dictionary-based input as OpenFOAM.

In this work, the cost function is a least square of the thrust and various aimed values and allowed
ranges for the cost function were defined. The different test cases were used to test the stability and
convergence behavior of the developed optimization tool. Defining a rather easy cost function allows
for interpreting the optimization results based on rotor blade theory.

The 12 test cases all converged within a reasonable amount of CFD iterations. It was found that
pre-convergence of both the flow and adjoint field is absolutely necessary in order to achieve usable
gradient information. Still, a large influence of the chosen step size for the evaluation of the gradients
was observed. This effect got more evident with aimed values further away from the initial value and
tighter ranges around this aimed value. An initial study for a range of step sizes, which leads to good
convergence behavior, might help to avoid zig-zagging. In the future, gradients can be used in more
efficient optimization algorithms like SQP or Quasi-Newton. These algorithms also avoid zig-zagging
that can appear when purely following the gradient direction. In addition, known implementations of
these algorithms already have an automatized adjustment of the step sizes in run time.

In addition, an adjoint turbulence model is a promising approach to increase the quality of the
gradients in future work and thereby the optimization convergence and stability. Using this tool for a
blade of a turbine that is not stall regulated could perform better with respect to convergence of the
flow and adjoint field.

The applicability of the developed tool, even for a challenging test case based on a rotating,
stall regulated turbine at high Reynolds numbers, was shown in this work. When the suggested
improvements of the gradient estimation are applied, the optimization tool is expected to perform in a
more stable manner. This will allow the usage within the design process—for example, using more
elaborate cost functions and being under consideration of constraints.
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Abstract: In the present study, a computational fluid dynamic (CFD)-based blade optimization
algorithm is introduced for designing single or multiple wind turbine rotors. It is shown that the CFD
methods provide more detailed aerodynamics features during the design process. Because high
computational cost limits the conventional CFD applications in particular for rotor optimization
purposes, in the current paper, a CFD-based 2D Actuator Disc (AD) model is used to represent
turbulent flows over wind turbine rotors. With the ideal case of axisymmetric flows, the simulation
time is significantly reduced with the 2D method. The design variables are the shape parameters
comprising the chord, twist, and relative thickness of the wind turbine rotor blades as well
as the rotational speed. Due to the wake effects, the optimized blade shapes are different for
the upstream and downstream turbines. The comparative aerodynamic performance is analyzed
between the original and optimized reference wind turbine rotor. The results show that the present
numerical optimization algorithm for multiple turbines is efficient and more advanced than
conventional methods. The current method achieves the same accuracy as 3D CFD simulations,
and the computational efficiency is not significantly higher than the Blade Element Momentum (BEM)
theory. The paper shows that CFD for rotor design is possible using a high-performance single
personal computer with multiple cores.

Keywords: wind turbine blade optimization; computational fluid dynamic; actuator disc; wake effect;
Non-dominated Sorting Genetic Algorithm (NSGA-II)

1. Introduction

To reduce the cost of material and improve the aerodynamic efficiency of wind energy conversion
systems, aerodynamic optimization of wind turbine rotors is important. Modern horizontal axis wind
turbine (HAWT) rotors are aerodynamically optimized to efficiently extract wind energy. The physical
limit to extract energy from wind is known as the Betz limit. The wind energy extraction process is
through the reduction of wind speed passing the wind turbine rotor. The zero wake flow scenario
will yield full energy absorption from wind, which certainly cannot be achieved. Since a wake always
exists behind any wind turbine, and wind turbines are mostly clustered in a wind farm, the design and
optimization of wind turbines in the wake situation are indeed necessary to represent some real-world
wind farm cases.

From the theoretical to practical rotor aerodynamic design, the final products suffer from an
accumulation of many aerodynamic and mechanical losses, such as tip loss, root loss, blade surface
roughness change loss, blade shape manufacturing accuracy loss, drive train efficiency loss and
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wake effect loss. Despite of mechanical and manufacturing imperfections, most of aerodynamic
optimizations have considered all the above-mentioned facts. The effect of wind turbine wake has
been a very popular topic which is essentially important for wind farm layout optimization. However,
in terms of rotor design itself, the wake effect is seldom included due to the inherent property
of aerodynamic design tools. For example, the Blade Element Momentum (BEM) method is fast for
optimization of single rotors, but it cannot deal with wake flow problems; the CFD-based methods are
more accurate but practically not used for rotor optimization purposes.

In the field of wind turbine design and optimization, various simulation methods are involved
for single rotors and for wind farms. For single rotor aerodynamic force calculations, the wind
turbine aerodynamic modeling relies mainly on the following approaches: BEM [1–6]-based methods,
Vortex Wake (VW)-based methods [7–12], and CFD-based methods [13–16]. The CFD methods either
apply body-fitted grid or AD/AL/AS (Actuator Disc, Actuator Line, Actuator Surface) techniques.
BEM has been the most efficient method which has been widely used to solve engineering problems.
As the most efficient tool, BEM coupling with an optimization algorithm is mainly adopted as the
method of wind turbine rotor design [13,17,18]. The VW methods are more flexible in the sense
that it deals with the turbulent wake state that cannot be done with BEM. A study of BEM and VW
methods are seen in [19] where general agreements are achieved for most of the considered cases but
not for the high-thrust cases. However, VW methods are still not efficient for optimization purposes,
and the accuracy in wake flow predictions affects the wind turbine performance to some extent. It is
worthwhile to point out that the method to be used is relied on the matter of interest. From the
multi-wind turbine optimization point of view, it is important to focus on both blade aerodynamics
and turbulent wake. Therefore, BEM, VM and CFD based on curvilinear grid are commonly used for
load calculations. However, rotor optimization requires a high computational demand, and so far CFDs
are popularly used for wind turbine aerodynamic analysis. On the other hand, rotor aerodynamics
has never been isolated with wake dynamics. However, existing models are individually used either
for rotor design or wake study. Due to the inherent limitations of the BEM method, it cannot be
directly applied to study wind turbine wakes. The more accurate methods, such as VM and CFD
methods can be good choices to investigate both rotor aerodynamics and wake dynamics, but VM
is not designed for long distance wake simulation and CFD is very expansive to study long range
wake propagations, such that it is very hard to combine rotor aerodynamics with wake effects for rotor
optimization purpose.

For a wind turbine cluster or wind farm, the velocity deficit causes a momentum loss in its wake
before reaching the downstream wind turbines. Optimal design of the most upstream turbine will
certainly increase the power product of the first turbine or perhaps the entire first row of a wind farm.
However, for the second and third turbines downwind in the wake of the first turbine, the original
design may not be the best configuration. Although this problem is realized through wind farm
wake studies, but a practical design of wind turbines with wake effect is difficult either due to the
model accuracy or high computational demand. The current work relates the rotor aerodynamics to
the wake dynamics of multi-wind turbines. Therefore, modeling the velocity deficit is significantly
important. Numerous studies were carried out in connection of large wind farm developments [20,21].
More recent work of Göçmen et al. [22] presented a good overview of various wake models that were
developed at DTU. Some selected wake modelling approaches are listed in Table 1. The methods are
divided into four groups according to their computational time demand. The model of Jensen [23] and
Larsen [24,25] belong to class 1 that are the fastest engineering models. Some modifications of class 1
models become necessary to better represent the flow physics. For example, Tian et al. [26,27] proposed
a new Jensen model that uses a cosine wake shape instead of the top-hat shape for the velocity deficit.
The VW models and its modifications are adopted from aircraft aerodynamics and well-suited for wind
turbine aerodynamics in terms of accuracy and efficiency [8,9,28]. Efforts were also made to reduce
the computational time using CFD-based approaches [29,30], where the source equations are highly
simplified. From the CFD point of view, many turbulence models are investigated and improved
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either for the purpose of Atmospheric Boundary Layer (ABL) simulations or of wake dynamics.
Direct Numerical Method (DNS) is not yet applicable for rotor simulations, instead, the Reynolds
Averaged Navier-Stokes/Large Eddy Simulation/Detached Eddy Simulation (RANS/LES/DES) and
the hybrid turbulence models are widely used [31–34]. For wake investigations, in particular wake
meandering and wake stability analysis, the traditional CFD with body-fitted mesh is very expensive
even for one- or two-rotor analysis. So far, the best configuration to achieve a good quality and
simulation speed is the so-called AL/AD techniques [35–37] which still apply the above-mentioned
turbulence models but relatively faster. Using the similar mesh topology as the AL/AD techniques,
the Lattice Boltzmann Method (LBM) [38] and Immersed Boundary Method (IBM) [39,40] have an
advantage of reducing the computational time, but still demand a large grid number for high Reynolds
number flows.

Table 1. Selected wake models.

Class Methodology References

Class 1
Jensen Jensen (1983)

Dynamic Wake Meandering Larsen (2007, 2009)

Class 2 Vortex Wake Method Bareiss (1993), Voutsinas (1993), Wang (1998)

Class 3
Fuga Ott (2011)

Eddy Viscosity Model Ainslie (1988)

Class 4
RANS/LES + curvilinear Sørensen (2014), Thé (2017), Allah (2017), Abdulqadir (2017)

RANS/LES + AD/AL/AS Sørensen, Shen et al. (1998, 2002, 2009, 2010, 2012), Troldborg (2014)
LBM/IBM Deiterding (2015), Angelidis (2015), Zhu (2013)

The main purpose of the current paper is to develop a wind turbine rotor optimization tool
that has a numerical accuracy of Class 4 and has a computational efficiency better than Class 2.
More specifically, the current study will not only focus on single wind turbine rotor optimization but
also for two or more aligned wind turbine rotors. In this scenario, the 3D CFD with RANS/AL/AD
approaches are suitable methods to perform rotor aerodynamic analysis, but too computationally heavy
to perform aerodynamic optimization. Benefiting from the axisymmetric characteristic of a HAWT,
the 3D RANS/AD equations can be reduced into a 2D formulation. The axisymmetric boundary
condition applied for a 2D simulation is a good assumption in particular for rotor optimization of
ideal flow cases, such as no wind shear, no yawing effects. The novelty of such method is to achieve
the same accuracy as using 3D CFD simulation with a significantly higher efficiency. Then, based on
the multi-objective and multi-variable optimization algorithm, the design variables are the shape
parameters comprising the chord, twist, and relative thickness of wind turbine rotor blade. Finally,
the blade optimization is achieved based on an in-house developed flow solver combining with an
optimization algorithm. A multi-objective optimization model is proposed with maximizing the
overall power efficiency for multi-wind turbines. The non-dominated sorting genetic algorithm-II
(NSGA-II) is used to handle the complex process. The novel part of the present study is to combine the
CFD solver with an efficient optimization algorithm, such that the single or multiple wind turbine
rotors are optimized at the same time, which finally obtain a global high aerodynamic efficiency.

The paper is organized as follows: Section 2 describes the governing equations of the aerodynamic
models; Section 3 presents numerical validations of the current wake model; in Section 4, the aerodynamic
methods are applied for rotor optimization. Conclusions are given in the final section.

2. Numerical Methods

The recent research development on wind turbine flow modeling has largely focused on CFD
approaches. With the assumption of incompressible flows over rotor blades, the NS equations are
solved together with RANS, LES, DES etc. The rotor blades can either be modeled as a solid body
surface or with AD/AL/AS techniques. In addition to that, more numerical issues are involved
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such as inflow turbulence, and atmospheric boundary layer which lead to possible modifications
of turbulence models.

2.1. Governing Equations

The incompressible RANS equations in 2D form reads

∂ui
∂xi

= 0 (i = 1, 2) (1)

∂ui
∂t

+ uj
∂ui
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= −1
ρ
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)
− 2

3
ρkδij (3)

where xi and ui are the displacement and velocity components in the inertial coordinate system. t is
the time, ρ is the density of fluid, P is the static pressure, v is the kinematic viscosity coefficient, μt is
the turbulent eddy viscosity δij is the Kronecker delta function, k is the turbulent kinetic energy, fext is
the momentum source terms representing possible external forces.

2.2. Turbulence Model

Herein the turbulence model is discussed with the aim to model the nonlinear Reynolds stresses
terms in Equations (2) and (3). Accurate predictions of turbulent kinetic energy and dissipation are
the key factors in turbulent wake modelling. In the present work, the modified k-ω turbulence model
of Menter [41] is used. Menter’s baseline model combines the k-ω model by Wilcox [42] in the inner
region of the boundary layer with the standard k-ε model in the outer region and the free steam outside
the boundary layer. The modified transport equations are written as follows:
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where the original model constants for the inner region are:

σk1 = 0.5, σω1 = 0.5, β1 = 0.075, β∗ = 0.09, κ = 0.41, γ1 = 0.55

and for the outer region

σk2 = 1.0, σω2 = 0.856, β1 = 0.0828, β∗ = 0.09, κ = 0.41, γ2 = 0.44 (6)

The re-formulation of the original turbulence model contains two parts: (1) change of model
constants; (2) added the source terms to maintain the turbulence level.

(1) The modified model constants are based on the work of Prospathopoulos et al. [43] in which
most of the constants remain the same except for the following ones

β1 = 0.033, β∗ = 0.025, γ1 = 0.37

The new constants were suggested according to measurements. With the decrease of dissipation
effect, the kinetic energy towards the rotor is effectively increased, which improves the numerical
accuracy for wind turbine wake flow modeling [43].
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(2) For RANS solvers, the turbulence level is usually specified from the inlet of a computational
domain. For the k-ω models, it is the initial k and ω values that are responsible for the turbulence level

k =
3
2
(u0 I0)

2 (7)

ω =
k
μ

(
μt

μ

)−1
(8)

where I0 represents the ambient turbulence level and μt/μ is the eddy viscosity ratio. A similar
approach is implemented in some commercial CFD programs such as the ANSYS Fluent software.
In another approach proposed by Richards and Hoxey [44], the boundary values of u0, k and ω are
basically a function of an aerodynamic roughness height corresponding to a specific site. This approach
does not apply to the current work where an axisymmetric flow is assumed, and no wall boundary is
specified. No matter what boundary values are given at inlet, the free decay of turbulence intensity
cannot be avoided with the current set of RANS equations. In the free-stream flow, the mean velocity
gradient is zero such that the turbulence quantities decay. Therefore, the production terms and the
diffusion terms in Equations (4) and (5) can be neglected. The k and ω equations are reduced to

∂(ujk)
∂xj

= −β∗kω (9)

∂(ujω)

∂xj
= −βω2 (10)

Solving the partial differential equations for k and ω, the turbulence decay in the free-stream
condition is obtained as a function of downstream distance

k = kin

(
1 +

ωinβx
u0

)−β∗/β

(11)

ω = ωin

(
1 +

ωinβx
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)−1
(12)

where kin and ωin are the initial values and x is the downstream distance. It is desired that these
turbulence quantities specified at inflow boundary can be maintained without unphysical decay.
In the work of Spalart and Rumsey [45], measurements of turbulent airfoil flows in wind tunnel were
numerically reproduced with RANS computations. Even though the turbulence intensity is very low
in the wind tunnel, the numerical simulations were not in perfect agreement with measurements.
Inspired from the experimental and numerical work done in [45], the idea of maintaining turbulence
quantities is extended to the current external wind turbine flows. The modified transport equations are
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Different from the original model, the added source terms are β∗kambωamb and βω2
amb with the

subscript “amb” indicates the ambient values [46]. It is quite straight forward to see that the destruction
terms can be exactly cancelled if the inflow values of k and ω are set equal to the ambient values,
which means in the free-stream flow case, turbulence quantities will remain unchanged throughout
the computational domain. An example is given in Figure 1 that clearly shows the effect of using the
added source terms. In the figure, the downstream distance x is non-dimensionalized to the rotor size
D. In the free stream condition, the decay of turbulent kinetic energy using different approaches is
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compared. The original k-ω turbulence model agrees well with the theory (Equation (10)), where the
modified model maintains the turbulent kinetic energy everywhere in the computational domain.

Figure 1. Comparisons of the normalized turbulence kinetic energy.

2.3. Actuator Disc

As the disc is assumed permeable, the mass conservation equation remains unchanged.
In Equation (2), an external force fAD is added that represents aerodynamic loads of wind turbine
blades. To avoid the numerical singularity, each volume force needs to be smoothly re-distributed.
A practical way of smearing the force is to use the 1D Gaussian function such that the actual forces
in the disc is redistributed along one direction. In the current model, each force element is smeared
locally in the blade normal direction with a distance d away from the disc using the convolution and
the smeared force f ′ is computed as [14,47]

f ′ = fAD ⊗ η1D (15)

η1D(d) = 1/
(
ε
√

π
)

exp
[
−(d/ε)2

]
(16)

The parameter use in the smearing function is ε = 3Δz where Δz is the reference grid size in
the axis direction. Based on the hypothesis of blade elements, the body forces of rotor blades can be
achieved through airfoil data and the flow field information.

The actuator disc solves the entire axisymmetric flow field and the induced velocity is naturally
included into the formulation i.e., the relative velocity Vrel and flow angle φ are determined from

φ = tan−1
(

V0 − Wz

Ωr + Wθ

)
, V2

rel = (V0 − Wz)
2 + (Ωr + Wθ)

2 (17)

As shown in Figure 2, the z-axis and θ-axis represent the rotor normal and rotational directions,
respectively. The relative velocity Vrel seen by the blade element is a combination of axial velocity and
rotational velocity, as shown in Equation (17). The lift force L and the drag force D are perpendicular
and parallel to Vrel, respectively, as sketched in Figure 2. The local angle of attack is given by α = φ − γ,
where γ is the local pitch and twist angle, the axial velocity (V0 − Wz), where V0 is the inflow wind
speed and Wz is the axial induced velocity, the tangential velocity (Ωr + Wθ), where Ω is the rotational
speed and r is the radius of wind turbine and Wθ is the tangential induced velocity. Lift and drag forces
per spanwise length are found from tabulated airfoil data and the velocity triangles shown in Figure 2.

L =
1
2

ρV2
relcBCl , D =

1
2

ρV2
relcBCd (18)
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Therefore, projecting the force in the axial and tangential directions to the rotor gives the
aerodynamic force components

Fz = L cos φ + D sin φ, Fθ = L sin φ − D cos φ (19)

The forces are calculated in every time-step such that the momentum equation produces a new
velocity field which updates the flow angle of attack as shown in Figure 2.

Figure 2. Sketch of velocity triangles of a blade element.

2.4. General Flow Solver

The RANS equations are solved by the EllipSys code [48,49], which is a general-purpose
incompressible Navier-Stokes code based on a second-order multi-block finite volume method.
The code solves the velocity-pressure coupled flow equations employing the SIMPLE/SIMPLEC/PISO
(Semi-Implicit Method for Pressure-Linked Equations/SIMPLE Consistent/Pressure Implicit with
Split Operator) methods and a multi-grid strategy. The momentum equations are first solved with
a guessed pressure as a predictor. Next, the continuity equation is used as a constraint to obtain
an equation for the pressure correction. In the predictor step, the momentum equations are solved
by a second-order accurate backward differential scheme in time. For the spatial discretization
a central difference scheme is employed for the diffusive terms and the QUICK (Quadratic Upstream
Interpolation for Convective Kinematics) upwind scheme is utilized for the convective terms. In the
corrector step, an improved Rhie-Chow interpolation technique is applied to suppress numerical
oscillations from the velocity-pressure decoupling [50]. Furthermore, an improved SIMPLEC scheme
developed for collocated grids is used to ensure that the solution does not depend on the value
of relaxation parameters and the time-step [51]. The Navier-Stokes equations are discretized using
a finite-volume scheme and all the information from the grid geometry is directly transferred into the
discretized terms.

3. Results and Discussion

One of the major difficulties for engineering wind turbine wake models is to simulate the wake
superposition effect. In this section, the 2D axisymmetric flows over two rotors are numerical validated
against experimental data or LES results. The Danish Nibe wind turbines and Horns Rev wind turbines
are selected for the numerical study.

3.1. Computational Setup

As sketched in Figure 3a, the two rotors are placed in tandem. The uniform inflow is applied at
inlet, and the distance to the first rotor is about 10D (rotor diameter). The distance between downstream
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wind turbine and outlet is about 30D. The inlet and outlet width are chosen as 10D. The distance
between the two rotors is not necessarily fixed which provides flexibility to be further optimized.

With a non-dimensional form, the uniform flow at the inlet and far field is Vo = 1. The change
of wind turbine operational condition is through the Tip Speed Ratio (TSR). For the turbulence inflow
conditions, the initial k and ω are computed through Equations (6) and (7) which are determined by
the selected turbulence intensity. The mesh points are clustered around the rotor as seen in Figure 3b
where only half the symmetrical plan is displayed. The mesh is block-structured with a total number
of 14 blocks and 64 × 64 points in each block. The thick white lines indicate the two rotors whereas the
mesh lines are clustered towards the rotors. With an OpenMPI (Message Passing Interface), the parallel
simulation (on a Dell work station with Intel Xeon CPU E5 series) takes about 30 s for each simulation
depending on the convergence rate. The computational time varies according to different TSRs as well
as initial k and ω values. The simulation time using an AD method on a full 3D mesh will be more
than hundred times slower than the 2D axisymmetric solver. On the other hand, the 2D CFD method is
still slower than the classical steady BEM, but the 2D CFD method provides detailed flow field around
the wind turbines.

(a) 

 

(b) 

Figure 3. (a) Sketch of the boundary conditions and turbine positions; (b) The mesh configuration.
The horizontal and vertical directions are defined as x and y for later reference.

3.2. Nibe Wind Turbine Case

To validate the aerodynamic model accuracy, the full-scale measurements [52] of the Nibe wind
turbines are shown in Figure 4 where the two turbines are seperated with an axial distance of 5D.
The Nibe wind turbines operate at a rated power of 630 KW, and the wind turbine has a rotor diameter
of D = 40 m, and the hub height is H = 45 m. The simulation is performed at an inflow wind speed of
8.55 m/s and a turbulence intensity of 10%.
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Figure 4. Sketch of the two Nibe wind turbines and the wake measurement locations.

The comparisons between the measured and simulated wake velocity profiles are shown in
Figure 5. The measurement data are avialable for a single wind turbine (Nibe B) at down-stream
positions of 2.5D, 4.0D and 7.5D as depicted in Figure 4. It is worth noting that for the present single
wake study, Nibe A is not operating during the measurement period. The detailed wake deficit is
clearly observed from Figure 5a–c which ranges from the near wake to the far wake region. In terms of
maximum wake deficit and turbulence intensity, the new model shown relatively better agreement
with the measured data. At the near wake region, x = 2.5D, the new model does not produce a better
velocity deficit than the original model. At x = 4D and 7.5D, the new model shows better results,
which is also the normal spacing between wind turbines.

For the double wake case, the streamwise velocity contour plot is presented in Figure 6. The axial
velocity is largely reduced as the flow first passes through the Nibe B wind turbine and than the Nibe
A wind turbine. The comparisons between the measured and simulated wake profiles for the two
wind turbines at down-stream positions of 2.5D, 4.0D and 7.5D are shown in Figure 7. In this case,
both Nibe A and Nibe B operate at a wind speed of 8.55 m/s. At the downstream locations 2.5D and
4D, the wake profiles are expected to be similar as that shown in Figure 6. As expected, only tiny
differences are seen from the simulated results, which are due to the flow feedback from the Nibe A
wind turbine, but the effect is very small. On the other hand, the experimental data showed a wider
spread at 2.5D and 4D which is caused by different measurement conditions, Figure 7c shows the
more complicated double wake case where the wake flow of two wind turbines are superimposed.
At x = 7.5D, wake data are both measured behind the Nibe B and Nibe A wind turbines. The velocity
deficit is seen to be relatively small as previously observed in Figure 5c. However, when the Nibe
A wind turbine is operating, the x = 7.5D position is only 2.5D apart from the Nibe A wind turbine
and thus it is considered to be the near wake position of turbine Nibe A. As seen from Figure 7a,c,
wake profiles are similar at positions x = 2.5D and x = 7.5D. However, at x = 7.5D, a smaller velocity
deficit is observed, which is due to the wake mixing effect introduced by the Nibe B wind turbine.
At x = 7.5D, it is also seen that the fluctuation of turbulence intensity is quite large which cannot be
captured by any RANS model.
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(a) 

  
(b) 

  
(c) 

Figure 5. Comparisons between the measured and simulated wake data of a single wind turbine
(Nibe B) at down-stream positions of 2.5D, 4.0D and 7.5D. (a) 2.5D; (b) 4D; (c) 7.5D.

Figure 6. Contours of the time-averaged stream-wise velocity for two Nibe wind turbines.
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(a) 

  
(b) 

 
(c) 

Figure 7. Comparisons between the measured and simulated wake data of the two wind turbines at
down-stream positions of 2.5D, 4.0D and 7.5D. (a) 2.5D; (b) 4D; (c) 7.5D.

3.3. Horns Rev I Wind Farm Case

The Horns Rev I offshore wind farm is in the eastern North Sea near Denmark. Horns Rev wind
farm consists of 80 Vestas V80 2 MW wind turbines within an area of about 20 km2, as shown in
Figure 8. The wind turbines are arranged in a regular array of 8 by 10 turbines which is very suitable
to the study of multiple wake effects. The wind turbines are installed with an internal spacing along
the main directions of 7D [53]. The wind turbines have a hub height of 70 m, a rotor diameter of
D = 80 m, and a rated rotational speed of 18 rpm. The detailed pitch angle, rotational speed and blade
geometry data are provided from the reference paper [54]. The 2 MW V80 wind turbine blade is
composed of NACA63-series airfoils between the blade tip and the mid-span, and the FFA W3-series
airfoils are used between the mid-span towards the blade inboard part. To validate the aerodynamic
accuracy, the results from the present simulations and from the reference LES [26,54] simulations are
compared. The inflow wind speed is 5.33 m/s, and turbulence intensity is 9.4% which are selected for
fair comparison with some LES results.
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Figure 8. Layout of Horns Rev I wind farm.

The mesh topology used for this study is the same as in the previous simulations. The input
airfoil data are now replaced to represent the Horns Rev wind turbines. The wind turbines under
investigation are depicted in Figure 8 along the 270◦ directions. The wake profiles are shown in
Figure 9 at downstream positions of 3D, 5D, 7D and 10D behind the first wind turbine where LES data
are also available. General good agreements with LES are clearly seen from the results except very near
wake. The wake expansion is well captured as well as the maximum velocity deficit. For the 7D and
10D cases, a slight over prediction of velocity deficit is seen from the current simulation. This indicates
that the wake recovery at far downstream is slower using the present approach.

  
(a) (b) 

 
(c) (d) 

Figure 9. Comparisons between the LES and RANS lateral profiles normalized wake velocity for single
wind turbine at down-stream positions of 3D, 5D, 7D and 10D. (a) 3D; (b) 5D; (c) 7D; (d) 10D.

208



Appl. Sci. 2018, 8, 1056

The CFD simulation of the full column was carried out by extending the computational domain
with a total number of 40 blocks. The resulted stream-wise velocity contours are shown in Figure 10
where the flow around wind turbine cluster can be observed.

Figure 10. Contours of the stream-wise velocity for eight wind turbines.

In Figure 11, information about the power and thrust of the present wind turbines are also shown.
Good agreements are seen from the power and thrust curves, which proves the model accuracy in a
wide range of operational conditions.

 
(a) (b) 

Figure 11. Comparisons between the observed data and RANS numerical for Cp, Ct, Power,
and normalized power for 2 MW V80 wind turbines. (a) Power; (b) Ct.

3.4. Rotor Optimizations

3.4.1. Optimization Setup

This section describes the optimization problem used in present rotor aerodynamic design.
With the optimization objectives of AEP and ATP, and the design variables of chord length, twist angle,
relative thickness and rotational speed, the NSGA-II optimization method [55] is used to optimize the
wind turbine rotor. In the NSGA-II optimization algorithm, the binary coding, crossover mutation and
gene mutation are built to avoid premature phenomena during the optimization process. To better
understand the optimization process, a sketch of the optimization diagram is given in Figure 12.
The design variables are the blade geometrical data as well as the rotational speed. The “Bspline” curve
is applied to reduce the number of control points. The CFD solver is embedded in the optimization
loop which is a time-consuming part of the whole design process. The number of necessary iterations
is determined by the NSGA-II optimization routine. Each evolution contains 30–50 populations and
each population takes about 60 min.

209



Appl. Sci. 2018, 8, 1056

Figure 12. Wind turbine rotor aerodynamic optimization diagram.

The design objective is to maximize the annual energy production (AEP) and minimize the rotor
thrust force (ATP, annual thrust production), thus the design objectives are to minimize both 1/AEP
and ATP

subject to X ∈ Rn, (20)

xL
k ≤ xk ≤ xU

k , k = 1, . . . , n (21)

The vector X contains a total of n variables that are real numbers, R. The design variables,
X = [x1, x2, . . . , xn], are the control points that define the chord, twist angle and relative thickness as a
function of blade span. The upper U and lower L notations, xL

k ≤ xk ≤ xU
k , are the upper and lower

limits of the control points. The 3rd-order Bsplines [56] are used to parameterize the chord, twist angle
and relative thickness distributions, see Figure 13. The design is performed from a position at a radius
of 0.337R to the tip of the blade. Thus, three control points for the chord, and two control points each
for the twist angle and relative thickness distributions at the outboard of the blade are optimized.
The 3rd-order Bspline curve is defined by

qi(u) =
n
∑

i=0
Ni,p(u)Pi ua < u < ub, i = 1, 2, · · · , n

Ni,0(u) =

{
1 i f ui ≤ u ≤ ui+1
0 otherwise

Ni,p(u) =
u − ui

ui+p − ui
Ni,p−1(u) +

ui+p+1 − u
ui+p+1 − ui+1

Ni+1,p−1(u)

u0 = u1 = · · · = up = 0
ui+p = ui+p−1 + |pi − pi−1|, i = 1, 2, · · · , n − 1
un+p = un+p+1 = · · · = un+p+3 = 1

(22)

where qi(u) is a vector-valued function of the independent variable, u. {Pi} are the control points, and
the

{
Ni,p(u)

}
are the 3rd degree Bspline basis functions. The ith Bspline basis function of p-degree

(order p+1). ui is the knot vector.
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(a) (b) 

Figure 13. Distribution of the control points and the sample line of blade geometry. (a) Chord;
(b) Twist angle.

To calculate the AEP and ATP, it is necessary to combine the power curve with the probability
density of wind. The Weibull distribution function defining the probability density can be written in
the following form

f (Vi < V < Vi+1) = exp

(
−
(

Vi
A

)k
)
− exp

(
−
(

Vi+1

A

)k
)

(23)

where A is the scaling parameter, k is the shape factor and Vi is the wind speed distribution. If the
wind turbine operates about 8760 h per year, its AEP and ATP can be evaluated as

AEP =
n−1

∑
i=1

1
2
(P(Vi+1) + P(Vi))× f (Vi < V < Vi+1)× 8760 (24)

ATP =
n−1

∑
i=1

1
2
(T(Vi+1) + T(Vi))× f (Vi < V < Vi+1)× 8760 (25)

where P(Vi) and T(Vi) are the power and thrust force at the wind speed of Vi.

3.4.2. Optimization Studies

The wind turbine rotor type of the Horns Rev I wind farm is chosen for the aerodynamic
optimization. The selected wind turbines are located at the first and second rows (T1, T2 as depicted in
Figure 8). It is worth noting that with the present method, it is possible to optimize the whole column
of 8 wind turbines together. First, a larger number of wind turbines involve more design variables
and thus a larger computational demand; second, it is the first two rows of wind turbines that have
the major aerodynamic differences, as widely observed from measurements in several wind farms.
According to the different optimization objectives, four optimization cases are carried out during the
blade aerodynamic design.

Case 1: Baseline optimization for a single rotor. Using the optimization objectives of AEP and
ATP, optimize the upstream wind turbine (the 1st row of rotors).

Case 2: Optimization of the 2nd row of rotors considering the wake effect from the 1st row of
wind turbines. Using the optimization objectives of AEP and ATP, perform optimization for the 2nd
wind turbine optimization.

Case 3: Further optimization of the rotational speed of the 1st row of wind turbines.
The optimization objectives are the AEP and ATP for the two rows of wind turbines. The blade
shape of the two types of rotors is obtained from Case 1 and Case 2, respectively, but the rotational
speed of the 1st row of rotors will be optimized further.
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Case 4: Based on Case 3, further optimization is performed for the two rows of wind turbines.
Using the optimization objectives of both AEP and ATP, the two rows of wind turbines are
optimized together.

To summarize these optimization cases: Case 1 follows a classical blade optimization routine;
Case 2 only focuses on a downwind rotor, its blade shape is optimized; Case 3 optimizes the rotational
speed of the first row of rotors to seek the global maximum energy production for two rows of rotors;
Case 4 optimizes both the rotational speed of the first row of rotors and the blade geometry of the
second row of rotors. By performing the 4 steps analysis, it expected that after the Case 4 study a more
realistic optimization can be achieved for such a typical multiple wind turbine system.

The optimization Pareto fronts are shown in Figure 14 with the resulted Pareto front that measures
how the solutions are distributed. The four subfigures (a–d) represents the above mentioned four
cases. In the figures, the areas marked with A, B and C indicate the regions of feasible optimal
solutions. The trend of area A suggests the solutions with high AEP, whereas low thrust is more
focused in area C. As a multi-objective method, balance is then needed to weight between the high
AEP and low ATP. In Figure 14a, Case 1 represents the standard optimization of a single rotor (the
1st row of rotors) without any wake effect. The high AEP and high ATP region is marked as area A,
whereas area B finds good balance between low ATP and high AEP. In Figure 14b, the second row of
wind turbine is optimized. Due to the wake effect from the first row of wind turbine, both the ATP
and AEP are reduced comparing with Case 1 results. In Figure 14c, a high AEP area can hardly be
achieved. The reason is that in Case 3 the AEP from the upstream rotor is reduced to increase the
energy output for the downwind rotor. Such that, it is necessary to further optimize the downwind
rotor. In Figure 14d, the optimization is continued such that the two rows of wind turbines are fully
optimized with satisfactory results obtained.

 
(a) (b) 

 
(c) (d) 

Figure 14. Pareto fronts of AEP and ATP in the 4 different cases. (a) Case 1; (b) Case 2; (c) Case 3;
(d) Case 4.
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Some key numbers are shown in Tables 2 and 3 after each optimization. For the Case 1 design,
the upstream rotor is first optimized. As shown in Figure 14a, a trade-off between thrust and power can
be found in area B. The final selected data is listed in Table 2 where the same ATP is maintained but the
AEP is increased by 1.14%. For the Case 2 design, the downwind rotor is optimized. After optimization,
the rotor in the wake has an increased power production of 1.78%, and there is also a small increase
of thrust of 0.34%. Using the optimized solutions from Case 1 and Case 2, further investigation is
carried out in Case 3. The rotational speed of the upstream wind turbine is considered to be a new
design variable that may affect the total energy product. In Table 3, by comparing the AEP of each
wind turbine with its reference value, it is seen that the 1st wind turbine has a negative change in
AEP of −0.81% and the second wind turbine has a positive change in AEP of 1.2%. The overall gain
of AEP is −0.04% because of the contribution of higher wind resource from the 1st wind turbine.
The total thrust change of the two wind turbines is about 1.69%. It is seen that loads can be decreased
with a certain amount by decreasing the front rotor speed, but it is not possible to gain more power
from Case 3 study. A study in Case 4 is therefore performed to seek more energy from the 2nd
rotor. The individual changes from each wind turbine and the overall changes are listed in Table 3.
The reduction of the 1st rotor speed leads to a change of its AEP with −3.46%. The 2nd rotor is further
optimized with a relatively large amount of AEP increase up to 9.71%. The total amount of AEP in the
two-wind-turbine system is increased with 1.6%. The thrust is largely reduced for the 1st wind turbine
under the new design condition at a relatively low TSR.

Table 2. Optimization results of Case 1 and Case 2.

Case Case 1 (1st Rotor) Case 2 (2nd Rotor)

Objective AEP ATP AEP ATP
Reference 4.2665 0.8058 2.6559 0.6410
Optimized 4.3153 0.8058 2.7031 0.6432

Relative 1.14% 0 1.78% 0.34%

Case 1: Single wind turbine, consider both AEP&ATP; Case 2: Two wind turbines, consider both AEP and ATP of
Downstream wind turbine.

Table 3. Optimization results of Case 3 and Case 4.

Case Case 3 (1st Rotor) Case 4 (Two Rotors)

Objective AEP ATP AEP ATP

Reference
1st 4.2653 0.8058 4.2653 0.8058
2rd 2.6559 0.6410 2.6559 0.6410

Overall 6.9212 1.4468 6.9212 1.4468

Optimized
1st 4.2307 0.7919 4.1177 0.7522
2rd 2.6875 0.6304 2.9139 0.6432

Overall 6.9182 1.4224 7.0317 1.3955

Relative
1st −0.81% −1.72% −3.46% −6.65%
2nd 1.2% −1.65% 9.71% 0.34%

Overall −0.04% −1.69% 1.6% −3.55%

Case 3: Upstream WT rotation speed; consider AEP of overall WT, and ATP of Downstream WT; Case4: Upstream
WT rotation speed and blade geometry; consider AEP of overall WT, and ATP of Downstream WT.

The final aerodynamic layouts of the optimized blades are gathered in Figure 15. The chord,
twist and relative thickness distributions are given in Figure 15a–c, respectively. Based on the
multi-objective optimizations, the chord length of the upstream wind turbine (Case 1) and downwind
wind turbine (Case 2) deviates from the baseline chord distribution. The twist distribution of the two
optimized blades is rather similar. The optimized rotor speed is shown in Figure 15d. With limited
lower and upper bounds, the Case 4 optimization suggests a much lower rotational speed as compared
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with Case 3. As a result, the upwind rotor lost a certain amount of power which is gained by the
downwind wind turbine. It is worth noting that the present study is only limited at aerodynamic
optimization. Since the 1st wind turbine also has a decrease of thrust of 6.65%, there is a big potential
to further reduce the structure weight.

  
(a) (b) 

  
(c) (d) 

Figure 15. The comparisons of optimization results of wind turbine ((a–c) belong to Case 1, Case 2,
Case 4; (d) belongs to Case 3 and Case 4). (a) Chord; (b) Twist angle; (c) Relative thickness;
(d) Rotational speed.

4. Conclusions

This paper presented detailed numerical methodologies and convincing results for wind turbine
rotor aerodynamic optimizations. To simulate the aerodynamic forces on the wind turbine rotor, a 2D
actuator disc method is implemented in the incompressible flow solver favored by the axisymmetric
boundary condition defined at the center line. The combined flow solver is more accurate and powerful
than existing engineering models such as blade element momentum theory. On the other hand, it is
order of magnitude faster than the 3D flow solver. However, the 2D and 3D solver implemented with
same AD method should give same results. In addition to the AD flow simulations, two turbulent
flow cases were investigated to proof the advantage of the modified k-ω turbulence model. With the
fast CFD solver, the rotor optimization was carried out for single wind turbine with uniform flow
and two wind turbines combined with wake interaction. The multi-objective optimization method
NSGA-II is applied in the design loop and the two design objectives of high AEP and low ATP
are required. The four optimization cases aimed at single rotor optimization without wake effect,
single rotor optimization with wake effect, multi-wind turbine optimization with constant rotor speed
and multi-wind turbine optimization with variable rotor speed. In general, single rotor optimizations
are faster and they provide clear optimization trend. For the multi-wind turbine optimization cases,
it was found that high aerodynamic performance is achieved when the upstream and downstream

214



Appl. Sci. 2018, 8, 1056

wind turbine both change their blade shape and rotational speed. These results indicate that traditional
rotor optimization methods might not be sufficient due to the complex wake effect.

On a single PC with a developed parallel computation tool, the estimated time is 30 h for
optimizing a single rotor, and for the coupled two-rotor optimizations, the simulation time is almost
doubled. Future work will be carried out for more complicated design cases which may include the
whole column of wind turbines such as the Horns Rev wind farm case. In such an optimization,
the wind turbine spacing will be included as an important design parameter, to this end, the method
can be applied for simple layout optimization.
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Abstract: The failure of wind turbine blades is a major concern in the wind power industry due
to the resulting high cost. It is, therefore, crucial to develop methods to monitor the integrity of
wind turbine blades. Different methods are available to detect subsurface damage but most require
close proximity between the sensor and the blade. Thermography, as a non-contact method, may
avoid this problem. Both passive and active pulsed and step heating and cooling thermography
techniques were investigated for different purposes. A section of a severely damaged blade and a
small “plate” cut from the undamaged laminate section of the blade with holes of varying diameter
and depth drilled from the rear to provide “known” defects were monitored. The raw thermal
images captured by both active and passive thermography demonstrated that image processing
was required to improve the quality of the thermal data. Different image processing algorithms
were used to increase the thermal contrasts of subsurface defects in thermal images obtained by
active thermography. A method called “Step Phase and Amplitude Thermography”, which applies a
transform-based algorithm to step heating and cooling data was used. This method was also applied,
for the first time, to the passive thermography results. The outcomes of the image processing on
both active and passive thermography indicated that the techniques employed could considerably
increase the quality of the images and the visibility of internal defects. The signal-to-noise ratio of
raw and processed images was calculated to quantitatively show that image processing methods
considerably improve the ratios.

Keywords: thermography; wind turbine blades; defects; image processing; condition monitoring

1. Introduction

The most crucial components of wind turbines, the blades, are susceptible to different types
of damage during their operation. The failure of one blade may damage nearby blades and wind
turbines, increasing the total damage cost. Most blades consist of two halves made of a fiberglass
composite and shear webs, which are glued together with strong adhesive materials [1]. The main
function of the shear webs is to increase the strength of the structure. These bonded zones are potential
sites for damage initiation and propagation [2]. Different surface and subsurface defects, including
delamination, cracks, air inclusion, fiber-matrix debonding, and others, may be introduced to the
blade during manufacturing or operation [3]. Harsh environmental conditions and airborne particles
such as hail, snow, rain, ice, and dirt, expose wind turbine blades to more potential harm. Defective
blades are rarely replaced because of the high cost of manufacturing. To prevent failure, blades need
to be continuously monitored through Non-Destructive Testing (NDT) methods [4]. Different NDT
techniques such as Ultrasonic Testing (UT), Acoustic Emission (AE), Fiber Bragg Grating (FBG) strain
sensors, Vibration Analysis, and Tap Tests have been employed to inspect the integrity of wind turbine
blades [5–9]. Conventional NDT techniques generally require close proximity between the sensor and
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the blade [10]. Since access to a blade is difficult and requires an industrial climber or crane, which
can be dangerous and/or time-consuming, the practical implementation of conventional methods
sometimes requires blade removal. Developing new NDT techniques that are capable of detecting
faults in the blades from larger distances is essential.

Infrared (IR) thermography is a non-contact, long-distance NDT technique that can inspect
extensive areas quickly by capturing thermal images of the object’s surface. In general, defective areas
alter the temperature distributions on the surface that are measured by IR cameras. Thermographic
inspection is typically divided into two categories: active and passive. In active thermography, different
heating sources such as flash and halogen lamps are employed for heating the object making the
technique less usual for operating wind turbines. It is used here largely to allow comparison with
passive thermography which utilizes solar radiation [2] to heat a blade (usually around sunrise) or to
cool it at sunset. This method has been widely used to detect subsurface defects of different materials
including metals [11], composites [12,13], and concrete [14].

Different studies have used thermography to detect faults in wind turbine blades. Meinlischmidt
and Aderhold [2] employed passive thermography to detect internal structural features and subsurface
defects such as poor bonding and delamination. Beattie and Rumsey [15] employed thermography to
inspect blades during fatigue tests of a 13.1 m blade made from wood-epoxy-composite and a 4.25 m
fiberglass blade. This experiment identified the root region of the blade as a defective area. Shi-bin [16]
employed infrared thermal wave testing to detect subsurface faults such as foreign matter and air
inclusions at various depths of a blade section. Galleguillos [17] conducted a new experiment to inspect
an installed wind turbine blade. They mounted an IR camera on an unmanned aerial vehicle (UAV)
and captured thermal images of installed blades while the blades were stationary, demonstrating
the capability for fast data acquisition and inspection with this setup. Other research evaluated the
suitability of different weather conditions for revealing the internal features of a blade section with
thermal imaging [18,19]. Doroshtnasir [20] proposed a new passive thermography technique that can
inspect operating blades from the ground. This experiment developed a new image processing
technique to improve the thermal contrast quality by removing the effect of disruptive factors
such as environmental reflections. Active thermography has been used by different researchers to
quantitatively evaluate the presence of defects in different materials including composite and metallic
samples. Lahiri [21] employed phase information obtained from the processing of active thermography
data to determine quantitative information associated with flat-bottomed holes (FBHs) embedded
in different materials including glass fiber reinforced polymer, high-density rubber and low-density
rubber. Shin [22] used the Pulsed Phase Thermography (PPT) method to inspect the subsurface fatigue
damage in adhesively bonded joints between fiber reinforcement polymer components. Maierhofer [23]
compared the phase values obtained from pulsed and lock-in thermography applied on steel and
Carbon Fiber Reinforced Plastic (CFRP) materials. They also compared the spatial resolution calculated
from data captured through flash and lock-in thermography at different frequencies. In another
study, Almond [24] used long pulsed thermography to detect the FBHs of different sizes and depths
created in different materials including aluminum alloy, mild steel and stainless steel, and a CFRP
composite plate.

Different image processing methods have been developed to improve the contrast of subsurface
defects in images. Maldague and Marinetti [25] proposed PPT, which has the advantages of both pulsed
and lock-in thermography. Lock-in thermography can detect deeper defects by continuously heating
the surface using a periodic heat source [26] such as a modulated halogen lamp [27] but it may take a
long time to detect a fault while pulsed thermography is fast. PPT uses a transform-based algorithm
such as Fast Fourier Transform (FFT) to convert time domain data to frequency. Shin [24] employed this
method to detect the initiation and propagation of defects in adhesively bonded joints under fatigue
loading. This method has been widely used by different researchers to quantitatively and qualitatively
evaluate the subsurface damages in different materials. Pawar [28], for example, inspected barely
visible impact damage from low-velocity impacts. For this purpose, he first calibrated the defect depth
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with a blind frequency, the limited frequency at which the subsurface defect at a certain depth is visible
in the recorded thermal data, for carbon epoxy laminate, and then applied the findings of depth and the
blind frequency relationship to the specimen with barely visible impact damage on it. Castanedo [29]
proposed an interactive methodology in a PPT experiment that connected acquisition parameters
such as time and frequency resolution and storage capacity to each other in order to inspect defects at
different depths with a single test. He used a combination of phase contrast and blind frequency and
applied his proposed interactive methodology to a CFRP specimen with artificial defects at different
depths to quantify the depth of the defects. Thermographic Signal Reconstruction [30] increases the
quality of the thermal signatures associated with internal defects based on the known behavior of
simple forms of the heat conduction equation. It improves the signal-to-noise ratio (SNR), while at
the same time reducing image blurring and increasing the sensitivity [31]. This method was recently
applied to the thermal image sequence of step heating thermography and gave reliable results [32].
Matched Filters (MF) have also been proposed to improve image contrast of subsurface defects by
increasing the contrast of defective areas and reducing the signals from sound areas [31,33,34].

The present investigation developed passive and active thermographic inspection of wind turbine
blades. During the active experiment, both pulsed and step heating thermography were employed
and their results compared with each other (images were obtained and processed in some cases after
the heating had finished and so strictly should be called “step cooling”. We will use the term “step
heating” in a purely generic manner to cover both cases). Several image processing techniques were
applied to the raw thermal images to increase the contrast associated with internal defects. Once the
most appropriate technique was determined, a passive thermography experiment was designed and
the image processing technique was applied to the thermograms and the maps of surface temperature,
to improve their quality. Passive thermography was also performed at different times of the day
to assess the most favorable times for the best results. This paper is arranged as follows: Section 1
reviews the literature regarding NDT techniques and thermal imaging methods. The experimental
procedures and materials are outlined in Section 2. Section 3 provides the theory of quantitative
evaluation. Section 4 contains the results and discussion regarding experimental thermography for the
inspection of subsurface defects. Finally, Section 5 provides a summary and conclusion.

2. Experimental Procedure

2.1. Materials

All samples used in this experiment came from a 50 m long wind turbine blade made of fiberglass
composite obtained after it had been damaged in transit to a wind farm. The blade was never installed
or operated. Figure 1a shows the 3 m long blade section with significant surface damage that was
used for the passive thermography experiments. The laminate thickness in the damaged section was
14 mm. The chord length was approximately 1 m. The yellow/orange regions in Figure 1a are the
exposed sandwich core on the rear section of the suction surface where there is very little laminate.
Some patches of glue on the suction side resulted in different effusivity than the background and
therefore generated spots with different brightnesses on the thermograms. The upper side of the blade
section contained a crack which was visible to the naked eye.

A “defect plate” with dimensions of 170 mm × 195 mm × 8 mm was cut from the laminate skin
of another section of the blade closer to the tip where the laminate skin was thinner. Flat-bottomed
holes with different diameters and depths were drilled from the rear to produce a range of known
“defects”. The holes had diameters ranging from 4 mm to 20 mm with depths between 0.5 mm and
3 mm. Figure 1c is a schematic of the plate that illustrates the geometry and pattern of the defects.
No holes penetrated the outer surface of the plate which corresponded to the outer surface of a blade
and all thermograms were of the outer surface. The defect plate was attached to the surface of the
damaged blade section during passive thermography experimentation. It was also the only blade
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material tested with active thermography. The holes were used to evaluate the minimum defect that
can be detected using passive and active thermography.

 
(a) 

 
(b) 

 
(c) 

Figure 1. (a) The damaged wind turbine blade. (b,c) The defect plate with flat-bottomed holes. All holes
were drilled from the rear and did not penetrate the outer surface.

2.2. Passive Thermography

In the passive thermography experiment, the suction side of the blade was monitored outdoors
during a sunny day from morning until the afternoon. The blade’s position was not changed relative
to the IR camera during this time. This experiment, whose setup is depicted in Figure 2, sought to
determine the most favorable conditions to reveal the most defects and to evaluate the fault detection
capability of thermography when the blade is heated by the sun.

The experiment was conducted on a sunny day in July 2017 from 9:00 a.m. to 7:30 p.m. Sunrise
and sunset on this day were 5:53 a.m. and 9:30 p.m., respectively. During the experiment, the sky was
clear, the humidity was almost 36%, and the temperature varied between 16 ◦C and 26 ◦C. A T1030Sc
IR camera made by FLIR Systems was located 4 m from the blade section and equipped with a 21.2
mm lens, resulting in a spatial resolution of 4 mm per pixel. ResearchIR, a software package developed

221



Appl. Sci. 2018, 8, 2004

by FLIR Systems that provides high-speed data recording and image analyzing capabilities was used
to record thermograms at a frequency of 1 Hz.

 

Figure 2. Passive thermography experiment.

2.3. Pulsed and Step Heating Thermography

These techniques were used only on the defect plate mounted 1.5 m from the IR camera.
Despite being mounted near windows, the defect plate was always in a shadow during the experiments.
During pulsed thermography, the defect plate was heated by a 2400 W flash lamp and thermal images
were recorded at a frequency of 15 Hz immediately after flashing the sample. To heat the surface
uniformly, the flash lamp was around 0.3 m from the object with the angle of around 15◦ with respect to
the normal of the defect plate. The pulsed thermography experiment is depicted in Figure 3. The spatial
resolution of thermal images obtained by active thermography was almost 0.5 mm per pixel.

 

Figure 3. Pulsed thermography experiment.

The step heating thermography experiment, shown in Figure 4, used two 500 W halogen lamps to
continuously heat the surface. The sample was heated between 10 and 75 s and the thermal evolution
on the surface of the specimen was recorded at a frequency of 15 Hz. Once heating was finished,
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thermal decay was recorded with the same frequency. The room temperature was 23 ± 2 ◦C during the
experiment. The thermal contrast associated with the defects could be observed after a few seconds
of heating.

 

Figure 4. Step heating thermography experiment.

3. MF Algorithms

MF is a method to improve image contrast of subsurface defects by increasing the contrast of
defective areas and reducing the signals from sound areas [31,33,34]. Different types of MF algorithms
have been developed, all of which are based on the assumption that [31,34]:

Tobs = Tref l = Tideal (1)

at any time. Tobs is the temperature recorded by the IR camera, Trefl is the temperature response
reflected from the defective area, and Tideal is the ideal temperature response of the sound area.
Equation (1) can be represented in vector form:

X = S + W (2)

where these vectors collect all recordings over time and X = Tobs, S = Trefl, and W = Tideal. Equation (2)
is multiplied by a vector q that maximizes the visibility of the reflected temperature from the defective
area and minimizes the response of non-defective areas. The vector q can, therefore, be calculated
by [31,34]:

max
q

‖qTS‖2 subject to min
q

‖qW‖2 (3)

where qT is the transpose of q. Different methods for finding q result in the different types of MF
algorithms. Each MF algorithm considers a certain q vector to increase the contrast of defective areas
and decrease the signals from sound areas. The q vector for the spectral angle map (SAM) is

SAM =
STXij√

STS
√

XT
ij Xij

(4)
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where i and j imply that the calculation is repeated for all pixels of all thermal images to provide a
single correlation image and ST. The adaptive coherence estimator (ACE) uses as q:

ACE =
STC−1Xij√

STC−1S
√

XT
ij C

−1Xij

(5)

where C is covariance matrix of the ideal temperature vector defined as:

C =
1
m

m

∑
i=1

WWT . (6)

The t- and F-statistics use the different q vectors to improve the contrast associated with
defective areas:

Fstat =

(
ST R−1xij

)2

XT
ij R

−1Xij − ρ2
(
ST R−1Xij

)2 ρ2(d − 1) (7)

and

tstat =
ST R−1xij√

XT
ij R

−1Xij − ρ2
(
ST R−1Xij

)2
ρ
√

d − 1 (8)

where ρ =
(
ST R−1S

)−1/2.

4. Quantitative Evaluation

The SNR of the images is a measure of the quality of data. The traditional definition of SNR is the
ratio of the average magnitude of a signal to the magnitude of the background noise, determined as
described in Section 5. If a distorted signal, y(n), is considered as:

y(n) = x(n) + u(n), (9)

where x(n) is a signal and u(n) is the background noise, the SNR can be written for N samples as [35]:

SNR =
∑N−1

n=0 |[x(n)]|
2

Nσ2 , (10)

where |[x(n)]| is the magnitude of a signal and σ2 is the variance of the background noise. Since most
signals have wide dynamic ranges, the SNR is usually given in decibels (dB), [36]:

SNR = 10 log
(

Δ2

σ2

)
, (11)

where Δ is the peak value of the signal. Equation (11) can be simplified as:

SNR = 20 log
(

Δ
σ

)
. (12)

5. Results and Discussion

The results of both the passive and active thermography are presented in this section. All temperatures
were measured using the IR camera. The different image processing algorithms, employed to increase
the quality of the thermal images, are described and their results are discussed in detail.
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5.1. Active Thermography

The temperature distribution profiles depicted in Figure 5b are plotted along with the rows
identified in Figure 5a. The most visible contrasts of the defects revealed, as expected, that the deeper
the defect, in terms of the distance from the bottom of the hole to the surface, the less detectable it was.
Moreover, the size of the defect was important. The raw thermograms do not show smaller defects
located deep within the plate. Defects with a diameter of 4 mm were barely detected. It can also be
seen that the defects in the middle part of the plate are clearer than those towards the plate edges.
This was primarily caused by non-uniform heating where the middle part of the sample received more
thermal energy than the boundaries. The temperature distribution profiles during the step heating
thermography for all pixels along the lines shown in Figure 5a are illustrated in Figure 5c. Figure 5c
was recorded after heating for 75 s. The signals generated by the defects located in the last row,
which have the smallest diameters, were not strong enough to be easily detected. Contrary to pulse
thermography, Figure 5c shows that the surface of the object has been uniformly heated during the
step heating thermography, which increased the efficiency of this method in detecting internal defects.

 

 
(a) (b) 

 
(c) 

Figure 5. (a) Positions of temperature profiles. Temperature profiles using (b) pulsed and (c) step
heating thermography. The rows are identified in (a).

Temperatures near the defects were measured and analyzed to better evaluate the effects of the
defect’s depth and size on the temperature variation. The temperatures measured at the locations of
the flat-bottomed holes with various depths are illustrated in Figure 6. The sample was heated by two
halogen lamps for 75 s, during which time data were recorded. It can be concluded from this figure
that an increase in a defect’s depth reduces its temperature variation, which makes detection more
difficult because there is not a significant change in the surrounding temperature.
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Figure 6. Effect of depth and size of the defect on the temperature distribution in a sample heated up
by a halogen lamp for 75 s.

By increasing the size of the defect, the slope of the temperature variation also increased,
which implied that the effect of the depth variation on the temperature was more significant for
larger defects.

The SNRs for the defect plate profiles shown in Figure 5a were determined to provide a
quantitative evaluation of the detection. The signal values of the defects were measured first.
The difference between the signal values of the defects and the background signals was identified
as the peak value signal for the SNR calculation. Then, by calculating the standard deviation of the
background noise and using Equation (12), the SNR of each defect was calculated. By comparing the
visual results obtained from image processing and the corresponded SNR tables, defects with a SNR of
more than almost three times the background noise was considered as a defect that can be identified
by this method. The SNRs, related to raw thermal data captured by flash and step heating (heating
and cooling periods) thermography, are listed in Tables 1–3. Defect position names used in these
tables are defined in Figure 1c. It can be observed from these tables that bigger defects closer to the
surface generated high SNRs. It can also be concluded from the results presented in these tables that
raw thermograms of flash thermography can provide more details than step heating thermography.
It should be noted that the SNRs of raw thermograms are compared later with values of the processed
thermal images to show the strength of each of the image processing algorithms.

Table 1. Signal to Noise Ratio (SNR) (dB) related to raw data captured by step heating thermography
(heating period).

1 2 3 4 5

A 18.4 18.2 17.8 14.4 3
B 18.1 18 17.7 12.9 6
C 17.9 17.5 17 11 NA
D 12.3 12 8.6 NA NA

Table 2. SNR related to raw data captured by step heating thermography (cooling period).

1 2 3 4 5

A 25.7 24.9 22.8 19.4 12.3
B 24.4 20 20.4 17.5 11.9
C 7.4 10.2 15.2 11.5 5.9
D NA 2.58 2.5 NA NA
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Table 3. SNR related to raw data captured by flash thermography.

1 2 3 4 5

A 16.3 18.5 18.5 13.7 3.4
B 10.2 15.8 17 11.9 2.9
C 2.5 4.2 13.1 4.9 2.6
D NA 2.1 2.3 2.1 NA

5.2. Image Processing and Quantitative Evaluation

The results for the fourth row in Figure 5 show that some subsurface defects cannot generate
visible contrasts. This suggests the need for image processing to improve the resolution. Different
algorithms, including MF, and a combination of PPT as a transform-based technique were employed
to increase the SNR and the visibility of the defects. We will use the term “Step Phase and Amplitude
Thermography” (SPAT) for the analysis of thermograms after heating and successfully used for passive
thermal data processing.

5.2.1. Matched Filters (MF)

Applying MF to the step heating thermograms improved the quality of the results, as shown in
Figure 7. All four versions of MF increased the visibility and contrast of the defects. Three of these
filters, including the SAM, the ACE, and the F-statistic, showed very promising results where all
defects could be detected. However, the t-statistic highly improved the quality of the raw thermal data
and compared to other MF methods provided less details regarding subsurface defects.

  
(a) (b) 

  
(c) (d) 

Figure 7. Four matched filters including (a) Spectral Angle Map (SAM), (b) Adaptive Coherence
Estimator (ACE), (c) t-statistic and (d) F-statistic when the specimen was being step heated.
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By using the above results, it can be seen that the diameter-to-depth ratio of the minimum
detectable defect for each of SAM, ACE and F-statistic was 1.33, while this value for t-statistic was 2.
To quantitatively evaluate the MF results, the SNRs for defective areas were determined. Figure 8a
illustrates the signals of the F-statistic results obtained from the step heating data. The background
noise around A2 is also shown in Figure 8b. These results were averaged to get the representative noise.
It should be noted that all of the processed images have been normalized by dividing the intensity of
each pixel over the difference between the maximum and minimum intensity available on the image.

 
(a) 

 
(b) 

Figure 8. (a) Normalized signal values along the defect rows and (b) background noise around A2.

The SNRs are presented in Tables 4–7. The percentage improvement in the SNRs compared to the
raw values is shown in parenthesis for each defect. These tables show that higher SNR values were
obtained when MFs were applied to the step heating data. Therefore, the application of MFs to step
heating data improved the resolution of the internal defects.

Tables 4–7 also reveal that larger defects closer to the surface generated higher SNR values.
There were some exceptions to this general conclusion, however, primarily due to the non-uniformity
of the heating.

Table 4. SNR (dB) for SAM on step heating thermal data.

1 2 3 4 5

A 36.8 (99%) 35.3 (94%) 31.8 (78%) 26.9 (87%) 15.1 (396%)
B 33.5 (84%) 33.7 (87%) 31.2 (76%) 27.9 (116%) 17 (185%)
C 30.7 (72%) 29.3 (67%) 29.1 (70%) 26.3 (139%) 18.8
D 16.1 (31%) 18.7 (55%) 18.6 (116%) 13.9 5.5
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Table 5. SNR (dB) for ACE on step heating thermal data.

1 2 3 4 5

A 33.2 (79%) 31.9 (76%) 29.1 (63%) 24.3 (68%) 11.6 (282%)
B 30.6 (68%) 29.9 (66%) 28.5 (60%) 25.4 (97%) 15.3 (185%)
C 26.4 (48%) 27.1 (54%) 26.5 (55%) 24 (118%) 16.7
D 14.7 (19%) 16.9 (40%) 16.9 (96%) 11.7 8.5

Table 6. SNR (dB) for the t-statistic on step heating thermal data.

1 2 3 4 5

A 44.3 (139%) 41.6 (129%) 34.9 (95%) 28.5 (90%) 15.7 (416%)
B 35.6 (95%) 37 (105%) 34.5 (95%) 38.8 (201%) 22.7 (280%)
C 28.2 (58%) 30.2 (72%) 30.3 (77%) 27.6 (151%) 19.4
D 13.5 (10%) 18.4 (53%) 16 (85%) 11.3 6.6

Table 7. SNR (dB) for the F-statistic on step heating thermal data.

1 2 3 4 5

A 40.2 (117%) 37.6 (107%) 32.7 (83%) 27 (87%) 13.8 (354%)
B 33 (82%) 33.8 (88%) 32.2 (82%) 28.3 (120%) 17.8 (198%)
C 27.2 (52%) 28.9 (65%) 28.6 (68%) 26.1 (137%) 18.5
D 13.5 (10%) 17.2 (44%) 16.5 (92%) 11.6 2.7

5.2.2. Transform-Based Techniques: Step Phase and Amplitude Thermography

Pulsed thermograms were converted to a frequency domain using the FFT and the phase
images were analyzed. Since the surface was excited uniformly during step heating, both phase
and amplitude images of the transformed step heating thermograms were evaluated. Figure 9a,b
shows a comparison of the raw pulsed thermograms and the normalized phase contrast obtained using
the FFT. PPT significantly increased the contrast so that all defects, except D5, were detected. The same
normalization method as the one used for the MF method was applied to the results obtained using
the transformed-based techniques.

  
(a) (b) 

Figure 9. (a) Raw thermogram and (b) phase image (acquisition time = 53.2 s) obtained from the
thermal image sequence recorded during cooling after flashing the surface.

The SNR values for the phase images depicted in Figure 9 are presented in Table 8, which shows
that larger defects that were closer to the surface had higher SNRs. The first column of defects is an
exception to this observation, mainly due to non-uniform heating of the surface.
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Table 8. SNR (dB) for Pulsed Phase Thermography (PPT) data.

1 2 3 4 5

A 25.5 (56%) 26.8 (45%) 24.9 (35%) 23.2 (69%) 20.7 (511%)
B 23.1 (127%) 26.5 (67%) 26.9 (58%) 23.4 (96%) 19.9 (591%)
C 19.6 (677%) 20.8 (397%) 19.8 (52%) 14.2 (190%) 12.9 (401%)
D 13.9 16.4 12.8 7 (234%) NA

Figure 10a,b shows the phase and amplitude images at the minimum frequency where the FFT
was applied to the step heating thermograms captured during cooling after heating for 75 s.

  
(a) (b) 

Figure 10. (a) Amplitude image and (b) phase image of the thermograms captured during cooling after
75 s of heating.

The diameter-to-depth ratio of the minimum detectable defect in each of phase images of PPT and
SPAT was 2, while the amplitude of SPAT provided a better value of 1.33. It can be concluded from
these results that the application of the FFT transform to step heating thermography was more effective
than it was for flash thermography. This was especially true for the amplitude data, where clearer
results with higher contrasts were achieved. Phase images revealed that defects with a better contrast
compared to the amplitude images, in some cases. This demonstrated that a reliable inspection could
be achieved by evaluating both results. Figure 11 shows the results of an FFT transform applied to
thermograms captured during heating for 75 s. The phase image captured all defects—assumed to be
indicated by the signals that were more than three times the background level—demonstrating that
phase images extracted from the heating data provided more visibility compared to the data obtained
from cooling. The amplitude images obtained during cooling were less noisy and contained more
detail, which allowed the shape of defects to be determined.

Figure 12a presents a further analysis of the normalized amplitude contrast distribution of the
thermograms captured during cooling after 75 s of heating. The curves in this figure are the amplitude
variation along the lines shown in Figure 5a. A significant change occurred between the sound and
defective areas in the amplitudes, leading to a sharp boundary around the defects. The normalized
phase contrast distribution of thermograms obtained after heating for 75 s is depicted in Figure 12b.
Bigger defects closer to the surface generated higher phase contrasts and were subsequently more
visible in the phase image. By analyzing these plots, all defects, except D5, on the defect plate
were detected.
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(a) (b) 

Figure 11. (a) Amplitude image and (b) phase image of thermograms captured during heating for 75 s.

 
(a) 

 
(b) 

Figure 12. (a) Normalized amplitude value and (b) normalized phase value distributions of the defects
where the thermograms were obtained during cooling and heating, respectively.

The SNR values for the phase and amplitude images captured by the application of FFT on the
step heating data are listed in Tables 9–11. These results demonstrate that amplitude images extracted
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from thermal data captured during cooling had higher SNR values and revealed more details of
subsurface defects. The SNRs of both the phase and amplitude images show that larger defects closer
to the surface provided higher values.

Table 9. SNR (dB) of amplitude image captured during cooling after 75 s heating.

1 2 3 4 5

A 46.2 (80%) 45.1 (81%) 42.2 (85%) 38.4 (98%) 29.7 (141%)
B 41 (68%) 41.3 (106%) 39.6 (94%) 36.7 (109%) 28.7 (140%)
C 33.1 (349%) 33.7 (231%) 34.6 (128%) 33.4 (190%) 25.9 (338%)
D 14.9 23.5 (809%) 21.2 (763%) 17 13.6

Table 10. SNR (dB) of phase image captured during 75 s heating.

1 2 3 4 5

A 38.5 (183%) 30.9 (144%) 29.2 (127%) 27.6 (180%) 23.6 (774%)
B 36 (302%) 32 (160%) 29.2 (132%) 27.5 (208%) 23.2 (896%)
C 21.5 (1211%) 26.3 (707%) 27.8 (164%) 26.6 (580%) 22.9 (907%)
D 19 13.3 (1044%) 18.3 (827%) 17.7 (710%) 12.7

Table 11. SNR (dB) of amplitude image captured during 75 s heating.

1 2 3 4 5

A 33.6 (106%) 41.9 (127%) 40.8 (120%) 38.3 (179%) 31.6 (834%)
B 26.9 (163%) 38.5 (142%) 37.6 (121%) 34.7 (191%) 29.2 (915%)
C 20.3 (706%) 26.2 (527%) 30.1 (130%) 28.7 (484%) 24.2 (842%)
D 8 13.1 (537%) 12.7 (455%) 10.8 (416%) 9.4

By comparing the results presented in Tables 8–11, it can be concluded from the results presented
in Tables 9–11 that the application of the FFT transform to step heating thermography was more
effective than its application to flash thermography. This was especially true for the amplitude data,
where higher SNRs were achieved. The amplitude images extracted from step heating thermography
were an effective means of revealing subsurface damage, as they detected even small and deep defects.

By comparing the results presented in Tables 1–9 related to the SNRs of raw and processed
thermal data, it is concluded that the image processing algorithms significantly increased the visibility
of subsurface defects especially those of smaller sizes, which are embedded in deeper areas.

5.3. Passive Thermography

Passive thermal imaging of the damaged blade section was conducted at different times of the
day. Typical results are shown in Figure 13. The results demonstrated that passive thermography was
capable of capturing cracks, delamination, and internal features of the blade section.

Early morning experiments provided a visible contrast of the defects on the defect plate attached
to the damaged blade section primarily due to the considerable temperature change on the blade
during this period [2,18,19]. All defects in the plate, except the smallest 4 mm ones, were detected
during this period. Less useful information about the defects was obtained when the experiment
was performed around noon. None of the defects were visible during the evening (around 6 pm),
which was mainly due to the balanced temperature on the blade surface after several hours of heating.

Thermal contrasts associated with dirt (glue on the surface), within the blue box in Figure 13,
were most pronounced at noon. These contrasts faded during the afternoon. The blade’s internal
features such as shear webs were detected as cold regions during the morning and at noon but became
hot signatures during the evening after several hours of heating.

Cracks and delamination on the suction side were apparent near the blade’s trailing edge. At noon,
with peak sunlight, cracks and delamination were detected. Delamination in the upper area, identified
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by the green box in Figure 13, were not detected clearly during the morning. The evening thermograms
did not provide any information regarding cracks and delamination, so noon was the best time for
crack and delamination monitoring.

 
(a) 

  
(b) (c) 

Figure 13. (a) Thermographic results of the experiment around 9 a.m., (b) noon and (c) 6 p.m. (sunrise
and sunset were around 5.53 a.m. and 9.30 p.m., respectively). The vertical arrows and dashed lines
indicate the shear webs.

The transform-based technique, discussed in Section 5.2.2, SPAT, was employed for the first time
to increase the quality of the passive thermography results. The phase images captured using this
method were not sensitive to non-uniform heating. The FFT was applied to passive thermograms
obtained at morning. The results are shown in Figure 14. Part (b) illustrates that the amplitude
images considerably increased the quality and visibility of the visualized subsurface defects, as the
visibility of cracks, delamination, and a large portion of the flat-bottomed hole defects was improved.
Phase images have noticeably increased the contrast of shear webs signatures, marked by red arrows
in Figure 14a.

Cracks and delamination are marked by white boxes in Figure 14b. The thermoplastic foam near
the leading edge was detected in the amplitude results and is highlighted by the red box in Figure 14b.
This method not only increased the quality of the thermal images and improved the detectability of
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thermography but also eliminated the false indications associated with environmental reflections, dirt,
and dust on the surface.

  
(a) (b) 

Figure 14. (a) Phase images of the passive thermograms captured during the morning at a frequency
of 0.00184 Hz and (b) amplitude image of the passive thermograms recorded during the morning at a
frequency of 0.0165 Hz.

6. Conclusions

The blades, the most critical components of wind turbines, are susceptible to failure due to
initiation and propagation of subsurface damage in a number of forms. This study investigated
thermography techniques for monitoring the condition of wind turbine blades. Active thermography,
using pulsed and step heating, was conducted on a specially-constructed defect plate to evaluate
this method’s potential for detecting subsurface defects. The 170 × 195 mm plate was cut from the
laminate skin of a wind turbine blade. Flat-bottomed holes were drilled from the inside to produce
“defects” with known diameters and penetrations. The results demonstrated that active thermography
is a powerful method for the monitoring and fault detection of wind turbine blades but that the signals
generated by some small defects could not be detected.

Passive thermography was conducted on a damaged blade section and attached defect plate.
This experiment was conducted at different times of day to determine the most favorable time of a
day for maximum defect detection. The results showed that early morning and noon were best for
detecting certain types of defects. Cracks, delamination, and surface dirt generated the most visible
signatures around noon, while defects such as flat-bottomed holes in the defect plate were more visible
in the morning as the sun heated the targets. This conclusion applies to the day time experiments as
there were not any overnight tests.

The raw thermograms obtained by both passive and active thermography could not reveal the
small defects located deep in the laminate skin. Different image processing algorithms including
Matched Filters, Thermal Signal Reconstruction, and Pulsed Phase Thermography were used to
increase the quality of active thermograms. “Step Phase and Amplitude Thermography”, was used to
analyze the step heating data. This technique gave the best detection of defects as measured by the
diameter-to-depth ratio of 1.33. All the image processing algorithms improved the contrast in the active
thermograms but some drawbacks can be considered for the Matched Filters method. The Matched
Filters method is not fully automated and requires manual selection of points in a sound area of the
damaged blade, which is time-consuming and affects the quality of results. In order to quantitatively
evaluate the results, the signal-to-noise ratios of the raw and processed images were calculated. Higher
ratios can be obtained when image processing algorithms are applied to the raw thermal data. As an
obvious observation, larger defects closer to the surface generated higher ratios.
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Step Phase and Amplitude Thermography, as a successful method for improving active
thermography results, was applied to passive thermal data. The quality of passive thermograms
was increased as a result. This method could also eliminate the false indications associated with
environmental reflections and dirt on the surface. Nevertheless, it was not possible to resolve the
smallest defects of 4 mm diameter whatever the depth. The minimum diameter-to-depth ratio for
these defects was thus 1.25.
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Abstract: This article describes Computational Fluid Dynamics (CFD) simulations of flows in a wind
farm in complex terrain in Shaanxi, China and the comparisons of the computational results with
utility scale field measurements. The CFD simulations performed in the study are using either
a Reynolds-Averaged Navier–Stokes (RANS) or Large-Eddy Simulation (LES) solver. The RANS
method together with an Actuator Disc (AD) approach is employed to predict the performance
of the 25 wind turbines in the farm, while the LES and Actuator Line (AL) technique is used to
obtain a detailed description of the flow field around a specific wind turbine #14 near two met
masts. The AD-RANS simulation results are compared with the mean values of power obtained
from field measurements. Furthermore, the AL-LES results are compared with the mean values of
power, rotor speed, and wind speed measured from the wind turbine and its nearby two masts.
Results from the simulations indicate that both AD-RANS and AL-LES methods can reasonably
predict the performance of the wind farm and wind turbine #14, respectively, in complex terrain
in Shaanxi. The mean percent difference obtained for power in the AD-RANS simulations was
approximately 20%. Percent differences obtained for power and rotor RPM in the AL-LES varied
between 0.08% and 11.6%. The mean percent differences in the AL-LES for power and rotor RPM are
approximately 7% and 1%, respectively.

Keywords: computational fluid dynamics; wind farm; complex terrain; SCADA; met mast measurements

1. Introduction

Onshore wind is one of the most competitive sources of new generation capacity [1]. According to
the International Renewable Energy Agency (IRENA), the global weighted average cost of electricity
was USD 0.06/kWh for onshore wind power in 2017, which falls within the range of generation costs
for fossil-based electricity [1]. However, the performance and lifetime of onshore wind turbines are
strongly influenced by the site-specific wind resource and terrain environment. Wind flow and wind
farm modeling software aims to predict and simulate the characteristics of the wind resource as well
as the performance of a proposed or existing wind farm, e.g., to estimate its annual energy production.
The current study focuses on high-fidelity numerical approaches, i.e., Computational Fluid Dynamics
(CFD), for estimating the performance of wind turbines and wind farms in complex terrain.

A large variety of CFD methodologies have been employed to predict the flow characteristics
of wind farms in offshore [2], flat [3] and complex [4–9] terrain environments. The most commonly
employed high-fidelity CFD methods involve either the Reynolds-Averaged Navier–Stokes (RANS)

Appl. Sci. 2018, 8, 788; doi:10.3390/app8050788 www.mdpi.com/journal/applsci237



Appl. Sci. 2018, 8, 788

and Large-Eddy Simulation (LES) techniques to determine the wind flow over a farm. LES solvers are
approximately three orders more computationally expensive than RANS solvers, since the large scale
turbulence is resolved on a grid and only the smaller scale turbulence is modeled, e.g., using a sub-grid
scale (SGS) model [3]. RANS solvers are generally performed in a steady-state manner where all scales
of turbulence are modeled [3]. Since the turbulence length scale on a wind turbine rotor surface is
too small in relation to the size of the wind farm, the full three-dimensional geometry of the rotor is
commonly simplified using the Actuator Disc (AD) or Actuator Line (AL) techniques [10].

Makridis and Chick [4] investigated wind turbine wakes and neutral atmospheric wind flow over
a moderately complex terrain using the CFD software Fluent (version 12.0, ANSYS, Inc., Canonsburg,
PA, USA). RANS was used to model the wind flow and an AD implementation of Fluent was used to
model the wind turbine rotor effects. Comparisons were made to measurements and WAsP (Wind Atlas
Analysis and Application Program) simulations. Castellani et al. [9] performed AD-RANS analyses of
a sub-cluster of four wind turbines from a wind farm sited in Italy in complex terrain. The dominant
270 degrees wind flow direction over the four wind turbines was studied using simulation results and
yaw measurements. Schulz [5,6] performed Delayed-Detached-Eddy-Simulations (DES) of a 2.4 MW
wind turbine in complex terrain including a turbulent atmospheric boundary layer. The wind turbine
was modeled by meshing the tower, nacelle, hub, joints and blades. Tabib [7] performed LES and RANS
simulations of the onshore Bessaker wind farm. Tabib [8] then analyzed wake-terrain interactions by
comparing two LES simulations of a multi-wind-turbine layout with annual power data at the actual
wind farm. Tabib used the AL technique to model the wind turbine.

In the current article, both AD-RANS and AL-LES techniques are employed to compute the flow
field and performance of a utility scale wind farm located in Jianbian, Shaanxi, China, consisting of
twenty-five 2 MW wind turbines (WTs) in complex terrain. Measurements from a supervisory control
and data acquisition (SCADA) system containing sensors from the twenty-five WTs and measurements
from two met masts in the farm are used to compare with the CFD simulations. The main contribution
of the present work is the better understanding of the level of accuracy and capabilities of AD-RANS
and AL-LES solvers when predicting the wind farm performance in complex terrain environments.
The results of this study can be used by other researchers, who do not have access to measurement
data, to compare their own wind farm CFD simulation results in similar complex terrain environments.
The comparison will enable researchers to quantify how close their wind farm CFD simulation results
might be if field measurements were available. A description of how the mesh, wind turbine model
and wind farm layout are prepared, and the input parameters used in the CFD simulations can be
used as reference.

The background regarding the CFD solvers, wind farm and methodology for creating the terrain
grids will be described first in Section 2. Then, results from both the AD-RANS and AL-LES simulations
compared with field measurements will be shown in Section 3. Finally, conclusions are given in
Section 4.

2. Methodology

The RANS and LES simulations are performed using the in-house developed flow solver
EllipSys3D [11,12] with the AD and AL methodologies as described in [13,14], respectively, in neutral
atmospheric conditions. EllipSys3D solves the Navier–Stokes equations in general curvilinear
coordinates using a block structured finite-volume approach [10]. Both the AD and AL include
controllers for the rotational speed and pitch. Section 2.1 contains information about the wind turbine
model used in the AD and AL techniques. Sections 2.2 and 2.3 describe the AD-RANS and AL-LES
implementations in more detail, respectively. Section 2.4 summarizes the flow cases used in the
present study.
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2.1. Wind Turbine Model

The twenty-five 2 MW wind turbines in the wind farm are designed and manufactured in China by
China Shipbuilding Industry Corporation (CSIC) Haizhuang (HZ) Windpower Equipment Co., Limited
(Chongqing, China). Table 1 contains the basic information about the wind turbine. A computer-aided
design (CAD) model of the blade was provided by the blade manufacturer (confidential), which was
used to extract six airfoil profiles needed for the AD and AL models. The airfoil profiles were used as
input to the viscous-inviscid airfoil flow solver, Q3UIC [15], to generate the polar data containing the
lift and drag coefficients as a function of the angle of attack.

The power and thrust as a function of wind speed were provided by the manufacturer, but not
the rotor RPM (revolutions per minute) and pitch schedule. Therefore, the AD and AL models were
developed iteratively to match as closely as possible to the manufacturer’s data as well as the wind
turbine measurement data for the RPM and pitch. Figure 1a,b depict the electrical power and rotor
thrust as a function of the wind speed from the manufacturer’s data and the developed model used in
the AD and AL techniques. Figure 1b shows that the developed wind turbine model over-predicts
the rotor thrust between 3 and 10 m/s compared to the manufacturer’s data. However, an estimate of
rotor thrust based on strain-gage measurements showed deviations from the manufacturer’s data as
well [16], and is in close agreement to the wind turbine model. Nevertheless, rotor thrust discrepancies
will influence the wake deficit comparisons shown in Section 3.2.

Table 1. China Shipbuilding Industry Corporation (CSIC) Haizhuang (HZ) wind turbine specifications.

Name CSIC HZ93-2.0MW

Diameter 93 m
Power rating 2.0 MW
Hub height 67 m

Power control Variable speed, collective blade pitch control
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Figure 1. Comparison of the manufacturer’s data and the developed model for the (a) electrical power
and (b) rotor thrust as a function of the wind speed.

2.2. Actuator Disc Reynolds-Averaged Navier–Stokes Simulation

The k-ε- fP eddy-viscosity model [3,17] is used to model the turbulence in RANS. A log-law is
used with a surface roughness of z0 = 0.1 m over the entire domain to simulate the site vegetation.
Ideally, z0 should be based on measurement data, e.g., by considering the inflow profile according
to measurements in the wind farm, however a rough estimate for z0 was used instead. Figure 2a
depicts the terrain and wind turbine setup for the AD-RANS where the wind turbine rotor diameter,
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D, is 93 m. In the AD-RANS setup, the mesh is cylindrical in shape with a radius of 28 km and
a height of approximately 25 km. The 7.8 km2 terrain grid is situated at the center of the mesh at
WT10, since WT10 is approximately located at the center of the wind farm. The cylindrical mesh allows
variable wind directions without changing the grid. Inflow/outflow boundary conditions are applied
on the outer-boundary of the mesh according to the wind direction. The velocities at the top and
inlet boundaries are prescribed. The mesh contains 280 blocks with each block having 483 grid points.
The terrain grid is 10 × 10 blocks. There are approximately 6 (horizontal) × 16 (vertical) grid cells on
each AD.

(a) (b)

Figure 2. Computational layouts of the (a) Shaanxi wind farm with twenty-five wind turbines and of
(b) wind turbine 14 with met masts M1 and M3. The wind turbines are labeled from 1 to 25.

Given an amount of computational resources to work with, since the amount of computational
resources is limited, the computational mesh is designed such that there is more grid points at the
center to capture terrain effects and the effect of each AD on the flow field. At the center, the velocities
gradients due to complex terrain and the wind turbine presence is greatest. Further away from
the center and towards the cylindrical boundary of the mesh, a much coarser grid is used over
a long distance to minimize the computational cost and at the same time reduce the effect of the
boundary conditions on the flow field at the center. The computational grid gave slightly less than the
recommended amount of grid points on each AD, which based on experience should be a minimum
of 8 horizontal and 8 vertical grid cells [17]. The effect of a refined mesh, where the terrain grid is
24 × 10 blocks, is shown in Section 3.1.

Sensors are placed at hub height for all twenty-five wind turbines as well as on the met masts in
the CFD setup. The (a) outer and (b) terrain computational grids for the AD-RANS computations are
shown in Figure 3. Each AD-RANS computation is performed using one-hundred-and-forty 2.8 GHz
processors on a Linux cluster, where each processor is allocated for two blocks out of the 280 blocks.
Each AD-RANS computation requires approximately 3 to 4 h for completion.
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(a) (b)

Figure 3. (a) outer and (b) terrain computational grids used in the actuator disc Reynolds-averaged
Navier-Stokes (AD-RANS) computations. The circles in (b) are the actuator discs.

2.3. Actuator Line Large-Eddy Simulation

Figure 2b depicts the terrain and wind turbine setup. The AL-LES provides much more
detailed information about the wind flow than the AD-RANS, but at the expense of a much higher
computational cost. Therefore, in contrast to the AD-RANS simulations of the entire Shaanxi wind
farm, the AL-LES is applied to a much smaller area, specifically around WT14. The smaller area
contains WT14 and the two met masts M1 and M3. The area around WT14 was selected because it
is near the two met masts and the results from the simulations can be compared with measurements
from the met masts. The terrain is centered at WT14 and is 1728 m2 in size. The mesh is also cylindrical
in shape with a radius of 6.5 km, a height of approximately 3.2 km and contains a total of 1404 blocks.
The terrain grid is 18 × 18 blocks. Each block contains 483 grid points as well. There is approximately
47 (horizontal) × 39 (vertical) grid cells on the rotor swept area, which is similar to the number of grid
cells used in Refs. [10,18]. The boundary conditions are the same as in Section 2.2. The (a) outer and
(b) terrain computational grids for the AL-LES computations are shown in Figure 4. Each AL-LES
computation is performed using seven-hundred-and-to 2.8 GHz processors on a Linux cluster, where
each processor is allocated for two blocks out of the 1404 blocks.

To attain a flow field over the vicinity of WT14, the flow field in AL-LES was scaled using the sensor
at 70 m height on the upstream met mast, since it has almost the same height as the wind turbine hub
(67 m). For the 4 and 7 m/s at 180 degrees, the upstream and downstream met masts are M3 and M1,
respectively. For the 4 and 7 m/s at 0 degree, the upstream and downstream met masts are M1 and M3,
respectively. In addition, WT14, M1, and M3 are located at elevation levels of 1695, 1692, and 1678 m,
respectively. To simulate the wind shear, a prescribed profile is imposed at the first time-step in the
AL-LES using a shear exponent of 0.3, roughly estimated from the met-mast measurements.

Two sets of simulations are carried out: inflow with and without synthetic turbulence. The inflow
simulations without synthetic turbulence are performed to scale the flow field more quickly,
as mentioned above, since the computational cost is much less than the inflow simulations with
synthetic turbulence. The AL-LES computations without and with synthetic inflow turbulence require
approximately two and five days for completion, respectively. Simulations without synthetic inflow
turbulence are performed until steady-state values for power, rotor RPM, and wind speed are achieved
(i.e., approximately 34 s real time). Simulations with synthetic inflow turbulence are performed to
obtain 600 s (10 min) of real time, excluding initial transients.

Synthetic inflow turbulence is simulated by prescribing a plane, 372 × 372 m2 in size, 2.5 rotor
diameters upstream of the wind turbine. Turbulence boxes are generated as a pre-processing step
using the Mann model [19,20] and slices from the box are gradually fed into the plane during the
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simulation. In an attempt to represent the high turbulence magnitudes observed in the measurements,
a high surface roughness of 0.4 was selected to generate the turbulence boxes. The turbulence is
induced in a square 2.5 rotor diameters upstream of the wind turbine because it is scaled, using the
surface roughness in the Mann model, in an attempt to match the turbulence intensity seen in the
measurements in that specific area of the domain. Of course, a much larger square can be imposed
upstream of the wind turbine with a constant surface roughness to cover the entire domain. However,
this would imply that the turbulence intensity is uniform across the entire domain, which is likely not
the case. It is assumed that creating a plane larger than 372 × 372 m2 would not influence the results.

In addition, the magnitude of the turbulence released at the plane was multiplied by a scaling
factor of 1.5. The scaling factor does not have a physical meaning and is used when comparing with
measurements where the source of the additional turbulence observed in the measurements cannot be
captured in the LES simulation alone. The time-averaged solutions from the simulations without and
with synthetic inflow turbulence are compared to the mean values from SCADA.

(a) (b)

Figure 4. (a) outer and (b) terrain computational grids used in the AL-LES computations.

2.4. Flow Cases

Based on twelve months of met mast and wind turbine measurements, nine wind farm flow cases
(FC1) have been identified for comparing the AD-RANS simulations. The AD-RANS flow cases are
shown in Table 2. The wind turbine furthest upstream and that is the least influenced by the wakes of
nearby wind turbines is chosen as the wind speed reference in Table 2. The met masts were not used as
references for the wind speed because they are influenced by the wakes of nearby wind turbines for the
300◦ and 330◦ wind directions. It was not possible to derive the wind direction from the wind turbine
SCADA, thus the wind turbine could not be used as the wind direction reference. The met masts are
used to determine the reference wind direction. Due to the large computational expense, only four
cases (FC2) are investigated for the AL-LES simulations. The AL-LES flow cases are shown in Table 3.
The met masts were used as reference for the wind speed and direction in FC2. The ±5◦ and ±1 m/s
cases in Tables 2 and 3 represent the bin intervals used to collect the SCADA measurements. Met mast
and SCADA measurements used in the comparisons are filtered and represent neutral atmospheric
conditions. Section 3 contains the AD-RANS and AL-LES simulation results for the FC1 and FC2 flow
cases, respectively.
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Table 2. Inflow conditions for the actuator disc Reynolds-averaged Navier-Stokes (AD-RANS) flow
cases (FC1) where h = height and WT = wind turbine.

FC1 Sector Wind Speed, h = 67 m Reference Wind Speed Reference Wind Direction

1.1 180 ± 5◦ 4 ± 1 m/s WT14, h = 67 m M3, h = 70 m
1.2 300 ± 5◦ 4 ± 1 m/s WT11, h = 67 m M1, h = 70 m
1.3 330 ± 5◦ 4 ± 1 m/s WT11, h = 67 m M1, h = 70 m
1.4 180 ± 5◦ 7 ± 1 m/s WT14, h = 67 m M3, h = 70 m
1.5 300 ± 5◦ 7 ± 1 m/s WT11, h = 67 m M1, h = 70 m
1.6 330 ± 5◦ 7 ± 1 m/s WT11, h = 67 m M1, h = 70 m
1.7 180 ± 5◦ 10 ± 1 m/s WT14, h = 67 m M3, h = 70 m
1.8 300 ± 5◦ 10 ± 1 m/s WT11, h = 67 m M1, h = 70 m
1.9 330 ± 5◦ 10 ± 1 m/s WT11, h = 67 m M1, h = 70 m

Table 3. Inflow conditions for the actuator line large-eddy simulation (AL-LES) flow cases (FC2) where
h = height.

FC2 Sector Wind Speed, h = 67 m Reference Wind Speed Reference Wind Direction

2.1 180 ± 5◦ 4 ± 1 m/s M3, h = 70 m M3, h = 70 m
2.2 180 ± 5◦ 7 ± 1 m/s M3, h = 70 m M3, h = 70 m
2.3 0 ± 5◦ 4 ± 1 m/s M1, h = 70 m M1, h = 70 m
2.4 0 ± 5◦ 7 ± 1 m/s M1, h = 70 m M1, h = 70 m

3. Results

The current section summarizes the results obtained from the AD-RANS and AL-LES simulations
and their comparisons to the SCADA measurements. The results are divided into two subsections,
actuator disc Reynolds-averaged Navier–Stokes and actuator line large-eddy simulation.

3.1. Actuator Disc Reynolds-Averaged Navier–Stokes Results

Prior to simulating the entire wind farm using AD-RANS, the inputs for the far upstream wind
direction and speed should be modified to include the effect of the turning angle and speed-up.
The wind direction and speed throughout the complex terrain will not be equal to the far upstream wind
direction and speed where the terrain is assumed to be flat (see e.g., Figure 3). The flow will change
direction and gain or lose speed when encountering, e.g., hills, valleys, and cliffs. For an accurate
comparison with the measurements, the computed wind direction and speed at the reference met mast
and wind turbine must take into account the effect of the turning angle and speed-up. The turning
angle and speed-up are obtained from a pre-computation without wind turbines at the reference
met mast and wind turbine locations, respectively. The turning angle and speed-up are calculated
using the reference wind speed and direction as shown in Table 2. Table 4 summarizes the turning
angles and speed-ups obtained for FC1. In the pre-computation without wind turbines, e.g., FC 1.1 in
Table 4, the far upstream wind direction and speed were set to 180 degrees and 4 m/s, respectively.
The wind direction and speed computed at M3 and WT14 was (180+ 4.28) degrees and (4× 1.25)m/s,
respectively. The far upstream wind direction and speed are then set to (180 − 4.38) degrees and
(4/1.25)m/s to obtain approximately 180 degrees and 4 m/s at M3 and WT14, respectively.

Table 4. Turning angles and speed-ups obtained for FC1.

FC1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9

Turning angle (degrees) 4.28 −4.78 1.29 4.28 −4.76 1.29 4.28 −4.75 1.28
Speed-up (-) 1.25 1.12 1.13 1.25 1.12 1.13 1.25 1.12 1.13
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Figure 5 contains the results for the flow cases defined in Table 2, which consist of the AD-RANS
results and the comparisons with the measurement data from SCADA. The notation wd and ws shown
in the title for each figure denotes wind direction and wind speed, respectively. The wind direction
corresponds to the measurements on met masts M1 and M3, while the wind speed corresponds to
the measurements on the reference wind turbine (ref. WT). The figure contains the predicted, labeled
as AD# and AD# ± 5◦ where # is the wind direction in degrees, and measured, labeled as SCADA,
electrical power output for all 25 WTs. Each WT is labeled between 1 and 25, refer to Figure 2a. The AD#
results represent a single run with the wind direction, #, which is also specified in the sub-figure titles.
The AD# ± 5◦ results represent the average of five runs: −5, −2, 0, +2, and +5 degrees relative to wd.
For example, AD# for FC 1.1 is a single run at 180 degrees (# = 180◦), and AD# ± 5◦ is the average
of 5 runs: 180 − 5, 180 − 2, 180, 180 + 2, and 180 + 5 degrees. The SCADA measurements represent
averaged values in ±5 degree bins. Although difficult to see, the standard error (SE) in Figure 5 is
equal to SCADA ± 5◦ but includes the error bars (may require zoom-in).

In Figure 5, AD# ± 5◦ should more closely represent the SCADA measurements than AD#,
since the SCADA measurements are grouped and averaged in ±5 degree bins. The SCADA results
cannot be determined exactly at 180, 300 or 330 degrees in Figure 5. Nevertheless, the AD-RANS
results in Figure 5 show that AD# ± 5◦ is almost identical to AD#. In general, there is an agreement
between the AD-RANS and the SCADA. However, there are significant differences in, for example,
FC 1.1 for all the WTs and WT16 in FC 1.7. A possible explanation for the former case is that for the
south wind at a small wind speed of 4 m/s, the wind distribution over the terrain may be non-uniform.
Large variations in wind speed is captured in the SCADA but not in the RANS. The latter discrepancy
is due to the delayed wake recovery caused by low dissipation in the employed turbulence model.
The percent difference for the latter discrepancy is 57.4% and 66.4% based on AD# ± 5◦ and AD#,
respectively. The latter discrepancy is the same as observed in WT16 for FC 1.4 as well. Figure 6
shows the wind speed magnitude (a) for the entire wind farm and (b) in the vicinity of WT16 for FC
1.7. In Figure 6b, WT16 is in the wake of WT17 and possibly WT20 as well, despite being more than
10 diameters away. The higher power output for WT16 in the SCADA indicates that WT16 may not be
influenced as much by the WT17 and WT20 wakes.
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Figure 5. Predicted power from AD-RANS (AD#) for wind turbines 1 to 25 compared to supervisory
control and data acquisition (SCADA) for 4, 7 and 10 m/s wind speeds (ws) at wind directions (wd) of
180, 300 and 330 degrees. The wind speed, ws, is referenced from the reference wind turbine (ref. WT).
SE is the standard error and # is the wind direction in degrees.
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(a)

(b)

Figure 6. Wind speed magnitude (a) for the entire wind farm and (b) in the vicinity of wind turbine 16
for FC 1.7.

The predicted power from AD-RANS for two terrain mesh grids: 10 × 10 (AD Base) and
24 × 10 blocks (AD Fine), compared to SCADA for a wind direction of 180 degrees at (a) 4 m/s,
(b) 7 m/s and (c) 10 m/s is shown in Figure 7. The mesh with 24 × 10 blocks is shown in Figure 7d.
In comparison to the terrain mesh with 10 × 10 blocks, the refined mesh has a greater concentration
of points on the left (west) and right (east) sides to capture the terrain effects in greater detail.
The non-uniform mesh results in between 7 and 15 horizontal grid points per AD. Figure 7a–c
shows larger differences in predicted power between AD Fine and AD Base for larger wind speeds.
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A possible explanation is that the refined mesh includes more terrain detail, and the effects of terrain
are pronounced at higher wind speeds. Nevertheless, refining the mesh did not result in significant
improvements in comparison to SCADA measurements.
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Figure 7. Predicted power from AD-RANS for two terrain mesh grids: 10 × 10 (AD Base) and
24 × 10 blocks (AD Fine), compared to SCADA for a wind direction of 180 degrees at (a) 4 m/s,
(b) 7 m/s and (c) 10 m/s. The mesh (d) with 24 × 10 blocks.

In summary, the comparison of the RANS simulations with the measurements is a challenging
task. The wind directions and wind speeds are always changing in the wind farm, and this cannot
be measured precisely. In other words, the reference wind directions and wind speeds are difficult to
determine, which may lead to a high measurement uncertainty when the data is processed into bins.
The significant changes in power levels between 0 and 360 degrees is seen in the power measurements.
Percent differences obtained for power in the AD-RANS varied between 0.1% (FC 1.3, WT3) and
73.4% (FC 1.1, WT16) based on AD# ± 5◦. Based on AD#, minimum and maximum values are 0.1%
(FC 1.7, WT12) and 78.4% (FC 1.1, WT16), respectively. The mean percent difference for power from
all twenty-five wind turbines varied between 9.6% (FC 1.8) and 42.1% (FC 1.1) based on AD# ± 5◦,
or 10.1% (FC 1.8) and 40.9% (FC 1.1) based on AD#. The mean percent difference for power from
all flow cases is 20.5% and 20.0% for AD# ± 5◦ and AD#, respectively. Therefore, averaging RANS
simulations in the ±5 degree range may reduce extreme percent differences slightly (e.g., 78.4% down
to 73.4% for FC 1.1, WT16), but does not reduce the mean percent difference.
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3.2. Actuator Line Large-Eddy Simulation Results

Figure 8 depicts the iso-surface of vorticity for the AL-LES simulation without synthetic inflow
turbulence of WT14 at the 7 m/s wind speed and 180 degrees wind direction, i.e., south to north.
The comparison of AL-LES results with measurement data are shown in Table 5 and Figures 9–11.
In Table 5, the mean power (kW), rotor speed (RPM), and the horizontal streamwise velocity at 30, 50,
and 70-m heights on met masts M1 and M3 for the four flow cases are shown. The table includes the
results from the AL-LES in black, the mean measurement values in blue, and the percent difference
between the AL-LES and the measurements in purple. The standard deviations (STDs) from the
measurements for a 1-year period are also included in the table.

Table 5. Summarized values from AL-LES without synthetic inflow turbulence in black, measurements
in blue, and percent differences in purple for the FC2 flow cases. The flow field is scaled using the
horizontal streamwise velocity (streamwise vel.) measured at the upstream met mast at 70 m (in bold).
STD is the standard deviation of the measurements for a 1-year period.

AL-LES (Black),
Measured (Blue),
% diff. (Purple)

180◦, 4 m/s STD 180◦, 7 m/s STD 0◦, 4 m/s STD 0◦, 7 m/s STD

142.0 714.3 123.1 685.1
Power (kW) 156.6 81.2 709.0 177.4 117.8 65.8 775.0 234.3

−9.32% 0.75% 4.50% −11.60%
8.860 14.720 8.860 14.520

Rotor speed (RPM) 8.868 3.253 14.680 0.587 8.940 1.742 14.646 0.613
−0.08% 0.27% −0.89% −0.86%

Streamwise vel. (m/s) 4.149 7.027 1.560 3.066
@ 70 m 4.143 0.659 7.036 0.528 2.263 0.894 3.862 0.824
M3 0.15% −0.12% −31.06% −20.61%
Streamwise vel. (m/s) 3.891 6.590 2.308 4.302
@ 50 m 3.867 0.681 6.669 0.523 2.025 0.927 3.643 0.887
M3 0.62% −1.19% 13.98% 18.10%
Streamwise vel. (m/s) 3.547 6.009 3.217 4.845
@ 30 m 3.719 0.766 6.294 0.621 2.463 0.705 5.143 0.761
M3 −4.62% −4.54% 30.57% −5.80%

Streamwise vel. (m/s) 1.902 3.294 4.068 7.155
@ 70 m 2.671 0.712 3.707 0.695 4.050 0.406 7.114 0.620
M1 −28.81% −11.13% 0.46% 0.58%
Streamwise vel. (m/s) 2.554 4.457 3.741 6.582
@ 50 m 2.614 0.738 3.933 0.923 3.888 0.501 6.814 0.658
M1 −2.30% 13.30% −3.76% −3.42%
Streamwise vel. (m/s) 3.554 6.042 3.306 5.818
@ 30 m 3.090 0.767 5.104 0.830 3.588 0.704 6.343 0.728
M1 15.01% 18.38% −7.85% −8.28%

Larger percent differences were obtained for the horizontal streamwise velocities, particularly
when comparing AL-LES and the measurements for the met mast located downstream of WT14.
For example, the percent difference in the horizontal streamwise velocity at 70 m height on met mast
M1 for the 180 degrees and 4 m/s flow case is 28.81%. The reason for the large difference is because
M1 is located downstream of WT14 as shown in Figure 2b. The complexity and stochastic nature
of the turbulence from the wake of WT14 introduces larger variations and uncertainty in the flow
field. There is a reasonable agreement between the AL-LES and the measurements for the power and
rotor speed on WT14, the largest percent difference being 11.60% in power for the 0 degree and 7 m/s
flow case. The smallest percent difference is 0.08% in rotor speed for the 180 degrees and 4 m/s flow
case. The mean percent differences from the four flow cases for power and rotor speed are 6.54% and
0.53%, respectively.

Figures 9–11 are the results in Table 5 displayed in a bar-chart format. The results for the horizontal
streamwise velocity comparisons are grouped by upstream (Figure 9) and downstream (Figure 10)
locations. In Figures 9 and 10, bars are paired to represent comparisons between AL-LES and
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measurements for each one of the sensor locations: 70 m, 50 m and 30 m heights on the met mast.
The horizontal streamwise velocity comparisons for the upstream mast in Figure 9 are in better
agreement than the comparisons for the downstream mast shown in Figure 10 for two reasons.
First, as mentioned in Section 2.3, the flow field in the AL-LES was scaled with the measurements
using the sensor at 70 m height on the upstream met mast. Second, as mentioned previously for
Table 5, larger differences occur for the downstream mast because of the complexity and stochastic
nature of the turbulence generated from the wake of WT14. The wake of WT14 introduces larger
variations and uncertainty in the flow field. In Figure 11, the largest difference between the AL-LES and
SCADA appears for the power in the 0◦ and 7 m/s flow case. All the other comparisons in Figure 11
generally agree.

Figure 8. Iso-surface of vorticity for the actuator line large-eddy simulation of wind turbine 14 without
synthetic inflow turbulence for 7 m/s wind speed and 180 degrees wind direction (south to north).
The domain shown is the same as in Figure 4b.

Figure 9. Comparison of AL-LES without synthetic inflow turbulence and met mast data for the
horizontal streamwise velocity at 30-, 50- and 70-m heights on masts M1 and M3 when M1 and M3 are
upstream of wind turbine 14. STD is the standard deviation of the measurements for a 1-year period.
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Figure 10. Comparison of AL-LES without synthetic inflow turbulence and met mast data for the
horizontal streamwise velocity at 30-, 50- and 70-m heights on masts M1 and M3 when M1 and M3 are
downstream of wind turbine 14. STD is the standard deviation of the measurements for a 1-year period.

(a) (b)

Figure 11. Comparison of AL-LES without synthetic inflow turbulence and SCADA for (a) power and
(b) rotor speed of wind turbine 14 for the four FC2 flow cases. STD is the standard deviation of the
measurements or a 1-year period.

Figure 12 depicts the iso-surface of vorticity for the AL-LES simulation of WT14 with synthetic
inflow turbulence at the 7 m/s wind speed and 180 degrees wind direction. In Figure 12, the synthetic
turbulent inflow input is seen by the rectangular plane, 372 × 372 m2 in size, 2.5 rotor diameters
upstream of the wind turbine. Since slices from the Mann turbulence box were gradually fed into the
plane during the unsteady simulation, a rectangular box is seen encompassing the wind turbine and
its wake. The comparison of AL-LES results with measurement data is shown in Table 6.
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Figure 12. Iso-surface of vorticity for the actuator line large-eddy simulation of wind turbine 14 with
synthetic inflow turbulence for 7 m/s wind speed and 180 degrees wind direction (south to north).
The domain shown is the same as in Figure 4b. The synthetic inflow turbulence input is seen by the
rectangular plane 2.5 rotor diameters upstream of the wind turbine.

The flow field in the AL-LES simulation with synthetic inflow turbulence was scaled using the
sensor at 70 m height on the upstream met mast based on the simulations without synthetic inflow
turbulence. The scaling is more difficult and not as accurate as in the case without synthetic inflow
turbulence because of the large variation in wind speed in the AL-LES simulation with synthetic
inflow turbulence. For example, for the 7 m/s wind speed and 0 degree wind direction case at 70 m on
M1, the percent difference between the measurement and the AL-LES is 1.81%. For the case without
synthetic inflow turbulence in Table 5, the percent difference is only 0.58%. The percent differences
obtained for the horizontal streamwise velocity at 30-, 50- and 70-m heights on masts M1 and M3 are
similar to the case without synthetic inflow turbulence. The percent differences obtained for the power
and RPM are also similar. The percent differences obtained for power and RPM vary between 0.44%
and 11.42%. The mean percent differences from the four flow cases for power and rotor speed are
6.77% and 1.47%, respectively. Figures 13–15 are the results in Table 6 displayed in a bar-chart format
identical to Figures 9–11. All comparisons in Figures 13–15 are very similar to Figures 9–11.

The turbulence intensities based on the horizontal streamwise velocity in Table 6 are shown
in bar-chart format in Figures 16 and 17. It was not possible to attain very good agreement for the
turbulence intensities. The highest percent difference is 55.23% at 30 m on M1 for the 4 m/s and
180 degrees case. The turbulence intensities obtained from the AL-LES largely depended on the chosen
input parameters for the surface roughness (=0.4) when generating the Mann turbulence box and the
turbulence scaling factor (=1.5), see Section 2.3.
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Table 6. Summarized values from AL-LES with synthetic inflow turbulence in black, measurements
in blue, and percent differences in purple for the FC2 flow cases. The flow field is scaled using the
horizontal streamwise velocity (streamwise vel.) measured at the upstream met mast at 70 m (in bold).
STD is the standard deviation of the measurements for a 1-year period.

AL-LES (Black),
Measured (Blue),
% diff. (Purple)

180◦, 4 m/s STD 180◦, 7 m/s STD 0◦, 4 m/s STD 0◦, 7 m/s STD

141.6 730.3 114.2 686.5
Power (kW) 156.6 81.2 709.0 177.4 117.8 65.8 775.0 234.3

−9.59% 3.01% −3.05% −11.42%
8.988 14.523 8.899 14.207

Rotor speed (RPM) 8.868 3.253 14.684 0.587 8.938 1.742 14.646 0.613
1.36% −1.10% −0.44% −3.00%

Streamwise vel. (m/s) 4.152 7.156 1.623 3.538
@ 70 m 4.143 0.659 7.036 0.528 2.263 0.894 3.862 0.824
M3 0.23% 1.70% −28.28% −8.38%
Streamwise vel. (m/s) 3.858 6.648 1.970 4.151
@ 50 m 3.867 0.681 6.669 0.523 2.025 0.927 3.643 0.887
M3 −0.22% −0.33% −2.71% 13.94%
Streamwise vel. (m/s) 3.644 6.291 2.914 5.484
@ 30 m 3.719 0.766 6.294 0.621 2.463 0.705 5.143 0.761
M3 −2.01% −0.06% 18.34% 6.63%

Streamwise vel. (m/s) 2.095 3.934 4.031 7.243
@ 70 m 2.671 0.712 3.707 0.695 4.050 0.406 7.114 0.620
M1 −21.59% 6.12% −0.47% 1.81%
Streamwise vel. (m/s) 2.558 4.705 3.695 6.655
@ 50 m 2.614 0.738 3.933 0.923 3.888 0.501 6.814 0.658
M1 −2.17% 19.61% −4.95% −2.33%
Streamwise vel. (m/s) 3.459 6.033 3.202 5.805
@ 30 m 3.090 0.767 5.104 0.830 3.588 0.704 6.343 0.728
M1 11.94% 18.20% −10.75% −8.48%

Turbulence intensity (-) 0.123 0.123 0.206 0.234
@ 70 m 0.108 0.046 0.095 0.028 0.264 0.122 0.229 0.063
M3 13.92% 29.60% −22.21% 2.16%
Turbulence intensity (-) 0.131 0.138 0.212 0.221
@ 50 m 0.131 0.062 0.105 0.030 0.278 0.126 0.255 0.069
M3 0.00% 31.60% −23.52% −13.40%
Turbulence intensity (-) 0.064 0.084 0.185 0.185
@ 30 m 0.134 0.068 0.115 0.025 0.271 0.096 0.242 0.041
M3 −52.06% −27.08% −31.72% −23.53%

Turbulence intensity (-) 0.145 0.161 0.105 0.097
@ 70 m 0.258 0.083 0.231 0.056 0.111 0.076 0.110 0.026
M1 −43.99% −30.17% −5.17% −11.82%
Turbulence intensity (-) 0.206 0.188 0.107 0.107
@ 50 m 0.274 0.092 0.262 0.054 0.128 0.080 0.115 0.028
M1 −24.75% −28.07% −16.01% −6.59%
Turbulence intensity (-) 0.104 0.098 0.144 0.161
@ 30 m 0.232 0.076 0.215 0.038 0.153 0.094 0.132 0.029
M1 −55.23% −54.23% −5.51% 21.74%
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Figure 13. Comparison of mean AL-LES results with synthetic inflow turbulence and met mast data
for the horizontal streamwise velocity at 30-, 50- and 70-m heights on masts M1 and M3 when M1
and M3 are upstream of wind turbine 14. STD is the standard deviation of the measurements for
a 1-year period.

Figure 14. Comparison of mean AL-LES results with synthetic inflow turbulence and met mast data
for the horizontal streamwise velocity at 30-, 50- and 70-m heights on masts M1 and M3 when M1
and M3 are downstream of wind turbine 14. STD is the standard deviation of the measurements for
a 1-year period.
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(a) (b)

Figure 15. Comparison of mean AL-LES results with synthetic inflow turbulence and SCADA for (a)
power and (b) rotor speed of wind turbine 14 for the four FC2 flow cases. STD is the standard deviation
of the measurements for a 1-year period.

Figure 16. Comparison of mean AL-LES results with synthetic inflow turbulence and met mast data for
turbulence intensities at 30-, 50- and 70-m heights on masts M1 and M3 when M1 and M3 are upstream
of wind turbine 14. The turbulence intensities are based on the horizontal streamwise velocity and STD
is the standard deviation of the measurements for a 1-year period.
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Figure 17. Comparison of mean AL-LES results with synthetic inflow turbulence and met mast data
for turbulence intensities at 30-, 50- and 70-m heights on masts M1 and M3 when M1 and M3 are
downstream of wind turbine 14. The turbulence intensities are based on the horizontal streamwise
velocity and STD is the standard deviation of the measurements for a 1-year period.

4. Conclusions

This article described Computational Fluid Dynamics (CFD) simulations of flows in a wind farm
in complex terrain in Shaanxi, China and the comparisons of the computational results with utility
scale field measurements. The CFD simulations in the study were performed using Reynolds-Averaged
Navier–Stokes (RANS) and Large-Eddy Simulation (LES) solvers. The RANS method together with an
Actuator Disc (AD) approach was employed to predict the performance of the 25 wind turbines in
the farm, while the LES method with an Actuator Line (AL) technique was used to obtain a detailed
description of the flow field around one specific wind turbine near two met masts. The AD-RANS
simulation results were compared with the mean values of power obtained from field measurements.
Furthermore, the AL-LES results were compared with the mean values of power, rotor speed, and
streamwise velocity measured from the wind turbine and its nearby two masts.

Results from both the AD-RANS and AL-LES simulations indicated that both methods can
reasonably predict the flow patterns and performance of the wind farm and wind turbine #14,
respectively, in complex terrain in Shaanxi. The mean percent difference obtained for power in
the AD-RANS simulations was approximately 20%. Percent differences obtained for power and
rotor RPM in the AL-LES varied between 0.08% and 11.6%. The mean percent differences in the
AL-LES for power and rotor RPM are approximately 7% and 1%, respectively. Careful consideration of
the measurement data as well as the computational setup, such as the meshing of terrain and flow
domain, wind turbine model and wind farm layout, and the flow input parameters is needed to obtain
reasonable or improved results. Uncertainty quantification and statistical models should be employed.
For example, the uncertainty in the measurement data can be incorporated into the CFD solver to
provide more reliable outputs of power, rotor rotational speed, wind velocities, etc.
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Abbreviations

The following abbreviations are used in this manuscript:

AD actuator disc
AL actuator line
CFD computational fluid dynamics
CSIC China Shipbuilding Industry Corporation
DES delayed-detached-eddy simulation
FC1/FC2 flow case 1, flow case 2
HZ Haizhuang
LES large-eddy simulation
MW megawatt
RANS Reynolds-Averaged Navier–Stokes
RPM revolutions per minute
SCADA supervisory control and data acquisition
SE standard error
SGS sub-grid scale
STD standard deviation
wd wind direction
ws wind speed
WT(s) wind turbine(s)
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Featured Application: Analysis and optimization of wind farm design in complex terrain.

Abstract: Designing wind farms in complex terrain is an important task, especially for countries
with a large portion of complex terrain territory. To tackle this task, an optimization framework
is developed in this study, which combines the solution from a wind resource assessment tool,
an engineering wake model adapted for complex terrain, and an advanced wind farm layout
optimization algorithm. Various realistic constraints are modelled and considered, such as the
inclusive and exclusive boundaries, minimal distances between turbines, and specific requirements
on wind resource and terrain conditions. The default objective function in this framework is the
total net annual energy production (AEP) of the wind farm, and the Random Search algorithm is
employed to solve the optimization problem. A new algorithm called Heuristic Fill is also developed
in this study to find good initial layouts for optimizing wind farms in complex terrain. The ability of
the framework is demonstrated in a case study based on a real wind farm with 25 turbines in complex
terrain. Results show that the framework can find a better design, with 2.70% higher net AEP than
the original design, while keeping the occupied area and minimal distance between turbines at the
same level. Comparison with two popular algorithms (Particle Swarm Optimization and Genetic
Algorithm) also shows the superiority of the Random Search algorithm.

Keywords: wind farm; layout optimization; design; random search; complex terrain

1. Introduction

In the past two decades, the world has witnessed a remarkable growth of wind energy
development. According to the latest statistics from the Global Wind Energy Council (GWEC), the
global cumulative installed wind capacity has increased from 23.9 GW in 2001 to 439.1 GW in 2017,
representing an average annual increase by 20.4% [1]. Although offshore wind is now attracting a lot of
interests and has grown rapidly in recent years, especially in northern Europe, today it represents only
4.3% of the global installed capacity of wind energy [2]. The dominance of onshore wind is mainly due
to its longer development history, lower cost, and easier deployment.

As a result of the rapid growth of onshore wind, a lot of onshore wind farms have been built
worldwide. Since many suitable sites in flat terrain have already been developed with wind farms,
more and more wind farms are going to be built in complex terrain, especially for countries featured
by a large percentage of topography covered with mountains, such as China.

Compared with a wind farm on flat terrain, a wind farm built on complex terrain benefits
from the possible richer wind resource at certain locations (brought by the speed-up effect due
to the terrain topography change), but it is also more likely to be exposed to more complex flow
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conditions, higher fatigue loads, more expensive installation, operation and maintenance costs,
and other disadvantages [3].

Designing wind farms in complex terrain is not a trivial task, mainly due to the complex
interactions of the boundary layer flow with the complex terrain and wind turbine wakes, and also
due to the multi-disciplinary nature of the wind farm design problem. This problem typically involves
different design and engineering tasks, which may come from technical, logistical, environmental,
economical, legal, and/or even social considerations.

For most industrial practitioners, the design of wind farms conventionally concerns mainly the
micro-siting of wind turbines based on consideration of wind resource, i.e., determining the exact
position for each turbine at a selected wind farm site [4]. Typically, a wind farm developer/designer
uses a wind resource assessment tool, such as WAsP [5] (the industry-standard PC software for wind
resource assessment, siting, and energy yield calculations for wind turbines and wind farms), to
assess the wind resource of the wind farm site based on wind measurement data during a period [6].
Then, the final design of the wind farm, mainly the layout of turbines, is determined for maximizing
the annual energy production (AEP) while considering certain constraints, such as the proximity of
wind turbines. This final layout is usually obtained by either manual adjustments or using some
optimization techniques [7]. After finding the turbine layout, other design tasks related to foundations,
access roads, electrical system, and other components or systems are handled separately, often by
specialized engineering consulting companies.

The general problem of modelling the wind flow over complex terrain has been an important
research field for a very long time. Seventy years ago, Queney published a review of theoretical models
of inviscid flow over hills and mountains [8]. More recently, Wood gave a historical review of studies
(until 2000) on wind flow over complex terrain [9]. Similarly, in the wind energy community, the
problem of wind resource assessment in complex terrain was investigated by many researchers over a
long period [10].

In contrast, wind farm design optimization has only become a hot research area quite recently
and the majority of the published studies in this field deal with wind farms in flat terrain or
offshore [11]. Few studies investigated the wind farm design optimization problems in complex
terrain. Song et al. [12] proposed a bionic method for optimizing the turbine layout in complex terrain.
In this study the objective was to maximize the power output, and the wake flow was simulated by
using the virtual particle wake model. They also developed a new greedy algorithm for this problem
in a later study [13]. Feng and Shen [14] considered the layout optimization problem for a wind farm
on a 2D Gaussian hill, using computational fluid dynamics (CFD) simulations for the background
flow field and an adapted Jensen wake model for the wake effect. They used the random search
algorithm [15,16] to optimize the layout for maximizing the total power. Kuo et al. [17] proposed
an algorithm that couples CFD with mixed-integer programming (MIP) to optimize the layouts in
complex terrain. In this study, the wind farm domain was discretized into cells to use the MIP method.

All the studies mentioned above aimed to maximize either the total power [12–14] or the
total kinetic energy [17] of wind farm, with constraints on wind farm boundary and minimal
distance requirements.

In this paper, we present an optimization framework for wind farm design in complex terrain,
which was developed in the Sino-Danish research cooperation project, FarmOpt [18]. This framework
combines the state-of-the-art flow field solver, a fast engineering wake model, and an advanced
optimization algorithm to solve the design optimization problem of wind farms in complex terrain.
Various realistic objectives, constraints, and requirements that one might encounter in real life wind
farm developments can be considered in this framework.

We will first introduce the modelling methodology in Section 2. Then, the optimization framework
is presented in Section 3. Results of a real wind farm case study will be described and discussed
in Section 4. Section 5 compares the performance of the Random Search (RS) algorithm with two
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popular algorithms, i.e., Particle Swarm Optimization (PSO) and the Genetic Algorithm (GA). Finally,
conclusions are given in Section 6.

2. Wind Farm Modelling

A reliable estimation of AEP is crucial for wind farm design, since AEP represents the amount of
electricity that a given wind farm can generate in a year, which in turn determines the annual income
that the wind farm’s owner can obtain. This makes AEP either the objective function or a critical
component in the objective function for any wind farm design optimization problem. For example, the
levelized cost of energy (LCOE), which is a popular choice for evaluating wind farm designs [19], can be
calculated by considering AEP, together with capital expenditure (CAPEX), operational expenditure
(OPEX), and some financial parameters, such as the interest rate. In this section, we present the aspects
of wind farm modelling related to the AEP estimation.

2.1. Site Condition

Due to terrain effects, i.e., the effect of topographic changes on the flow filed over a complex
terrain [9], different locations at a complex terrain site will experience different wind conditions.
Using onsite wind measurements and standard wind resource assessment tools, such as WAsP [5] and
WindPRO [20], one could get the essential information on location-specific site conditions, i.e., wind
resource and terrain effects, for any given inflow wind direction sector.

For flat or moderately complex terrain, linear models, such as the conventional WAsP [6], provide
reasonable results. For more complex terrain, nonlinear models, such as WAsP CFD [21], are needed.
In the current framework, we assume that the location-specific values of wind resource and terrain
effects have been obtained by using a wind resource assessment tool.

Considering a rectangle area covering the interested area for a wind farm design, we first discretize
the area into a number of grids, defined by a range of x coordinates [x1, x2, . . . , xNx ] and a range of y
coordinates

[
y1, y2, . . . , yNy

]
. For a certain number of wind direction sectors defined by a range of far

field inflow wind directions
[
θ∞

1 , θ∞
2 , . . . , θ∞

Nθ

]
, we can then obtain the relevant sector wise values of

wind resource and terrain effects variables, such as Weibull-A, Weibull-k, frequency, speed up factor,
terrain induced turning angle, and mean wind speed, at a given height above the ground. Note that
Weibull-A is the scale parameter and Weibull-k is the shape parameter of Weibull distribution, which is
the most commonly used distribution for wind speed [4]. Values of variables that do not depend on
inflow wind direction, such as elevation and overall mean wind speed, are also obtained.

Using linear interpolation, we can then easily estimate the values of these variables for any
arbitrary position (x, y) in this area, under any far field inflow wind direction, θ∞, if wind direction
dependent variables are concerned. The variables important for estimating AEP are listed in Table 1.

Table 1. Site condition variables important for AEP (annual energy production) estimation.

Variable Unit Notation

Elevation m z(x, y)
Weibull-A m/s A(x, y, θ∞)
Weibull-k - k(x, y, θ∞)
Frequency -/◦ f req(x, y, θ∞)
Speed up - sp(x, y, θ∞)

Turning angle ◦ tu(x, y, θ∞)

In Table 1, speed up is defined as the ratio between the local wind speed, v, at location (x, y)
and the far field wind speed, v∞, at the same height above the ground for a given far field inflow
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wind direction, θ∞, while turning angle, tu, denotes the difference between the local wind direction, θ,
and the far field inflow wind direction, θ∞. Thus, they can be computed as:

sp(x, y, θ∞) = v(x, y, θ∞)/v∞(θ∞), (1)

tu(x, y, θ∞) = θ(x, y, θ∞)− θ∞. (2)

As a demonstration, four interpolated site condition variables are shown in Figure 1 for a real
wind farm site in complex terrain. Note that the results on wind resource and terrain effects are
imported from WAsP CFD simulations and the wind farm on this site will be used in Sections 4 and 5
as a test case.

  
(a) (b) 

 
(c) (d) 

Figure 1. Interpolated site condition variables for a wind farm site in complex terrain: (a) elevation;
(b) mean wind speed at 67 m height above the ground; (c) speed up at 67 m height under the far field
inflow wind direction of 180◦; (d) Weibull-k at 67 m height under the far field inflow wind direction of
164◦.

2.2. Wake Model

Modelling the wake effects of wind turbines is essential for AEP estimation, but quite challenging
for wind farms in complex terrain due to the complex interplay between terrain and wake flow [22].
While the CFD can model the wake flow field of a wind farm in complex terrain with a reasonable
accuracy [23], its high computational cost makes it unsuitable for wind farm design optimization, since
typical optimization algorithms require a large number of design evaluations.

Several studies have proposed a few fast wake models for wind farms in complex terrain:
Song et al. proposed a virtual particle wake model [24] and applied it in wind farm layout
optimizations [12,13]; Feng and Shen developed an adapted Jensen wake model in [14]; Kuo et al. [25]
proposed a wake model by solving a simplified variation of the Navies-Stokes equations, which yields
results with a reasonable accuracy and has a much less computational cost when compared with full
CFD simulations.

In the current framework, the wake flow field of a wind farm in complex terrain is modelled
by coupling the adapted Jensen wake model with the terrain flows obtained by CFD simulations,
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i.e., flow fields of the wind farm site without wind turbines, such as those imported from WAsP CFD
simulations. The adapted Jensen wake model assumes the wake centerline of a wind turbine’s wake
follows the terrain at the same height above the ground along the local inflow wind direction, while its
wake zone expands linearly and its wake deficit develops following the same rule as the original
Jensen wake model [14]. The schematic of this wake model is shown in Figure 2.

Figure 2. Schematic of the adapted Jensen wake model for a wind turbine in complex terrain.

Considering the wake effect between an upwind turbine, i, located at (xi, yi) and a downwind
turbine, j, located at (xj, yj) for a given far field inflow condition: v∞ and θ∞, we can calculate the
downwind distance, ddown

ij (θ∞), and the crosswind distance, dcross
ij (θ∞), from the upwind turbine to the

location of the downwind turbine. The downwind distance can be computed by integration following
the wake centerline (the red line in Figure 2) based on the elevation, z(x, y), and the local inflow
wind direction, θi(θ

∞) = θ∞ + tu(xi, yi, θ∞), while the crosswind distance can be easily obtained by
considering the coordinates of these two turbines and the local inflow wind direction of the upwind
turbine. Then, the local inflow wind speed at turbine i and the effective wake deficit turbine i caused
on turbine j can be calculated by:

vi(v∞, θ∞) = sp(xi, yi, θ∞)·v∞, (3)

Δvij(v∞, θ∞) =
Aol

ij (θ
∞)

Arotor
j

·vi(v∞, θ∞)·
(

1 −
√

1 − CT(vi(v∞, θ∞))

1 + α·ddown
ij (θ∞)/Ri

)
, (4)

in which Aol
ij (θ

∞) is the overlapping area between the wake zone of turbine i and the rotor area of

turbine j; Arotor
j = πR2

j is the rotor area of turbine j; CT(·) represents the thrust coefficient function of
the wind turbine; α denotes the wake decay coefficient, and Ri represents the rotor radius of turbine
i. Note that Aol

ij (θ
∞) can be calculated based on the wake zone radius, Rwake = Ri + α·ddown

ij (θ∞),
the rotor radius, Rj, and the relevant crosswind distance, dcross

ij (θ∞), using the method described in [14].
Additionally, α = 0.075 is used in this study.

Denoting the set of indexes of all the turbines upwind of turbine j as Iup, and using the energy
deficit balance assumption [14], we can then calculate the effective wind speed of turbine j under the
far field inflow wind condition, v∞ and θ∞, as:

vj(v∞, θ∞) = vj(v∞, θ∞)−
√

∑
i∈Iup

(
Δvij(v∞, θ∞)

)2. (5)

A more detailed description of the wake model governed by Equations (3)–(5) is referred to in [14].
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2.3. AEP Estimation

After the local wind speeds with and without wake effects of each wind turbine are obtained by
using Equations (3)–(5), it is then easy to calculate the corresponding power outputs using the power
curve of the wind turbine.

Note that the site condition described in Section 2.1 provides wind resource parameters at
each turbine site for a given far field inflow wind direction, i.e.,: Ai(θ

∞) = A(xi, yi, θ∞), ki(θ
∞) =

k(xi, yi, θ∞) and f reqi(θ
∞) = f req(xi, yi, θ∞). Based on these parameters, the probability of each

turbine site’s local wind condition, i.e., vi(v∞, θ∞) and θi(θ
∞), with respect to the far field inflow wind

condition (v∞ and θ∞) can be estimated by using the joint distribution proposed in [26] as:

pd fi(v∞, θ∞) = pd f (vi(v∞, θ∞), θi(θ
∞))

= ki(θ
∞)

Ai(θ∞)
·
(

vi(v∞ ,θ∞)
Ai(θ∞)

)ki(θ
∞)−1

· exp
(
−
(

vi(v∞ ,θ∞)
Ai(θ∞)

)ki(θ
∞)
)
· f reqi(θ

∞)
(6)

Thus, for a wind farm composed of Nwt turbines, its gross and net AEP, i.e., AEP with and without
wake effects, can be estimated as:

AEPgross =
Nwt

∑
i=1

8760·ηi·
�

P(vi(v∞, θ∞))·pd fi(v∞, θ∞)dv∞θ∞, (7)

AEPnet =
Nwt

∑
i=1

8760·ηi·
�

P(vi(v∞, θ∞))·pd fi(v∞, θ∞)dv∞θ∞, (8)

in which 8760 is the total number of hours in a year, ηi denotes the availability factor of turbine i,
and P(·) represents the power curve of the wind turbine. The integrations in Equations (7) and (8)
are done numerically after properly discretizing the interested ranges of v∞ and θ∞. In this study,
the availability factors of all the turbines are assumed to be 1.0 and the discretization used in numerical
integration is Δv∞ = 1 m/s, and Δθ∞ =5◦.

3. Optimization Framework

3.1. Problem Formulation

For a wind farm with Nwt turbines, its design can be specified by the turbines’ locations, i.e.,
X = [x1, x2, . . . , xNwt ] and Y = [y1, y2, . . . , yNwt ]. Then, a general optimization problem of the wind
farm design can be formulated as:

min fm(X, Y), m = 1, 2, . . . , M,
subject to : gk(X, Y) ≥ 0, k = 1, 2, . . . , K;

X(L) ≤ X ≤ X(U);
Y(L) ≤ Y ≤ Y(U).

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(9)

where fm is the mth objective function, gk is the kth inequality constraint function, and X(L), X(U), Y(L),
and Y(U) denote the lower and upper bounds.

Common objective functions for wind farm design optimization include AEP, LCOE, profit,
noise emission, and so on. Typical constraints that can be modelled as inequality constraint
functions include wind farm boundary, exclusive zones, and wind turbine proximity. In the current
framework, the default objective function is AEP and the considered constraints are summarized in
the next subsection.
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3.2. Constraints

Wind farm design is subject to various constraints, which may come from technical, logistical,
environmental, economical, legal, and/or even social considerations. In the current framework, three
types of constraints are considered: (1) inclusive and exclusive boundaries; (2) minimal distance
requirements; and (3) bounds on certain site condition variables.

Inclusive and exclusive boundaries denote the feasible and infeasible area for placing turbines,
which may come from limitations and requirements on leased land, existing roads and properties, soil
conditions, and so on. As a general method, polygons can be used to model inclusive and exclusive
zones defined by the inclusive and exclusive boundaries. Thus, for a wind farm with Ninc inclusive
and Nexc exclusive boundaries, the individual inclusive and exclusive zones and the overall feasible
zone can be modeled as:

Si
inc =

{
(x, y)

∣∣∣ ai
kx + bi

ky ≤ ci
k, k = 1, 2, . . . , mi

}
, i = 1, 2, . . . , Ninc (10)

Sj
exc =

{
(x, y)

∣∣∣ aj
l x + bj

l y ≤ cj
l , l = 1, 2, . . . , nj

}
, j = 1, 2, . . . , Nexc (11)

Sfeasible =
{
(x, y)

∣∣∣ (x, y) ∈ ∪Ninc
i=1 Si

inc, (x, y) /∈ ∪Nexc
j=1 Sj

exc

}
(12)

where mi and nj are the polygon edge numbers of the ith inclusive and jth exclusive
boundaries, respectively.

Thus, the constraints on inclusive and exclusive boundaries of the wind farm design can be
written as:

(xi, yi) ∈ Sfeasible, for i = 1, 2, . . . , Nwt. (13)

The second type of constraint is also typical in the engineering practice, which requires the distance
between any two turbines larger than a minimal value. This is because a shorter distance between
turbines will give a larger wake loss and a higher turbulence intensity, which results in a higher level
of fatigue loads and maintenance cost, and even a shorter lifetime of turbines. Also, a minimal distance
is required to make sure two turbines’ blades never contact each other and one turbine never falls on
the other turbine. In the current framework, a fixed minimal distance requirement, Distmin, is assumed
for any two turbines. Thus, the constraints on the minimal distance requirement are governed by:

√(
xi − xj

)2
+
(
yi − yj

)2 − Distmin ≥ 0 for i, j = 1, 2, . . . , Nwt and i = j. (14)

The third type of constraints exposes requirements on certain site condition variables to rule
out certain unfavorable sites, such as those with too low a mean wind speed, too high a turbulence
intensity, or too rugged terrain. When applied properly, this type of constraint can help the optimizer
to focus on the more favorable design space and speed up the convergence process, as found in [18].

To measure the degree of the terrain ruggedness, a terrain ruggedness index (TRI) is introduced.
This index was first proposed by Riley et al. [27] as a quantitative measure of topographic heterogeneity.
A dimensionless version of this index is developed in the current framework, which can be calculated
based on the elevation data of grids as defined in Section 2.1. Given the grid sizes along the x and
y directions are Δx and Δy, the TRI at grid (xi, yj) can be computed based on its elevation and the
elevation values of the eight surrounding grids as:
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TRI(xi, yj) =
1
8

⎧⎪⎨
⎪⎩
[
z(xi, yj)− z(xi+1, yj)

]2

Δx2 +

[
z(xi, yj)− z(xi−1, yj)

]2

Δx2

+

[
z(xi, yj)− z(xi, yj+1)

]2

Δy2 +

[
z(xi, yj)− z(xi, yj−1)

]2

Δy2 +

[
z(xi, yj)− z(xi+1, yj+1)

]2

Δx2 + Δy2

+

[
z(xi, yj)− z(xi+1, yj−1)

]2

Δx2 + Δy2 +

[
z(xi, yj)− z(xi−1, yj+1)

]2

Δx2 + Δy2 +

[
z(xi, yj)− z(xi−1, yj−1)

]2

Δx2 + Δy2

⎫⎪⎬
⎪⎭

1/2

(15)

For the wind farm site in Figure 1a, the TRI map calculated in Equation (15) is shown in Figure 3a.
Note that the grid sizes are chosen as Δx = Δy = 25 m in this study according to the default setting of
WAsP, which makes the total number of grids in the rectangle area shown in Figure 1 as 38,801. In the
current framework, the constraints on TRI and mean wind speed, vmean, are considered. Note that the
mean wind speed values on the grids, vmean(xi, yj), can be imported from wind resource assessment
tools or calculated based on the sector wise wind resource parameters, i.e., Weibull-A, Weibull-k, and
frequency. For an arbitrary site, linear interpolation is used to find the value of TRI and vmean. Thus,
constraints on TRI and mean wind speed can be written as:

TRImax − TRI(xi, yi) ≥ 0, for i = 1, 2, . . . , Nwt, (16)

vmean(xi, yi)− vmean
min ≥ 0, for i = 1, 2, . . . , Nwt. (17)

where TRImax is the allowed maximal TRI and vmean
min is the allowed minimal mean wind speed.

For the wind farm site in Figure 1, the feasibility of each grid, (xi, yj), can then be estimated as
F(xi, yj) based on the first and third types of constraints, i.e., constraints defined in Equations (13),
(16) and (17). Note that F(xi, yj), with a value of 1 (true) or 0 (false), means whether the given site,
(xi, yj), is a feasible site to install a turbine, i.e., a site satisfies the constraints on inclusive/exclusive
boundaries and bounds of certain site condition variables. The map of F(xi, yj) is shown in Figure 3b.
Note that the black area in this figure denotes the feasible area. Compared with the feasible area
defined by Equations (13) and (14), the bounds on TRI and vmean help to reduce the feasible grids from
12,150 to 9218, representing a 24.13% reduction in the feasible design space. This reduction can help
certain optimization algorithms, such as RS, to limit the search space and converge faster.

  
(a) (b) 

Figure 3. Constraint modelling: (a) TRI (terrain ruggedness index) map; (b) feasibility map with one
inclusive (red line) and one exclusive (green line) boundary, and bounds on TRI (TRImax = 0.05 ) and
vmean (vmean

min = 6.5 m/s ).

3.3. Optimization Algorithm

To solve the optimization problem, the Random Search (RS) algorithm is used in the current
framework. This algorithm was first proposed by Feng and Shen in [15] and improved in [16]. Recently,
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they also extended the algorithm to cover multiple objective cases [28] and overall design cases with
multiple types of turbines [19], and to maximize the robustness of wind farm power production under
wind condition uncertainties [29]. It has shown a superior performance when compared to other
popular algorithms, such as GA (genetic algorithm) [16], NSGA-II (Non-dominated Sorting Genetic
Algorithm II) [28], and mixed-discrete PSO (Particle Swarm Optimization) [19].

RS is a single solution search method. At each step, a new feasible design, i.e., a design satisfies
all the constraints and bounds, is generated by slightly changing the current design, i.e., randomly
choosing a turbine and moving it to a random position inside the feasible area. This new design is then
compared with the current design with respect to the objective function. If the new design is better,
it becomes the current design. If not, the current design remains unchanged. This step is iteratively
repeated until a given stop condition is met. Normally, the stop condition can be set as a maximal
number of steps (equivalent to the number of objective function evaluations). The procedure of this
algorithm is shown as a flowchart in Figure 4.

There are two parameters controlling the RS algorithm: maximal step size, Mmax, which controls
how far away a chosen turbine can be possibly moved from its current position; and maximal number
of evaluations, Emax, which defines when to terminate the optimization process. Mmax should be set
large enough to allow the algorithm to explore the design space more thoroughly and escape local
minima more likely. When no trials and experimentations are first applied, Mmax could be set in the
order of the maximal distance between any two points in the feasible wind farm area and Emax should
be in the range of 1000 to 10,000.

Due to the randomness involved in the optimization process, meta-heuristics, such as RS, exhibits
a stochastic nature, meaning different runs typically obtain different results. This also means that the
quality of the initial solution(s) can have profound influences on the final optimization results and the
convergence speed [30]. Saavedra-Moreno et al. [31] tackled this problem by seeding an evolutionary
algorithm with initial solutions obtained by a greedy heuristic algorithm, and applied this method in
wind farm layout optimization.

Figure 4. Flowchart of the Random Search algorithm.

In this study, a simple algorithm called Heuristic Fill is proposed to find a good initial design,
based solely on site conditions and constraints. As described in Section 3.2, the feasibility of each
grid, (xi, yj), can be calculated as F(xi, yj) based on constraints defined in Equations (13), (16), and
(17). The mean wind speed of each grid, vmean(xi, yj), can also be obtained from site conditions.
The algorithm then tries to fill the feasible grids with Nwt wind turbines one by one according to the
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corresponding mean wind speed from high to low, while respecting the minimal distance constraints
in Equation (14). This algorithm can be summarized in the pseudo code shown in Algorithm 1.

Algorithm 1. Pseudo code of the Heuristic Fill algorithm.

(1) Find the set of feasible grid points:

Gf easible =
{
(xi, yj)

∣∣∣F(xi, yj) = 1, for i = 1, 2, . . . , Nx, j = 1, 2, . . . , Ny

}
;

(2) Sort the feasible grid points according to mean wind speed, i.e., find a list of feasible grid points as[
(xi1 , yj1 ), (xi2 , yj2 ), . . . , (xim , yjm ),

]
, where (xik , yjk ) ∈ Gf easible with k = 1, 2, . . . , m and

vmean(xik , yjk ) ≥ vvmean(xik+1 , yjk+1 ) with k = 1, 2, . . . , m − 1;

(3) Heuristically fill with Nwt turbine sites:

(a) Set w = 1, g = 1;

(b) While 1 < w ≤ Nwt and

√
(xi − xig )2 +

(
yi − yjg

)2
< Distmin holds for i = 1, . . . , w − 1:

g = g + 1
End While

Set xw = xig , yw = yjg , g = g + 1, w = w + 1;

(c) Set the initial layout as X = [xw|w = 1, 2, . . . , Nwt] , Y = [yw|w = 1, 2, . . . , Nwt].

3.4. Framework

Putting things together, we can describe the framework in the architecture diagram shown in
Figure 5. Note that WAsP (or another wind resource assessment code) needs to be used only once to
get the relevant results for defining the site conditions, since the wake modelling and AEP estimation,
as well as the modelling of constraints and optimization process, are all implemented by the modules
inside the framework as introduced in the previous subsections. Thus, this framework can work
as a stand-alone tool for wind farm design optimization. If objective functions other than AEP and
more constraints are considered, the relevant modules can also be extended accordingly, while the
optimization algorithm and the architecture remain unchanged.

Figure 5. Architecture of the framework.

4. Case Study and Results

As a demonstration, a case study for an anonymous wind farm in complex terrain using the
proposed framework is presented here. This wind farm is located in Northwest China, and has a total
capacity of 50 MW with 25 turbines. This wind farm has been studied in [23,32] to investigate the wake
flow simulation in complex terrain using CFD, and the preliminary results of the layout optimization
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study of this wind farm have been presented in [18]. Some of this wind farm’s site conditions have
already been shown in Figure 1. Its original layout is shown in Figure 6 and the turbine characteristics
are shown in Figure 7. This type of turbine is variable speed, pitch regulated and has a rotor diameter
of D = 93 m and a hub height of H = 67 m. The cut-in, rated, and cut-out wind speeds are 3 m/s,
12 m/s, and 25 m/s, respectively.

 

Figure 6. Original design of the anonymous wind farm in complex terrain.

 

Figure 7. Turbine characteristics.

Note that constraints on inclusive and exclusive boundaries and bounds on parameters that are
considered in this case study are shown in Figure 3. Additionally, the minimal distance requirement
used in Equation (14) is chosen as the minimal distance between the turbines in the original layout,
which is Dmin = 403.8 m. The inclusive boundary shown with red line in Figure 6 is set as the minimal
convex polygon that covers all the turbines, and the exclusive boundary (the green line) is arbitrarily
set to test the modelling capacity of the exclusive boundary of the framework. The choice of the
inclusive boundary is to make sure the optimized wind farm occupies the same or a smaller area and
the required cost of electrical cables and access roads that connect all turbines stays at the same level,
so that the comparison of AEP with the original wind farm makes sense.

To find a good feasible initial design, the Heuristic Fill algorithm is applied in this wind farm,
which obtains an initial design with AEP = 164.61 GWh, as shown in Figure 8.

 

Figure 8. Initial design obtained by the Heuristic Fill algorithm.
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Compared to the original wind farm, the design found by the Heuristic Fill algorithm obtains an
impressive 1.72% increase of AEP (from 161.83 GWh to 164.61 GWh). Note that this increase is achieved
by a deterministic filling process without any searching process, thus can be done in several seconds.

To show the performance of the proposed framework, multiple runs of Random Search with
different settings of the optimization algorithm are carried out, i.e., optimization runs with different
numbers of total evaluation number, Emax, and maximal step size, Mmax. For each of these parameter
combinations, 10 optimization runs are done to obtain the statistics. Cases starting from the original
design (as shown in Figure 6) and the initial design found by the Heuristic Fill algorithm (as shown
in Figure 8) are both tried. The results are summarized in Table 2. Note that the percentages of AEP
that increase in the optimized wind farm design compared to the original wind farm (161.83 GWh) are
marked with underlines inside the parentheses, and the CPU time shown here is the mean value per
run for 10 runs by a Python 3.6 implementation of the framework on a laptop with an Intel® i5-2520M
CPU @2.50 GHz.

Table 2. Performance of the framework in multiple runs with different settings.

Opt. Setting AEP [GWh] (Increase [%]) CPU Time [s]

Emax [-] Mmax [m] Initial Opt. min Opt. mean Opt. max Mean

1000 5000 161.83 164.62 (1.72) 165.03 (1.98) 165.67 (2.37) 2137.5
1000 50 164.61 165.18 (2.07) 165.27 (2.12) 165.30 (2.14) 1824.6
1000 500 164.61 165.17 (2.06) 165.28 (2.13) 165.41 (2.21) 1923.7
1000 5000 164.61 165.17 (2.06) 165.45 (2.24) 165.79 (2.45) 2272.3
5000 5000 164.61 165.76 (2.42) 166.02 (2.58) 166.17 (2.68) 12,042.6

10,000 5000 164.61 165.95 (2.55) 166.11 (2.64) 166.21 (2.70) 24,613.0

As shown in Table 2, allowing the optimization process to run longer, i.e., with a larger number of
evaluations, generally obtains better results (see the last three rows in Table 2). The other advantage
for an optimization process is starting from a better initial design, as the results from the initial design
obtained by the Heuristic Fill algorithm are much better than those from the original design using the
same optimization setting (see the first and fourth rows of the results in Table 2).

The maximal step size also has an effect on the results, as it controls the degree of change that can
be made to the current best design in each step. As discussed in Section 3.3, this parameter should
be set large enough to explore the design space more thoroughly and thus find a better solution after
a sufficient large number of evaluations. This is supported by the comparison of optimization runs
with the same Emax, but different Mmax, as shown in the second to fourth rows of Table 2.

The best optimized design found by all the optimization runs summarized in Table 2 is under
the optimization setting: Emax = 10, 000, Mmax = 5000 m, with the optimized AEP as 166.21 GWh,
representing a 2.70% increase to the original wind farm design. This design is found by the Random
Search algorithm starting from the initial design obtained by the Heuristic Fill algorithm, and shown
in Figure 9.

Figure 9. Best optimized design found by the framework with Emax = 10, 000, Mmax = 5000 m.
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To better compare the performance of the original, initial, and optimized designs as shown in
Figures 6, 8 and 9, their gross and net AEP values are listed in Table 3.

Table 3. AEP values comparison of the original, initial, and optimized wind farms.

Wind Farm Net AEP [GWh] Gross AEP [GWh] Wake Loss [%]

Original (Figure 6) 161.83 169.75 4.67
Initial (Figure 8) 164.61 175.42 6.16

Optimized (Figure 9) 166.21 174.91 4.97

As Table 3 shows, the initial design found by the Heuristic Fill algorithm has both higher gross
AEP and higher net AEP than the original design. Although the wake loss is higher for the initial
design than the original one (6.16% versus 4.67%), the larger increase (3.34%) of gross AEP thanks to
the higher mean wind speed of the sites found by the Heuristic Fill algorithm compensates the higher
wake loss and still yields a substantial increase (1.72%) of net AEP. Note that the higher wake loss of
the initial design can also be seen from the layout shown in Figure 8, as the turbines are placed much
closer to each other than the original layout shown in Figure 6.

Since the optimized design in Figure 9 is obtained by the optimization run starting from the initial
design in Figure 8, we can also compare these two designs. Apparently, the optimization algorithm
makes a small sacrifice in gross AEP, i.e., allowing the gross AEP to decrease by 0.28% from 175.42 GWh
to 174.91 GWh, while decreasing the wake loss percentage from 6.16% to 4.97%. The combined effect
allows the optimized design to gain a 0.97% increase of net AEP to the initial design (from 164.61 GWh
to 166.21 GWh), representing a 2.70% increase of net AEP when compared to the original design (from
161.83 GWh to 166.21 GWh).

Examining the layout of the initial design in Figure 8 and the layout of the optimized design in
Figure 9, we can see that the turbines are scattered away from each other while most of the turbines
are still located at high elevation sites. This shows that the optimization algorithm tries to lower
wake effects while not sacrifice too much on the gross AEP, as suggested by the net and gross AEP
comparison. To show the performance of the framework in multiple runs, the evolution histories of
the 10 runs under the optimization setting: Emax = 10, 000, Mmax = 5000 m are shown in Figure 10,
which demonstrate the random nature of the RS algorithm.

Figure 10. Evolution histories of the 10 Random Search runs under optimization setting: Emax = 10, 000,

Mmax = 5000 m.

As Figure 10 shows, different runs of the optimization process yield different results. Thus, if it
is possible, it is always advised to have multiple runs (10 or more) of the optimization process and
use the best result. Also, it is shown for these 10 runs that the largest portion of the AEP increase is
achieved in the first 2000 evaluations.
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5. Comparison with Other Algorithms

To better show the effectiveness of the RS algorithm for wind farm design in complex terrain,
we compare its performance with two widely used algorithms: Particle Swarm Optimization (PSO)
and Genetic Algorithm (GA) [33].

PSO is a population based meta-heuristic algorithm inspired by bird flocking, which maintains
a population of solutions (called particles) and moves each particle in the design space according to the
global best solution in the population and the local best solution found by each particle. In this study,
the version of PSO used by Chowdhury et al. in [34] is implemented in Python with the algorithm
parameters set as recommended in Table 4 of [34]. Details of this algorithm are referred to in the
paper [34].

GA is also a nature inspired population based meta-heuristic algorithm for optimization problems.
Various versions of GA have been applied to solve the wind farm layout optimization problem,
most of which are binary coded [33]. As a binary-coded GA makes restrictions on where to place
turbines and thus limits the design space, we choose to implement a real-coded GA (RCGA) recently
proposed by Chuang et al. [35], which has no such restrictions. This version of RCGA was developed
for constrained optimization based on three specially designed evolutionary operators, i.e., ranking
selection, direction-based crossover, and dynamic random mutation, and showed a better performance
than traditional versions of RCGA for a variety of benchmark constrained optimization problems [35].
A Python version of this algorithm is implemented in this study using the parameters recommended
by the authors of [35]. Details of this algorithm can be found in [35].

For the sake of simplicity, we consider the design optimization problem for the same wind farm
as in the case study with only bounds on the design variables, i.e., x and y coordinates of wind
turbines. No constraints on wind resource, terrain parameters, and minimal distances are considered.
The bounds are set as the boundary of the rectangle area shown in Figure 6, i.e., 314, 000 m ≤ x ≤
320, 000 m and 4, 152, 000 m ≤ y ≤ 4, 156, 000 m . Following the recommendations in [34,35], the size
of the population is set as 250 for both PSO and RCGA.

Two scenarios for setting the initial solution(s) are tested. In the random scenario, 250 initial
layouts are generated randomly by putting 25 turbines randomly inside the bounds. These initial
layouts are used in PSO and RCGA as the initial population, while the worst performing initial layout,
i.e., the layout with lowest AEP, is used as the initial solution in RS.

As the initial solution(s) has influences on the optimization results obtained by meta-heuristics,
there has been an effort on seeding good initial solution(s) for meta-heuristics in the field of wind
farm layout optimization [31]. We address this issue in the heuristic fill scenario. In this scenario,
an initial layout is first obtained by using the Heuristic Fill algorithm described in Section 3 with the
minimal distance requirement set as four times of the rotor diameter. Then, a group of 124 layouts are
generated by running RS 124 times with Emax = 100 and Mmax = 5000 m from the initial layout found
by Heuristic Fill. Thus, these 124 initial layouts have a higher or the same AEP as the one found by
the Heuristic Fill, as they are improved better ones found by RS. After this process, we have 125 good
initial layouts, which are then seeded in the initial populations of PSO and GA, while the remaining
halves of the initial populations are filled with random layouts. In this way, the initial populations
for both PSO and GA have some good quality initial solutions and some random initial solutions,
thus they have a good degree of randomness, which is essential for the diversification. For RS, the
worst performing layout among the 125 good initial layouts is used as the initial solution.

The performance of these three algorithms with a different number of evaluations (Emax) for both
scenarios are summarized in Table 4.
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Table 4. Performance comparison of three algorithms: PSO (particle swarm optimization), RCGA
(real-coded genetic algorithm) and RS (random search).

Initial Scenario Algorithm AEP [GWh] Emax [-]

Worst Initial Best Initial Optimized

Random

PSO 119.12 152.44 160.76 5000
RCGA 119.12 152.44 156.68 5000

RS 119.12 119.12 173.58 5000
PSO 119.12 152.44 161.66 50,000

RCGA 119.12 152.44 165.43 50,000
RS 119.12 119.12 174.26 10,000

Heuristic fill

PSO 170.27 171.18 171.74 10,000
RCGA 170.27 171.18 171.96 10,000

RS 170.27 170.27 174.10 10,000
PSO 170.27 171.18 171.84 50,000

RCGA 170.27 171.18 172.58 50,000
RS 170.27 170.27 173.80 5000

Note: ‘Worst/best initial’ represents the worst/best performing initial solution among the 250 random initial
layouts for the random scenario and the 125 seeded good initial layouts for the heuristic fill scenario. These two
values are the same for RS as it maintains only one solution. ‘Optimized’ denotes the global best solution found by
PSO/RCGA.

It is worth to note that in both scenarios, RS starts from the worst initial solution among the
solutions seeded in the initial population for PSO and GA, thus with a disadvantage in terms of the
quality of the initial solution(s). Despite this disadvantage, RS shows a much better performance than
PSO and RCGA. As Table 4 shows, RS with 10,000 evaluations obtains the best optimized layout in both
scenarios. Compared with PSO and RCGA, RS with only 5000 evaluations largely outperforms PSO
and RCGA with 50,000 evaluations (equivalent to 200 generations) in both scenarios, which clearly
demonstrates the effectiveness of RS. To better visualize the difference between algorithms, the
evolution histories of the best solutions in the different runs of PSO, RCGA, and RS are shown in
Figure 11.

Figure 11 shows that: (1) starting from good initial solutions makes PSO and RCGA converge
to much better optimized solutions, while its benefit for RS is not so profound; (2) RCGA obtains
better results than PSO after a sufficient number of evaluations (20,000); and (3) RS converges faster to
a better solution than PSO and RCGA in both scenarios. Based on the results described above, it is
natural to conclude that RS used in the current framework performs much better than PSO and RCGA
for this case.

The best optimized design, which is found by RS with 10,000 evaluations in the random scenario,
is shown in Figure 12.

Figure 11. Evolution histories of the best solutions in different runs of PSO (particle swarm
optimization), RCGA (real-coded genetic algorithm), and RS (random search).
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Figure 12. Best optimized design for the wind farm without any constraints (found by Random Search
with Emax = 10, 000 and Mmax = 5000 m in the random scenario)

Without the limitation of inclusive and exclusive boundaries, the turbines in the optimized design
in Figure 12 are spread out in the whole rectangle area and mostly occupying high elevation sites.
Note that these sites also have high mean wind speeds as shown in Figure 1b. To place more turbines
on the limited high elevation sites, some of the turbines are placed quite close (down to 170.44 m),
which could cause problems on fatigue loads for certain turbines. Although the optimized wind
farm has a much higher AEP (174.26 GWh), representing a 7.68% increase over the original wind
farm, it should be interpreted with caution, as in one aspect, it occupies a much larger area and thus
requires more investments on electrical cables and access roads, and in the other aspect, it places
several turbines too close, thus it will have difficulty satisfying the requirements on fatigue loads.

6. Conclusions

Wind farm design in complex terrain is a crucial yet challenging task. In this work, we present
an overall design optimization framework for tackling this task. This framework combines results
from state-of-the-art wind resource assessment tools, such as WAsP CFD, a fast engineering wake
model, and an advanced optimization algorithm, to solve the wind farm design optimization problem
in complex terrain under various realistic constraints and requirements. This makes the framework
a valuable tool that can be used by designers/developers who need to optimize wind farm designs in
complex terrain under a real-life scenario.

While the framework in its default setting considers maximizing the total net AEP, its modular
architecture makes it easy to be extended to consider other objective function(s). More constraints,
requirements, and other optimization algorithms can also be easily implemented and added.

Other contributions of this work include: a terrain ruggedness index (TRI) to characterize the
terrain feature and model constraints on the terrain ruggedness; and a fast and simple algorithm called
Heuristic Fill to find good initial designs for wind farms in complex terrain, by using a deterministic
process based on wind resource considerations and constraints.

The case study of a real wind farm in complex terrain demonstrates the effectiveness of the
framework and the performance of proposed algorithms. An impressive increase of net AEP
(up to 2.70%) is achieved by using the framework, while respecting realistic constraints on inclusive
and exclusive boundaries, minimal mean wind speed, and maximal TRI, and minimal distance
constraints between turbines. In comparison with two widely used algorithms (PSO and real-coded
GA) for the same wind farm without any constraints, the Random Search algorithm also shows
a much better performance in terms of convergence speed and optimization results. This of course
demonstrates the advantages of the developed framework and proves the usefulness for wind farm
designers/developers.

Although the wind farm design considered in the current framework concerns only the turbine
layout, other design variables, such as number, hub height(s), and type(s) of turbines, foundations,
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access roads, and electrical systems, also play important roles for an overall design optimization
of a wind farm. Our future works will investigate these problems and extend the framework in
this direction.

Author Contributions: J.F. and W.Z.S. conceived and designed the study; J.F. wrote the code and performed the
computation; J.F., W.Z.S. and Y.L. analyzed the results and wrote the paper.

Funding: This research was supported by the Sino-Danish cooperative project “Wind farm layout optimization in
complex terrain” funded by the Danish Energy Agency (EUDP J.nr. 64013-0405) and the Ministry of Science and
Technology of China (No. 2014DFG62530).

Acknowledgments: The authors wish to give special thanks to the Danish and Chinese partners (DTU Wind
Energy, EMD International A/S, North West Survey and Design Institute of Hydro China Consultant Corporation,
and HoHai University) for their active collaborations.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to
publish the results.

References

1. GWEC: Global Cumulative Installed Capacity 2001–2017. Available online: http://gwec.net/global-figures/
graphs/ (accessed on 7 July 2018).

2. GWEC: Global Cumulative and Annual Offshore Wind Capacity End 2017. Available online: http://gwec.
net/global-figures/graphs/ (accessed on 7 July 2018).

3. Alfredsson, P.H.; Segalini, A. Wind farms in complex terrains: An introduction. Phil. Trans. R. Soc. A 2017,
375, 20160096. [CrossRef] [PubMed]

4. Manwell, J.; McGowan, J.; Rogers, A. Wind Energy Explained: Theory, Design, and Application, 2nd ed.;
John Wiely & Sons: Hoboken, NJ, USA, 2009.

5. DTU Wind Energy: WAsP. Available online: http://www.wasp.dk/wasp (accessed on 7 July 2018).
6. Mortensen, N.G. Wind Resource Assessment Using the WAsP Software; DTU Wind Energy E-0135; Technical

University of Denmark: Roskilde, Denmark, 2016.
7. Burton, T.; Jenkins, N.; Sharpe, D.; Bossanyi, E. Wind Energy Handbook, 2nd ed.; John Wiely & Sons: Hoboken,

NJ, USA, 2011.
8. Queney, P. The problem of airflow over mountains: A summary of theoretical studies. Bull. Am. Meteorol. Soc.

1948, 29, 16–26. [CrossRef]
9. Wood, N. Wind flow over complex terrain: A historical perspective and the prospect for large-eddy modelling.

Bound.-Lay. Meteorol. 2000, 96, 11–32. [CrossRef]
10. Landberg, L.; Myllerup, L.; Rathmann, O.; Petersen, E.L.; Jørgensen, B.H.; Badger, J.; Mortensen, N.G. Wind

resource estimation—An overview. Wind Energ. 2003, 6, 261–271. [CrossRef]
11. González, J.S.; Payán, M.B.; Santos, J.M.R.; González-Longatt, F. A review and recent developments in the

optimal wind-turbine micro-siting problem. Renew. Sust. Energ. Rev. 2014, 30, 133–144. [CrossRef]
12. Song, M.X.; Chen, K.; He, Z.Y.; Zhang, X. Bionic optimization for micro-siting of wind farm on complex

terrain. Renew. Energ. 2013, 50, 551–557. [CrossRef]
13. Song, M.X.; Chen, K.; He, Z.Y.; Zhang, X. Optimization of wind farm micro-siting for complex terrain using

greedy algorithm. Energy 2014, 67, 454–459. [CrossRef]
14. Feng, J.; Shen, W.Z. Wind farm layout optimization in complex terrain: A preliminary study on a Gaussian

hill. J. Phys. Conf. Ser. 2014, 524, 012146. [CrossRef]
15. Feng, J.; Shen, W.Z. Optimization of wind farm layout: A refinement method by random search.

In Proceedings of the 2013 International Conference on aerodynamics of Offshore Wind Energy Systems and
wakes (ICOWES 2013), Lygnby, Denmark, 17–19 June 2013.

16. Feng, J.; Shen, W.Z. Solving the wind farm layout optimization problem using random search algorithm.
Renew. Energ. 2015, 78, 182–192. [CrossRef]

17. Kuo, J.Y.; Romero, D.A.; Beck, J.C.; Amon, C.H. Wind farm layout optimization on complex
terrains—Integrating a CFD wake model with mixed-integer programming. Appl. Energ. 2016, 178, 404–414.
[CrossRef]

274



Appl. Sci. 2018, 8, 2053

18. Feng, J.; Shen, W.Z.; Hansen, K.S.; Vignaroli, A.; Bechmann, A.; Zhu, W.J.; Larsen, G.C.; Ott, S.; Nielsen, M.;
Jogararu, M.M.; et al. Wind farm design in complex terrain: The FarmOpt methodology. In Proceedings of
the China Wind Power 2017, Beijing, China, 17–19 October 2017.

19. Feng, J.; Shen, W.Z. Design optimization of offshore wind farms with multiple types of wind turbines.
Appl. Energ. 2017, 205, 1283–1297. [CrossRef]

20. EMD: WindPRO. Available online: https://www.emd.dk/windpro/ (accessed on 7 July 2018).
21. DTU Wind Energy: WAsP CFD. Available online: http://www.wasp.dk/waspcfd (accessed on 7 July 2018).
22. Politis, E.S.; Prospathopoulos, J.; Cabezon, D.; Hansen, K.S.; Chaviaropoulos, P.K.; Barthelmie, R.J. Modeling

wake effects in large wind farms in complex terrain: The problem, the methods and the issues. Wind Energ.
2012, 15, 161–182. [CrossRef]

23. Sessarego, M.; Shen, W.Z.; van der Laan, M.P.; Hansen, K.S.; Zhu, W.J. CFD Simulations of flows in a wind
farm in complex terrain and comparisons to measurements. Appl. Sci. 2018, 8, 788. [CrossRef]

24. Song, M.X.; Chen, K.; He, Z.Y.; Zhang, X. Wake flow model of wind turbine using particle simulation.
Renew. Energ. 2012, 41, 185–190. [CrossRef]

25. Kuo, J.; Rehman, D.; Romero, D.A.; Amon, C.H. A novel wake model for wind farm design on complex
terrains. J. Wind Eng. Ind. Aerod. 2018, 174, 94–102. [CrossRef]

26. Feng, J.; Shen, W.Z. Modelling wind for wind farm layout optimization using joint distribution of wind
speed and wind direction. Energies 2015, 8, 3075–3092. [CrossRef]

27. Riley, S.J.; DeGloria, S.D.; Elliot, R. A terrain ruggedness index that quantifies topographic heterogeneity.
Intermt. J. Sci. 1999, 5, 23–27.

28. Feng, J.; Shen, W.Z.; Xu, C. Multi-objective random search algorithm for simultaneously optimizing wind
farm layout and number of turbines. J. Phys. Conf. Ser. 2016, 753, 032011. [CrossRef]

29. Feng, J.; Shen, W.Z. Wind farm power production in the changing wind: Robustness quantification and
layout optimization. Energ. Convers. Manag. 2017, 148, 905–914. [CrossRef]

30. Blum, C.; Roli, A. Metaheuristics in combinatorial optimization: Overview and conceptual comparison.
ACM Comput. Surv. 2003, 35, 268–308. [CrossRef]

31. Saavedra-Moreno, B.; Salcedo-Sanz, S.; Paniagua-Tineo, A.; Prieto, L.; Portilla-Figueras, A. Seeding
evolutionary algorithms with heuristics for optimal wind turbines positioning in wind farms. Renew. Energ.
2011, 36, 2838–2844. [CrossRef]

32. Han, X.; Liu, D.; Xu, C.; Shen, W.Z. Atmospheric stability and topography effects on wind turbine
performance and wake properties in complex terrain. Renew. Energ. 2018, 126, 640–651. [CrossRef]

33. Khan, S.A.; Rehman, S. Iterative non-deterministic algorithms in on-shore wind farm design: A brief survey.
Renew. Sust. Energ. Rev. 2013, 19, 370–384. [CrossRef]

34. Chowdhury, S.; Zhang, J.; Messac, A.; Castillo, L. Unrestricted wind farm layout optimization (UWFLO):
Investigating key factors influencing the maximum power generation. Renew. Energ. 2012, 38, 16–30.
[CrossRef]

35. Chuang, Y.C.; Chen, C.T.; Hwang, C. A simple and efficient real-coded genetic algorithm for constrained
optimization. Appl. Soft Comput. 2016, 38, 87–105. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

275



applied  
sciences

Article

Development of an Efficient Numerical Method for
Wind Turbine Flow, Sound Generation, and
Propagation under Multi-Wake Conditions

Zhenye Sun 1, Wei Jun Zhu 1,2,*, Wen Zhong Shen 2, Emre Barlas 3, Jens Nørkær Sørensen 2,

Jiufa Cao 1 and Hua Yang 1

1 School of Hydraulic Energy and Power Engineering, Yangzhou University, Yangzhou 225127, China;
zhenye_sun@yzu.edu.cn (Z.S.); jfcao@yzu.edu.cn (J.C.); yanghua@yzu.edu.cn (H.Y.)

2 Technical University of Denmark, 2800 Lyngby, Denmark; wzsh@dtu.dk (W.Z.S.); jnso@dtu.dk (J.N.S.)
3 Goldwind Energy ApS, 8382 Hinnerup, Denmark; eba@goldwinddenmark.com
* Correspondence: wjzhu@yzu.edu.cn; Tel.: +86-139-2160-2334

Received: 26 November 2018; Accepted: 20 December 2018; Published: 28 December 2018

Abstract: The propagation of aerodynamic noise from multi-wind turbines is studied. An efficient
hybrid method is developed to jointly predict the aerodynamic and aeroacoustics performances of
wind turbines, such as blade loading, rotor power, rotor aerodynamic noise sources, and propagation
of noise. This numerical method combined the simulations of wind turbine flow, noise source and
its propagation which is solved for long propagation path and under complex flow environment.
The results from computational fluid dynamics (CFD) calculations not only provide wind turbine
power and thrust information, but also provide detailed wake flow. The wake flow is computed with
a 2D actuator disc (AD) method that is based on the axisymmetric flow assumption. The relative
inflow velocity and angle of attack (AOA) of each blade element form input data to the noise source
model. The noise source is also the initial condition for the wave equation that solves long distance
noise propagation in frequency domain. Simulations were conducted under different atmospheric
conditions which showed that wake flow is an important part that has to be included in wind turbine
noise propagation.

Keywords: wind turbine noise source; wind turbine noise propagation; wind turbine wake

1. Introduction

The generation and propagation of wind turbine aerodynamic noise exhibit several special
characteristics as compared to some other industrial noise problems. Considering the generation
of wind turbine aerodynamic noise, the rotor aerodynamic noise level depends on airfoil profiles
at cross sections, blade shape (the spanwise distribution of chord, twist, and airfoils), rotor size,
rotational speed, yaw angle, tilt angle, pitch setting, the angular position of blades, wind speed profile,
inflow turbulence level, density, and viscosity of air. From the perspective of aerodynamic noise
propagation (ANPropagation), aerodynamic noise source (ANSource) of large wind turbines is often
located at high altitude which leads to more significant problem for ANPropagation over long range.
Intrinsically, the study of wind turbine noise is a multi-disciplinary subject which should consider
wind farm aerodynamic noise generation (ANGeneration), ANPropagation, and energy production.
However, ANGeneration from a single airfoil has a similar basis in the nature of aerodynamics
and aeroacoustics as that from a large wind farm. Sophisticated numerical methods are needed to
understand the physical mechanisms of flow induced noise. Computational aero-acoustics (CAA)
methods were widely applied favored by the high-performance computing technology. However,
advanced large eddy simulation (LES)/CAA method still requires heavy computational effort.
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Consequently, conventional CAA methods are neither efficient to model wind farm noise source,
nor to predict long range ANPropagation. In the following paragraphs, feasible aerodynamic and
aero-acoustic modeling techniques are briefly reviewed and the numerical methods employed in the
current study are introduced.

As a prerequisite for wind turbine noise source and propagation modeling, a proper aerodynamic
tool should be considered. There are many methods developed for wind turbine aerodynamic
simulations. The classic blade element momentum (BEM) method [1,2] is a commonly used
semi-engineering technique that simulates the aerodynamics of a single wind turbine. With a BEM
model, one can apply engineering approaches to compute the noise source level of a wind turbine.
When the prediction accuracy increases, the model complexity as well as the computational cost also
increases. It is known that the CFD based methods predict the rotor aerodynamic forces and the wake
flow behind the rotor more accurately. Considering long-distance ANPropagation of wind turbines,
CFD methods become time consuming because the wake flow should be simulated in the large range
whose size is the same as that of the ANPropagation. In the present study, the velocity field is the
input data for the ANPropagation solver. Instead of conventional CFD methods, other sophisticated
methods are developed for wind turbine applications, such as the AD/AL/AS (actuator disc /actuator
line /actuator surface) methods, these methods have good trade-off between model accuracy and
computational efficiency. The actuator disc method [3,4] is applied in this study which has relatively
high computational efficiency. The rotor is assumed as a permeable disc. The aerodynamic loadings
of the rotor are treated as external volume force terms of the momentum equations of Navier–Stokes
(NS) equations. The rotor disc of a horizontal axis wind turbine (HAWT) has an inherent axisymmetric
characteristic. In this study, to reduce computational time the 3D-AD method is simplified to 2D-AD.
The boundary condition of rotor center is axisymmetric, such that the obtained flowfield with 2D-NS
equations will be exactly identical to that of the 3D case. Since the axisymmetric assumption is made,
it has to be mentioned that the solution only holds correct for axisymmetric uniform inflow conditions
and rotor under no yaw and tilt manipulations.

Dealing with the modeling of ANSource, the CAA methods, based on high fidelity
techniques [5–10], can model the physical details of flow induced noise mechanisms. Nevertheless,
the atmospheric acoustic scientists mainly focus on sound propagation problems with larger scales or
sizes [11–13]. It is true that the governing equations of most CAA based methods can solve both wind
turbine ANGeneration and ANPropagation problems, but the heavy simulation cost often limits the
computational domain into small size. It is clear that more efficient methods with less computational
effort are needed. To satisfy this requirement, the flow passing wind turbine, the ANSource and the
ANPropagation through long path are naturally combined together in this study. The engineering
ANSource model for wind turbine [14–16] is built into the above mentioned AD flow solver. Such that
the relative inflow velocity and AOA of each blade section are obtained from the AD-CFD simulation
and then fed into the noise source model of wind turbine.

Afterwards, the relative sound pressure level (RSPL) from wind turbines is simulated over large
distances from the turbine positions to the desired receivers. The wind turbine ANSource are the
key inputs to the propagation solver [11,12]. The wind turbine wake flow, computed by the AD-CFD
method, is considered as the medium of ANPropagation. The complex flow environment is found
as an important factor for long-path wind turbine ANPropagation. In the previous study of Lee [17]
and Heimann [18], the influences of atmospheric conditions on ANPropagation were investigated.
Both studies showed that there is large noise variation under different wind profile and atmospheric
stability conditions. More recently, this parabolic equation (PE) method is used by Barlas et al. [19,20]
for wind turbine noise applications. It was clearly shown that the wind turbine ANPropagation has
different refraction characteristics under various wake conditions. The present work focuses on an
integrated method for modeling of flow, ANSource and ANPropagation, and the detailed phenomenon
of ANPropagation through multi-wind turbine wakes are studied.
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This paper is organized following the sequences: In Section 2, the numerical method for wind
turbine flow simulation, ANGeneration and ANPropagation modeling are described; Section 3
provides results of various validation cases first and more results from the integrated flow-noise
model afterwards; conclusions are provided in the last section.

2. Numerical Methods

The related numerical methods applied in the study are described separately in this section: (1)
The RANS/AD model for wind turbine flow simulation; (2) The BPM (named after Brooks TF, Pope DS,
Marcolini MA [14]) wind turbine ANGeneration model; (3) The wind turbine ANPropagation model.
The relations between the solvers are shown in the schematic diagram below in Figure 1. It is seen that
the flowfield data are the input to both the wind turbine noise source and propagation models.

 

Figure 1. Schematic diagram of relations between the developed solvers.

2.1. RANS/AD Method

To simulate the flow passes wind turbine rotor, the general equations are modified by adding the
aerodynamic loadings of the rotor as external volume force terms in the momentum equations of the
NS equations
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∂xi
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− 2

3
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where xi is the displacement in the inertial coordinate system and ui is the velocity components. t,
ρ, and P represent time, air density and pressure respectively. ν is the kinematic viscosity term, fext

is the added source term. With the assumption based on the axisymmetric property of the HAWT,
2D-RANS/AD method is utilized such that the computational effort can be greatly decreased.

The rotor is assumed as permeable disc such that the mass equation remains unchanged. To avoid
numerical instability the volume force in Equation (2) should be smeared along the flow direction
using 1D Gaussian function. For the elements which are away from the disc with a normal distance of
d, the smeared force f ’ is computed by convolution computation

f ′ = fAD ⊗ η1D (4)

η1D(d) = 1/
(
ε
√

π
)

exp
[
−(d/ε)2

]
(5)
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where the free parameter ε = 3Δz is three times larger than the axial size of reference grid Δz. What is
more, the body forces of rotor can be computed using blade element theory with the aerodynamic data
of airfoil and the simulated information of flowfield.

The present 2D-AD method solves the ideal axisymmetric flowfield. The axial and tangential
induced velocities are naturally combined with the NS equations, such that the inflow angle and the
relative inflow velocity are determined from

φ = tan−1
(

V0 − Wz

Ωr + Wθ

)
, V2

rel = (V0 − Wz)
2 + (Ωr + Wθ)

2 (6)

The local AOA is easily computed by α = φ − γ, where γ is the real twist angle (added by pitch)
at local blade element. The lift and drag forces per unit span are computed using Equation (7) with the
aerodynamic data of airfoil.

L =
1
2

ρV2
relcBCl , D =

1
2

ρV2
relcBCd (7)

The blade forces are updated after each iteration using newly computed velocity field, then the
external volume force terms of the NS equations apply renewed blade forces in the next iteration.

2.2. BPM Model for Noise Source or Generation

The original BPM noise model was developed by Brooks et al. [14] which is able to predict airfoil
self-noise. The model was based on scaling the wind tunnel experimental data using the NACA 0012
airfoil with chord lengths varies from 2.5 cm to 61 cm. Here, the BPM model was integrated with the
BEM method [15] in order to deal with the complicated flow for wind turbine. The required boundary
layer thickness data in the BPM model is obtained from the Xfoil computation so that this data varies
with the airfoils rather than fixed with NACA 0012. A general expression of the BPM model is shown
in Equation (8)

SPL = 10log10

(
δMnlD

r2

)
+ G1(St) + G2(Re) + G3(δ) + C (8)

In the equation, it is shown that rotor aerodynamic noise is mainly a function of parameter δ

which represents boundary layer thickness. The boundary layer thickness depends on airfoil shape,
Reynolds number, AOA, turbulence level etc. l is the spanwise length of an airfoil segment. G1, G2, and
G3 are related to the Strouhal number St, Mach number M, Reynolds number Re and boundary layer
thickness parameter δ. Detailed descriptions of noise mechanisms can be found in references [14,15].
ANSource level of rotor generally depends on the blade shape and operational conditions, such as
rotational speed, wind speed, yaw, tilt, etc. Instead of combining the engineering BEM model, the
BPM noise model is directly integrated into the NS equations with the AD model. The BPM model
is a passive subroutine that can be activated anytime with the inflow velocity and AOA provided
from AD simulations. The trailing edge boundary layer thickness is interpolated from the existing
database prepared with Xfoil through a wide range of Reynolds numbers and AOAs. To take clean
and rough blade surface conditions into account, the boundary layer thickness database is created
under different surface roughness cases, such that wind turbine noise under free transition and fully
turbulent flows can be modelled. A fully-turbulent boundary layer thickness database is utilized to
calculate the noise of rotor whose blade surface is rough, and free transition database is applied for a
rotor with a clean surface.

2.3. Noise Propagation Method

Sound speed in an ambient flow is written as ce f f = c+ vx where c is the constant sound speed at a
given air temperature, vx is the wind speed component through the propagation path. The wind speed
components may come from field measurements, empirical expressions or numerical simulations.
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For an incompressible wind flow, the air density is assumed as a constant, the wave equation in a
moving atmosphere reads [12]

[
∇2 + k2(1 + ε)− 2i

ω

∂vi
∂xj

∂2

∂xi∂xj
+

2ik
c0

v · ∇
]

P′(r) = 0 (9)

where k = ω/c0, ω is the radian frequency of sound wave, c0 is the reference sound speed, P′(r)
denotes the monochromatic field of sound pressure and ε = (c0/c)2 − 1. If the effect from ambient flow
is neglected, this equation can be further reduced to Helmholtz equation. The ANSource of a wind
turbine is placed on the left boundary of the computational domain depicted in Figure 2. A classical
approach to represent a monopole ANSource is to distribute the source along the vertical direction
which is also called starting field. In this study, the rotor noise source is located at the hub height as
sketched at the left side of the boundary. Based on the initial source strength, the equation or the sound
pressure amplitude is computed along the x-direction, such that solution is renewed from P(x) to P(x +
Δx). The boundary condition applied on the ground surface is calculated from the impedance of the
ground. The empirical impedance model for absorbing materials developed by Delany and Bazely [21]
is used in this study,

Z = 1 + 0.0511
(

σ

f

)0.75
+ i 0.0768

(
σ

f

)0.73
(10)

where Z is the normalized acoustic impedance, σ represents the flow resistivity and f is the frequency.
The similar approach can be applied on the top surface. A constant of the normalized acoustic
impedance Z = 1 is implemented on the top grid, such that the vertical waves through the top surface
is vanished without any reflection. However, to sufficiently eliminate wave reflections, an absorbing
layer is defined on top of the grid. As shown in the figure, the grey region sketched on top of the
domain is the absorbing layer. In the study, the width of such an absorbing layer is defined as 50λ.
This implies that for lower frequency sound propagation, a larger absorbing layer is needed. The sound
pressure along the vertical line is updated from step n to n + 1 until the receiver position is reached.
The solution procedure starts with the separation of the forward and backward propagation waves.
Here, only the forward wave propagates from source towards receiver is considered (in the positive
x-axis), which is in the downwind direction. Detailed mathematical manipulations of the equation are
found in [12,13].

According to the methodologies described in Sections 2.1 and 2.2, the noise spectrum of a given
wind turbine is the logarithmic sum of sound pressure level (SPL) from all the blade elements such that

Lp( f ) = 10log10

(
n

∑
i

100.1SPLi
total

)
(11)

where n is the number of the blade elements and SPLi
total is the SPL of the ith blade element, which

accounts for all the noise mechanisms. The SPL of wind turbine ANSource Lp( f ) is the initial condition
for calculating long-path ANPropagation. The sound power level Lw( f ), which is a representation of
wind turbine total noise strength, it does not change with propagation range. The SPL at the receiver is

Lp( f ) = Lw( f )− 10log104πD2 − αD + ΔL (12)

where the first term on the right side is the sound power level, the second term −10 log10 4πD2 is the
geometric attenuation term that corresponds to the sound intensity loss when the sound wave sphere
is expanding. The third term shows the attenuation due to air absorption, which is proportional to
the absorption coefficient α and the propagation length D. ΔL is the relative SPL differences caused
by factors such as ground reflection/absorption (flat/irregular terrain), atmospheric refraction, wind
and turbulence and sound barriers, etc. It does not include the effects of geometric attenuation and air
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absorption. The ΔL varies along the propagation path with these factors, which is beneficial to clearly
manifest the effects of propagation. Most of the discussions and results in Section 3 are dealing with
this relative pressure level which is abbreviated as RSPL. The values of α depend on sound frequency,
air temperature, pressure and humidity. In the following studies, unless specified separately, a relative
humidity of 70% and temperature of 10 ◦C are assumed.

Figure 2. Demonstration of grids in the plane of propagation utilized in the simulations.

The wave equation is solved based on each frequency. The ANSource and wake information
of given wind turbines from BPM/AD computations are combined into the ANPropagation solver.
For each frequency, the corresponding ANSource, known as the starting field, is individually applied
as the initial condition to the computational domain. Detailed descriptions about starting field
formulation can be found in publication from Salomons [11]. The horizontal size of the simulation
range is determined by the location of the receiver. However, the size of the vertical domain is flexible
such that the height of domain can vary with the simulated frequency. The maximum vertical size of
the grid should be less than Δx = Δz = λ/8 so that a sound wave can be resolved with at least eight
grid points. As a result, the domain height is inversely proportional to frequencies for a fixed number
of vertical grids. Besides, a larger CFD domain should be used in the simulation such that the flow
field can fully cover the noise propagation domain.

3. Results and Discussions

A few validations about ANPropagation cases are shown first. Under various flow conditions,
the flow passing wind turbine rotor, ANGeneration and ANPropagation problems are discussed in
detail. The RSPL ΔL over a long distance is computed for each frequency. After the validations, the
wind turbine ANPropagation across multi-wakes is shown. In all the cases, the temperature at the
ground level is 15 ◦C, such that the equivalent sound speed is 340 m/s.

3.1. Validation of Long-Range Sound Propagations without Ambient Flow

This validation case considers the idealized long-range sound propagation without any moving
medium or temperature gradient effects. The terrain contains a flat and acoustically soft surface with a
total length of 200 m. The flow resistivity of a grassland are usually in range from 100 kPa · s · m−2

to 300 kPa · s · m−2. The absorbing ground surfaces in the current simulation has a flow resistivity of
250 kPa · s · m−2. The ANSource locates at x = 0 m, z = 0.5 m and the receiver at x = 200 m, z = 1.5 m.
The current results are compared with the data presented in reference [22] where either measured
data or data obtained from other models are available. The sound transmission losses over 200 m are
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shown in Figure 3 where the selected frequencies in the 1/3-octave band are gathered. At very low
frequencies, i.e., f = 20 Hz and f = 40 Hz, the RSPL ΔL is increased with the propagation distance.
At higher frequencies, ΔL gradually decreases along the propagation distance. The ΔL values at 200 m
are compared in Figure 4 which shows that there is a large propagation loss between 400 Hz and
1000 Hz. The present simulation agrees with the reference data and the simulation obtained from the
Nord2000 commercial model [23].

Figure 3. Sound transmission loss over 200 m at various frequencies (soft ground).

 

Figure 4. Comparisons of the RSPL in 1/3-octave bands.

3.2. Validation of Long-Range Sound Propagations with a Positive Temperature Gradient

In this case, the terrain distance, source, and receiver locations remain the same, but the ground
is an acoustically hard surface, meaning that the flow resistivity is close to infinity. The temperature
gradient was measured as 0.0846 K/m. If a linear temperature variation is assumed, the temperature
and sound speed profiles are easily computed using the following relations

T =
∂T
∂z

· z + T0 (13)

c = c0 ·
√

T/T0 (14)
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Such a temperature gradient leads to a downward sound propagation. As a result, the RSPL
along the propagation direction will probably increase. In Figure 5, it is seen that there is a general
increase of ΔL along the propagation path except near the source locations (x < 40 m). The ΔL values
are gathered at x = 200 m distance and are depicted in Figure 6. It is found that the ΔL values are
positive between 20 Hz and 5 kHz. The current prediction fits well with the reference data.

Figure 5. Sound transmission loss over 200 m at various frequencies (rigid ground and downward refraction).

 

Figure 6. Comparisons of the RSPL in 1/3-octave bands at a distance of 200 m.

3.3. Validation of Long-Range Sound Propagations with Upward Refraction under Wind Condition

Similar as shown in the previous test case, the ground acoustic impedance is also infinity. However,
an upward refraction case is considered which is caused by a moving atmosphere. The wind speed
recorded at 10 m height above the ground is −4.165 m/s, and the surface roughness length is 0.1 m.
In a moving medium, the sound speed can be computed using the equation below

ce f f (z) = c0 + b ln
(

z
z0

+ 1
)

(15)

where ce f f is the profile of effective sound speed along the vertical direction, c0 = 340 m/s is the
sound speed and z0 = 0.1 m is the roughness height. Knowing the wind speed at 10 m height and
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the roughness length, it is easy to show that b ≈ −1. Such a sound speed profile represents a slightly
upward atmospheric refraction. In Figure 7, except at very low frequencies, the RSPL decays very fast
along the propagation path. Figure 8 shows a very good agreement with the reference data which
indicates the capability of the current method to handle noise propagations through moving media.

 

Figure 7. Sound transmission loss over 200 m at various frequencies (rigid ground and upward refraction).

Figure 8. Comparisons of the RSPL in 1/3-octave bands.

3.4. Coupled Flow and Noise Simulations for a Wind Turbine Array

3.4.1. Wake Modeling of a Wind Turbine Cluster

Wind turbine flow are simulated for a Vestas wind turbine called NM80. The AOA and the
relative velocity at all blade elements from RANS/AD simulations are inputted to the BPM model.
The AD solver is much more efficient because it represents the rotor by volume force term rather than
the dense body-fitted-mesh around blade surface. The flow computations are carried out with the
in-house developed flow solver [24–26] which is an incompressible flow solver.

The grid for AD simulation and a typical flowfield with multi-wake structures are depicted in
Figure 9. In Figure 9a, two wind turbines, depicted with thick white lines, are used for demonstration.
The inflow boundary is applied on the left and top domain edge (numbered as 1 in Figure 9), the
axisymmetric boundary on bottom edge (numbered as 2) and outflow boundary on the right edge
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(numbered as 3). The computational domain consists of the several blocks whose number is the same
as that of wind turbines to be investigated. Each block contains grid points of 64 × 64. Using this
approach, multi-wake flowfield can be efficiently modelled. A typical horizontal velocity contour plot
is shown in Figure 9b.

(a) 

(b) 

Figure 9. (a) Mesh topology; (b) stream-wise flow with multi-wakes.

To show the model accuracy, in Figure 10, some results from the current simulations using RANS
turbulence model are compared with the LES results under same flow conditions [27,28]. On the
modeling of wind turbine wake, many studies can be found [29–31]. In the present study, it is not
of our primary interest to go into more details on this topic. Some more details of the AD modeling
approach and cross comparisons can be found from our previous works [32–34].

 

Figure 10. Comparisons of the normalized wake velocity from LES and RANS simulations, for
down-stream locations of 5D and 7D after a single wind turbine.

3.4.2. Modeling of the Wind Turbine ANSource

As is shown in the above AD simulation, every wind turbine has different inflow conditions
because some wind turbines are in the wake of another, which leads to different ANSources.
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The simulation were conducted for a free-stream wind velocity of 8 m/s. For a receiver at 120 m far
away, the detailed noise spectra solely from the first upstream wind turbine are shown in Figure 11.
The noise spectra for other downstream wind turbines will be shown in the later sections. As shown in
the figure, the total SPL spectrum is name as SPL-TOTAL which is logarithmically summed from several
noise mechanisms. These noise mechanisms include: noise from blade tip (SPL-TIP); from trailing
edge bluntness (SPL-TEBLUNT); from the shedding of laminar boundary layer vortex (SPL-LBLVS);
from flow separation (SPL-SEPARATION); from turbulent boundary layer trailing edge (SPL-TBLTE);
from turbulent inflow (SPL-INFLOW) [14–16]. Later, the total noise spectrum will be applied into the
noise propagation computations.

Figure 11. Aerodynamic noise source spectra of a single wind turbine.

3.4.3. Sound Profiles Inside wind Turbine Wakes

Although the flow and the noise source are modelled without wind and temperature gradients,
in reality the effective sound speed profile will be affected by wind and temperature profiles. It was
shown that the combinations of wind speed and temperature gradient forms different types of
sound speed profiles [35]. Three idealized initial sound profiles are considered in the following
sound propagation simulations. In Figure 12a, a uniform sound speed at temperature of 15 ◦C is
assumed at the left boundary. The wind turbines are separated with a normalized distance of seven
rotor diameters. For example, the second wind turbine is located at x = 560 m and the third wind
turbine is located at x = 1120 m. Inside the computational domain, the sound speed is superimposed
with the wind turbine wake field. Similarly, Figure 12b,c represent downward and upward sound
speed contours. These sound profiles merge with the wind turbine multi-wakes and show distinct
characteristics. The sound profiles have significant effects on wind turbine noise propagation as shown
in the next subsection.
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(a) 

(b) 

(c) 

Figure 12. Initial sound speed profiles at upstream and effective sound speed contours in the wake
flow. (a) Uniform initial sound profile transmitted into wake; (b) upward refraction sound profile
transmitted into wake; (c) downward refraction sound profile transmitted into wake.

3.4.4. Wind Turbine ANPropagation across Multi-Wake

As shown in Figure 13, the RSPL or ΔL is simulated along 1500 m propagation distance, at
f = 300 Hz and with the noise spectrum in Figure 11. The first wind turbine locates at x = 0 m, the
second at 560 m and the third at 1120 m. The distance between each wind turbine are relative large.
The wind turbine ANSource are placed at a height of 70 m. The ANSources from the second and third
wind turbines, depicted as white lines, are not considered so as to focus on the propagation phenomenon
through the wakes. In Figure 13, RSPL results are shown under several conditions: (1) Case 1,
ANPropagation under homogeneous atmospheric condition, no wake effect; (2) Case 2, ANPropagation
under homogeneous atmospheric condition, considering multi-wakes; (3) Case 3, ANPropagation under
atmospheric condition of down-ward refraction, considering multi-wakes; (4) Case 4, ANPropagation
under atmospheric condition of upward refraction, considering multi-wakes. It is shown that the
wind turbine ANPropagation is clearly affected by the complicated flow environment. For the case
without any wake effect shown in Figure 13a, the ANPropagation is mainly influenced by the reflection
and absorption of ground. As is shown in Figure 13b, the contours of RSPL is more complicated
than that of Figure 13a which distinctly shows the influences of wake. For atmospheric condition
of downward refracting depicted in Figure 13c, the ‘noise pollution’ band also shows a downward
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reflecting behavior. Additionally, a low-noise zone, shown in blue, can be found near x = 1000 m.
In Figure 13d, a much quieter situation is observed under an upward refraction condition. In such a
case, the quiet zone is located between wind turbine #2 and #3. It should be emphasized that uniform
inflow boundary condition is applied in the flowfield simulations of Figure 13c,d. However, the
un-uniform or down/up-ward atmospheric conditions, which means atmospheric altitude-dependent
variation of the sound speed, are used in the ANPropagation computations.

(a) Case 1 

(b) Case 2 

(c) Case 3 

(d) Case 4 

Figure 13. ANPropagation from the first ANSource: (a) Case 1, homogeneous atmospheric condition,
no wake effect; (b) Case 2, homogeneous atmospheric condition with multi-wakes; (c) Case 3,
downward refraction and multi-wakes; (d) Case 4, upward refraction and multi-wakes.
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Manifesting the noise received by humans, the RSPL or ΔL at h = 2 m is extracted from Figure 13
and shown in Figure 14.The sound attenuation ΔL of Case 1 starts to vary linearly with the propagation
distance at around x = 400 m, because the reflection effect becomes weaker after that. In contrast,
the ΔL of Case 2, 3, and 4 vary obviously even after a long distance. In Cases 2 and 3, ΔL fluctuates
over distance due to the wake effect and the strong downward refraction respectively. Whereas in
Case 4, a more significant RSPL loss is shown which is caused by the upward refraction. It should be
mentioned that the ΔL values might be quite different when the observer height changes. From this
comparison, it can be concluded that ANPropagation can be greatly influenced by the environmental
conditions. What is more, the change of SPL in the near downstream is much smaller than that at far
downstream (x > 400 m), which shows the significance of long distance wind turbine noise predictions
under complex atmospheric conditions. The near field (x < 400 m) simulations and measurements only
belong to ANSource study which is not identical to the long-path ANPropagation.

 

Figure 14. The RSPL at 2 m height extracted from four cases of Figure 13.

Result shown in Figure 14 represents the ΔL solely due to propagation which is computed at a
fixed frequency of f = 300 Hz. Repeating the calculation for many frequencies and extracting the data
at a receiver 1500 m away and 2 m height, a full spectrum of ΔL will be obtained. Using Equation (12)
and considering all the effects (including ΔL), the SPL at receiver’s location under Case 1 and Case
3 is gathered and shown in Figure 15. Besides, the spectrum of ANSource and at receiver’s location
(without ΔL) are also depicted in Figure 15. In this work, the ANSource is considered in an 1/3-octave
band from 20 Hz to 5000 Hz. Since a minimal eight grid points are needed to resolve a sound wave,
the grid number for high-frequency simulations increases sharply if the same domain size is adopted.
For instance, there is a 100-fold increase in the grid number for frequency of 3000 Hz compared with
that of 300 Hz. To reduce the computational effort, frequencies above 5000 Hz are not considered here.
Another reason is that the noise reduction due to air absorption, −αD in Equation (12), is much larger
than the other factors at large frequency (f > 5000 Hz). The SPL at the source location is shown with
black line with asterisk and labeled as ‘Source: Lp’ in Figure 15. The black lines with stars represent the
SPL at receiver (2 m height at x = 1500 m) without considering the propagation loss ΔL in Equation (12).
The blue line (Case 1) and red line (Case 3) consider all the factors, including geometric attenuation,
air absorption and ΔL, in the long-path ANPropagation simulations. The big deviation between the
two black lines demonstrates that the geometrical attenuation (10 log10 4πD2) contributes most to the
ANPropagation loss. The even larger reduction of noise, when f > 1000 Hz, means that air absorption
has a larger effect at high frequencies. The differences between blue/red lines and the black line with
stars implies the value of ΔL. The value of blue and red lines are larger than that of black line with
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stars, which means positive ΔL near low frequency (f = 30 Hz). However, Case 1 and Case 3 show
opposite ΔL around f = 200 Hz which implies the influences of wake and downward refraction.

 

Figure 15. SPL of wind turbine #1 (Source: Lp) received at 1500 m distance (2 m height): with geometric
attenuation and air absorption, Case 1 and Case 3 with all propagation effects.

Similar as the previous simulations, the following study focuses on the noise propagation area
between 1120 m and 2500 m, and a higher frequency f = 1000 Hz is selected. In this region, the three
individual wind turbine noise sources propagate and superimpose on each other. In Figure 16a, the
results cover the entire domain behind the last wind turbine. The solution differs from Figure 13a
in the sense that it is the RSPL from all the three wind turbines. In Figure 16b, the uniform sound
profile at the inlet boundary is affected by the multi-wake (see Figure 12a), such that the resulted
RSPL is enhanced around wake center. With the prescribed sound profile of Figure 12b, the RSPL is
refracted downwards, as shown in Figure 16c. Similarly, using the sound profile given in Figure 12c,
the resultant sound propagation is refracted upwards, see Figure 16d.

Figure 17 better illustrates the superposition of the sound pressure propagates from each wind
turbine, which is a decomposition of Figure 16d. In the first figure, noise is generated from wind
turbine #1 and propagates through the wake flow. The other two wind turbines are depicted with
white lines, which imply that they are currently excluded for noise propagation. In the next simulation,
shown in Figure 17b, ANPropagation from wind turbine #2 is individually considered, which excluded
noise propagation from wind turbine #1 and #3. Similarly, wind turbine #3 is then considered for
ANPropagation, which does not take account of the two upstream wind turbine noise propagations.
The total RSPL is the summation of sound pressure following the logarithmic sumation rule, which is
shown in Figure 17d.

Figure 18 shows the RSPL or ΔL extracted from a line at 2 m high. The overall sound pressure
variation for different cases is smaller as compared to the previous results shown in Figure 14. This is
due to the mixing of three individually simulated propagation field. Among all the test cases, Case 3
can be regarded as the worst-case scenario. For example, around the distance of x = 1800 m, there is an
obvious increase of SPL due the strong downward refraction at this region, which is also observed in
Figure 16c at x = 1800 m.
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(a) Case 1

(b) Case 2 

(c) Case 3 

(d) Case 4 

Figure 16. ANPropagation from all ANSources: (a) Case 1, homogeneous atmospheric condition, no
wake effect; (b) Case 2, homogeneous atmospheric condition with multi-wakes; (c) Case 3, downward
refraction and multi-wakes; (d) Case 4, upward refraction and multi-wakes.

(a)

Figure 17. Cont.
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(b) 

(c) 

(d) 

Figure 17. RSPL simulated at f = 1000 Hz and b = −3: (a) ANPropagation by wind turbine #1
downstream of the wakes of wind turbines # 1, 2, 3; (b) ANPropagation by wind turbine #2 downstream
of the wakes of wind turbines #2, 3; (c) ANPropagation by wind turbine #3 downstream of the wakes
of wind turbine #3; (d) superimposed RSPL from all wind turbines #1, 2, 3.

Figure 18. The RSPL at 2 m height extracted from four cases of Figure 16.

Similar to the procedures previously mentioned for Figure 15, Figure 19a–c show the noise spectra
from wind turbines #1, 2, and 3, respectively. The difference is that the three wind turbines are
individually considered for its noise generation and propagation at the given frequencies (20 Hz–
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5000 Hz). Due to the presence of velocity deficit in the wake, the inflow conditions of the two
downstream wind turbines are slightly different, and thus the ANSources of the three wind turbines
are slightly different from each wind turbine. In each figure, the original ANSource is shown on top of
the other noise spectra. Similar to the situations in Figure 15, geometrical attenuation plays an primary
role in the large noise reduction for ANPropagation at f < 1000 Hz, and the noise absorption by air
has a strong effect at f > 1000 Hz. As expected, Case 3 shows more distinct characteristics for the
frequencies. In Figure 19, the receiver is fixed at x = 2500 m, z = 2 m, therefore the sound pressure is
largely attenuated for wind turbine #1 due to the longest propagation distance. A similar behavior
is seen for wind turbines #2 and #3, where the noise level is the highest for wind turbine #3 due to
the shortest relative distance from source to receiver. Figure 19a–c also show that at different relative
propagation distances 2500 m (#1), 1940 m (#2) and 1380 m (#3), the distribution of SPL maintains
some similarity. The differences of these sound spectra come from the combined effect of wake flow
and the propagation distance. Finally, the total noise received from the three wind turbines can be
got through logarithmically adding the sound spectra from individual wind turbines. In Figure 19d,
the sources Lp1, Lp2, and Lp3 represent the ANSource level of the three wind turbines. The major
difference is seen at the middle frequency range, which is due to the different input velocity data
obtained from flow simulation. Case 1 and Case 3 all show that the most significant influence comes
from wind turbine #3, which is not a surprise. To highlight more detailed difference in the noise spectra,
a few typical values are compared in Table 1. At f = 20 Hz, the summated SPL from three turbines
(Case 3) is 37.92 dB which is 3 dB higher than that from wind turbine #3 (Case 3). This difference
becomes smaller when frequency increases. This implies that the low frequency noise generated
from the far upstream wind turbines still plays an important role. On the other hand, if a simple
sound propagation algorithm is applied, such as shown in the last column of Table 1, a large error is
observed in a frequency range below 1000 Hz. It indicates that the high frequency noise will be heavily
attenuated over long propagation distance except in special cases such as sound propagation over
water (hard surface), stronger downward refraction under special climate conditions.

Table 1. Comparisons of SPL at some selected frequencies

Case 3 (Figure 19c) Case 3 (Figure 19d) Lw−10log104πD2−αD (Figure 19d)

20 (Hz) 34.64 dB 37.92 dB 33.89 dB
100 (Hz) 12.61 dB 15.05 dB 28.53 dB
250 (Hz) 26.25 dB 28.33 dB 27.57 dB
1000 (Hz) 17.10 dB 17.99 dB 18.00 dB

Finally, it is interesting to predict the noise spectra at different receivers. The receiver height is
again fixed at z = 2 m, and the horizontal distances measured from wind turbine #1 are: x = [1620,
1820, 2020, 2220, 2420] m. The noise spectra are shown in Figure 20 and marked with different colors.
The general trend is that the noise level decreases as observer distance increases. However, it does not
always hold true at some distances and frequencies. For example, at x = 1820 m (22.75D), except at low
frequencies, increase of noise level is observed as compared to the x = 1620 m case. The simulations
show that the low frequency noise might be the major wind turbine noise source in the farfield. Since
the spectra are obtained in farfield, the overall SPLs are quite low. According to the wind turbine noise
regulations in many countries (such as 45 dB), the calculated noise evidently fulfill the limit. From the
results, it is seen that SPLs over 1000 Hz is below 20 dB. For future studies, it is indicated that more
focus should be paid on long-path ANPropagation at low frequencies.
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(a) (b) 

  
(c) (d) 

Figure 19. Receiver is fixed at x = 2500 m away from wind turbine #1, and the receiver height is 2 m.
(a) SPL from wind turbine #1 (Source: Lp) to the receiver; (b) SPL from wind turbine #2 (Source: Lp) to
the receiver; (c) SPL from wind turbine #3 (Source: Lp) to the receiver; (d) Total SPL from wind turbines
#1, 2, 3 (Source: Lp1, Lp2, Lp3).

Figure 20. Total SPL from wind turbines #1, 2, 3 received at various distance.
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4. Conclusions

Combing the flowfield aerodynamic simulation and the aeroacoustics computation of multi-wind
turbines is the focus of this paper. To achieve this objective, ANSource modeling, flow simulation
and ANPropagation are individually described and then integrated. The numerical computations are
carried out using the in-house developed tool EllipSys. The ANSource modeling and ANPropagation
modeling are implemented in the platform of EllipSys. The steady CFD simulations are performed
to obtain the flowfield with a relatively efficient 2D-AD solver. The ANSource of wind turbine
is calculated using the flowfield information from CFD computations. Then the ANPropagation is
simulated which needs the data from both CFD simulations and ANSource computations. Results from
different case studies show that a long-path ANPropagation are greatly influenced by different flow
conditions, atmosphere conditions and wake condition. An overall trend is that the ANSource from
wind turbines is broadband, but the received noise level at long travelling distances from multi-wind
turbines is complicated. The noise spectra show that the low frequency noise from a wind turbine
cluster might be an important issue to be further investigated. It has been shown in the results that at a
distance over 1 km (about 12 rotor diameter), the high frequency components are largely attenuated,
say at f > 1000 Hz. In a large wind farm with superimposition of noise sources from multi-wind
turbines, the computational load will be heavy if high frequency noise is simulated. The ray theory, as
compared in Sections 3.1–3.2, is a high-frequency approach therefore the low frequency solutions are
not very accurate if strong refraction and diffraction are represented. The present numerical approach
has same accuracy over all frequency range. However, to solve high frequency ANPropagation,
higher grid density is required, thus increasing computational time. Fortunately, results presented in
Figures 18 and 19 indicate that it is the low frequency noise components that contribute to the long
range wind turbine ANPropagation. The receiver distances shown in Figure 19 ranges from 20 to
30 rotor diameters. It is clear that at such a large distance, attenuation of low frequency noise is still
not significant.
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Abstract: The airfoil plays an important role in improving the performance of wind turbines.
However, there is less research dedicated to the airfoils for Vertical Axis Wind Turbines (VAWTs)
compared to the research on Horizontal Axis Wind Turbines (HAWTs). With the objective of
maximizing the aerodynamic performance of the airfoil by optimizing its geometrical parameters
and by considering the law of motion of VAWTs, a new airfoil, designated the LUT airfoil (Lanzhou
University of Technology), was designed for lift-driven VAWTs by employing the sequential quadratic
programming optimization method. Afterwards, the pressure on the surface of the airfoil and the flow
velocity were measured in steady conditions by employing wind tunnel experiments and particle
image velocimetry technology. Then, the distribution of the pressure coefficient and aerodynamic
loads were analyzed for the LUT airfoil under free transition. The results show that the LUT airfoil
has a moderate thickness (20.77%) and moderate camber (1.11%). Moreover, compared to the airfoils
commonly used for VAWTs, the LUT airfoil, with a wide drag bucket and gentle stall performance,
achieves a higher maximum lift coefficient and lift–drag ratios at the Reynolds numbers 3 × 105 and
5 × 105.

Keywords: airfoil design; aerodynamic; wind tunnel experiment; VAWTs (Vertical axis wind turbines)

1. Introduction

In an urban or offshore environment, Vertical Axis Wind Turbines (VAWTs), especially the
lift-driven type, have unique advantages due to their lower cost, lower noise, simpler structure,
and ability to actively accept wind energy from different directions [1–3]. Moreover, with the
development of distributed wind energy, VAWTs function more efficiently in certain areas, particularly
areas with large fluctuations in wind direction [4,5]. However, compared to Horizontal Axis Wind
Turbines (HAWTs), for a long time, VAWTs have experienced slow development and received very little
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financial support. One reason is the lack of completed theoretical research on VAWTs. For example,
although the multiple flow tube theory, which is based on blade element momentum (BEM), is applied
to the VAWT design, the results are still far from satisfactory because of the lack of adequate theoretical
correction [6]. Another possible reason is that HAWTs have thousands of special airfoils, such as the
FFA (FLYGTEKNISKA FORSOKSANSTALTEN) series, DU (Delft University) series, RISØ series, and S
series. However, little research has been performed on the airfoils for VAWTs, resulting in the lack
of good blades for VAWTs, which further affects VAWT development. Meanwhile, the airfoil plays
an essential role in the design of a wind turbine and greatly affects the wind turbine’s performance.
Therefore, the above factors have led to not only the slow development of VAWTs but also to a heavily
debated topic, i.e., the types of airfoil to use in a VAWT [7].

Many studies that have been conducted on the aerodynamic performance of VAWTs have been
carried out with a focus on commonly used aircraft airfoils. In particular, in previous research,
the symmetrical airfoils of the NACA 00XX series, such as NACA 0012, NACA 0015, and NACA
0018, are widely applied to VAWTs because they help to improve the power coefficient of VAWTs [8];
nevertheless, symmetrical airfoils are unable to properly self-start in VAWTs [9]. Other studies [10,11]
have pointed out that VAWTs with a symmetrical airfoil result in poor performance at low Reynolds
numbers (Re), because the self-start difficulty is worsened under such conditions. Studying the effects
of the airfoil on the aerodynamic performance of VAWTs, Mohamed et al. [12] focused on 25 kinds of
airfoils, and the results indicate that the cambered airfoil LS(1)-0413 increases the power coefficient
compared to NACA 0018. In addition, the cambered airfoil NACA 63-415 has a wider operating range.
The thickness and camber of the airfoil influence VAWTs according to studies of the NACA-4 digit
modified airfoil family or the NACA four-series airfoils [13–15]. However, when the VAWTs work
at a higher tip-speed ratio, the aerodynamic performance of the VAWTs decreases with the constant
increase in both the camber and thickness of the airfoil [11,13]. Therefore, based on these previous
results, it is necessary to consider a moderate camber and moderate thickness in the design of an airfoil
for use in a VAWT.

Additionally, according to previous research, some specially purposed airfoils are developed
for VAWTs. Achieving great success, the Sandia National Laboratory and Natural Resources
Canada carried out a huge volume of work on airfoils for VAWTs through wind tunnel and field
experiments [16,17]. The studies of the Sandia National Laboratory show that the natural laminar
flow airfoil is suitable for VAWTs. As a result, the Somers airfoils are designed based on their
research results; however, they are applied to the curved-bladed Darrieus turbines primarily [7].
Meanwhile, Islam performed meaningful work on VAWTs [9,18,19] by demonstrating the proper
camber and thickness most suitable for VAWTs. Moreover, the MI-VAWT1 airfoil is designed to
solve the problems of the overall cost, the aerodynamic performance, and blade strength. At the
same time, the aerodynamic performance of the MI-VAWT1 airfoil is superior to that of NACA 0015.
In addition, the Technical University of Denmark (DTU) has been dedicated to the research of airfoils
for VAWTs. Its studies [20,21] depict some very thick airfoils that were designed by considering
the structural stiffness of the blade and the aerodynamic characteristics. For instance, the AIR001
airfoil (max. thickness of 25%) can improve the aerodynamic performance in the case of a larger
tip-speed ratio, while the DU12W262 airfoil (max. thickness of 26.2%) can increase blade strength.
Other research [9,22,23] has explored specially purposed airfoils for VAWTs, such as the DU06-W-200,
EN0005, WUP1615, and “TWT series” airfoils from Tokai University. In brief, there are different design
aims for different special-purpose airfoils.

As mentioned above, a great deal of investigation has been done to understand the aerodynamic
performance of VAWTs and the characteristics of the airfoil. However, compared to HAWTs,
the research on special-purpose VAWT airfoils, which affect the aerodynamic performance of VAWTs,
is limited. In addition, there exists room for improvement of many aspects, such as the maximum lift
coefficient, maximum lift–drag coefficient, wide drag bucket, and stall performance, in the aerodynamic
performance of the existing airfoil. Additionally, it is very important that the airfoil has good
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performance at a low Re due to the operating environment of VAWTs. Therefore, the objective
of this paper is to design an airfoil—named the LUT airfoil, a reference to Lanzhou University
of Technology—that shows good aerodynamic characteristics for VAWTs and to investigate the
characteristics of the airfoil at low Re values by wind tunnel experiments. This paper is divided
into three main parts: illustrating the design basis and optimization method in Section 2, describing the
experimental equipment and procedures in Section 3, and reporting the profile and the aerodynamic
performance of the LUT model in Section 4.

2. Basis and Method of Design for the LUT Airfoil

2.1. Design Basis

Figure 1 shows the structure and operation of an H-type VAWT (H-VAWT). The rotational axis of
H-VAWTs is always perpendicular to the incoming airflow Vin, which results in a constantly changing
local angle of attack and a readily occurring dynamic stall [24], especially with a rotor at low speed.
Moreover, the VAWTs typically operate in low-Re environments. Nevertheless, reasonable design
of special airfoil for VAWTs is one of the effective methods to solve the above problems. Therefore,
the characteristics of an airfoil at a low Re and a wide range of angles of attack (α) were also considered
factors in the design of the LUT airfoil.

 

 
 

(a) (b) 

Figure 1. Schematic of an H-type Vertical Axis Wind Turbines (H-VAWT): (a) 3D schematic; and (b) 2D
cross-section. The rotor of the H-VAWT turns counterclockwise; the azimuth angle θ is defined to help
describe the active conditions of an H-VAWT. R is the radius of the rotor in units of mm. ω is the
rotation angular velocity of the rotor in units of rad/s.

2.2. LUT Airfoil Optimization and Design Method

Optimization algorithm and numerical simulation are widely used in design of the airfoil for
VAWTs. Therefore, in this study, the sequential quadratic programming (SQP) method [25,26]
was adopted to design the LUT airfoil, because it can properly solve the problem of constrained
optimization, maintain the approximate second-order drop speed, and effectively handle constraint
conditions. The optimization process is detailed in the following.

The optimization problem can essentially be boiled down to a nonlinear programming problem,
as follows: ⎧⎪⎨

⎪⎩
Min f (X)

s.t.
ci(X) = 0 i = 1, 2, · · · , me

ci(X) ≥ 0 i = me + 1, · · · , m
(1)

where f (X) is the objective function, ci(X) is the constraint condition, me is the number of constraint
conditions of the equation, and m is the number of total constraint conditions.

For the convenience of derivation, the Lagrange function of Equation (1) is:

L(X, λ) = f (X)−
me

∑
i=1

λi · ci(X) (2)
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The gradient vector of this function of x and the Hesse matrix are denoted, respectively, by:

∇xL(X, λ) = ∇ f (X)−
me

∑
i=1

λi∇ci(X) (3)

∇2
xL(X, λ) = ∇2 f (X)−

me

∑
i=1

λi∇2ci(X) (4)

For λ = (λ1, λ2, · · · , λm,), the gradient vector and Hesse matrix of the Lagrange function of X
and λ, corresponding to ∇L(X, λ) and ∇2L(X, λ), respectively, are defined as follows:

∇L(X, λ) =

[
∇ f (X)−∇c(X)λ

−c(X)

]
(5)

∇2L(X, λ) =

[
∇2

xL(X, λ) −∇c(X)
−∇c(X)T 0

]
(6)

where ∇c(X) is the Jacobian matrix for the vector function at X, that is, the matrix of n × m with the

partial derivative
∂cj(X)

∂xi
of the (i, j) element. The first-order Taylor of the gradient vector is expanded to:

∇L(X, λ) = ∇L
(

Xk, λk
)
+∇2L

(
Xk, λk

)[ X − Xk

λ − λk

]
(7)

where k represents the current iteration. It is a necessary condition that the gradient is equal to zero for
the optimal solution of the Lagrange function, that is, ∇L(X, λ) = 0. Substituting Equations (5) and (6)
into the first-order Taylor expansion of the gradient vector produces:

⎡
⎣ ∇2

xL
(

Xk, λk
)

−∇c
(

Xk
)

−∇c
(

Xk
)T

0

⎤
⎦[ X − Xk

λ − λk

]
=

⎡
⎣ −∇ f

(
Xk
)
+∇c

(
Xk
)

λk

c
(

Xk
)

⎤
⎦ (8)

By defining d = X − Xk and replacing ∇2
xL
(

Xk, λk
)

with the Hessen matrix Bk, we can obtain:

⎡
⎣ Bk −∇c

(
Xk
)

−∇c
(

Xk
)T

0

⎤
⎦[ d

λ

]
=

⎡
⎣ −∇ f

(
Xk
)

c
(

Xk
)

⎤
⎦ (9)

This equation is the exact K-T condition of the quadratic programming problem:
⎧⎪⎨
⎪⎩

Min 1
2 dT Bkd +∇ f

(
Xk
)T

d

s.t. ∇c
(

Xk
)T

d + c
(

Xk
)
= 0

(10)

where the vector d represents the search direction, and Bk is the approximation of the Hessen matrix.
In this way, a common constraint problem is transformed into a quadratic programming problem.
Moreover, on this basis, it can be naturally extended to inequality constraints:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Min 1
2 dT Bkd +∇ f

(
Xk
)T

d

s.t.
∇c
(

Xk
)T

d + c
(

Xk
)
= 0

∇c
(

Xk
)T

d + c
(

Xk
)
≥ 0

(11)
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The above SQP method is only locally convergent in theory. To converge to the optimal solution, a
one-dimensional search is required to ensure its overall convergence. The search direction d is obtained
by Equation (11), which is the downward direction of many penalty functions. For example:

Fσ(X) = f (X) + σ

[
me

∑
i=1

|ci(X)|+
m

∑
i=me+1

|min{ci(X), 0}|
]

(12)

where σ is the penalty factor that satisfies σ > max{|λi| i = 1, 2, · · · , m}. A one-dimensional search
based on Fσ

′
(

Xk, d
)
< 0 is carried out along with the d direction, and then the step length tk that

satisfies Fσ

(
Xk + tkd

)
< Fσ

(
Xk
)

is obtained. Meanwhile, the next iteration point can be obtained:

Xk+1 = Xk + tkdk (13)

The flowchart describing the optimization of the airfoil’s aerodynamic shape based on the SQP
method is shown in Appendix A.

Additionally, the aerodynamic performance of the LUT airfoil is obtained under free transition
by employing ANSYS Fluent code during the process of optimization; the numerical solution of the
Reynolds-averaged Navier–Stokes (RANS) equation is used, and the Shear–Stress–Transport (SST) k-ω
turbulence model is employed [27]. Pressure–velocity coupling is achieved by the SIMPLEC scheme,
where the second-order upwind discretization scheme is utilized to calculate the pressure, and the
second-order implicit formula is adopted to test temporal discretization. Figure 2a demonstrates the
geometric scheme and the boundary conditions of the numerical simulation. The walls of the airfoil
are set as non-slip walls, while the other walls are set as free-slip walls. The O-grids are positioned
near the airfoil, and the first grid’s spacing is less than 1 × 10−5 to ensure that the Y+ is less than 1.

 
 

(a) (b) 

Figure 2. Scheme of the geometry and boundary conditions for the numerical simulation:
(a) The semicircular far field is set as a velocity inlet located at 12.5 c (c is chord length) from the
trailing edge of the airfoil, while the outlet condition is the pressure outlet located at 20 c from the
trailing edge of the airfoil. (b) The boundary layer consists of 40 cell layers: the height of first layer is
1 × 10−6; the growth rate of the grid is 1.05 in the boundary layer.

The design results are introduced in the results and discussion section.
This study required a LUT airfoil with a good aerodynamic performance; meanwhile, to ensure

the structural strength of the blade for the LUT airfoil, the corresponding airfoil thickness and bending
constraints were considered. Therefore, the objective function and constraint conditions can be
summarized as: ⎧⎪⎨

⎪⎩
Min Cd/CL

s.t.
max(thickness)> max(thickness0)

max(curve)> max(curve0)

(14)
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where the thickness0 and curve0 represent the optimized benchmark corresponding to the maximum
thickness and the maximum camber of the NACA 0018 airfoil, respectively; the design Reynolds
number is 5 × 105; and the design angle of attack is α = 9◦.

Figure 3 exhibits the results of optimization for Re = 5 × 105. In Figure 3a, the profile of the
LUT airfoil was obtained through the SQP method. Figure 3b shows the checked result of the mesh
independence in the numerical simulation, where the maximum lift–drag ratio (CL/Cd) of the NACA
0018 airfoil was investigated at an angle of attack of α = 9.25◦ [28]. When the total number of cells was
higher than 5.8 × 105, the maximum CL/Cd value of NACA 0018 was converged. Therefore, in this
study, more than 6 × 105 cells were employed in the numerical simulation method.

 
(a) (b) 

Figure 3. Airfoil optimization and convergence process. The process of the optimization was from 0 to
6, where the 0 and 6 represent the NACA 0018 airfoil and Lanzhou University of Technology (LUT)
airfoil, respectively. (a) The constraint conditions were the minimum Cd/CL, thickness, and camber of
the airfoil for the LUT airfoil. (b) The maximum lift–drag ratio of the NACA 0018 is 65.8 at an angle of
attack of 9.25◦ [28]. In this Figure, the Re is 5 × 105.

Figure 4 presents the profile of the LUT airfoil. The LUT airfoil has a moderately maximum camber
of 1.11% that is positioned at 78.9% of the chord; a maximum thickness of 20.77% is located at 28.3% of
the chord; and the leading-edge radius (r0) is at 3.84% of the chord. Compared with the DU06-W-200
and NACA 0018 airfoils, the position of the maximum camber is close to the trailing edge for the LUT,
which can form a trailing-edge loading to get effective lift [29,30]. Moreover, the moderately maximum
thickness not only ensures the strength of the blade for the LUT airfoil, but also helps improve the
performance of the VAWTs with the LUT airfoil at high tip speed ratio.

Meanwhile, in the design, we tried to maintain a constant curvature of the upper surface to
avoid an increase in flow velocity on the upper surface. Thus, the maximum thickness of the LUT
was achieved by adding the thickness of the lower surface, which helps to improve the resistance of
the leading-edge roughness. Additionally, the LUT airfoil has a larger leading-edge radius, helping
to improve the resistance of the leading-edge roughness. Theoretically, as a result, the LUT has a
low sensitivity to roughness. The sensitivity to the roughness of the LUT airfoil will be investigated
in a future wind tunnel experiment. However, compared with the DU06-W-200 and NACA 0018,
the position of the maximum thickness is slightly closer to the leading edge.
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Figure 4. The profiles of the three airfoils. The profiles of the NACA 0018 and DU06-W-200 models
come from the material specified on the website [28]. As shown in this Figure, the marks in black, red,
and blue represent the profiles of the LUT, DU06-W-200, and NACA 0018 airfoils, respectively.

3. Experimental Equipment and Procedures

In this work, the aerodynamic performance of the LUT model was investigated by measuring the
surface pressure of the LUT model at different values of Re. A description of the main equipment used
in the experiment is as follows.

3.1. Wind Tunnel

Wind tunnel tests were carried out in an open-circuit, closed-test-section, low-speed,
and low-turbulence wind tunnel at the Northwestern Polytechnical University, as shown in Figure 5.
The rectangular test section is 400 mm × 1000 mm, the length is 2800 mm, and the maximum wind
speed is 70 m/s. The turbulence intensity is adjustable between 0.02% and 0.3% by changing the screen
numbers. For the case of the empty test section in the stream direction with 12 layers of screens and a
contraction ratio of 22.6, the turbulence intensity is 0.03%, 0.025%, and 0.02% at 12, 15, and 30 m/s
freestream velocities, respectively [31], and the accuracy of the wind speed is less than ±3%.

 

 

(a) (b) 

Figure 5. Experimental scheme of the wind tunnel and the testing of the LUT airfoil: (a) schematic of
the wind tunnel and the experimental devices; and (b) experiment section. The cross-section of the
wind tunnel is 400 mm × 1000 mm and the length is 2800 mm.

The coordinate system of the wind tunnel is defined by the x-, y-, and z-axes, which represent the
freestream, perpendicular direction, and span of the airfoil, respectively.
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3.2. Test LUT Airfoil Model

In this study, the test LUT airfoil was designed by the authors. The cross-section width of the
LUT model is the same as that specified above, the chord of the LUT is 200 mm, and the span is
400 mm. As shown in Figure 6, to investigate the aerodynamic performance of the LUT airfoil under a
static condition, 50 pressure taps with a diameter of 0.7 mm are distributed on the LUT airfoil model,
where the distribution average density of the pressure taps is 0.7:0.19:0.4 from the leading edge to the
trailing edge of the LUT model.

Figure 6. The profile and the distribution of the pressure taps for the test LUT airfoil. The total number
of pressure taps is 50 on the surface of the airfoil, and the density of the pressure taps is closely
distributed at the leading edge and the trailing edge of the test LUT airfoil.

3.3. Pressure Measurement and PIV (Particle Image Velocimetry) Devices

The pressure measurement devices include an electronic scanning measurement system (DSY104),
pressure scanner (PSI9816), and angle of attack control mechanism. The accuracy of the pressure
measurement and the PSI9816 pressure scanning are less than ±0.2% FS (Full Scale) and ±0.05% FS,
respectively. The accuracy of the angle of attack control is ±2′. The Particle Image Velocimetry (PIV)
systems include a double pulse laser with a maximum operating frequency of 15 Hz, a camera
resolution of 2048 × 2048, a field range of 312 mm × 312 mm, and an image resolution of
152.66 μm/pixel. The tracer particles were produced by large smoke generators (TM-1200).

The pressure on the LUT airfoil surface is given by the pressure coefficient Cp = (Pi − P∞)/
(
0.5ρV2

∞
)
,

where Pi is the pressure of the pressure tap i, P∞ is the freestream static pressure, V∞ is the freestream
speed, and ρ is the air density. In this work, the drag coefficient was calculated by the wake
investigation method. The wake rake had a height of 300 mm and was installed 0.9 c downstream
from the test airfoil trailing edge. The calculation formula of the drag coefficient is:

cd =
∫

wake rake height

c′xd(y/c) (15)

where y is the y-coordinate value of the total pressure tap for the wake rake, whose integral function is:

c′x = 2
(

p1

p∞

)1/γ( p01

p0

)(γ−1)/γ
[

1 − (p1/p01)
(γ−1)/γ

1 − (p∞/p0)
(γ−1)/γ

]0.5

·

⎡
⎣(1 − (p∞/p01)

(γ−1)/γ

1 − (p∞/p0)
(γ−1)/γ

)0.5
⎤
⎦− c′x0 (16)

where C′
x is the local drag coefficient of the total pressure tap for the wake rake, p1 is the static pressure

at the wake of the model, p∞ is the freestream static pressure, p01 is the total pressure of the wake rake,
p0 is the freestream total pressure, C′

x0 is the C′
x arithmetic mean at the wake of the airfoil model, and

γ is the specific heat ratio, which typically takes the value γ = 1.4.
The lift coefficient CL was calculated by the relationship of the coordinate system, the drag

coefficient Cd, and the normal force coefficient Cn:

CL = Cn · cosα− (Cd − Cn · sinα) · tanα (17)
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In the wind tunnel experiment, it was necessary to eliminate errors of measurement. Therefore,
the pressure values of the pressure taps and the wake rake were referenced when the freestream
velocity was 0 m/s and the angle of attack was 0◦. Uncertainty analysis of the coefficients of both the
lift and the drag was evaluated with the accuracy of the PSI9816 scanner.

4. Results and Discussion

4.1. Static LUT Airfoil Performance at Low Reynolds Number

In this section, the performance of the clean, static LUT airfoil is described for Re = 3 × 105

and 5 × 105 (these two low Reynolds numbers are suitable for the typical working environment of
VAWTs), respectively.

4.1.1. Pressure Coefficient Distribution on the Surface for the LUT Airfoil

In Figure 7, the distribution of the pressure coefficients on the LUT airfoil surface is shown for
some specific angles of attack at Re = 3 × 105 and at Re = 5 × 105. In this figure, the lines in black, red,
and blue denoting the pressure coefficient (Cp) correspond to angles of attack of CL/Cd-max, CL-max,
and post-stall, respectively.

  
(a) (b) 

Figure 7. Pressure coefficient distribution of the LUT airfoil: (a) the case of Re = 3 × 105; and (b) the
case of Re = 5 × 105. The data were measured when the surface of the LUT airfoil was clean. The lines
in black, red, and blue show the pressure coefficients corresponding to angles of attack of CL/Cd-max,
CL-max, and post-stall, respectively.

In the case of Re = 3 × 105, the LUT airfoil has a maximum lift coefficient of CL-max = 1.47 at an
angle of attack of α = 14◦ and a maximum lift–drag ratio of CL/Cd-max = 64.4 at an angle of attack
of α = 10◦. After an angle of attack of α = 14◦, the LUT airfoil starts to stall, and separation occurs
on the suction surface at about 39% of the chord with an angle of attack of α = 16◦. Therefore, the
pressure coefficient on the suction surface of the LUT airfoil keeps a constant value from about 39% of
the chord to the trailing edge. In the case of Re = 5 × 105, the LUT airfoil has a maximum lift coefficient
of CL-max = 1.5 at an angle of attack of α = 14◦ and a maximum lift–drag ratio of CL/Cd-max = 79.8
with an angle of attack of α = 10◦. After an angle of attack α = 14◦, the LUT airfoil starts to stall,
and separation occurs on the suction surface at about 48% of the chord when the angle of attack is
16◦. Moreover, after 48% of the chord, the pressure coefficient on the suction surface of the LUT airfoil
keeps a constant value; that is, the LUT airfoil is fully stalled.

Comparing the cases of Re = 3 × 105 and Re = 5 × 105, the suction peak value increases and moves
to the leading edge of the LUT airfoil with the increase in Re. This indicates that the region of adverse
pressure gradient on the suction surface of the LUT airfoil is extended when Re = 5 × 105. However,
due to the effect of the turbulence, the flow separation is delayed [32]. Additionally, the pressure was
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not measured at large angles of attack due to the measuring range of the wake rake. In the future,
the performance of the LUT needs to be studied at large angles of attack.

Figure 8 shows the changes in the pressure coefficient distribution with increasing angles of attack
at different values of Re for the LUT airfoil. In the case of Re = 3 × 105, the free transition position
is located at 53% and 35% of the chord when the angle of attack is 0◦ and 8◦, respectively. Until an
angle of attack of α = 21◦, the pressure of the upper surface from the leading edge to the trailing edge
remains constant due to the complete separation of the flows on the upper surface; that is, leading-edge
separation is occurring. Combined with Figure 7, the transition position on the upper surface slightly
develops in the range 8◦ < α < 14◦ and is located at about 30% of the chord, indicating that the LUT is
characterized by low drag, because the desirable pressure gradient exists at about 30% of the chord
on the upper surface of the LUT airfoil [33], while the pressure coefficient on the lower surface is not
obviously developed in the range 8◦ < α < 14◦. Comparing the case of Re = 3 × 105 to the case of
Re = 5 × 105, it is observed that the free transition position is more toward the leading edge with the
increase in Re. An angle of attack of α = 8◦, for example, results in a transition position located at about
29% of the chord when Re is 5 × 105. In particular, in the case of Re = 5 × 105, the pressure on the lower
surface significantly drops at an angle of attack of α = 21◦. This shows that obvious separation on the
lower surface exists in the LUT airfoil at an angle of attack of α = 21◦.

  
(a) (b) 

Figure 8. Pressure distribution for the LUT airfoil: (a) the case of Re = 3 × 105; and (b) the case of Re

= 5 × 105. The data were measured when the surface of the LUT airfoil was clean. As shown in this
figure, the lines in black, red, blue, and pink show the pressure coefficients corresponding to the angles
α = −4◦, α = 0◦, α = 8◦, and α = 21◦, respectively.

The above discussions indicate that the distribution of the pressure coefficient of the LUT is better
before a stall angle of α = 14◦ for both the case of Re = 3 × 105 and Re = 5 × 105; moreover, the free
transition position at about 30% chord almost keeps constant before the stall, it shows that the pressure
distribution on the upper surface is steady between Re =3 × 105 and Re =5 × 105 for the LUT airfoil.
However, in the case of Re = 5 × 105, the pressure distribution on the lower surface is poor where the
separation of the flows is obvious after a stall angle of α = 14◦.

4.1.2. Lift Coefficient of the LUT Airfoil

As shown in Figure 9, we investigated the relationship between the lift coefficient and the angles
of attack at two Reynolds numbers, Re = 3 × 105 and Re = 5 × 105, obtained from Equation (17). In this
Figure, the lines in black and red of the lift coefficient correspond to the results of the experiment and
the numerical simulation (design results) for the LUT airfoil, respectively. In the case of Re = 3 × 105,
the lift coefficient of the LUT airfoil linearly increases in the extending direction of the angles of attack
from α = −9◦ to α = 12◦ (this region is called the linear region). At an angle of attack of α = 14◦,
the lift coefficient reaches its maximum value at CL-max = 1.47, and then the curve of the lift coefficient
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displays a gentle downward trend until an angle of attack of α = 21◦, a phenomenon called a stall.
This indicates that the LUT airfoil has good stall performance.

In the case of Re = 5 × 105, the trend for the lift coefficient curve is the same as that of
Re = 3 × 105 at the angles of attack from α = −9◦ to α = 12◦. However, the maximum lift coefficient
CL-max is 1.5 at an angle of attack of α = 14◦. Comparing the results of the experiment to the results
of the numerical simulation (design results), in the linearly increasing areas, the values of the lift
coefficient are almost the same for the two values of Re. However, after the stall angle of attack,
the values of the lift coefficient for Re = 5 × 105 have a slight difference and are larger than the value
of the lift coefficient for Re = 3 × 105. While the numerical simulation results are larger than those of
the experiment, these differences are very small. Therefore, the results of the numerical simulation
(design results) are in agreement with the results of the experiment reported in this paper.

 
(a) (b) 

Figure 9. Lift coefficient for the LUT airfoil at different values of Re: (a) the case of Re = 3 × 105;
and (b) the case of Re = 5 × 105. The lines in black and red of the lift coefficient correspond to the
experimental results and the numerical simulation results, respectively.

4.1.3. Drag Coefficient of the LUT Airfoil

The relationship between the drag coefficient and the angles of attack are displayed for the two
Reynolds numbers, Re = 3 × 105 and Re = 5 × 105, in Figure 10, where the drag coefficient was obtained
via Equations (15) and (16).

In Figure 10, the lines in black and red of the drag coefficient correspond to the experimental
results and the numerical simulation results (design results), respectively. In the cases of Re = 3 × 105

and Re = 5 × 105, the values of the drag coefficient are smaller and remain almost constant in the range
−10◦ < α < 10◦, because the most attached flow is on the surface of the LUT airfoil. The numerical
simulation results agree with the experimental results in this region. However, the values of the drag
coefficient increase rapidly when the angle of attack is greater than α = 13◦ or less than α = −10◦.
The results of the experiment and the numerical simulation show a slight difference, but these errors
are acceptable. Therefore, the results of the numerical simulation (design results) are in agreement
with the results of the experiment reported in this paper.
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(a) (b) 

Figure 10. Drag coefficient for the LUT airfoil at different values of Re: (a) the case of Re = 3 × 105;
and (b) the case of Re = 5 × 105. The lines in black and red of the drag coefficient correspond to the
experimental results and the numerical simulation results, respectively.

Figures 9 and 10 demonstrate that the results of the experiment agree with the results of the
numerical simulation at low angles of attack. However, at high angles of attack where the flow
separation occurs, there are some slight differences between the results of the experiment and the
numerical simulation. On the one hand, the characteristics of the lift and drag of the LUT airfoil
are obtained through integral surface pressure in this experiment, while the results of the numerical
simulation with the SST k-ω turbulence model are acquired with solving the Reynolds-averaged
Navier–Stokes equation; on the other hand, even though the current numerical methods have been
greatly improved, for example, the predicted result of the SST k-ω turbulence model is accurate, but the
SST k-ω turbulence model cannot completely solve the turbulence problem [34,35]. In addition, the wall
of the LUT model is infinitely smooth in the numerical simulation, but in the current experiment,
although the surface of the LUT model has very low roughness, the roughness of the surface is limited.
Therefore, the results of the experiment and the numerical simulation have some differences in the
region of the flow separation, while the results of the experiment and the numerical simulation are
almost the same at low angles of attack.

Additionally, the maximum lift coefficient of the LUT airfoil has slow change with the increase in
Re from Re =3 × 105 to Re = 5 × 105.

4.1.4. Lift–Drag Ratios of the LUT Airfoil

Figure 11a presents the lift coefficient versus the drag coefficient at different values of Re for the
LUT airfoil, where the lift coefficient and drag coefficient are described in and were obtained according
to Sections 4.1.1 and 4.1.2. The lines in black and red of the lift–drag ratios correspond to Re = 3 × 105

and Re = 5 × 105, respectively. The results show that the LUT airfoil has the maximum lift–drag ratio
CL/Cd-max = 64.4 at an angle of attack of α = 10◦ when Re = 3 × 105, and it has the maximum lift–drag
ratio CL/Cd-max = 79.8 at an angle of attack of α = 10◦ when Re = 5 × 105. Moreover, combined with
Figure 10, the lift–drag ratios linearly increase in the range −10◦ < α < 10◦. Therefore, the LUT airfoil
presents a wider drag bucket, which is a desired characteristic for the airfoil of VAWTs due to the law
of motion of the VAWTs [19]. Figure 11b shows the lift–drag ratios versus the lift coefficients, where the
colors of the lines have the same meaning as in Figure 11a. The lift–drag ratios of the LUT increase
almost linearly with the increase in the lift coefficient in the range −1 ≤ CL ≤ 1.25.
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(a) (b) 

Figure 11. The characteristics of lift–drag ratios for the LUT airfoil at different values of Re:
(a) the relationship between the lift coefficient and the drag coefficient; and (b) the relationship between
lift–drag ratios and the lift coefficient. The lines in black and red of the lift–drag ratios correspond to
Re = 3 × 105 and Re = 5 × 105, respectively.

In Figure 12, the flow separation on the surface of the LUT is displayed at different angles of
attack when the Re is 3 × 105, measured using PIV technology. Figure 12 shows that the separation
point gradually moves from the trailing edge to the leading edge with the increase in the angle of
attack, which is consistent with the results in Figures 7 and 8. Moreover, the separation vortex becomes
high due to the gradual flow separation. Especially at the angle of attack α = 22◦ in Figure 12g,
the leading-edge separation results in the formation of the wake vortex and the detached vortex.
At this moment, the pressure distribution on the upper surface of the LUT airfoil keeps a constant
value, as shown in Figure 8a. Figure 12d–f displays the development of the flow separation on the
upper surface of the LUT airfoil, which results in decreasing pressure on the upper surface of the airfoil,
as shown in Figure 7a. However, the development of the vortices on the upper surface of the LUT
airfoil are slow; combined with Figure 8a, it indicates that the LUT airfoil has good stall performance.
Meanwhile, the changes in flow separation on the lower surface of the LUT airfoil are presented in
Figure 12a–c when the angle of attack is a negative value. The pressure distribution on the LUT airfoil
surface at a negative angle of attack is shown in Figure 8. However, due to the limited field range of
the PIV here, it is difficult to observe the development of the wake vortices. Meanwhile, at a large
negative angle of attack, the flow separation on the lower surface is obvious, and the separation point
on the lower surface moves toward the leading edge with increasing angles of attack.

However, because the placement of the PIV equipment was only convenient for photographing
the upper surface of the LUT model, the phenomenon of flow separation was not obviously surveyed.
Consequently, we could only survey the vortices near the trailing edge of the LUT.

Table 1 shows the main geometrical and aerodynamic parameters of a part of the commonly used
and special-purpose airfoils for straight-bladed VAWTs when Re is 3 × 105 and 5 × 105. In addition,
the MI-VAWT1 airfoil [9] is also a dedicated airfoil for VAWTs; it has a 21% thickness and 0.44% camber.
Compared with the results for Table 1, the geometrical parameters of the LUT airfoil balance the
strength of the blade and the aerodynamic performance for a VAWTs with the LUT airfoil. Especially,
the LUT airfoil performs better in the maximum lift coefficient and the maximum lift–drag ratios at a
low Re, it is very important, because VAWTs typically operate at a low Re [19]. However, the stall angle
of attack of the LUT airfoil is smaller than that of the airfoil in Table 1.
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(a) (b) (c) 

   
(d) (e) (f) 

 
(g) 

Figure 12. Contours of the velocity and stream lines at different angles of attack: (a–g) the contours of
the velocity at different angles of attack. This figure shows the transient contours from the angle of
attack α = −20◦ to the angle of attack α = 22◦ at Re = 3 × 105. However, only the varying velocity on
the upper surface of the LUT and the larger vortex are captured in this figure due to the picture being
limited by the ability of the Particle Image Velocimetry (PIV) equipment.

Table 1. Main geometrical parameters and aerodynamic parameters of a part of commonly used airfoils
for straight-bladed VAWTs.

Airfoil Re (1 × 105)
Max.

Thickness
(x/c) Max.
Thickness

Max.
Camber

(x/c) Max.
Camber

Radius Leading
Edge (r0/c)

Max. CL/Cd (α) Max. CL (α)

Du06-W-200 [28]
3

19.8% 31.1% 0.5% 84.6% 1.7442%
58.05 (9.75◦) 1.4153 (16.75◦)

5 71.5 (9.5◦) 1.4384 (18◦)

NACA0018 [28]
3

18% 30% 0 0 3.1017%
57.09 (8.25◦) 1.24 (18.75)

5 65.8 (9.25◦) 1.2624 (16.5◦)

NACA0015 [28] 5 15% 30% 0 0 2.3742% 66.43 (7.5◦) 1.2731 (16.75◦)

DU12W262 [21] - 26.2% 37% - - - - -

AIR013 [20] - 34.9% - 2.29% - 7.8% - -

Note: “-” indicates that the data of the corresponding locations are not presented in the literature.

5. Conclusions

In this study, we designed an asymmetrical airfoil for straight-bladed VAWTs based on the law
of motion of the VAWTs by employing the SQP optimization method; we called this design the LUT
airfoil. Meanwhile, the aerodynamic performance of the LUT airfoil was investigated at two Reynolds
numbers, 3 × 105 and 5 × 105, under the conditions of a low-speed, low-turbulence wind tunnel at the
Northwestern Polytechnical University, China; the flow field around the LUT airfoil was observed by
PIV technology.

The LUT airfoil has a 20.77% moderate thickness and 1.11% moderate camber. Moreover,
the position of the maximum camber is close to the trailing edge, which forms a trailing-edge loading
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to improve the efficient lift of the LUT airfoil. The maximum thickness of the LUT airfoil is achieved
by restricting the thickness of the upper surface while adding the thickness of the lower surface. It is
conducive to delay flow separation on the upper surface. Moreover, the moderate thickness helps to
ensure the structural strength of the blade and to improve the performance of VAWTs with the LUT
airfoil at high tip speed ratio.

Ultimately, the main objectives of achieving a higher maximum lift coefficient, higher maximum
lift–drag coefficient, and gentle stall characteristics were achieved. Compared with the airfoil
commonly used for VAWTs, the LUT airfoil displays a better aerodynamic performance at a low
Re. Additionally, the maximum lift coefficient of the LUT airfoil is steady with the increase in Re

between 3 × 105 and 5 × 105. The LUT airfoil retains the desirable characteristic of low drag over
a wide range of angles of attack in the range −10◦ < α < 10◦, that is, the LUT airfoil has a wide
drag bucket. The distribution of the pressure coefficient agrees with the results obtained using PIV.
Theoretically, due to the larger 3.84% leading-edge radius and other geometric features, the LUT airfoil
can reduce the sensitivity to roughness.

In future work, the LUT airfoil’s sensitivity to roughness and noise level will be tested by wind
tunnel experiments.
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Nomenclature

H-VAWT H-type Vertical Axis Wind Turbines
VAWT Vertical Axis Wind Turbines
HAWT Horizontal Axis Wind Turbines
LUT The name of the newly designed airfoil (Lanzhou University of Technology)
DTU Technical University of Denmark
SST Shear Stress Transport
Re Reynolds number
α angle of attack, ◦

θ azimuthal angle, ◦

ω rotational speed of the wind turbine, rad/s
Vin freestream velocity, m/s
R rotor radius, m
C airfoil chord length, mm
SQP Sequential Quadratic Programming
σ penalty factor
CL/Cd lift–drag ratios
CL lift coefficient
Cd drag coefficient
r0 leading-edge radius
Cp Pressure coefficient
PIV Particle Image Velocimetry
FS Full Scale
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Figure A1. The optimization flow of the airfoil profile based on the SQP method.
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Featured Application: This research provides a new pitching approach to increase the maximum

power efficiency of vertical axis type wind turbines and water turbines used to absorb marine

current energy. This approach did not deny the validity of the traditional methods. On the contrary,

the new approach combined with traditional pitching method will improve power efficiency at

all tip speed ratios, and well solve the problems of low efficiency and poor self-starting ability of

the turbines.

Abstract: This paper presents a new variable pitch (VP) approach to increase the peak power
coefficient of the straight-bladed vertical-axis wind turbine (VAWT), by widening the azimuthal angle
band of the blade with the highest aerodynamic torque, instead of increasing the highest torque.
The new VP-approach provides a curve of pitch angle designed for the blade operating at the rated
tip speed ratio (TSR) corresponding to the peak power coefficient of the fixed pitch (FP)-VAWT.
The effects of the new approach are exploited by using the double multiple stream tubes (DMST)
model and Prandtl’s mathematics to evaluate the blade tip loss. The research describes the effects
from six aspects, including the lift, drag, angle of attack (AoA), resultant velocity, torque, and power
output, through a comparison between VP-VAWTs and FP-VAWTs working at four TSRs: 4, 4.5, 5,
and 5.5. Compared with the FP-blade, the VP-blade has a wider azimuthal zone with the maximum
AoA, lift, drag, and torque in the upwind half-cycle, and yields the two new larger maximum values
in the downwind half-cycle. The power distribution in the swept area of the turbine changes from an
arched shape of the FP-VAWT into the rectangular shape of the VP-VAWT. The new VP-approach
markedly widens the highest-performance zone of the blade in a revolution, and ultimately achieves
an 18.9% growth of the peak power coefficient of the VAWT at the optimum TSR. Besides achieving
this growth, the new pitching method will enhance the performance at TSRs that are higher than
current optimal values, and an increase of torque is also generated.

Keywords: variable pitch; H-type VAWT; straight blade; DMST model; NACA0012; wind energy;
power coefficient; tip speed ratio

1. Introduction

Wind turbines absorb wind energy and convert it into mechanical energy, and are classified
according to the orientation of their axis of rotation into horizontal-axis wind turbines (HAWTs) and
vertical-axis wind turbines (VAWTs). The HAWTs, represented by three-bladed propeller turbines,

Appl. Sci. 2018, 8, 957; doi:10.3390/app8060957 www.mdpi.com/journal/applsci315



Appl. Sci. 2018, 8, 957

are the most common wind turbines because of the highest performance and easy manufacturing as
a result of the great advance of aerodynamics and material engineering [1]. The VAWTs are further
grouped into lift-type and drag-type. The lift-type VAWTs, which employ airfoil section blades to
generate lift force as HAWTs, have higher rotation speed and better performance than the drag-type.
The lift-type VAWTs, represented by the Φ-type and the straight-bladed type of Darrieus turbine,
are also well-known [2]. On the other hand, most of them are used in small-scale applications,
although they have several advantages over HAWTs, such as the ability to accept wind from any
direction without yawing and the ability to provide direct rotary drive to a fixed load [3]. Some of
the disadvantages of the VAWTs include an inability to self-start and relatively lower efficiency [4,5].

Darrieus turbine blades use airfoil sections designed as aircraft wing profiles. The NACA0012,
NACA0015, and NACA0018 profiles are commonly used as blade sections [6]. Typically, these are
designed to operate at small angles of attack (AoAs), lower than ±10◦. At angles higher than this,
the airfoil stalls and the flow separates on the upper surface of the blade, causing a loss of lift and an
increase in drag [7]. At the startup of the turbine, a zero-tangential flow speed contributes to a large
AoA, which then makes the airfoil stall. In this case, the pressure drag of the blade is so high that
the lift cannot overcome the drag to self-start [8], not to mention any additional load from the electricity
generator. Previous studies proposed a number of methods to make a self-starting lift-type VAWT.
Kirke [9] reviewed those studies, and stated that high solidity turbines have the potential to increase
the self-starting torque, but a higher solidity lowers the maximum power coefficient and narrows
the operating range. Beri et al. [10] maintained that the Darrieus type VAWTs with asymmetrical blades
have better self-starting behavior, but unfortunately, this also causes a reduction in peak efficiency.
Zamani et al. [11,12] numerically investigated a 3-kW straight-bladed Darrieus type VAWT with a
designed J-shaped profile. Their results showed that the J-shaped profile could suppress the vortices
and improve the self-starting of the turbine. The hybrid wind turbine, comprising two vertical co-axial
rotors, is normally constructed as a Darrieus with drag-type blades in the middle [13]. The primary
purpose of the hybrid design is to promote the lack of torque when self-starting and at low tip
speed ratios (TSRs) [4]. They can self-start normally, but after starting, they are less efficient than a
turbine with normal lift due to the negative drag created at the middle [14]. It has been found that
the above approaches hardly provide a way to promote both the self-starting ability and the peak
power coefficient of the VAWTs at same time.

A particular method to address those issues is to develop a variable pitch (VP)-straight-bladed
VAWT to control the pitch angles of the blades on each azimuthal angle in order to maximize turbine
torque and start up easily [15]. A reduction of stall is the main mechanism whereby VP-technology
produces significant improvement of the torque at start up and low TSRs [16]. Besides offering
the greatest potential for achieving significantly increased torque at low and intermediate TSRs,
VP-technology is also used to promote peak efficiency [17–19]. VP-VAWTs consist of active and
passive-type turbines. The active designs are defined as those systems that produce blade pitch
change through means other than the direct action of the aerodynamic forces acting on them in passive
designs [16]. Staelens et al. [7] introduced three modifications for the increased power output of a
straight-bladed VAWT by varying its pitch. The third modification proposed a continuous variation in
the local AoA correction during the rotation cycle using a sinusoidal function. Although the power
output obtained by using such a modification is less than the other two, it has the inherent advantage of
being practically feasible. Also, Kiwata et al. [4] described a micro VP-VAWT that varies the pitch angle
according to the azimuthal angle. The performance of the VP-VAWT was measured in an open-circuit
wind tunnel, and the results were better than those of the fixed pitch (FP)-VAWT. Erickson et al. [20]
tested the effects of cyclic blade pitch actuation on the efficiency and operability of a high-solidity
VAWT with a cam and control rod mechanism to prescribe the pitch dynamics in the wind tunnel over a
wide range of design and operational variables. The results revealed that a tuned first-order sinusoidal
actuation system could achieve a maximum absolute power coefficient of 0.436, which is an increase of
35% over the optimal fixed-blade configuration, with self-starting capabilities and drastically improved

316



Appl. Sci. 2018, 8, 957

performance at a wide range of suboptimal operating conditions. Hwang et al. [21] investigated
the performance of a VP-turbine controlled by a cycloidal strategy. Compared with the FP-turbine,
the performance at the upwind half-cycle of the VAWT with the optimized blade pitch angle was greatly
improved, particularly at the azimuth region from 90◦ to 180◦; the effective region was expanded,
and was nearly twice as large as that of the FP-case. Chougule et al. [17] designed a 500-W VAWT
to implement the pitch control mechanism using the cyclic VP-technology. Its aerodynamics were
predicted using the double multiple stream tube (DMST) model, and their results showed that only a
5◦ increase of the pitch angle amplitude increased the power coefficient of the VAWT by 12%.

Despite the improvement of the self-starting ability and power coefficient, the above
VP-approaches have the same limitation, which is mainly about the performance enhancement of
azimuths with high AoAs in the case of the FP. In FP-VAWTs, each blade is constantly subjected to a
variation of the AoA. Since the AoA constantly changes, the blade will generate large torque in some
azimuthal angles, and low torque in other azimuthal angles. The overall performance is determined
by the average torque of the blade in a cycle path line. Evidently, the low torques will produce a
lower average value, and then degrade the power efficiency. The azimuthal position with the biggest
geometric AoA in FP-VAWTs will achieve the biggest increase in the performance of the blade in
VP-VAWTs. Assuming that the biggest geometric AoA is close to and below the stall value at the rated
TSR, the magnitude of the maximum increase of the AoA would be much smaller if it still used
the above-mentioned VP-approaches; thus, the increase of the AoA in other azimuths and the peak
efficiency of the turbine would be much smaller, too.

To change this, we proposed a new VP-approach that was intended to mainly promote
the performance of the blade working in the azimuths with smaller AoAs in FP-VAWTs. Ultimately,
the aim is to largely enhance the peak efficiency of the VAWT in the rated or larger TSR. In this paper,
the effect of the new approach on the performance of the blade or the turbine are investigated using a
method implementing the double multiple stream tube (DMST) model.

2. Explanation of Variable Pitch Concept

2.1. Oscillating AoA

The Darrieus-type VAWT is a cross-flow rotor whose axis of rotation meets the flow of the working
fluid at right angles. The blades perform the work twice in one cycle: i.e., the upwind half-cycle
(azimuthal angle from 0◦ to 180◦, where the 0◦, 90◦, 180◦, and 270◦ positions are defined in Figure 1)
and the downwind half-cycle (ranging from 180◦ to 360◦). The azimuth angle of 0◦ is defined as a
position where the directions of the local wind speed ‘Vw’ and the tangential flow speed ‘U = r�’ are
the same; the azimuthal angle of 180◦ is the position where the directions of the two speeds are opposite;
as its anticlockwise rotation, the azimuthal angle of 90◦ is the position moving anticlockwise on a
quarter circle from 0◦, which is the fixed reference position. The resultant flow, which is the vector sum
of the local wind speed ‘Vw’ and the tangential flow speed ‘U = �r’, always comes from the upwind
side of the blade: i.e., the outer side on the upwind half-cycle and the inner side on the downwind
half-cycle [22]. Accordingly, as illustrated in Figure 1, the rotating blade experiences a changing
resultant flow, including its magnitude and direction. The changing direction of the resultant velocity
and chord line of the airfoil causes the oscillating AoA between the negative and positive values
following a sinusoidal function of the azimuthal angle.

As shown in Figure 2, the AoA is determined by:

α = tan−1
[

a sin θ

λ0 + a cos θ

]
(1)

where α is the AoA, a is the axial induction factor defined as a = V/Vw (V is the velocity of the flow
in the stream tube, Vw is the velocity of the free wind), θ is the azimuthal angle, and λ0 = Rω/Vw

represents the local TSR, where ω is the rotational speed, R is the rotational radius. The 0◦ and
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180◦ positions are transformation points of the AoA between the negative and positive values,
which determine their zero AoAs. Affected by the oscillating AoA, the blade of the VAWT inevitably
produces fluctuating torque, even in steady conditions. For a given airfoil section, the non-dimensional
normal and tangential forces are written as:

CN = CL cos α + CD sin α (2)

CT = CL sin α − CD cos α (3)

where CN and CT are the normal force and tangential force coefficients, respectively, and CL and CD

are the lift and drag coefficients, respectively. According to Equations (2) and (3), the blade in the 0◦

and 180◦ azimuths will generate a zero-normal force and a negative tangential force, which cause a
negative torque, according to Equation (4):

M =
1
2

ρcR(2H)CTV2
r (4)

where M presents the torque of the blade, ρ is the air density, c is the chord length, 2H is the height
of the blade, Vr is the local resultant velocity, and R is the rotation diameter. Due to the continuity
of the blade torque variation, produced by the 0◦ and 180◦ azimuths, the torque in a zone around
the 0◦ or 180◦ azimuth remains negative, and a wider zone may have a positive torque, but is still
not big enough. In contrast, the 0◦ and 180◦, and 90◦ and 270◦ angles produce the maximum AoAs.
This is because the directions of the upwind flow and tangential flow are vertical to each other
(Figure 1), and furthermore, the 90◦ azimuth having the larger upwind flow speed normally shows
better aerodynamics than the 270◦ azimuth.

Figure 1. Illustration of Darrieus rotor.

2.2. Aerodynamics in Traditional VP-Technology

The VAWT blade is subject to cyclic variations in wind speed and the AoA, which are efficiency
improvements that can result from corresponding variations of the pitch angle of the blade to optimize
the AoA at each point in its cycle [20]. Any improvement made to the AoA can be of a cyclic nature,
as shown in Figure 3 [23]. Thus, a typical curve of the pitch angle in traditional VP-technology is
expressed by Equations (5) and (6):

γ = Ac sin(θ) (5)
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Ac = As −
(

As
λ

X0

)
sin(θ) (6)

where γ is the variable value of the pitch angle changed with the azimuth, Ac is the maximum pitch
angle at a certain TSR, As is the maximum pitch angle at all of the TSRs, λ is the TSR, X0 is the TSR of
max CP at zero Ac, and θ is the azimuthal angle.

Figure 2. Relative wind speed vectors in the upstream and downstream section.

Figure 3. Illustration of cyclical variable pitch.

In another conventional VP-technology of VAWT, the blades have an oscillatory motion around
their own axis, which was superimposed on the uniform rotation motion. Considering a cross-section
of the turbine, the lines normal to the profile chord for every blade position intersect a given point
“P” during a complete revolution (Figure 4) [24]. The variation of the pitch angle with respect to
the azimuthal angle is expressed as:

γ = Ac sin θ − arc tan
(

sin θ

cos θ + λ

)
(7)
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Figure 4. Illustration cycloidal variable pitch.

Two conventional VP-approaches have one point in common: the azimuthal angle with a larger
geometric AoA will be given a larger pitch angle. Affected by the performance, as expressed by
the lift coefficient (CL − α) of the airfoil, the blade has a stall static AoA of about 10◦, as shown in
Figure 5a [18]. At the start-up and small TSRs, the maximum AoA is much greater than the stall angle,
the lift of the blade will decrease, and the drag will greatly increase after the stall occurs. In such cases,
the VP-technology will change the pitch angle in the direction of the decreased AoA to avoid the stall.
Two methods were used to achieve this goal. In the first method, the pitch angle changes only in
the positions where the local geometric AoA exceeds the stall value, and the final local effective AoA is
kept below the static stall angle [7,25], as illustrated in Figure 5b. The advantage of this method is that it
makes the blade rotate with the optimum AoA in a much wider azimuthal zone. Its disadvantage is that
the change of the pitch angle (represented by a dotted line in Figure 5b) is discontinuous at some points,
which may not be practical to implement, and also causes early fatigue due to the abrupt dynamical
loads [7]. The other method continuously changes the pitch angle following a sinusoidal function
(Figure 5c). Under this control, the maximum amplitude of the sinusoidal function for the pitch angle is
set to be equal to the maximum difference between the geometric AoA in the FP-VAWT and the effective
AoA in the VP-VAWT. The advantage of this method is that the pitch angle as well as the forces changes
smoothly and continuously, and then the method is physically and mechanically feasible to implement;
the implementation procedures are presented in Figures 2 and 3. However, the power efficiency,
although significantly larger than that of the FP-VAWT, is much lower than that of the other method
illustrated in Figure 5b, because the final local effective AoA curve also follows a sinusoidal function in
which the blade experiences the maximum performance only at two inflection points. At an optimum
or larger TSR, the pitch angle should change toward the direction of the increased AoA for an improved
performance in terms of the increased peak power coefficient of the VAWT. Meanwhile, if the variation
of the pitch angle follows a sinusoidal function, as shown in Figure 5d, the space for performance
enhancement would be exceedingly limited, because the maximum amplitude of the AoA change is
much smaller (Figure 5d). A new approach is explored next to solve this problem.
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(a) 

(b) 

 
(c) 

 
(d) 

Figure 5. Local angle of attack as a function of the azimuthal angle. (a) AoA variation at different TSRs;
(b) one pitching method at low TSR; (c) another pitching method at low TSR; (d) pitching method at
rated TSR or higher TSR.
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At an optimum or larger TSR, the pitch angle should change in the direction of the increased
AoA for an improved performance in terms of the increased peak power coefficient of the VAWT.
Alternatively, if the variation of the pitch angle follows a sinusoidal function, as shown in Figure 5d,
the space for performance enhancement would be exceedingly limited, because the maximum
amplitude of the AoA change is much smaller (Figure 5d). A new approach is explored next to
solve this problem.

2.3. New VP-Approach

The new VP-strategy proposed in this paper focuses mainly on improving the performance by
widening the range of the largest local effective AoA, instead of enlarging the maximum value.
In the new VP-approach, the local effective AoA is kept below the stall angle and maintains a
constant value in a wide zone during a rotation cycle; the curve is shown as a solid line in Figure 6.
During the design of the new approach, four key points are adequately considered.

(1) How to deal with the zero AoA at the azimuthal angles of 0◦ and 180◦: Since the positions of
the 0◦ and 180◦ angles are the transformation points between the positive and negative AoAs,
the design of the new VP-approach cannot avoid the zero value AoAs. The pitch angles in these
two positions remain at the zero value.

(2) How to set the value of the constant effective AoA in Figure 6: At the rated TSR, the largest local
AoA in a cycle should be designed as the optimum AoA corresponding to the largest lift–drag
ratio, rather than the static stall AoA. Thus, if the pitch curve of the new approach is designed for
a blade operating at the rated TSR, the constant value in Figure 6 should be equal to the maximum
geometric AoA in a FP-VAWT, since both a larger and a smaller value would contribute to a
smaller torque. Consequently, the pitch angles are also kept at zero at the two inflection-point
locations, namely the azimuthal angles of 90◦ and 270◦.

(3) Is the approach physically and mechanically feasible to implement? The amplitude of the change
of the pitch angle is shown in Figure 6 as a dotted curve. In this curve, the pitch angle changes
smoothly and continuously, and eliminates the drawback of the design in Figure 5b. The whole
variation process of the pitch is illustrated in Figure 7, which is easily accomplished mechanically,
such as a specially designed cam. As shown in Figure 7, the pitch angles varies in each 1/4 circle
(0◦–90◦, 90◦–180◦, 180◦–270◦, and 270◦–360◦), and returns to zero at four positions (0◦, 90◦,
180◦, and 270◦). Here, we defined the presence of a positive pitch angle when the blade rotates
counterclockwise around its own axis, and the leading edge of the blade points toward the inner
side of the circular path. In contrast, the angle is negative when the blade rotates and the leading
edge points in the opposite direction.

(4) What is the effect of the new VP-approach on the performance of the blade? After the mechanical
feasibility of the approach is validated in theory, the following study focuses on the investigation
of the effect of the new VP-approach using the DMST model.

Figure 6. Curve of pitch angle in new approach.
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Figure 7. Illustration of new variable pitch.

3. Computational Model

3.1. Geometric Characteristics of VATW

The geometric characteristics of the straight-bladed VAWT studied in this paper are as follows.
The NACA0012 blade profile: a height of 2 m (H = 1 m, Figure 8), a rotation radius (R) of 1 m, a chord
length of the blade of 0.09 m, with two blades. Two straight-bladed VAWTs are also referred to as
H-type VAWTs, since their configurations are much like an “H” shape. The operating conditions
of the H-type VAWT aerodynamic parameter chosen for this study are as follows: an air density of
1.225 kg/m3, a wind speed of 9 m/s, a kinematic viscosity of 1.48 × 10−5 m2/s. The curve of the pitch
angle with respect to the azimuthal angle was designed with the condition of a TSR = 4.5, in which
the FP-turbine generates the peak power coefficient. The performance at four TSRs values (i.e., TSR = 4,
4.5, 5.0, and 5.5) was predicted, and their results were compared with each other. In addition, as shown
in Figure 8, the effect of the radial arm was not considered, even though it is also a source of drag that
reduces the power performance, due to the use of the DMST algorithm in the subsequent research.

Figure 8. Configuration of an H-type vertical-axis wind turbine (VAWT).

3.2. Aerodynamic Model of Double Multi Stream Tube (DMST) Model

The DMST model makes use of the blade element momentum (BEM) theory,
whereby the performance of the rotor is calculated by coupling the momentum equation in
the mainstream direction of the wind and the aerodynamics analysis of the interactions between
the airfoils in motion and the oncoming flow on the rotor [15,26]. The first approach using a
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momentum model to analyze the flow field around a VAWT was developed by Templin [27],
who considered the rotor as an actuator disk enclosed in a simple stream tube, where the induced
velocity through the swept volume of the turbine was assumed to be constant. An extension of
this method to the multiple stream tubes model was developed by Strickland [28], who considered
the swept volume of the turbine as a series of adjacent stream tubes. Additionally, Paraschivoiu [29]
developed an analytical model, the DMST model, which considers a multiple-stream tube system
divided into two parts, where the upwind and downwind components of the induced velocities
at each level of the rotor are calculated by using the principle of two actuator disks in tandem.
Subsequently, many predicted the performance of the Darrieus turbine using the DMST model,
and all of the results showed that the DMST model has a high prediction accuracy for predicting
the aerodynamics of the lift-type VAWTs [24,30–33]. The Darrieus-type wind turbine at low TSRs
normally experiences a large variation within its AoA, and the blades are dominated by dynamic
stall. In such conditions, the prediction must consider the effect of the dynamic stall on the accuracy.
However, in the paper, the detailed investigation is performed at a high TSR, which is higher than
four. Meanwhile, the variation of the AoA is getting much smaller and no stall is occurring; thus it
has little effect on the prediction accuracy [22]. Accordingly, the dynamic stall was neglected in
the paper. The model relies on pre-existing lift and drag data to calculate the blade aerodynamics. In a
cross-flow wind turbine, blade–vortex interactions may occur, but its effects are not clear. There is not
a well-developed algorithm for the modification of the lift and drag data due to the impingement of
the vortex on the blades [34]. Thus, the interaction was also neglected in our work.

Since this investigation is focused on an H-type VAWT, a simplified version of the DMST
model applicable to a straight-bladed rotor is briefly outlined below [35–37]. For an H-type VAWT,
the resultant velocity, Vr, during the upwind half-cycle can be determined from the velocity vector
triangle shown in Figure 2, which then gives:

Vr = Vw

√
(λ0 + a cos θ)2 + (a sin θ)2 (8)

Applying the blade element theory and equating the change in momentum to the drag on the rotor
for each stream tube, it is found that:

f a = πη(1 − a) (9)

where η = r/R is the dimensionless parameter of the radius, and f is the unwind function that
characterizes the upstream half-cycle of the rotor on the blade element rotating in this zone. The upwind
function is given by the following equation:

f =
Nc

8πR

∫ π

0

(
CN

cos θ

|cos θ| − CT
sin θ

|cos θ|

)(
Vr

Vw

)
dθ (10)

where N is the number of the blades, and CN and CT can be calculated from Equations (2) and (3),
respectively. The lift and drag coefficients, CL and CD, respectively, are obtained by interpolating
the known experimental data using both the local blade section Reynolds number Reb = Vrc/Vw and
the local AoA. The local AoA can be calculated from Equation (1). Also, using Equation (8), Reb is
given as a function of the induced upwind velocity for each blade element in rotation.

3.3. Tip Loss Consideration

For a finite aspect ratio of the blade, tip loss is unavoidable. Thus, the effect of the blade tip
loss was considered in the modeling to achieve an accurate performance prediction. The tip loss
characterizes the tendency for trailing the vorticity from the blade tip, or from any other point where
the circulation distribution changes, thereby reducing the blade’s effectiveness. Prandtl’s tip loss factor
is commonly employed for VAWTs, and Soraghan et al. [30] described the mathematics in detail.
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3.4. Computational Procedure

For a given H-Type rotor geometry and rotational speed ω, a value of the local TSR λ is chosen by
assuming that the interference factor a is unity. Thus, Reb and α are evaluated as first approximations,
and the airfoil CL and CD characteristics are interpolated from the test data reported by Sheldahl and
Klimas [38]. Then, using Equation (7), the normal and tangential force coefficients of the blade section
are estimated, while Equation (10) allows the upwind function to be evaluated. With the first value of
f, Equation (9) is used to calculate another value for the interference factor, and the iterations continue
until successive sets of a are reasonably close. Convergence will be achieved, as the error is less than
0.0001. Once the final value of the upwind zone ‘a’ has been calculated, the local relative velocity Vr is
determined from Equation (7) and the local AoA from Equation (1). A similar procedure is repeated
for the downwind half-cycle. Additionally, it should be noted that here, the upwind velocity is an
equivalent velocity expressed as Ve = (2a − 1)Vw.

4. Results Analysis

Due to the consideration of the tip loss of the blade, the results distributed along the spanwise
direction of the finite length blade are not constant; their distribution shows symmetric characteristics
on both sides of the middle height, namely H = 0, as shown in Figure 8. However, the differences
between any two heights, except the position that is closest to the tip of the blade, are small
for a large aspect ratio. Thus, the data from H = 0 are chosen to be analyzed and compared in
the following sections.

4.1. AoA Variation

The final variation of the AoA in a full cycle is shown in Figure 9. As required by the original
specifications of the design, the new approach increases the AoA in most azimuthal angles, which is
much obvious in the upwind region. The downward parabolic AoA curve with respect to the azimuthal
angle is more open, and more azimuthal angles have a higher AoA, but the largest value is not changed
in the upwind section. In the downwind region, the increase of the AoA is obvious when the TSR = 4,
4.5, and 5, but it decreases as the TSR increases, and even shows a negative tendency when the TSR = 5.5.
As the rotation speed increases, more wind energy is absorbed into the stream tubes of the upwind part,
and the steam flows though the stream tubes of the downwind part with lower velocity, which causes a
lower AoA in the condition of a constant rotation speed. It is also observed in all of the sub-figurations
that the real curve of the AoA is not as smooth as the designed one, especially in the downwind region.
This is because the AoA strongly depends on the considerably changed axial induction factor.

 
(a) 

Figure 9. Cont.
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(b) 

 
(c) 

 
(d) 

Figure 9. Angle of attack (AoA) as a function of azimuthal angle in variable pitch (VP) and fixed pitch
(FP) VAWTs. (a) TSR = 4; (b) TSR = 4.5; (c) TSR = 5; (d) TSR = 5.5.

4.2. Lift Force Variation

The lift generated by the blade is a key parameter of a lift-type VAWT, because it determines
the magnitude of the tangential force that causes the turbine rotation. One of the effects of the new
VP-control changes the lift of the blade. The variation of the local lift coefficient during a complete
rotation in four TSRs is illustrated in Figure 10, which reveals that, when the TSR = 4, the lift coefficient
fluctuates intensively during a whole range of azimuthal angles, whether in the VP-VAWT or FP-VAWT,
and a much lower value is observed at around 90◦ and 270◦. This is because the AoA values in the large
region around 90◦ and 270◦ are still larger than the stall static angles, which leads to the occurrence
of the stall and then a decreased lift coefficient. As can be observed in Figure 10, the VP-blade does
not create a larger maximum lift coefficient than the FP-blade, but it does have a wider stall zone.
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The reason is that the new VP-approach increases the AoA and creates a wider azimuthal zone having
a larger AoA than the stall value, but the maximum effective AoA is not changed. All of these
phenomena indicate that the VP-approach designed for the rated TSR is not suitable to be applied to
improve the performance of the VAWT at much lower TSRs.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 10. Lift coefficient as a function of azimuthal angle in VP-VAWTs and FP-VAWTs. (a) TSR = 4;
(b) TSR = 4.5; (c) TSR = 5; (d) TSR = 5.5.
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At TSRs larger than 4.5, stall does not occur; the curve of the lift coefficient changes smoothly,
and shows an arched shape in the upwind or downwind half-cycles in the FP-VAWT. In the same
conditions, the stall does not occur in the VP-VAWT either; larger lift coefficients are obtained almost
in the whole rotation zone except four at positions, namely: 0◦, 90◦, 180◦, and 270◦. Finally, the novel
approach achieves a larger zone with the largest lift coefficients in the upwind half-cycle and two new
larger maximum coefficients in the downwind half-cycle. A comparison of the increase among the TSRs
reveals that the increase of the lift is in the downstream region as the TSR increases. Even when the TSR
= 5.5, the lift is affected by the AoA; as shown in Figure 9, the VP-blade produces lower lift than
the FP-blade in an extensive zone of the downwind region.

4.3. Drag Force Variation

The drag coefficients of the blades of the FP-VAWT and VP-VAWT are illustrated in Figure 11.
First, when the TSR = 4, the blade that stalls generates a large peak drag in the upwind region,
which is almost five times as large as that when the TSR = 4.5, and another larger peak drag in
the downwind region of the VP-VAWT. A comparison of the distribution between the VP-VAWTs
and FP-VAWTs indicates that the new VP control also increases the drag of the blade because of
the increased AoA. The trends of the drag changes between the VP-VAWTs and FP-VAWTs are much
like those of the lift changes. However, the increased drag cannot negate the advantage of the new
VP-approach. According to the aerodynamics of the airfoil, the AoA that has the largest lift coefficient
normally results in a large drag coefficient. The final effect is a promotion of the blade performance
or not, which is determined by whether the component of the increase in the tangential direction of
the lift is larger or smaller than that of the drag coefficient.

 
(a) 

 
(b) 

Figure 11. Cont.
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(c) 

 
(d) 

Figure 11. Drag coefficient as a function of the azimuthal angle in VP-VAWTs and FP-VAWTs.
(a) TSR = 4; (b) TSR = 4.5; (c) TSR = 5; (d) TSR = 5.5.

4.4. Resultant Velocity Variation

The resultant velocity, which is the vector sum of Vw and U, is depicted as a function of
the azimuthal angle in Figure 12. Other than the free wind velocity, the resultant velocity is
the effective flow velocity acting on the blade, which is another factor, together with the AoA, that
determines the magnitude of all of the forces. The magnitude of the resultant velocity is determined
by the tangential flow velocity and flow velocity going through the stream tube according to the local
velocity triangle. At the same rotation speed as the VP-VAWT and FP-VAWT, in the upwind half-cycle,
the pitch angle does not affect the local tangential flow velocity and wind velocity. This causes slight
changes in the resultant velocity in the upwind half-cycle, as shown in Figure 12. The slight changes
are also observed when the TSR = 4 and 4.5 in the downstream half-cycle, and large changes occur
when the TSR = 5 and 5.5 (Figure 12). The VP-approach decreases the wake velocities of the upwind
stream tubes, and changes the velocity of the stream flowing through the stream tubes and the axial
induction factor of the downwind half-cycle. The changed stream velocity and axial induction factor
determine the different resultant velocities. As depicted in Figure 12, when the TSR = 5.5, the resultant
velocity has a tendency to be even in a wide zone of the downwind region.

4.5. Torque of Blade Variation

The torque of a single blade as a function of the azimuthal angle is shown in Figure 13, which reflects
well the effects of the new VP-approach on the improvement of the aerodynamics of the blade in every
azimuthal position. As expressed by Equations (3) and (4), the torque is extensively affected by lift
and drag. For the increase of both forces, the final torque in the VP-VAWT significantly differs from
that in the FP-VAWT. At a TSR = 4 and the downwind half-cycle, the torque is increased in some
azimuthal angles, but it is also reduced in some zones; thus, it is not easy to directly judge whether
the overall torque is increased or decreased (Figure 13). In comparison, when the TSR = 4.5, 5, and 5.5,
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a different extent of increase is obtained on both sides of the 90◦ azimuthal angle, where one peak
torque is generated in the FP-VAWT, and then the low torque zone gets correspondingly narrower.
In the downwind region, the large increase is shown when the TSR = 4.5 and 5; the VP-blade creates
two new maximum values on the two sides of the azimuthal angle of 270◦, where another peak torque
of the FP-blade is generated. It should be noted that the former two new maximum values are larger
than the latter ones; thus, the curve of the downwind section exhibits an “M” shape. At a TSR = 5.5,
the torque is increased in some positions, and decreases in the zone adjacent to the 270◦ azimuthal angle.

 
(a) 

 
(b) 

 
(c) 

(d) 

Figure 12. Resultant velocity as a function of the azimuthal angles in VP-VAWTs and FP-VAWTs.
(a) TSR = 4; (b) TSR = 4.5; (c) TSR = 5; (d) TSR = 5.5.
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(a) 

(b) 

 
(c) 

(d) 

Figure 13. Torque as a function of the azimuthal angles in VP-VAWTs and FP-VAWTs. (a) TSR = 4;
(b) TSR = 4.5; (c) TSR = 5; (d) TSR = 5.5.
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4.6. Power Output

The power output along the radial direction is presented in Figure 14; its value is equal to the sum
of the power output of a stream tube in the upwind part and the corresponding downwind part,
which can be written as Equation (11). Adding the power outputs of the stream tubes in all of the radial
and heights positions, and subsequently dividing the power of the free wind, the total power coefficient
is obtained through Equation (12):

Pi = Pup.i + Pdw.i (11)

CP.t =
H

∑
−H

R

∑
i=−R

Pi
1
2 SρV3

w
(12)

where CP denotes the power coefficient; the subscript i is the radial position of the stream tube; up and
dw represent the upwind and downwind region, respectively; t means total; and S is the swept area.
As shown in Figure 14, the power output of the FP-blade shows the peak value in the radial position
of r = 0; toward the two sides, the power is gradually reduced, and reaches zero or even a negative
power in the −R or R positions. The whole curve of the FP-blade is a downward parabolic line.
In comparison, the new VP-approach extends the position generated at the peak power from one
point in the FP-VAWT to a wide radial zone. Therefore, the final distribution of the power output
is similar to a trapezoid when the TSR = 4.5 and 5. For a TSR = 5.5, although a drop of the torque
occurs downstream, as shown in Figure 13, the VP-blade still experiences an increase in the power
output in most radial positions, because of a larger torque increase in the upwind region. The results
presented in Figure 14 also show a small drop in the position of r = 0, but a larger increase occurs in
other positions. Thus, the total power output will be absolutely increased.

 
(a) 

 
(b) 

Figure 14. Cont.
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( )

 
(c) 

 
(d) 

Figure 14. Power output of a blade as a function of position in VP-VAWTs and FP-VAWTs. (a) TSR = 4;
(b) TSR = 4.5; (c) TSR = 5; (d) TSR = 5.5.

A comparison of the power coefficient of the two types of VAWTs when the TSR = 4 to 5.5 is
shown in Figure 15, which reveals the obvious promotion of the power coefficient at a TSR = 4.5, 5,
and 5.5. The increase is 16% at a TSR = 4.5, and becomes larger as the TSR increases. Finally, an 18.9%
increase of the peak power efficiency of the VP-VAWT is achieved when the TSR = 5. The new curve
has a wider TSR zone with a high power coefficient, and the drop in the power coefficient starts when
the TSR = 5.5, but at a low rate. The results in Figure 15 clearly indicate that the new approach is highly
suitable for improving the peak efficiency of the VAWT at the optimum or larger TSR.

 

Figure 15. Power coefficient curves of VP-VAWTs and FP-VAWTs.

333



Appl. Sci. 2018, 8, 957

Since the parasitic drag of the radial arm was not considered in the investigation, the prediction
value may be higher than the real one in Figure 15. While the structure of the arm can be
well-designed, such as using an airfoil profile and being installed at a zero AoA relative to the free
wind, several methods such as this can greatly reduce their parasitic drag. Therefore, the new pitching
approach does effectively promote the overall performance of the turbine, even after considering
the parasitic drag of the arm.

5. Conclusions

This paper proposed a new VP-approach to increase the peak power coefficient of a straight-blade
VAWT. The new approach was designed for the blade at the optimum TSR, and focuses mainly on
widening the azimuthal zone of the largest AoA, instead of increasing it. A two-blade H-type VAWT
was studied using the DMST model to validate the effect of the new approach, in which the tip loss
was evaluated by Prandtl’s mathematics. The data of the middle height of the VAWT was adopted to
analyze and compare the FP-blade and the VP-blade from six different characteristics, namely the AoA,
lift, drag, resultant velocity, torque, and power output. The conclusions drawn from the study are
as follows.

(1) Through the application of the new approach, a large increase in the AoA is produced in
the upwind half-cycle of the VP-blade. A large increase in the AoA in the downwind half-cycle is
also achieved when the TSR = 4, 4.5, and 5, but the increase becomes smaller as the TSR increases,
so that a negative growth is shown when the TSR = 5.5.

(2) The new approach greatly enhances the lift of the blade and distributes the maximum lift in a
wider zone in the upwind region. In the downwind region, two new and larger maximum lifts
are created when the TSR = 4.5 and 5, but a smaller lift is obtained when the TSR = 5.5.

(3) The increased AoA leads to an increase of the drag of the blade in most of the positions. The trend
of the distribution of the drag is similar to that of the lift.

(4) The resultant velocity experiences little changes in the upwind region, while in the downwind
region, the changes are obvious, and become more obvious as the TSR increases.

(5) Influenced by the lift and drag, the ultimate effect of the torque shows that a large increase is
obtained in the upwind region and downwind region at most of the TSRs. The distribution trend
is also much like that of the lift.

(6) The new VP-approach also enlarges the azimuthal zone of the blade with the highest power
output. Consequently, an 18.9% increase of the peak power efficiency of the VAWT is achieved
when the TSR = 4.5. Additionally, the turbines are capable of working with high efficiency in a
wider TSR zone. The new VP-approach designed at the rated TSR is suitable to enhance the peak
efficiency of VAWTs.
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Nomenclature

Roman Letters

a induction factor
Ac amplitude of the pitch angle, [deg]
As Max amplitude of the pitch angle, [deg]
c length of chord line, [m]
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CD drag coefficient
CL lift coefficient
CN normal force coefficient
CT tangential force coefficient
CP power coefficient
N number of blade
H 1/2 height of rotor, [m]
R equatorial radius of rotor, [m]
S swept area of wind rotor, [m2]
U Tangential velocity, [m/s]
Vr resultant velocity, [m/s]
Vw free wind velocity, [m/s]
X0 TSR of max CP at zero Ac

AoA angle of attack, [deg]
CFD computational fluid dynamics
DMST double multi stream tube (model)
FP Fixed pitch
HAWT horizontal axis wind turbine
VAWT vertical axis wind turbine
TSR tip speed ratio
VP variable pitch
Greek Letters

α angle of attack, [deg]
ρ density of air, [kg·m−3]
θ azimuthal angle, [deg]
ω rotor angular velocity, [rad·s−1]
λ tip speed ratio (TSR)
γ pitch angle changed with the azimuth, [deg]
ξ dimensionless parameter of height
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Abstract: Accurate prediction of the time-dependent system dynamic responses of floating
offshore wind turbines (FOWTs) under aero-hydro-coupled conditions is a challenge. This paper
presents a numerical modeling tool using commercial computational fluid dynamics software,
STAR-CCM+(V12.02.010), to perform a fully coupled dynamic analysis of the DeepCwind
semi-submersible floating platform with the National Renewable Engineering Lab (NREL) 5-MW
baseline wind turbine model under combined wind–wave excitation environment conditions.
Free-decay tests for rigid-body degrees of freedom (DOF) in still water and hydrodynamic tests for
a regular wave are performed to validate the numerical model by inputting gross system parameters
supported in the Offshore Code Comparison, Collaboration, Continued, with Correlations (OC5)
project. A full-configuration FOWT simulation, with the simultaneous motion of the rotating blade
due to 6-DOF platform dynamics, was performed. A relatively heavy load on the hub and blade
was observed for the FOWT compared with the onshore wind turbine, leading to a 7.8% increase
in the thrust curve; a 10% decrease in the power curve was also observed for the floating-type
turbines, which could be attributed to the smaller project area and relative wind speed required for
the rotor to receive wind power when the platform pitches. Finally, the tower-blade interference
effects, blade-tip vortices, turbulent wakes, and shedding vortices in the fluid domain with relatively
complex unsteady flow conditions were observed and investigated in detail.

Keywords: computational fluid dynamics; floating offshore wind turbine; dynamic fluid body
interaction; semi-submersible platform; OC5 DeepCWind

1. Introduction

Energy generation from offshore wind farms has been garnering the attention of researchers,
owing to the abundance of resources and low environmental impact. Compared to offshore wind
turbines in shallow water, floating offshore wind turbines (FOWTs) have more advantages [1];
i.e., there are several deep-water sites suitable for installing turbines, wind is more abundant in
offshore areas, and public concerns on the visual and environmental impacts are minimized with this
technology. Some floating wind farms have been established; for instance, the first full-scale 2.3-MW
FOWT was installed in Hywind near the coast of Norway, and last year, five 6-MW FOWTs were
installed in the North Sea off the coast of Peterhead, Scotland.

However, it is difficult and expensive to operate a real-scale test model and accurately calculate
critical loads because the complex multi-physical phenomena are not easy to simulate in reality.
In addition, this technology is dependent on extreme weather situations (such as 25 m/s cut-out
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speeds). Thus, the use of computational methods, involving virtual full-scale modeling, may increase
the development of the controllers’ reliability (such as structure and loads) of FOWTs, reduce the
risks involved, and build confidence in the design stage. Among the codes used, one of the most
famous ones is the Fatigue, Aerodynamics, Structures, and Turbulence code (FAST), which was
developed by the National Renewable Engineering Lab (NREL) based on the blade element momentum
(BEM) theory [2]. However, the BEM theory is seldom applied in FOWT situations owing to its
theoretical limitation. In contrast, the fluid structure interaction (FSI) simulations, as a modern
computational analysis method, has proven to be an accurate and convincing method for considering
aero-hydro-servo-elastic problems; however, complex fluid conditions and blade deformation presents
significant computational challenges.

Further, correctly simulating the movement of floaters on free surfaces is also a major challenge;
many researchers from different institutions have developed various codes and solvers to simulate
the hydrodynamic performance of floaters. Nearly all solvers are based on the following theories:
the potential-based panel approach and Morrison equation. The former cannot determine viscous flow
details and is usually used together with the damping coefficient obtained from experimental test data.
The FAST code HydroDyn module has applied this method. The Morison equation is a semi-empirical
equation; this equation mainly describes the inline force in oscillatory flow conditions; this also
has theoretical limitations and it cannot adequately describe the time-dependent force. Examples
include the wave analysis MIT (WAMIT), TimeFloat, and CHARM3D. However, there are still some
physical phenomena that cannot be fully described. Conversely, the unsteady computational fluid
dynamics (CFD) approach can simulate with consideration of all physical effects, including flow
viscosity, hydrostatic forces, wave diffraction, radiation, wave run-up, and slamming and provide
reliable and accurate results regarding the platform movement.

Owing to the reasons mentioned above, the CFD method is widely considered an effective and
reliable method to simulate the FOWT problem; to date, several CFD-related investigations have been
performed. However, previous studies have used the following methods, ignoring some effects, leading
to inaccurate results. First, to investigate the hydrodynamic load and motion response of a platform on
an FOWT, some studies just simplified the problem into wind turbine aerodynamic loading or ignored
the tower and rotor-nacelle-assembly. Second, some studies focused on aerodynamic loading but
restricted the motion of the floating platforms to a prescribed position or did not allow the platform to
move with 6 DOF.

Unai Fernandez-Gamiz et al. [3] developed an improved BEM-based solver to verify the NREL
5-MW wind turbine and determined the bending moment and thrust force in the blade root;
they also investigated rectangular sub-boundary layer vortex generators using the CFD method [4],
which showed the highest vortex generator suitable for separation control. Nematbakhsh et al. [5]
developed a CFD spar model and successfully captured strong nonlinear effects, which cannot be
captured using the FAST code. Furthermore, their study also observed that when the wave amplitude
was large, a discrepancy could exist between CFD and FAST. Vaal et al. [6] used the BEM method
to investigate the surge motion of FOWTs. This showed that the BEM method could only provide
a reasonable solution under slow surge motion conditions; this is because, in this condition, the wake
dynamics can be ignored. Zhao and Wan [7] used a Naoe-FOAM-SJTU simulated OC4 platform to
study the effects of the presence of wind turbines. They carried out platform pitch motions at high
wind speeds and investigated the wind turbine effect on the floating platform. Tran et al. [8] set the
platform to execute a prescribed sinusoidal pitching motion and changed the motion amplitudes and
frequencies, instead of modeling a floating platform with 6 DOF using the unsteady BEM theory,
generalized dynamic wake (GDW), and CFD; large discrepancies were observed when the pitch
amplitude increased to 4◦. Tran et al. [9] analyzed an FOWT system under a prescribed sinusoidal
surge motion, and found that thrust and power varied significantly, which is related to the oscillation
frequency; the surge motion amplitude also varied significantly. Liu et al. [10] superimposed three
DOF platform motions (surge, heave, and pitch) and concluded that the platform motion significantly
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impacted the thrust and torque of the wind turbine. Ren et al. [11] used FLUENT analysis for a 5-MW
tension-leg-platform-type turbine under coupled wave-wind conditions and validated the simulation
results against experimental data. They only considered the surge motion and concluded that during
the variation in the average/mean surge response of the system, aerodynamic forces played the main
role. Quallen et al. [12] performed a CFD simulation involving an OC3 spar-type FOWT model under
wind–wave excitation conditions. The mean surge motion predicted using the CFD model was 25%
less than that predicted using FAST. Tran and Kim [13] modeled an OC4 semi-submersible FOWT using
the dynamic fluid body interaction (DFBI) method and an overset mesh technique under wind–wave
excitation conditions. A good overall agreement was found between the CFD results and FAST
data. Both codes used the quasistatic method for modeling the mooring lines. S. Gueydon et al. [14]
modeled a semi-submersible platform using the aNyPHATAS code to investigate operating rotor
effects on drift motions and additional damping. Chen et al. [15] modeled a semi-submersible FOWT
with two different blade configurations in a wave basin to further optimize the blade design for
FOWTs. A.J. Dunbar et al. [16] developed an open-source CFD/6-DOF solver based on OpenFOAM
and compared rotational and translational motions with FAST, demonstrating the accuracy of this
tightly coupled solver.

The main purpose of this study was to conduct a virtual test of a real-scale 5-WM semi-submersible
FOWT using the advanced CFD method. The hydrodynamic responses were validated using the latest
physical test data of the Offshore Code Comparison, Collaboration, Continued, with Correlations
(OC5) projects. Full-configuration FOWT simulations, simultaneously considering the rotating blade
motion with 6-DOF platform dynamics were performed; a relatively large discrepancy in the predicted
power was observed owing to the different properties of the mooring line and rotating inertia moment
between the OC4 and OC5 projects. This proves the high infinity result of OC5 project. Further,
this study may provide some reference for the validation of the CFD method for use in the OC5 Phase
II system and high-fidelity simulation investigations of FOWTs in coupled aero-hydro conditions.

The OC5 DeepCWind semi-submersible floating wind turbine model was used for the
investigation, which is briefly described in Section 2. The numerical methods used in the study
are introduced in Section 3. The aerodynamic validation studies performed using different modeling
tools are briefly presented in Section 4. Section 5 presents the results of the dynamic responses of the
floating system under regular wave conditions. Section 6 presents the simulation results of the fully
coupled configuration. Section 7 presents the conclusions of the study.

2. Floating Offshore Wind Turbine Model

2.1. Model Description

A semi-submersible FOWT tested in Phase II of the OC5 project was investigated. The design
parameters of the full-scale OC5 DeepCWind semi-submersible platform are summarized in Table 1.
The NREL 5-MW baseline wind turbine model was set above the tower, 87.6 m from the water
surface; we used airfoil data from the DOWEC project, which is also mentioned in Jonkman’s work [1]
from NREL. The major properties of the NREL 5-MW baseline wind turbine are given in Table 2;
the cross-sections of the rotor blade were composed of a series of Delft university of technology
(DU) and national advisory committee for aeronautics (NACA) 64 airfoils from the hub to the tip
of the outboard section. The computer-aided design (CAD) model of the blade was first developed
using Solidworks software (Dassault systems, Velizy-Villacoublay, France), as shown in Figure 1.
Except for the cylinder in the blade root and transition section, the control airfoil spread along the
blade includes the DU series airfoil from 40% to 21% thickness and a NACA airfoil of 18% thickness.
Details concerning the wind blade aerodynamics including the blade twist, chord length, and airfoil
designation are presented in Table 3.
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Table 1. Full system structural properties.

Parameters Value

Mass 1.3958 × 107 kg
Draft 20 m

Displacement 1.3917 × 104 m3

Center of mass (CM) location below seawater level (SWL) 8.07 m
Roll inertia about system CM 1.3947 × 1010 kg/m2

Pitch inertia about system CM 1.5552 × 1010 kg/m2

Yaw inertia about system CM 1.3692 × 1010 kg/m2

Table 2. Blade structural properties.

Parameters Value

Length (w.r.t. root along axis) 61.5 m
Overall (integrated) mass 2.2333 × 104 kg

Second mass moment of inertia 1.48248 × 107 kg/m2

First mass moment of inertia 4.5727 × 105 kg/m
CM location 20.475 m

Figure 1. Airfoil construction of National Renewable Engineering Lab (NREL) 5 MW blade.

Table 3. Blade airfoil distribution of National Renewable Engineering Lab (NREL) 5 MW wind turbine.

Node Radius (m) Twist Angle (deg) Chord Length (m) Airfoil Designation

2.867 13.308 3.542 Cylinder
5.600 13.308 3.854 Cylinder
8.333 13.308 4.167 Cylinder
11.750 13.308 4.557 DU 40
15.850 11.480 4.652 DU 35
19.950 10.162 4.458 DU 35
24.050 9.011 4.249 DU 30
28.150 7.795 4.007 DU 25
32.250 6.544 3.748 DU 25
36.350 5.361 3.502 DU 21
40.450 4.188 3.256 DU 21
44.550 3.125 3.010 NACA 64-618
48.650 2.319 2.764 NACA 64-618
52.750 1.526 2.518 NACA 64-618
56.167 0.863 2.313 NACA 64-618
58.900 0.370 2.086 NACA 64-618
61.633 0.106 1.419 NACA 64-618
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2.2. OC4 and OC5 Projects

Previous studies mostly used test data from the study by Coulling et al. [17], which was led by
the University of Maine at the maritime research institute Netherlands (MARIN) offshore wave basin
in 2011; however, the geometrically scaled model did not perform as expected under the low-Reynolds
number wind conditions. In addition, only semi-submersible properties (center of mass, inertia force,
etc.) were considered in the OC4 project, while the OC5 project considered the properties of the
full system, and the mooring line properties could be adjusted. Hence, a new model was built that
resulted in better-scaled thrust and torque loads. However, this turbine was retested in 2013, and this
turbine was examined in Phase II of the OC5 project [18]. The different physical properties of the
semi-submersible platforms in the two projects are summarized in Table 4.

Table 4. Comparison of OC4 and OC5 project.

Semisubmersible Platform OC5 Phase II OC4 Phase II

Mass 12,919,000 kg 13,444,000 kg

Draft 20 m 20 m

CM below SWL 14.09 m 14.4 m

Roll inertia 7.5534 × 109 kg/m2 8.011 × 109 kg/m2

Pitch inertia 8.2236 × 109 kg/m2 8.011 × 109 kg/m2

Yaw inertia 1.3612 × 1010 kg/m2 1.391 × 1010 kg/m2

Buoyancy center below SWL 13.15 m -

Mooringline anchors from center 837.6 m 837.6 m

Mooringline fairlead from center 40.868 m 40.868 m

Unstretched mooringline length 835.5 m 835.5 m

Mooringline mass density

Line 1: 125.6 kg/m
113.35 kg/mLine 2: 125.8 kg/m

Line 3: 125.4 kg/m

Mooringline extensional stiffness

Line 1: 7.520 E8 N
7.536 E8 NLine 2: 7.461 E8 N

Line 3: 7.478 E8 N

6 degrees of freedom (DOF)
Natural Periods

Surge: 107 s Surge: 107 s

Sway: 112 s Sway: 113 s

Heave: 17.5 s Heave: 17.5 s

Roll: 32.8 s Roll: 26.9 s

Pitch: 32.5 s Pitch: 26.8 s

Yaw: 80.8 s Yaw: 82.3 s

The turbine is a 1/50th scale horizontal-axis model of the NREL 5-MW reference wind turbine
with a flexible tower affixed atop a semi-submersible platform. The DeepCwind semisubmersible
platform is composed of the main column and three offset columns linked to the main column via
several pontoons and braces, as mentioned in the OC5 report [18]; the 1/50th scale and full-scale
models are shown in Figure 2. A 5-MW baseline wind turbine is vertically mounted on the main
column so that the hub height from the sea surface is 90 m. In addition, the platform is moored with
three catenary mooring lines, with fairleads located at the base columns. The anchors are located 200 m
below the sea surface, on the seabed. One mooring line is aligned in the wave direction, which is
also the platform surge direction; the other two mooring lines are distributed around the platform
uniformly and the attachment angle between each mooring line is 120◦.
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(a) (b) 

Figure 2. Semi-submersible model: (a) Full-scale model; (b) The 1/50th scale model in maritime
research institute Netherlands (MARIN) wave basin.

3. Simulation Method

3.1. Numerical Setting and Governing Equations

This paper presents a numerical modeling tool using commercial CFD software,
STAR-CCM+(V12.02.010) (Siemens, Munich, Germany), to perform a fully coupled dynamic analysis
of the DeepCwind semi-submersible floating platform with the NREL 5-MW baseline wind turbine
model under combined wind-wave excitation conditions.

This investigation used the unsteady incompressible Navier–Stokes equations, according to the
first principles of the conservation of mass and momentum. To solve the pressure–velocity coupling,
a semi-implicit method was used, which involved a predictor–corrector approach. Second-order
upwind and central difference schemes were used for the convection terms and temporal time
discretization, respectively. Additionally, the shear stress transport (SST) k-ω turbulence model
(Menter’s Shear Stress Transport) is a robust two-equation, eddy-viscosity turbulence model used
for many aerodynamic applications to resolve turbulent behavior in the fluid domain and was first
introduced in 1995 by F.R. Menter [19]. The model combines the k-ω and k-e turbulence models;
therefore, the k-ω turbulence model can be used in the inner region of the boundary, and the k-e
turbulence model can be used in free shear flow. Menter’s SST turbulence model can be expressed as
follows:
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To obtain details of the free surface between air and water, the unsteady CFD method with the
volume of fraction (VOF) approach coupled with the 6 DOF solver was used for the hydrodynamic
analysis considering the surge, sway, heave, roll, pitch, and yaw motions of the platform.

3.2. Dynamic Fluid Body Interaction (DFBI) Method

The DFBI method was applied to simulate the motion of the rigid FOWT body in response to
pressure and shear forces in the fluid domain and consider the recovery force from the mooring lines.
STAR-CCM+ was used to calculate the resultant force and moment acting on the body due to various
influences and also to solve the governing equations of rigid body motion to determine the new
position of the rigid body. A flow chart illustrating the DFBI method is shown in Figure 3.
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Figure 3. Flowchart of Dynamic Fluid Body Interaction (DFBI) method.

3.3. Overset Mesh Technology

The overset mesh technique, also called overlapping or chimera grids, was applied. A new
internal interface node was created within the overset mesh region. This volume-type interface enables
the coupling of solutions on the domains using automatically generated sets of acceptor cells in one
mesh and donor cells in another mesh. Varying values of the donor cells affect the values of the
acceptor cells based on interpolation. This method can handle complex geometries and body motions
in dynamic simulations.

3.4. Mooring Line Modeling and Damping

The catenary coupling model was used to model an elastic, quasi-stationary catenary, hanging
between two endpoints and subject to its own weight in the field of gravity. In a local Cartesian
coordinate system, the shape of the catenary is given by the following set of parametric equations:

x = au + bsin(u) + α (3)

y = acosh(u) +
b
2

sinh2(u) + β (4)

f or u1 ≤ u ≤ u2 (5)

In addition, a wave-damping area was applied, considering the wave reflection near the outlet
boundary; this treatment includes a wave-damping zone. The wave-damping area was designed to
minimize the effects of wave reflections on the far downstream outlet boundary. As a result, the VOF
wave could be damped in the pressure outlet boundary to reduce wave oscillations. This damping
introduces vertical resistance to the vertical motion of the wave.

4. Aerodynamic Validation of Wind Turbine

4.1. Numerical Setting and Mesh Convergence Test

An aerodynamic simulation of the rotor part was performed to validate the accuracy of the 3D
model and the numerical model using the CFD method. The hexahedral computation domain size and
boundary type was 8D(x) × 5D(y) × 3D(z) and extended up to 2.5D and 5.5D in the upstream and
downstream x-directions from the wind turbine, respectively.

Both poly grids and trim grids were tried in the mesh test procedure, and the trim mesh was
finally selected owing to its robust features and relatively low computational cost. Nineteen layers of
prism grids were generated to determine the blade-attached flow, and the near-wall first boundary
layer thickness was 3.82 × 10−6 m. A mesh convergence test was also performed, and the results
are given in Table 5; five sets of grids were generated with different grid densities while all the other
parameters remained unchanged. A total of 22 million grids were selected with both a short calculation
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time and acceptable power loss. Details of the trim mesh around the blade tip are presented in Figure 4;
at the same time, denser grids around the leading and trailing edges of the airfoils were used to detect
fluid details. Y plus is a dimensionless value used to measure the mesh quality; a value below 1 is
produced when the k-ω SST turbulence model is applied. In this study, the Y plus value was much
lower than 1 in all five cases.

Table 5. Mesh convergence test.

Mesh Thrust (kN) Power (kW) Power Variation

14 millions 726 4980 −5.0%
20 millions 728 4990 −4.8%
22 millions 731 5080 −3.0%
30 millions 730 5120 −2.3%
38 millions 734 5240 0%

 

 

(a) 

(b) 

(c) 

Figure 4. Trim cell detail: (a) Mesh section near 45 m spinwise airfoil; (b) Trim mesh around blade tip;
(c) Blade surface mesh.

4.2. Validation of Rotor Aerodynamic Performance

Currently, there are three main methods used for simulating aerodynamic performance: the BEM
method, generalized dynamic wake (GDW) model, and CFD model. The results of each model are
shown in Figure 5. The CFD results are in good agreement with those of the other codes with regard to
both power and thrust prediction, which were collected by Gyeongsang national university (GNU)
using FAST code. The BEM method was observed to overestimate results at a relatively high wind
speed, which is also noted in other studies [20]. Sivalingam et al. also compared results between the
CFD and BEM methods; there was a good agreement in terms of the thrust and torque results below
the rated speed. However, because of tip loss factors at relatively high wind speeds, a deviation of
axial induction factors was shown by the BEM method, while the CFD method captured wake rotation
accurately [21].
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Figure 5. Power and thrust in 8, 11, 15, 20, and 25 m/s uniform wind speeds.

4.3. Study of Wind Profile and Tower Dam Effect Under Onshore Wind Turbine Generator Conditions

The aerodynamics of the NREL 5-MW fixed wind turbine was studied on a full-scale without the
floating platform. The results will later be compared with the data for a floating wind turbine. All the
numerical settings used in the CFD-rigid body motion (RBM) approach in the previous simulations
were applied to the rotor part, except the inlet uniform wind was replaced with the wind profile.

The wind profile shows variations in the horizontal wind speed with height, which may result
in increased fatigue loading and reduced power output, usually characterized by the power law,
as follows:

v = v = vhub(H/Hhub)
α (6)

The wind shear exponent (alpha) was 0.12 for flat onshore conditions. Figure 6 illustrates the
computational mesh domain; the upstream boundary of the inlet is defined as velocity inlet and
the pressure outlet is defined as the downstream boundary. Symmetric boundary conditions were
applied in the far field region and a no-slip wall condition was imposed on the surface. Tran et al. [20]
had carried out a convergence test to determine the fluid domain size; herein, we used a hexahedral
computational domain size of 1000 m × 600 m × 275 m (length, width, height), the same as that used
by Tran et al, in the x-direction; the fluid domain extended 313 m upstream and 687 m downstream to
help analyze the fluid domain and consider the impact of the vortex after the tower, considering the
time-dependent motion of the rotating blades; we used the RBM method in this study.

Figure 6. Onshore 5 MW wind turbine fluid domain and boundary conditions.

Aerodynamic simulations of onshore wind turbines were conducted using the RBM method
under unsteady conditions; the obtained torque output under 11 m/s wind conditions was compared
with the results of the FSI method obtained at the University of California. As shown in Figure 7,
there was good agreement between both, but the predictions from our simulation were slightly higher,
which may be because blade deformation was ignored in the RBM method [22,23].
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Figure 7. Torque curve between fluid structure interaction (FSI) method and unsteady method in
11 m/s wind speed.

5. Hydrodynamic Response of Floating Platform

5.1. Free-Decay Test

Free-decay tests are methods generally used in a wave tank to determine the natural period of
a floating system. The OC4 project was based on a 1/50th-scale semi-submersible platform in the
MARIN wave basin in 2011. This model was revised two years later, to provide more precise test
data for the OC5 project [18]. Owing to the different properties of the mooring line (line stiffness)
and rotating inertia forces in the two tests, the OC4 and OC5 data reveal good agreement in terms of
translation motions (surge, sway, and heave) but a relatively large discrepancy in terms of rotating
motions (roll, pitch, and yaw), as observed in Table 6. Six-DOF free decay tests were conducted to
determine the hydrodynamic damping characteristics of the OC5 semi-submersible platform.

Table 6. Natural period in OC4 and OC5 project.

DOF OC5 Natural Period OC4 Natural Period

Surge 107 s 107 s
Sway 112 s 112 s
Heave 17.5 s 17.5 s

Roll 32.8 s 26.9 s
Pitch 32.5 s 26.8 s
Yaw 80.8 s 82.3 s

The wave mode was set as still water, and the air density was zero. Only the platform was
considered to simplify the simulation; however, the gross mass should also be considered. The platform
was given a prescribed displacement and released to move freely from the initial position. This test
considered only three rigid-body DOFs, that is, the surge, pitch, and heave motions.

The results are presented in Figure 8, along with the simulation results from GNU and the wave
basin test results from phase II of the OC5 project. The heave and surge time-domain responses for the
platforms are in good agreement, as similar results were obtained in the heave and surge periods in
the OC4 and OC5 projects. However, in the case of pitch, a relatively large discrepancy was observed
in the time-domain response for the GNU simulation. As mentioned above, this effect may be owing
to the different properties of the mooring line and rotating inertia forces of the platforms used in the
two projects. Based on the natural period of the pitch, the pitch results were in good agreement with
the OC5 test data.
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Figure 8. 3-DOF movement of platform by time domain: (a) Heave movement; (b) Surge movement;
(c) Pitch movement.

5.2. Hydrodynamic Response Under Regular Waves

The characteristics of the DeepCWind platform under regular wave conditions were investigated
by calculating the response amplitude operators (RAOs). An RAO is the normalized value of the
amplitude of the periodic response of a field variable divided by the amplitude of a regular wave [24].
The platform was initialized at a static position, and a regular wave was introduced. The regular wave
had an amplitude of 3.79 m and a period of 14.3 s. A fifth-order wave was applied in the regular wave
test; here, the fifth-order wave was modeled with a fifth order approximation to the Stokes theory of
waves [25]. This wave more closely resembled a real wave than one that was generated by the first-order
method. The transient start-up period should not be considered in the results. After simulation runs
for 400 s, the platform movement achieved a periodic quasi-steady state. The surge, heave, and pitch
motion amplitudes were calculated by averaging the amplitudes over the last eight wave periods [24].
These values were then normalized using the amplitude of the regular wave to obtain the RAO.
The RAOs of Phase II of the OC5 project were higher for the surge, heave, and pitch DOFs, similar to
our simulation results obtained using the unsteady CFD method, as shown in Figure 9.
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Figure 9. Comparison of response amplitude operators (RAOs) for surge, heave, and pitch.

6. Fully Coupled Wind–Wave Simulation

The full-scale DeepCwind OC5 model in a coupled wind–wave excitation condition was finally
conducted using the DFBI method mentioned above. Figure 10 shows the fluid domain, together
with an xz-plane section of the mesh distribution in the whole fluid domain. To obtain the fluid
details near the free surface, as well as those near the turbine blade tip and vortex regions after
the tower, mesh refinement was performed around the blades and platform, as shown in Figure 11.
Nearly 27 million cells were generated using the built-in trim mesh feature in STAR-CCM+. The wind
speed, V, was assumed to be the rated wind speed (11.4 m/s); the wave height and wave period were
assumed to be 7.58 m and 12.1 s, respectively, similar to the MARIN wave basin.

 
(a) 

 
(b) (c) 

Figure 10. Full-coupled floating offshore wind turbines (FOWT) domain: (a) Mesh distribution in
xz-plane; (b) Close-up view of mesh around platform; (c) Close-up view of mesh around wind turbine.
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Figure 11. Fully coupled floating offshore wind turbines (FOWT) domain fluid, domain size,
and boundary conditions.

After a 10 s start-up time, the aerodynamic output for the wind turbine was stabilized and the
platform was released to move. A computational flow chart for the FOWT is presented in Figure 12.

Figure 12. Flow chart of fully coupled simulation in the wind–wave condition.

The time for one revolution of the blades with a rotation speed of 12.1 rpm is 4.96 s. The time-step
size (dt) of 0.07009 s utilized here corresponds to a 5◦ increment in the azimuth angle of the blade for
each time-step. The wave heading angle is 0◦ and the wave is parallel to the direction of mooring
line 2, which is also parallel to the platform surge direction.

All computations of the FOWT considering the wind–wave coupling were performed using a 4U
multi D500 server. The elapsed real central processing unit (CPU) time for parallel processing per
time-step with 15 sub-iterations was 6 min when using 66 CPUs. The total number of iterations for
a simulation runtime of 300 s was approximately 30,000. The total simulation time taken to obtain the
results using 66 CPUs was 20 days.

Figure 13 demonstrates the vortex contours with 0.5 Q-criteria, colored according to the
velocity magnitude component, where the free surface is colored according to the surface elevation.
After post-processing, as easily observed in the figure, strong vortices appear near the blade tips and
roots. The presence of the tower caused a complex flow wake because of the interaction between the
tower and flow. Such a detailed flow map is useful to identify the means for improving the wind
turbine power output in the design stage.
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Figure 13. Velocity scene and water elevation.

This is an advantage of the CFD method, which is not present in other codes such as FAST.
The size of the vortex tubes gradually decreases with time, and the patterns can be described by
an iso-vorticity value. Herein, one wave period is separated into eight steps, i.e., T1 to T8; the duration
from T1 to T8 represents one period of the platform surge motion. When the wind turbine moves
backward, the number of vortex tubes increases, and the gaps between the blade tip vortices tend to
continuously decrease at the same time. Figure 14 shows the fluid field and turbulence wakes between
the fluid and tower and nacelle during the platform surge motion at different times. It shows that the
generated vortexes near the tower and nacelle configurations diffuse outward as the platform moves
backward, and vice versa.

  
(a) (b) 

Figure 14. Instantaneous iso-velocity contours within one period: (a) upwind direction movement;
(b) downwind direction movement.

The RAOs of surge, heave, and pitch in the fully coupled configuration under wind–wave
excitation conditions are given in Table 7. Compared to the result of the regular wave test, where only
regular waves exist, under a no-wind condition some discrepancies can be observed. The motion RAOs
and the time-average values over the last four wave periods for 3-DOF were compared. Due to the
unavailability of MARIN test data for the wind and wave conditions simulated herein, the comparison
was only performed with the result from a previous study. All the 3-DOFs, i.e., heave, surge, and pitch
showed small amplitudes compared to the results of the regular wave test without wind conditions.
The incoming wind from the x-direction obviously has a significant effect on the restoring force of
the mooring line; hence, the FOWT system cannot be restored to the equilibrium position as in the
regular wave test. The incoming wind increased the aerodynamic thrust towards the floating system
and pushed the platform further away in the backward direction, also leading to an increase in the
mean surge. Nevertheless, the close agreement between the results for the 3-DOFs demonstrates the
capability of this method.
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Table 7. Motion response amplitude operators (RAOs) in different environment conditions.

Motion Wave Only Wind-Wave Coupled

Surge (m/m) 0.70 0.12
Heave (m/m) 0.36 0.13
Pitch (deg/m) 0.33 0.07

Thrust and power are two critical aerodynamic performance factors for evaluating a wind turbine.
Thrust is defined as the integrated force component normal to the rotor plane. The power output
and thrust force time-histories for the coupled simulation are presented in Figure 15 along with the
dynamic responses of the pitch motion rate of the platform.
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Figure 15. Fully coupled FOWT aerodynamic performance.

The response curves of power and thrust act at the same frequency as the incident wave. Due to
the tower shade effect, the curves of power and thrust force exhibit periodical fluctuations with
a period of 120◦ for the blade rotation. However, the effect of tower dam effects on the power output
of the wind turbine is less than 5%. The variation of pitch motion also acts at the same frequency as the
inlet wave. When the platform moves in the upwind direction, the power output and thrust force both
increase, while the aerodynamic load decreases as the sign of the pitch motion changes. This is because
the upwind pitch motion of the FOWT increases the relative velocity between the wind turbine and
the inlet wind, and the angle of attack for each blade section increases correspondingly.

The dynamic responses of the wind turbine performance and typical platform motions after 300 s
of the simulation are presented in Table 8. The power output varies from 3446 kW to 4698 kW at a rated
wind speed. The variation in power is larger than that in the thrust force, that is, the power output
is more sensitive than the thrust force to platform motion. Then, aerodynamic performances of the
onshore fixed wind turbine and offshore floating wind turbine were compared and the average thrust
value was calculated over the last four periods. In the case of thrust, a 7.8% increase was observed in
a floating offshore turbine, the floating offshore wind turbine had an average thrust around 796 kN
and the onshore wind turbine had an average thrust of 738 kN, which indicated a relatively small
load on the hub and blades. This is because of the thrust force acting on the top of the tower, meaning
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the platform always moves in the upwind direction to offset the capsizing moment induced by the
thrust force. In the case of the power curve, the average power value was calculated over the last four
periods. A 10% decrease was observed in the floating offshore wind turbine, which is likely due to the
smaller project area and relative income wind speed when the platform pitches, as shown in Figure 16.
Accordingly, the platform surges from 7.9 to 9.8 m, which is also due to the thrust force that must be
offset by the mooring line tension.

Table 8. Dynamic response of floating offshore wind turbines (FOWT) in the wind–wave condition.

Parameters Value

Power output Range (kW) 3446–4689
Mean value (kW) 4181

Thrust force
Range (kN) 759–838

Mean value (kN) 801

Pitch angle Range (deg) 4.5–5.3
Mean value (deg) 4.9

Surge motion Range (m) 7.9–9.8
Mean value (m) 9.1

Heave motion
Range (m) −0.7–0.7

Mean value (m) 0.1
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Figure 16. Comparison between onshore and offshore.

7. Conclusions

This investigation performed a CFD numerical analysis for a semi-submersible-type FOWT
used in Phase II of the OC5 project, by advanced DFEI method and overlap mesh techno ledge.
The full-configuration FOWT in a wind–wave excitation condition has been successfully performed,
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with simultaneous consideration of the wind turbine movement due to 6-DOF platform dynamics.
The RAOs of the surge, heave, and pitch were compared to MARIN test data and data reported in
previous studies when only the wave condition was considered. A slight discrepancy was observed
between the CFD studies with regard to the pitch, possibly because of the different physical properties
of the platform and mooring lines in the OC4 and OC5 projects. There was a relatively large
discrepancy in the hydrodynamic response, which can induce large deviations in the prediction
procedure. Particularly, pitch natural period showed a 21% discrepancy between OC4 and OC5
projects, as indicated by the results of the free decay test of the pitch and the numerical discrepancy in
the RAOs in the regular wave test.

Besides, unsteady blade-tip vortices and strong flow interactions with the turbulent wakes of
the tower due to the surge motion of the platform were successfully simulated and visualized using
the advanced DFBI and VOF methods. The power and thrust force of the FOWT increased when the
floating platform moved in the upwind direction, while the aerodynamic loads decreased as the pitch
motion reversed direction. This can be explained by the variation in the angle of attack for each blade
section when the FOWT system experiences pitch motion. All the 3-DOFs, including heave, surge,
and pitch had smaller amplitudes compared with the results in the regular wave test without wind
conditions. Incoming wind from the x-direction obviously has a large effect on the restoring force in
the mooring line, and, as a result, the whole FOWT system cannot be restored back to the equilibrium
position as in the regular wave test.

In addition, a relatively heavy load on the hub and blades was observed for the FOWT compared
with the onshore wind turbine. This is because of the thrust force acting on the top of the tower, due to
which the platform moves in the upwind direction to offset the capsizing moment induced by the
thrust force. With regard to the power curve, a 10% decrease was observed for the floating offshore
wind turbine, which is likely due to the smaller project area and relative income wind speed when the
platform experiences pitch motion. Overall, there is a greater variation in the power than in the thrust
force, that is, the power output is more sensitive than the thrust force to platform motions.

Until now, all published papers based on an OC4 project which was carried out in 2013 (this was
code-to-code comparison project 5 years ago), which found a large discrepancy from the experimental
test data of the OC5 project. This study could be a good insight for future studies, as there has not
been any specific CFD research based on OC5 test data until now. Examination of the OC5 Phase II
project, with a computational fluid dynamics code (which has a higher-fidelity model of the underlying
physics), could help determine if there are some deficiencies in the hydrodynamic models being
employed by participants in an OC5 code-to-test project [18].
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Featured Application: The main research conclusions of this paper could provide references for

load prediction of similar wind turbine systems during the occurrence of typhoon, and deepen

the understanding on meso/microscale wind field nesting mechanism.

Abstract: Compared with normal wind, typhoons may change the flow field surrounding wind
turbines, thus influencing their wind-induced responses and stability. The existing typhoon theoretical
model in the civil engineering field is too simplified. To address this problem, the WRF (Weather
Research Forecasting) model was introduced for high-resolution simulation of the Typhoon “Nuri”
firstly. Secondly, the typhoon field was analyzed, and the wind speed profile of the boundary layer
was fitted. Meanwhile, the normal wind speed profile with the same wind speed of the typhoon
speed profile at the gradient height of class B landform in the code was set. These two wind speed
profiles were integrated into the UDF (User Defined Function). On this basis, a five-MW wind turbine
in Shenzhen was chosen as the research object. The action mechanism of speed was streamlined and
turbulence energy surrounding the wind turbine was disclosed by microscale CFD (Computational
Fluid Dynamics) simulation. The influencing laws of a typhoon and normal wind on wind pressure
distribution were compared. Finally, key attention was paid to analyzing the structural response,
buckling stability, and ultimate bearing capacity of the wind turbine system. The research results
demonstrated that typhoons increased the aerodynamic force and structural responses, and decreased
the overall buckling stability and ultimate bearing capacity of the wind turbine.

Keywords: typhoon; wind turbine; meso/microscale; aerodynamic force; mechanical performance

1. Introduction

A large wind turbine structure is more flexible [1] and has a more prominent wind-induced
dynamic effect [2]. It is a typical wind-sensitive structure. Wind load is the control load of its structural
design [3,4]. In particular, the wind-induced failure of large wind turbine structures occur frequently
during strong typhoons [5,6]. For example, the Typhoon “Cuckoo” in 2003 affected the normal
operation of wind power plants in south China, which halted 13 wind turbines. The Typhoon “Saomai”
in 2006 landed on Zhejiang, and caused different degrees of failure of 20 units in the Cangnan Wind
Power Plant. In 2014, the Typhoon “Rammasun” landed at Hainan Province, which caused the collapse
of—and serious damage to—the 1.5-MW wind turbine with a 77-m blade diameter in the wind power
plant. Compared with normal wind, typhoons form a more complicated near-ground wind field.
The wind field characteristics of high turbulence, changeable direction, and great changes of shearing
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wind speed will intensify the fluctuation of the wind turbine structure. Under this circumstance,
airflow movement on the near-wall surface is disorganized, and the surface pressure is changed
significantly, which further caused significant changes in the wind-induced responses and the stability
of the wind turbine system [7,8]. For these reasons, a contrastive analysis of aerodynamic performances
and comprehensive performances of the large wind turbine system during typhoons and normal wind
was of important theoretical significance and engineering values.

For studies concerning wind turbine performance during typhoon, Takeshi et al. [9] studied
influences of blade, wind direction, and the relative position of a doorway on the collapse of wind
turbines according to wind turbine collapse data and measured typhoon speed in Japan. Tang et al. [10]
and Chou and Tu [11] analyzed stresses on the wind turbine structure under typhoon load by the
simplified static analysis method. Li et al. [12] analyzed typhoon characteristics and the damages of
different parts of wind turbines. They pointed out that the design of different parts of a wind turbine
has to strengthen the structural strength and pay attention to the yaw of the wind turbine under
typhoon load. Wang et al. [6] and Luo et al. [13] carried out a systematic analysis on wind-induced
static/dynamic responses of the tower in the wind turbine system during a typhoon by combining
a theoretical deduction and fluctuating wind spectrum. Some suggestions regarding the design of
the typhoon resistance of the tower body in the wind turbine system were given. Lian et al. [14] and
Zhou et al. [15] carried out a systematic analysis on the aerodynamic load on blades of the wind turbine
system under typhoon loads by combining a theoretical analysis and measured data. They established
a typhoon-resistance aerodynamic blade design optimization model for wind turbines. Cao [16]
and An [17] analyzed the flow field and pressure field and structural stresses of the wind turbine
under typhoon loads by theoretical studies and CFD numerical simulation. A new typhoon-resistance
wind turbine design philosophy and structural design was proposed. Utsunomiya et al. [18] and
Ma et al. [19] carried out a statistical analysis on the dynamic response and mooring linear tension
response of a submarine platform of an offshore wind turbine under typhoon loads. They attached
high attentions to the aerodynamic shape design and typhoon resistance characteristics of blades.

Most of the above studies concerning the typhoon resistance of a wind turbine are based on
theoretical analysis and measured data. The theoretical systems in these studies were too simplified to
reflect the specific wind profile and landing attenuation effect of a mesoscale typhoon field. Nowadays,
mesoscale models have been well applied in case analyses of typhoons, early warnings, and disaster
forecasts. Common models include Weather Research Forecasting (WRF), MM5 (Mesoscale Model
Version 5), and ETA. Among these models, MM5 enjoyed widespread applications in earlier studies,
because it was studied and used earlier. However, it has been never adopted by the NCEP (National
Centers for Environmental Prediction), on the grounds that its dynamical framework is obsolete, and its
procedures are not fairly standard. Utilized by the NCEP for operational forecast, ETA can hardly
promptly assimilate the outstanding research findings of scientific research institutes and universities,
although its simulation results are reliable. As a result, its promotion is restricted. Comparatively,
the WRF model based on fluid dynamics and thermodynamics can not only effectively simulate
wind speed, pressure, and temperature in a typhoon field, it can also comprehensively consider
the evolution process, strong specificity, and attenuation characteristics of typhoons. In spite of its
parametric schemes and the more complicated setting of some of its parameters, it takes more complete
and accurate environmental parameters into account. Therefore, WRF is used most widely among all
of the existing models. However, due to the large sphere of scope (hundreds of kilometers) of typhoons,
grid resolution of the typhoon field is generally at the magnitude of kilometers. However, the overall
dimension of a large wind turbine system is only at the magnitude of hectometers. To predict the
aerodynamic load at blade edges accurately, it has to deepen into the near-ground boundary layer.
The minimum grid size of the near-wall surface is generally lower than 10−2 m. The mesoscale model
in WRF fails completely at this magnitude. Hence, it will be helpful for observing the airflow motion in
a typhoon field by a more refined simulation of microscale typhoon fields based on the mesoscale WRF.
WRF and Computational Fluid Dynamics (CFD), which are new-generation mesoscale and microscale
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forecast models respectively, are employed most widely as technologies for high-resolution and
refined wind field forecasts. In the literature [20,21], refined numerical simulations were conducted
on the bridge sites of mountainous areas by multi-scale coupling. The results suggested that the
results of WRF could be more adaptable to inlet boundaries during numerical simulations of these
wind fields by CFD. Thus, the existing problem about the mean wind speed at the inlet during the
numerical simulations was successfully solved. In the literature [22–24], the complicated wind fields of
lakes on the underlying surface were simulated meticulously by coupling WRF and CFD. According
to the simulation results, WRF–CFD coupling better eliminates the mean deviation and the root
mean squared error than WRF. Besides, it reflects the atmospheric characteristics of actual microscale
topographical changes more accurately. Therefore, the meso/microscale nesting WRF/CFD has to be
used for the high-precision simulation of a multi-scale flow field of large wind turbines under typhoon
loads in order to solve various problems, such as the high-precision transition of parameters and
flowing structure, multilayer and multi-scale grid nesting, multi-time scale control, and multi-scale
mutation [25].

To solve these problems, the mesoscale WRF model was introduced for high temporal spatial
resolution simulation of Typhoon “Nuri”. After the typhoon field information was analyzed, the wind
speed profile in the simulation region was acquired based on the nonlinear least square fitting. On this
basis, the normal wind speed profile with the same wind speed of the typhoon speed profile at the
gradient height of the class B landform was set. Later, the aerodynamic distribution on the surface of
a five-MW horizontal axis wind turbine in a wind power plant in Shenzhen (China) under typhoon
loads and normal wind was studied by microscale CFD numerical simulation. Finally, the mechanical
performance and stability performance of a large wind turbine system under typhoon loads and
normal wind were compared by combining them with the finite element method.

2. Mesoscale Typhoon Field Simulation and Analysis

2.1. WRF Model

WRF is the mesoscale weather research and forecasting system that was developed by the America
Environmental Forecasting Center, National Center of Atmospheric Research of the United States and
Rainstorm Analysis and Forecasting Center of University of Central Oklahoma [25]. The Euler equation
model based on a non-static force equilibrium was used as the WRF–ARW (Advanced Research WRF)
model of the dynamic framework. The horizontal computational domain adopted the Arakawa-C
meshing scheme [26] (Figure 1a). The Arakawa-C grid can express scalar and vector parameters
simultaneously, which is conducive to increase the accuracy of a high-resolution simulation. Besides,
the Arakawa-C grid has good dispersion properties and conservativeness. The vertical computational
domain applied the Euler mass coordinate η along the terrain (Figure 1b):

η = (ph − pht)/μ, μ = phs − pht (1)

where ph is the air pressure at the target point pht is the air pressure of the top layer, which is a constant,
and phs is the near-ground air pressure.

The WRF model is transferable when it is run on the Linux system. With considerations to the
influences of physical processes such as water vapor, long-wave radiations, short-wave radiations,
cumulus cloud, and the underlying surface, the WRF model can simulate airflow, air pressure,
and wind field characteristics in a large region. The results can be used as the input boundary
conditions for CFD numerical simulation.
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(a) (b) 

Figure 1. Meshing of the Weather Research Forecasting (WRF) model. (a) Horizontal grids (space
between coarse and thin grids is 3:1); (b) Vertical grids.

2.2. Selection of Physical Scheme and Parameter Settings

The #12 Typhoon “Nuri” in 2008 was chosen as the simulation object. Based on the information
provided by the Typhoon Website of China Meteorological Administration, it landed on coastal regions
of Saigon, Hong Kong on 16:55 on 22 August and the maximum wind near the center was 12-level
(33 m/s). On the same day, it landed again at Nanlang Town, Zhongshan City, Guangdong Province
at 22:10, and the maximum wind near the center was eight-level (25 m/s). For effective numerical
simulation of typhoon path as well the air pressure field and wind speed field, the simulation covers
the whole process from the first landing at Saigon, Hong Kong to the second landing at Zhongshan City,
Guangdong Province. The initial atmospheric conditions and time-dependent boundary conditions,
which were applied in the WRF model, were all based on the FNL (Final Global Data Assimilation
System) [27–30]. It covered 27 atmospheric layers. The sampling interval was set at 6 h, and the spatial
resolution was 1◦ × 1◦. The WRF simulation region had 37 vertical layers, and the air pressure at the
top layer was set 5000 Pa.

The simulation center chose a district in north Shenzhen. Typhoon “Nuri” ran through this
region at 20:00 on 22 August. With comprehensive considerations to data demands and computational
conditions, the three-dimensional (3D) nesting program was used to calculate typhoon field in the WRF
model. The horizontal mesh resolution was 13.5 km, 4.5 km, and 1.5 km, respectively. The longitude
and latitude of center of the simulation region was (114.1◦ E, 22.5◦ N). The coarse grid space D01 in
the external surface was 13.5 km, and the number of grids was 211 × 211. The grid space D02 in the
second layer was 4.5 km, and the number of grids was 217 × 217. The grid space D03 in the inner layer
was 1.5 km, and the number of grids was 241 × 241. The map projection applied the Lambert program.
A total of 37 vertical layers were set, forming upper-sparse and lower-dense stratification patterns.
There were 19 layers below 1000 m. The simulation domain is shown in Figure 2. The altitudes of
different vertical layers are shown in Table 1.

Figure 2. Simulation domain of the Typhoon “Nuri”.
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Table 1. Altitudes of different vertical layers.

Layers Altitude/m Layers Altitude/m

0 0 19 997.85
1 5.41 20 1441.03
2 21.64 21 1864.44
3 43.28 22 2383.35
4 64.96 23 2929.90
5 86.67 24 3508.54
6 108.42 25 4124.07
7 130.20 26 4780.99
8 152.01 27 5484.65
9 179.34 28 6243.02
10 217.70 29 7067.05
11 272.71 30 8489.99
12 350.13 31 10,070.22
13 439.15 32 11,332.60
14 528.81 33 12,805.37
15 619.11 34 14,592.36
16 710.08 35 17,014.78
17 824.83 36 19,617.33
18 987.29 37 ——

The hub height of the wind turbine is generally lower than 150 m, which is below the thickness of
the boundary layer. The hub height is significantly influenced by airflow mass, humidity, and heat
transmission in the boundary layer [31–35]. Therefore, the settings of the physical parameterization
scheme can affect the simulation accuracy of boundary layer of the typhoon field directly. In this paper,
the physical parameters of WRF model are listed in Table 2.

Table 2. Physical parameter settings of the WRF model.

WRF Parameters Main Zone (D01) Nesting Zone (D02) Nesting Zone (D03)

Horizontal resolution 13.5 km 4.5 km 1.5 km

Integral time step 180 s
Microphysical process scheme Lin

Long-wave radiation RRTM
Short-wave radiation Dudhia

Near-ground layer scheme Monin-Obukhov
Land surface process scheme Noah

Planet boundary layer scheme MYJ
Cumulus convective parameterization scheme Kain-Fritsch

2.3. Simulation Results and Discussions

To verify the validity of the proposed simulation model of Typhoon “Nuri”, the typhoon path and
minimum sea level pressure throughout the simulation are shown in Figure 3. The simulated path was
drawn according to the minimum pressure in the cyclonic center of the WRF model. The measured
path was the best path provided by the Typhoon Website of the China Meteorological Administration,
and it could also refer to some literature cites [36,37]. The simulated path and the measured path were
stable, and both paths moved toward the northwest. In early simulations, the simulated path was
close to the measured path. However, the typhoon path deflected gradually as time went on, which
might be caused by the intensifying initial error with the increase of simulation time. The evolution of
typhoon intensity was mainly represented by the minimum sea level pressure. The simulated value
and measured value of minimum sea level pressure in the simulation period differed slightly, but the
distribution trend was basically consistent. Both the simulated value and the measured value increased
slowly with time, and increased sharply in the late simulation period. At this moment, the typhoon
became weak and disappeared gradually.
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(a) (b) 

Figure 3. Typhoon path and minimum sea level pressure throughout the simulation. (a) Typhoon path;
(b) Minimum sea level pressure.

Simulation results and measured results in the simulation regions at typical height for the landing
of the typhoon at 20:00 on 22 August are shown in Figures 4 and 5. These nephograms are conducive
to analyzing the wind field information when the Typhoon “Nuri” ran through the center of the
simulation region. It can be concluded from the analysis that:

(1) The typhoon had a low-pressure center. The land underlying the surface was rougher than the
ocean after landing, thus cutting the heat source. Hence, the upflow was weakened, while the
surrounding airflows continued radiation toward the typhoon center, which gradually further
increased the air pressure. After comparison, it was found that the simulated pressure distribution
agreed well with the measured results.

(2) Wind speed increased due to the invasion of the peripheral nephsystem of the typhoon. The wind
speed increased continuously as the typhoon approached. The wind speed closer to the center
was the higher.

(3) Influenced by the downward transmission of atmospheric heats, the MYJ boundary layer scheme
contributed a high computational accuracy of turbulent fluctuation fluxes, such as heats and
momentum in the boundary layer of the region. This implied that the low atmosphere heats
were mainly carried into the boundary layer by the upper atmosphere through high temperature,
which caused the hybrid heating of the low atmosphere.

(4) Cloud precipitation close to the typhoon belongs to the long-term convective precipitation.
The large rainfall volume in this region is related to the typhoon strength and the central distance.
The Noah pavement scheme can simulate the surface flux and airflow convergence field well.

(5) There is a minor difference between the simulation results and the measured results of the
typhoon, but the distribution trend is basically consistent. In the central area of the typhoon
simulation, the ranges of wind pressure, wind speed, temperature, and rainfall were 860–920 Pa,
22–26 m/s, 294–297 K, and 40–48 mm/h, respectively. These data are close to the measured data
on the website of the National Meteorological Center. The maximum error is lower than 15%.
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(a) (b) 

 
(c) (d) 

Figure 4. Simulation results for landing of typhoon. (a) Air pressure nephogram; (b) Wind speed
nephogram; (c) Temperature nephogram; (d) Rainfall nephogram.

  
(a) (b) 

Figure 5. Cont.
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(c)  (d)  

Figure 5. Measured results for landing of typhoon. (a) Air pressure nephogram; (b) Wind speed
nephogram; (c) Temperature nephogram; (d) Rainfall nephogram.

The wind speed streamlines before, at, and after the landing of the typhoon are shown in
Figure 6. No strong convection was observed before the landing of the typhoon. However, it turned
to a southeaster gradually at the landing of the typhoon. After the landing, surrounding airflows
continued to radiate toward the typhoon center. Wind speed streamlines are disorganized, without
a regular development trend.

The wind speed profiles close to the typhoon center at different moments are shown in Figure 7a.
According to analysis, wind speed distributes uniformly in the near-ground region at different
moments, but wind speed distributes disorderly at high altitude. The typhoon speed at 20:00 on
22 August was significantly lower than those at other moments. This might be because the typhoon
had landed at Shenzhen at this moment, but it was on the sea at other moments. The near-ground wind
speed in the center of the simulation region and the corresponding nonlinear least square fitting curves
are shown in Figure 7b. The fitting value of the wind speed profile index was 0.118, which was smaller
than the surface roughness index (0.15) of class B landform under normal wind, indicating the good
fitting effect in the near-ground typhoon field (simulation accuracy reached 95.97%). The typhoon
speed at 10 m of height was high, and increased slowly with the increase of height. Moreover, it
defined that the typhoon field at 350 m altitude of class B landform in the code [38] was equal to the
wind speed in the normal wind field for the purpose of qualitative and quantitative analyses of the
difference between the normal wind field and the typhoon field. The near-ground typhoon profile and
the normal wind profile were integrated into the UDF and used as the initial boundary conditions in
the follow-up microscale CFD numerical simulation.

  
(a) (b) 

Figure 6. Cont.
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(c) 

Figure 6. Wind speed streamlines before, at, and after landing of the typhoon. (a) Before landing (14:00
on 22 August); (b) At landing (20:00 on 22 August); (c) After landing (02:00 on 23 August).

(a) (b) 

Figure 7. Wind speed profile close to the typhoon center and near-ground wind speed and fitting
curves in the center of the simulation region at different moments. (a) Wind speed profile close to the
typhoon center at different moments; (b) Near-ground wind speed and fitting curves in the center of
the simulation region.

3. Microscale CFD Numerical Simulation

3.1. Brief İntroduction to the Project

The main structural design parameters and model of a five-MW windward horizontal axis
three-blade wind turbine in a wind power plant in Shenzhen, China are shown in Table 3. This
five-MW wind turbine was developed in the Jiangsu Key Laboratory of Hi-Tech Research for Wind
Turbine Design of Nanjing University of Aeronautics and Astronautics [39]. The tower body was a long
thickness-variable structure. The upper wall thickness was 40 mm, and the bottom wall thickness
was 90 mm. The nacelle size was 18 m (Length) × 6 m (Width) × 6 m (Height). The dip angle of
the blade was 5◦, and the cut-out speed was 25 m/s. The blades were distributed uniformly along
the circumferential direction at an angle of 120◦, and the blade length was 60 m. The parameters of
the different blade sections along the span are listed in Table 4. The airfoil types of the blade were
NH02_40, NH02_35, NH02_30, NH02_25, NH02_21, NH02_18, and NH02_15. Given the coordinates,
chord lengths, and installation angles of the discrete points on the different blade profile sections in the
wind turbine blades, the three-dimensional (3D) coordinates of different blade profile sections were
gained through coordinate transformation. Finally, the 3D model of the blade was constructed.

Specific steps of coordinate transformation included [40]:
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(1) The coordinates of discrete points on different blade profile sections were calculated from relevant
software. The normalized coordinates (x0, y0) of different blade elements were transformed to
the coordinates (x1, y1) of discrete point under the coordinate system 1:

(x1, y1) = c × (x0, y0) (2)

(2) The coordinates were further transformed to the coordinates (x2, y2) under the coordinate
system 2:

(x2, y2) = (x1, y1)− (X, Y) (3)

where (X, Y) are the coordinates of the pressure center.
(3) The coordinates were further rotated to the actual spatial coordinates (x, y, z):

x =
√

x2
2 + y2

2 × cos
(

arctan
y2

x2
+ θ

)
(4)

y =
√

x2
2 + y2

2 × sin
(

arctan
y2

x2
+ θ

)
(5)

z = r (6)

where θ is the installation angle, and r is the turning radius of the blade elements.

The inflow angle is the included angle between the plane of rotation and inflow speed in the
traditional theory of blade momentum. However, the calculation formula of the inflow angle during
the blade design stage of the wind turbine according to the Baez limit is:

cot ϕ =
3
2

λ (7)

where λ is the tip velocity ratio.
According to the relationship between the tip velocity ratio and the power coefficient, the optimal

tip velocity ratio can be determined, and the inflow angle of each blade element is:

cot ϕ =
3
2

λr (8)

where λr is the optimal tip velocity ratio.
The tower body, blade, and nacelle models were constructed successively. Finally, the 3D physical

model of a large wind turbine was formed by Boolean operation.

Table 3. Main structural design parameters and model of the five-MW wind turbine.

Parameters Numerical Value 3D Blade Model 3D Wind Turbine Model

Tower height 124 m
Radius at tower top 3.0 m

Radius at tower bottom 3.5 m
Thickness at tower top 0.04 m

Thickness at tower bottom 0.09 m
Blade length 60 m
Nacelle size 18 m × 6 m × 6 m

Cut-out speed 25 m/s

Yaw rotation speed 0.5◦/s
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Table 4. Blade parameters of wind turbine.

Position/%
Blade

Span/m
Chord

Length/m
Installation

Angle/◦
Blade Pitch

Angle/◦ Position/%
Blade

Span/m
Chord

Length/m
Installation

Angle/◦
Blade Pitch

Angle/◦

5 3 2.9 0.823 37.14 55 33 1.95 0.169 −0.293
10 6 3.66 0.64 26.672 60 36 1.75 0.156 −1.072
15 9 4.41 0.507 19.069 65 39 1.58 0.144 −1.736
20 12 4.56 0.414 13.692 70 42 1.42 0.134 −2.31
25 15 4.25 0.346 9.83 75 45 1.27 0.125 −2.81
30 18 3.91 0.296 6.976 80 48 1.12 0.118 −3.25
35 21 3.59 0.258 4.802 85 51 0.98 0.111 −3.64
40 24 3.05 0.229 3.103 90 54 0.83 0.105 −3.987
45 27 2.63 0.205 1.742 95 57 0.69 0.099 −4.299
50 30 2.29 0.186 0.63 100 60 0.54 0.095 −4.58

3.2. Computational Domain and Meshing

To assure the full development of the wake flow of the wind turbine [40,41], the computational
domain was determined as 12D × 5D × 5D (flow direction X × extension direction Y × vertical
direction Z, and D is the diameter of the wind wheel). The wind turbine was placed 3D to the entrance
of the computational domain. To achieve satisfying computational efficiency and accuracy [42,43],
due to the complicated blade appearance, the hybrid grid discrete form was applied to divide the
whole computational domain into the internal and external parts. The local encrypted region covered
the wind turbine model, which used the non-structured meshing. Non-structured meshing produces
a tetra/mixed tetrahedral mesh in ICEM CFD automatically by Robust (Octree). The peripheral region
had a regular shape that used the high-quality structured meshing. The grid number, grid quality,
and windward pressure coefficient of the tower body under different meshing schemes are shown
in Table 5. Grid quality includes the minimum orthogonal quality of the grids and grid skewness.
The minimum orthogonal quality of the grids shall be larger than 0.1, and it is best to be higher than
0.2. No negative volume is allowed. The grid skewness shall be lower than 0.95, and it is suggested to
be lower than 0.9 [44]. It can be seen from Table 5 that with the increase of the total number of grids,
the grid quality and windward pressure coefficient converged gradually. No significant differences
were observed in grid quality and computational results under a 9.3 million meshing program and
a 28.4 million meshing program. Considering computational accuracy and efficiency, this paper chose
the 9.3 million meshing program. When processing flow in the near-wall region, the standard wall
function was applied to connect the physical variables on the wall and the unknown variables in
the turbulence core region directly. In this paper, the cooperation of the standard wall function and
standard k-ε model (which will be introduced in Section 3.3) can increase the simulation accuracy more
significantly. Essentially, the flowing conditions in the turbulence core region were solved by the k-ε
model. The flow in the wall surface was not solved. Instead, the physical parameters (e.g., speed) of
this region were solved by a semi-empirical formula directly. Since the near-wall flow was processed by
the standard wall function in this paper, no encryption of the wall surface was needed during meshing,
and it only has to place the first internal node in the logarithmic law region. The calculated results
demonstrated that the y+ of the model wall could assure bottom grids in the logarithmic law, which
met common engineering requirements. The meshing schemes of the overall computational domain
and model are shown in Figure 8. Both the number of grids and grid quality met the requirements
of calculation.

Table 5. Grid number, grid quality, and windward pressure coefficient on the tower body under
different meshing schemes.

Meshing Schemes 1 2 3 4 5

Total number of grids 1.1 million 4.5 million 7.4 million 9.3 million 28.4 million
Minimum orthogonal quality of grids 0.13 0.36 0.53 0.60 0.64

Grid skewness 0.95 0.87 0.82 0.74 0.71
Windward pressure coefficient 0.92 0.88 0.85 0.80 0.79
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(a) (b) 

 
 

(c) (d) 

Figure 8. Computational domain and meshing schemes. (a) Meshing of the overall computational
domain; (b) Meshing of local computational domain; (c) Meshing of the x-y plane; (d) Meshing of the
encrypted y-z plane.

3.3. Selection of Turbulence Model

The 3D steady implicit algorithm was used in this paper. The air wind field chose the
incompressible flow field and the turbulence model chose the standard k-ε model [45]. The speed vector
and pressure coupling problem in the momentum equation was solved by the SIMPLEC algorithm.
The turbulent kinetic energy, turbulent dissipation term, and momentum equation in the calculation
all adopted the second-order upwind discretion, and the calculation residual error of the governing
equation (Navier-Stokes(N-S) equation) was set 1 × 10−6. During the simulation, the enhanced wall
surface function model was started to assure that the logarithmic distribution of the bottom grids
was true.

The continuity equation and momentum equation of the viscous incompressible N-S equation
based on Reynolds average are described by Equations (9)–(13).

∂μi
∂xi

= 0 (9)

∂(ρμi)

∂t
+

∂(ρμiμj)

∂xj
= −∂(p)

∂xi
+

∂

∂xj
(μ

∂μi
∂xj

− ρμ′
iμ

′
j) (10)

where i, j = 1, 2; ρ is the air density, which is generally 1.225 kg/m3L and μ is the dynamic coefficient
of viscosity, which is generally 1.7894 × 10−5 kg/(m·s)

∂(ρmk)
∂t

+
∂(ρmkμj)

∂xj
= P − ρmε +

∂

∂xj
[(μ +

μt

σk
)

∂k
∂xj

] (11)

∂(ρmε)
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∂(ρmξμj)
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k
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k
+

∂

∂xj
[(μ +

μt

σk
)

∂ξ

∂xj
] (12)

μt =
Cμρmk2

ξ
(13)
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where k and ε are the turbulence energy and the turbulence dissipation rate, Pt is the generating term of
turbulence energy, and μt is the viscosity coefficient of turbulence. The model constants are Cζ1 = 1.44,
Cζ2 = 1.92, σζ = 1.3, σk = 1.0, and Cμ = 0.09.

Under the premise of meeting the above mass and momentum conservation equations, the basic
flow characteristics of turbulence are described by Equations (14)–(16).

∂H
∂t

+
∂(μH)

∂x
+

∂(vH)

∂y
+

∂(wH)

∂z
= 0 (14)
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∣∣∣∣u2H +
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2
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(16)

where u, v, and w are components of the speed vector u(z) on the x, y, and z directions; H is the
reference height; g is the gravitational acceleration; w is the angular velocity of ground rotation; ϕ is
the geological latitude of the calculation point; Zb is the elevation of ground; τax and τay are the wind
stress components along the x and y directions; τbx and τby are the ground frictional force components
along the x and y directions; p is the pressure difference; and ρ is the air density. f can be expressed as:

f = 2w sin ϕ (17)

The k-ε model is a turbulence model that is applicable to the calculation of high Reynolds
numbers. It can predict the fully developed turbulence flow well and it is suitable to the simulation of
the surrounding flow fields of similar megawatt wind turbines [46].

3.4. Settings of Boundary Conditions

The inlet of the computational domain was used as the speed inlet boundary, and the outlet was
the pressure outlet boundary. Two side walls and the top surface used the symmetric boundaries.
The wind turbine and ground set the wall boundary. The overlapping surface of the local and
peripheral computational domain was set as the interface. The wind field computational domain and
its boundary conditions are shown in Figure 9. Wind velocity profiles were set as the indexes of the
atmospheric boundary layer in the computational domain, which are based on the profiles of typhoon
and normal wind that are shown in Figure 7b of the revised manuscript, respectively. The velocity
profiles of the typhoon and normal wind were determined by formulas (18) and (19) as follows:

VT = 16.49 × (h/10)0.118 (18)

VN = 14.70 × (h/10)0.15 (19)

where, VT and VN were velocity of typhoon and normal wind at the height of h. They equaled to 16.49
and 14.70 respectively at the height of 10 m. 0.118 was the index on the velocity profiles of typhoon
fit by nonlinear least squares, while 0.15 was the roughness index of surface on Type B landforms as
specified by Chinese Code [38].

In this study, turbulence of wind fields near the ground was determined by Formulas (20) and
(21) under typhoon and normal wind respectively.

IT = 0.20 × (h/10)−0.118 (20)

IN = 0.14 × (h/10)−0.15 (21)
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where 0.20 was the nominal turbulence of the typhoon “Nuri” at the height of 10 m, which was
determined based on the synchronous monitoring results of the typhoon [37], and 0.14 was the
nominal turbulence on Type B landforms at the height of 10 m, as specified by Chinese code [38].

In typhoon field simulation, fluid parameters (e.g., mean wind profile, scale of turbulence,
turbulence energy, turbulence integral scale, and specific dissipation rate) in the fluctuating wind
field were integrated into Fluent by UDF based on the above k-ε model and fitting typhoon profile
(Figure 10). This was to accomplish the simulation of the typhoon field in a meso/microscale nesting
large wind turbine.

Figure 9. Boundary conditions of the computational domain.

 

Figure 10. Procedures of WRF-CFD (Computational Fluid Dynamics) computation and nesting.

3.5. Analysis of Aerodynamic Results

The surface pressure coefficient on the wind turbine tower is a main index for evaluating the
aerodynamic performances of a wind turbine system. Figure 11 shows the typical cross-section
circumferential curve of the pressure coefficient for a wind turbine tower under normal wind
conditions, and compares the coefficient with the code value [38]. The analysis suggested that the
numerical simulation results of the wind turbine tower under normal wind conditions were generally
in accord with the circumferential distribution laws and numerical values specified by Chinese codes.
They were only lower than the value specified by the codes out of wind, but the maximum error was
below 10%. This demonstrated that the numerical simulation results of CFD were effective.
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Figure 11. Numerical simulation results under normal wind conditions versus value specified by
Chinese code.

The wind speed streamlines and turbulence energy distribution on typical sections of the tower
body under normal wind and typhoon loads are shown in Figures 12 and 13. H was the height of the
tower body. The wind speed streamlines presented relatively consistent distribution under normal
wind and typhoon loads. The wind speed surrounding the tower body and blade under the typhoon
loads was higher than that under normal wind. The inflow split at 0◦ of the windward side of the tower
body, thus generates reflux and different sizes of eddies on the leeside of the tower body. Additionally,
the inflow moved along the blade surface and ran through the front and rear edges of the blades, which
formed small-sized eddies on the blade leeside. At the same time, the turbulence energy surrounding
the tower body and blades under typhoon loads was significantly stronger than that under normal
wind. Wakes on the blade and tower body developed the large-scaled eddy increment region. Besides,
the interaction between the blade and the tower body was significant on the middle and upper sections
of the tower body.

(a) (b) 

  
(c) (d) 

Figure 12. Wind speed streamlines at a typical section of the tower body under normal wind and
typhoon loads. (a) Normal wind (0.3H); (b) Typhoon (0.3H); (c) Normal wind (0.8H); (d) Typhoon (0.8H).
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(a) (b) 

  
(c)  (d)  

Figure 13. Turbulence energy distribution at a typical section of the tower body under normal wind and
typhoon loads. (a) Normal wind (0.3H); (b) Typhoon (0.3H); (c) Normal wind (0.8H); (d) Typhoon (0.8H).

The distribution curves of the wind pressure coefficient at the typical section of the tower body
under normal wind and typhoon loads are shown in Figure 14. Under normal wind and typhoon
loads, the circumferential wind pressure coefficient on the tower body was symmetric along the
windward side. With the increase of circumferential angle, it decreased firstly and then increased
until it stabilized close to the leeside. However, extremum positive pressure on the windward side
and extremum negative pressure on the lateral surface under the typhoon were significantly higher
compared with those under normal wind. The maximum increase of the wind pressure coefficient on
the windward side was 61.1%, and the maximum increase of the extreme negative pressure on the
lateral surface was 44.9%. Both were achieved at bottom of the tower body.

(a) (b) 

  

Figure 14. Distribution curves of wind pressure coefficient on tower body under normal wind and
typhoon loads. (a) Normal wind; (b) Typhoon.

The straight-up blade was defined Blade A. The remaining two clockwise rotating blades were
Blade B and Blade C. Wind pressure coefficient nephograms on the windward side and leeside of blade
as well as mean along the blade span under normal wind and typhoon loads are shown in Figure 15.
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The distribution curves of the overall wind pressure coefficient of the blades under normal wind and
typhoon loads are shown in Figure 16. It can be seen that:

(1) The wind pressure on the windward side of all of the blades was positive under normal wind and
typhoon loads. Negative wind pressure only occurred at the front blade edges and rear edges of
the blade root. However, the wind pressure on the leeside of blades was basically negative.

(2) The wind pressure on the windward side of Blade A generally increased along the blade span.
However, the positive pressure on the windward sides of Blade B and Blade C changed slightly
along the span, without irregular changes. Negative pressure on the leeside of the blades
decreased firstly, and then increased along the span direction. If these two effects were superposed,
the overall wind pressure coefficient of the different blades decreased firstly, and then increased
along the span direction.

(3) Positive wind pressure on the windward side of the blades under typhoon loads was higher than
that under normal winds. The negative wind pressure on the leeside was slightly different from
that under normal winds. As a result, the overall wind pressure coefficient on different blades
under typhoon loads was higher than that under normal winds. The maximum increase was
23.6%, which occurred at the tip of Blade C.

(a)  (b)  

  
(c)  (d)  

Figure 15. Wind pressure coefficient nephograms on the windward and leeside of blades as well as the
mean along the blade under normal wind and typhoon loads. (a) Wind pressure coefficient nephogram
on the windward side; (b) Wind pressure coefficient curves on the windward side; (c) Wind pressure
coefficient nephogram on the leeside; (d) Wind pressure coefficient curves on the leeside.

The distribution curves of the lift coefficient and drag coefficient on the different height sections
of the tower body under normal wind and typhoon loads are shown in Figure 17. The lift–drag
coefficient ratio is shown in Table 6. The calculation formulas of the across-wind lift coefficient (CL)
and downwind drag coefficient (CD) are shown as follows [4]:
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CL =

n
∑

i=1
CPi Ai sin θi

AT
(22)

CD =

n
∑

i=1
CPi Ai cos θi

AT
(23)

where Cpi is the mean wind pressure coefficient at the measuring point i on the tower body, Ai is
the pressure coverage area at the measuring point i, θi is the included angle between the pressure at
measuring point i and the wind axis, and AT is the projection area of the overall structure along the
wind axis.

(a)  (b)  

Figure 16. Distribution curves of overall wind pressure coefficient on blades under normal wind and
typhoon loads. (a) Normal wind; (b) Typhoon.

The following can be seen from Figure 17 and Table 6. (1) The lift coefficient was negative
under normal wind, but it was alternatively positive and negative under typhoon loads. However,
the distribution law of the lift coefficient was consistent under normal wind and typhoon loads,
and the numerical value was small; (2) The drag coefficient was mainly in the range of 0.35~0.4 under
normal winds, and it was in the range of 0.45~0.65 under typhoon loads. The drag coefficient at
different heights under the typhoon loads increased dramatically than that under the normal wind.
The maximum was about 0.18, which was at the tower top. This was mainly caused by the large
disturbance of the tower top to blades.

 
(a) (b) 

Figure 17. Distribution curves of lift coefficient and drag coefficient of the tower body under normal
wind and typhoon loads. (a) Lift coefficient. (b) Drag coefficient.
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Table 6. Lift–drag coefficient ratio of the tower body under normal wind and typhoon loads.

CL/CD
Height of the Tower Body

12.4 m 24.8 m 37.2 m 49.6 m 62 m 74.4 m 86.8 m 99.2 m 111.6 m

Normal wind −0.040 −0.071 −0.072 −0.055 −0.011 −0.074 −0.107 −0.064 −0.179
Typhoon loads 0.024 −0.019 0.001 0.001 0.042 −0.010 −0.028 −0.002 −0.078

4. Response Analysis of the Wind Turbine Coupling Structure

4.1. Finite Element Modeling and Dynamic Characteristics

The tower–blade integrated finite element coupling model was constructed by the large universal
finite element analysis software ANSYS. The tower body and blade were simulated by Shell63 unit,
whereas the nacelle and internal structure were simulated as a whole by using Beam 189 units.
The round raft basis unit was Solid65. The interaction between the foundation and the basis was
simulated by a Combin14 unit. After finite element models of different wind turbine parts were
constructed, a coupling connection may cause the relative slippage of models under loads, which
was attributed to the different unit types of different parts. Therefore, the multipoint restriction unit
coupling command was used to connect different parts and construct the tower–blade integrated
simulation model. According to the principle of efficiency and the accuracy balance, the model was
divided into 4122 units.

The natural frequency of vibration and the mode of vibration of the wind turbine were solved
by a block Lanczos algorithm after modeling [47,48]. The finite element model of the wind turbine,
the first 100 orders of the frequency distribution, and the mode of vibration at typical orders are shown
in Figures 18 and 19. The tower–blade integrated model had a low natural frequency of vibration.
The fundamental frequency was 0.137 Hz, and the first 10 orders of frequency were lower than 1 Hz. At
the same time, the natural frequency of the vibration of the structure was low and distributed densely.
The structural frequency achieved approximately linear growth with the number of vibration orders,
but the growth rate decreased after 90 orders. In addition, three blades in the tower–blade integrated
model made front-to-back movement at the first, fifth, and 10th order. The blades made complicated
front-to-back and left-to-right swings at the 30th order and 50th order, which were accompanied by the
bending deformation of the tower body. According to the multi-order mode of vibration, the low-order
mode of vibration in the tower–blade integrated model was mainly manifested by the front-to-back
and left-to-right swing of the blades. Under the high order of vibration, the tower body and blades
developed deformations and buckling failure.

(a)  (b) 

Figure 18. Finite element model of wind turbine and the first 100 orders of inherent frequency. (a) Finite
element model; (b) First 100 orders of inherent frequency.

374



Appl. Sci. 2018, 8, 1982

(a)  (b)  (c)  (d)  (e)  (f)  

Figure 19. Mode of vibration of the tower–blade coupling model at different orders. (a) First order;
(b) Fifth order; (c) 10th order; (d) 30th order; (e) 50th order; (f) 100th order.

4.2. Stress Analysis on the Tower Body

The 3D distributions of the radial displacement of the tower body and distributions of
internal stress responses at the tower bottom under normal wind and typhoon loads are shown
in Figures 20 and 21. It can be seen that: (1) the radial distribution of the tower body presented
relatively similar distribution patterns under normal wind and typhoon loads. The radial displacement
increased gradually going up of the tower body, forming two extreme regions on the windward side
and leeside. The maximum positive and negative displacements were at 180◦ and 0◦; (2) Different wind
field mainly affected the radial displacement at the middle and upper parts of the tower body. Under
the typhoon loads, the maximum radial displacement of the lower tower body was 0.117 m, which was
increased by 28.6% compared with that under normal wind; (3) Internal stresses at the tower bottom
were symmetric along the windward side under normal wind and typhoon loads. Despite the slight
difference in the meridian axial force at the tower bottom, other internal stresses presented basically
consistent circumferential distribution laws under normal wind and typhoon loads. All of the internal
stresses achieved the maximum value close to the circumferential 330◦ of the tower body; (4) Extreme
internal stresses at the tower bottom under typhoon loads were stronger than those under normal
wind loads. The maximum meridian axial force, maximum shearing force, maximum circumferential
bending moment, and maximum meridian bending moment were increased by 36.1%, 34.8%, 34.2%,
and 46.5%, respectively. All occurred close to the circumferential 330◦.

  
(a)  (b)  

Figure 20. 3D radial displacement of tower body under normal wind and typhoon loads. (a) Normal
wind; (b) Typhoon.
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(a)  (b)  

  
(c)  (d)  

  

  

Figure 21. Internal stress responses at the tower bottom of the wind turbine system under normal wind
and typhoon loads. (a) Meridian axial force Ty/(N); (b) Shearing force Txy/(N); (c) Circumferential
bending moment Mx/(N·m); (d) Meridian bending moment My/(N·m).

4.3. Stress Analysis of Blades

The internal stress responses at blade roots and downwind displacement distribution along
the blade span under normal wind and typhoon loads are shown in Figures 22 and 23. Downwind
displacements at the blade tips are shown in Table 7. It was found that: (1) under normal wind and
typhoon loads, the internal stresses at the root of Blade A were significantly higher than those of Blade
B and Blade C. The numerical values of Blade B and Blade C were similar. Moreover, the internal
stresses at the blade roots under typhoon loads were significantly higher than those under normal
wind loads. The maximum increase of the shearing force was 41.3%. The maximum increase of the
circumferential bending moment was 39.6%. The maximum increase of the meridian bending moment
was 39.5%. They were all achieved by Blade C; (2) The downwind displacements of Blade B and Blade
C along the span were basically same under normal wind and typhoon loads. However, they were
significantly different from those of Blade A. With the extension along the blade span, the downwind
displacement of Blade A was higher than those of Blade B and Blade C, and then became smaller.
Next, the numerical values that were close to the middle of the blades were the same. However,
the numerical values that were close to the middle of Blade A exceeded those of Blade B and Blade C.
The numerical values of the three blades were equal at about 35 m of the blade span under normal
wind, and at about 30 m of the blade span under typhoon loads; (3) The downwind displacements
of the blades were larger under typhoon loads than those under normal wind loads. The maximum
increase of downwind displacement was 49.3%, which was achieved at the tip of Blade A.
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(a)  (b)  (c)  

 

Figure 22. Internal stress responses at the blade roots of the wind turbine under normal wind and
typhoon loads. (a) Shearing force (Txy); (b) Circumferential bending moment (Mx); (c) Meridian
bending moment (My).

(a)  (b)  

Figure 23. Distribution curves of downwind displacements of three blades under normal wind and
typhoon loads. (a) Normal wind; (b) Typhoon.

Table 7. Downwind displacements at blade tips under normal wind and typhoon loads.

Blade A Blade B Blade C

Normal Wind Typhoon Normal Wind Typhoon Normal Wind Typhoon

−0.701 m −1.047 m −0.599 m −0.885 m −0.596 m −0.884 m

5. Wind-Induced Stability Analysis of Wind Turbine System

5.1. Buckling Stability Analysis

The buckling mode and eigenvalues of the tower-blade integrated model under normal wind and
typhoon loads are shown in Table 8. Based on comparison, the critical wind speed was higher than
the designed wind speed under normal wind and typhoon loads, meeting the design requirements.
The buckling position of the wind turbine was at the tower top. The buckling displacement and critical
wind speed of the large wind turbine system were significantly influenced by different wind fields.
The buckling coefficient, critical wind speed, and maximum displacement under typhoon loads were
increased by 1.3%, 30.9%, and 28% compared with those under normal wind loads.
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Table 8. Comparison of buckling mode and eigenvalues of wind turbine system under normal wind
and typhoon loads.

Buckling Eigenvalue under
Normal Wind

Buckling Mode
under Normal Wind

Buckling Mode under
Typhoon Loads

Buckling Eigenvalue under
Typhoon Loads

Buckling coefficient 2.955 Buckling coefficient 2.992
Critical wind
speed/(m/s) 24.12 Critical wind

speed/(m/s) 31.57

Maximum
displacement/m 0.025 Maximum

displacement/m 0.032

5.2. Ultimate Bearing Capacity

Changes in the buckling displacement of the wind turbine system with wind speed under normal
wind and typhoon loads are shown in Figure 24. It was found that with the leveling loading of the
wind speed, the buckling displacement of the wind turbine system under normal wind and typhoon
loads increased firstly, and then decreased, and finally increased slightly. It reached the peak at about
20 m/s of the reference wind speed, and reached the minimum at about 40 m/s of the reference
wind speed. The above trend was due to the “reverse effect” [46,49]. Moreover, the typhoon effect
would significantly decrease the ultimate bearing capacity of the wind turbine system. The buckling
displacement was increased by 38.5% at 40 m/s of the reference wind speed.

 
Figure 24. Changes of the buckling displacement of the wind turbine with wind speed under normal
wind and typhoon loads.

6. Summary and Conclusions

High-resolution simulation of the Typhoon “Nuri” was accomplished based on the mesoscale
WRF model. Later, differences regarding the aerodynamic force, wind-induced responses, buckling
stability, and ultimate bearing capacity of the wind turbine system under normal wind and typhoon
loads were analyzed by microscale CFD numerical simulation and the finite element method. Some
major conclusions could be drawn:

• A high-resolution simulation of Typhoon “Nuri” was carried out through the mesoscale WRF
model. The typhoon profile index that was based on the least square fitting was 0.118, which
was about 20% smaller than the wind profile index under normal wind loads. In this paper,
the meso/microscaled nested downscaling method can effectively simulate a three-dimensional
typhoon field of similar structures and provide effective input loads for follow-up comprehensive
stress analysis.
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• The flow field distribution surrounding the wind turbine is basically similar under normal wind
and typhoon effects. However, the airflow under typhoon conditions showed higher wind speed
and turbulence compared with those under normal wind. Positive pressure on windward surface
of the tower body, negative pressure on the crosswind surface of the tower body, the overall
pressure coefficient of the blade, the resistance coefficient of the tower body, and the coupling
structural response all increased significantly. The buckling stability and ultimate bearing capacity
of the coupling system decreased significantly.

• The pressure coefficient on the windward surface of the tower body under typhoon conditions
increased by 61.1% to the maximum extent. The maximum increment of the negative pressure
extremum on the crosswind surface was 44.9%. Both were observed at the bottom of the tower
body. The typhoon influenced the pressure coefficient on the windward surface of the blades
significantly, but it only affected the leeside surface slightly. The maximum increment of the
overall pressure coefficient of the blade was 23.6%, which occurred at the tip of Blade C. Under
typhoon conditions, the resistance coefficient of the tower body increased significantly, and the
maximum increment, 67.5%, occurred at the bottom of the tower body.

• Under typhoon conditions, the radial displacement at the tower top of the wind turbine increased
by 28.6%. The increments of the maximum meridian axial force, maximum shearing force,
maximum circumferential bending moment, and maximum meridian bending moment were
36.1%, 34.8%, 34.2%, and 46.5%, respectively. All were observed close to the circumferential 330◦.
The maximum increments of the shearing force, circumferential bending moment, and meridian
bending moment at the blade root under typhoon conditions were 41.3%, 39.6%, and 39.5%, which
were observed on Blade C. The maximum increment of downwind displacement at the blade tip
occurred on Blade A, which reached 49.3%.

• Under typhoon conditions, the buckling coefficient, critical wind speed, and maximum buckling
displacement of the wind turbine system increased by 1.3%, 30.9%, and 28%, respectively.
The wind turbine system achieved the maximum buckling displacement when the basic wind
speed was about 20 m/s, and the minimum buckling displacement at about 40 m/s of the basic
wind speed. When the basic wind speed was about 40 m/s, the buckling displacement under
typhoon conditions increased by 38.5%.
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Abstract: Aerodynamics and motion performance of the floating vertical wind turbine (VAWT) were
studied in this paper, where the wind turbine was H-type and the floating foundation was truss spar
type. Based on the double-multiple-stream-tube theory, the formulae were deduced to calculate the
aerodynamic loads acting on the wind turbine considering the motions of the floating foundation.
The surge-heave-pitch nonlinear coupling equations of the H-type floating VAWT were established.
Aerodynamics and motion performance of a 5 MW H-type floating VAWT was studied, and the
effect of the floating foundation motions on the aerodynamic loads was analyzed. It is shown that
the motions of the floating foundation on the aerodynamics cannot be ignored. The motion of the
H-type floating VAWT was also compared with that of the Φ-type floating VAWT: they have the same
floating foundation, rated output power, mooring system and total displacement. The results show
that the H-type floating VAWT has better motion performance, and the mean values of surge, heave
and pitch of the H-type floating VAWT are much smaller comparing with the Φ-type floating VAWT.

Keywords: H-type floating VAWT; truss Spar floating foundation; coupling of aerodynamics
and hydrodynamics

1. Introduction

With the increase of unit capacity, size of the offshore wind turbine is getting bigger and bigger.
The instability of floating horizontal axis wind turbine (HAWT) may become obvious as the huge
drive system is placed on the top of the high tower [1]. The drive system of Vertical Axis Wind
Turbine (VAWT) is installed on the bottom, which has little effect on the dynamic behavior of the
tower. This makes floating VAWT more advantageous in the development of large-scale offshore wind
power [2].

Darrieus wind turbine is the earliest lift type VAWT, and it has the higher power coefficient
comparing with other VAWT [1]. According to the form of the blade, the Darrieus wind turbine
includes curved blade and straight blade, withib which the Φ-type and the H-type are the most
common. With the development of the offshore wind farm, the feasibility of the Darrieus wind turbine
is assessed to be used in deep water and supported by the floating foundation.

The research on the floating VAWT has been carried out, including the aerodynamic load
calculations of the floating VAWT, the motion comparison of the VAWT supported by different
floating foundations, the influences between aerodynamic and hydrodynamic loads, and so on.
Some methods and codes were developed to calculate the floating VAWT, including the FloVAWT
code [3], the enhanced Hawc2 code [4], Simo-Riflex-DMS (AC) code [5,6], and a rigid-flexible coupling
code [7]. The motion performances of the floating VAWT were investigated by these codes. Vita studied
the feasibility of a 5 MW Φ-type wind turbine supported by a rotating spar type foundation by using
the enhanced Hawc2 code [4]. Borg and Collu calculated the responses of vertical wind turbines
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supported by different floating foundations by using the FloVAWT code [8]. Cheng et al. implemented
the AC method in the Simo-Reflex to conduct the fully coupled aero-hydro-servo-elastic simulation of
the floating VAWT [6,9]. Cahay et al. put forward the concept of a three-blade H-type wind turbine
installed on a semi-submersible floating foundation [10].

In the above research, the form of the floating foundations mainly includes Spar type,
Semi-submersible type, and TLP type. Liu et al. studied the motion performance of a 5 MW VAWT
supported by the truss Spar platform [11], which had shorter length than the existent spar type
foundation [12–14] and can be used in the moderate water depth with good motion performance,
and had lighter weight than the existing semi-submersible type foundation [15]. The above codes
cannot be used to calculate the truss Spar type VAWT, as the nonlinear coupling between the heave
and pitch of truss Spar foundation is important, similar to the deep see Spar platform [16,17], and this
is not considered in the above methods.

Compared with Φ-type, H-type is easier to manufacture and has higher power output [18].
In this paper, we studied the motion performances of the H-type VAWT supported by a truss Spar
type floating foundation. The aerodynamic loads were calculated considering the dynamic stall and
motions of the floating foundation. The surge–heave–pitch coupling nonlinear motion equations of
the floating VAWT were established, and the motions of the floating VAWT were assessed.

2. The Aerodynamic Loads of H-Type Floating VAWT

Based on the double multiple stream tube (DMST) theory, the aerodynamic loads acting on the
blades were calculated considering dynamic stall, tip losses, aspect ratio, tower shadow effect and the
influence of the surge–heave–pitch motions of the floater. The whole floating VAWT was dealt with as
a rigid body.

The stream tubes were divided into upwind and downwind sectors, respectively.
Coordinate system is shown in Figure 1, where the coordinate origin o is in the center of gravity
of the floating VAWT, and ξ1, ξ3, and ξ5 are the displacements of surge, heave and pitch of the floating
VAWT, respectively. The positive directions of the surge and heave motions are along the positive
directions of the x axis and z axis, respectively; the positive direction of the pitch motion is clockwise.
The vector relations of the wind turbine are shown in Figure 2.

Figure 1. Coordinate system.
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Figure 2. Equatorial velocity vector.

The steady wind was considered here, it was a function of the height above the water level,
and for a local height zi, the wind speed can be written as follow,

V∞i(zi) = V∞(zi/zre f )
a, (1)

where V∞ is the average wind velocity at a reference height zre f , the vertical distance from the center of
the blades to the water level is taken as the reference height in this paper, and with power a = 0.14 [19].

Assuming the velocity parallel to the direction of the steam tube affects the induced velocities and
the velocity perpendicular to the direction of the steam tube only affects the local relative velocities,
the coordinate and the velocity of each stream tube were deduced considering the motions of the
floating foundation in the following parts.

Induced velocities at the upwind and downwind sectors V and V′, and the induced equilibrium
velocity Ve are given by [20],

V = uV∞i cos ξ5, (2)

Ve = (2u − 1)V∞i cos ξ5, (3)

V′ = u′Ve = u′(2u − 1)V∞i cos ξ5. (4)

where u is the interference factor, and u′ is the second interference factor.
For the upwind sector, the distance from local blades to the gravity center of floating wind turbine

system is expressed as,

L2 =
√
(R cos θ)2 + (z + L1 + Hg)

2, (5)

where R is the radius of rotor, θ is the azimuth of rotor, z is the distance from each stream tube to
equator (below equator is negative direction), L1 is the distance from equator to still water level,
and Hg is the distance from still water level to the gravity center of floating wind system when the
system is in a state of stillness. The angle between the local position of the blade and the tower is
written as

γ = arctan(
R cos θ

z + L1 + Hg
), (6)

Then, the local wind velocity of the blade is given by,

V∞i = V∞ · ( L2 cos(ξ5 − γ)− (Hg − ξ3)

H + L1
)

a

, (7)
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where H is the half-height of rotor. The velocities of local blades can be derived from the surge, heave
and pitch velocities of floater by using transformation matrix. Then, the resultant velocities, which are
caused by the motion of the floating foundation, parallel to the direction of the steam tube for the local
position can be written as,

Vx = −
.
ξ1 cos ξ5 +

.
ξ3 sin ξ5 −

.
ξ5 · L2 · cos γ. (8)

Using a similar deducing progress, we get the resultant velocities parallel to and vertical to the
direction of the steam tube for the downwind sector, as follows,

Vx
′ = −

.
ξ1 cos ξ5 +

.
ξ3 sin ξ5 −

.
ξ5 · L2 · cos γ. (9)

For the rotor of upwind sector, namely, the range of azimuth θ is [−π/2, π/2], and the local
relative velocity of the rotor can be written as,

W =

√
(V + Vx)

2 cos θ2 + (Rω − V sin θ)2, (10)

where ω is the rotation velocity of the blade.
The local attack of angle is derived as,

α = arcsin[
(V + Vx) cos θ

W
]. (11)

The azimuthal angle of upwind sector of the rotor is divided into several angular tubes, and the
angle of each tube is Δθ. Assuming the induced velocity for each angular tube is a constant,
the interference factor of each angular tube is a constant, it can be presented as,

u(θ) =
KK0

KK0 +
� θ+Δθ/2

θ−Δθ/2 fup(θ)dθ
, (12)

where K, K0 and f (θ) can be given by following expressions,

K = 8πR/(nc), (13)

K0 = sin(θ + Δθ/2)− sin(θ − Δθ/2), (14)

fup(θ) = (W/V)2[CN cos θ + CT sin θ], (15)

where n is the number of blade, c is the chord length, and CN and CT are the normal force and
tangential force coefficients, respectively, they can be given by,

CN = CL cos α + CD sin α, (16)

CT = CL sin α − CD cos α, (17)

where CL and CD are the lift coefficient and the drag coefficient, respectively. 2D static coefficient
C2D

L and C2D
D can be obtained by interpolation of the experimental data [21] considering the local

Reynolds number and the local attack angle α, and 3D static coefficient C3D
L and C3D

D can be derived by
taking into account the influence of tip losses and finite aspect ratio [22]. Finally, the coefficients can be
corrected by the Gormont–Berg method about the dynamic stall [23].

The local Reynolds number is presented as,

Ret =
cW
υ∞

, (18)
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where υ∞ = 1.47 × 10−5(m2/s
)

is the coefficient of kinematic viscosity.
For the given the geometric lines of rotor, rotational speed and wind speed of each stream tube,

the final induced factor u(θ) can be derived by iteration of Equations (2)–(18). Furthermore, the normal
force and tangential force coefficients can be obtained.

The normal force FN and tangential force FT of the blade at different θ are further calculated by
the following formulae,

FN = 0.5ρcH
� 1

−1
CNW2dζ, (19)

FT = 0.5ρcH
� 1

−1
CTW2dζ, (20)

where ζ = H0/H is local height of the stream tube to equator plane of the rotor.
The thrust force FX and side force FY of the blade are calculated as following,

FX = FN cos θ + FT sin θ (21)

FY = FN sin θ − FT cos θ (22)

The power coefficient is presented as following,

CP1 = (Rω/V∞)× ncH
2πS

� π
2

− π
2

� 1

−1
CT(W/V∞)2dζdθ. (23)

Similarly, the normal force F′
N and the tangential force F′

T can be calculated for the downwind
sector, and obtain the power coefficient Cp2. The power coefficient for one cycle can be written as,

CP = CP1 + CP2. (24)

In this paper, the steady wind speed was used to calculate the aerodynamics loads. The lift and
thrust forces acting on the heave and surge of the floating VAWT can be obtained by decomposing the
normal and tangential forces. Calculating the moment of the thrust force about the center of gravity of
the floating VAWT, the pitch moment of the aerodynamics acting of the pitch motions of the floating
VAWT can be obtained.

Taking a fixed H-type wind turbine VAWT260 [24] as an example, the rotor power was calculated
(the coupling of aerodynamics and hydrodynamics was not considered in this part). The VAWT260
H-rotor has two blades with chord length of 1.02 cm and airfoil of NACA0018. The lift and drag
coefficients used in this paper are from static test, and iteration residual standard is set to 10−4.
The results of rotor power obtained by the numerical simulation were compared with those of model
experiment [24], as shown in Figure 3.

 

Figure 3. Validity checking of the aerodynamic loads.
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It can be seen in Figure 3 that the rotor power obtained by the numerical simulation agrees well
with the results of the experiment.

To verify the aerodynamic loads, comparisons of tangential and normal force coefficients with the
calculation results of Paraschivoiu [25] are presented in Figure 4. A NACA0015 blade profile, a chord
of 0.2 m and 6 m high H-type blade is used here. The rotational speed is 125 rpm, and the tip speed
ratio is 5.2. The double multiple stream tube method with considering finite aspect ratio is used in [25].

 
(a) Tangential force coefficient (b) Normal force coefficient 

Figure 4. Validity checking of the aerodynamic loads.

Figure 4 shows that the aerodynamic load coefficients mainly agree well with the results of
Paraschivoiu. The reason for the relatively obvious differences appearing downwind is that the tower
effect is ignored in Paraschivoiu’s calculation. The thrust force and side force used in the dynamical
equation in Section 3 can be checked by Equations (21) and (22).

3. The Dynamical Equations of the Floating VAWT

3.1.The Nonlinear Coupled Motion Equations

Liu et al. [16] established the nonlinear coupled motion equations of the Spar platform,
and verified the equations by comparing with test modal. In this paper, the method is used to
analyze the dynamic motion of the floating VAWT. Regarding the whole floating VAWT as a rigid body,
considering the inertia force (moment), damping force (moment), restoring force (moment), mooring
force, wind and wave loads, the surge–heave–pitch coupled equations of the floating VAWT can be
presented as follows,

(M + A∞)
..
X(t) +

� t

0
h(t − τ)

.
X(t)dτ + K(X(t))X(t) = F(t, X,

.
X), (25)

where M is the mass matrix of the floating VAWT, A∞ is the mass matrix at infinite frequency,
and h(t − τ) is the retardation function accounting for the fluid memory effect X,

.
X and

..
X represents

the displacement, velocity and acceleration vectors of the floating VAWT at its center of gravity,
respectively, and X = [ξ1 ξ3 ξ5]

T . K is the restoring matrix, including the hydrostatic restoring,
restoring of the mooring system, and the nonlinear hydrostatic restoring. F(t, X,

.
X) is the exciting force

vector, which includes the Froud–Krylov force Ff k(t), diffraction force Fd(t), wind loads Fw(X,
.

X, t)

(including the aerodynamic loads Fw
a(X,

.
X, t) and the wind loads Fw

p calculated by the wind pressure
theory), and hydrodynamic viscous force Fv1 = D1

.
X + D2

.
X
∣∣∣ .
X
∣∣∣, where D1 is the matrix of viscous

damping coefficient,
F(t, X,

.
X) = Ff k(t) + Fd(t) + Fw(X,

.
X, t) + Fv1, (26)
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For the Spar type floating foundation, the nonlinear coupling between the heave and pitch motions
is significant. Referring to the nonlinear heave–pitch coupling motion equations of the deepsea truss
Spar platform [16,17], the restoring matrix can be written as follows,

K =

⎡
⎢⎣

f1(ξ1) 0 0
0 f3(ξ3) + ρgAw −Hg

2 ρgAwξ5

0 1
2 ρg(∇+ 2AwGM)ξ3 ρ∇gGM

⎤
⎥⎦, (27)

where fi (ξi) (i = 1, 3) represents restoring stiffness of the mooring system in surge and heave of the
floating VAWT. Aw is water plane area of the floating foundation, GM is the initial stability height of
the floating VAWT, ∇ is the displacement, ρ is the density of seawater, and g is gravity acceleration.
The hydrostatic restoring loads are calculated on the static equilibrium position of the floating VAWT.

3.1. Wind Pressure

The wind pressure and wind heeling moment acting on the tower and the blades (in the parked
state) were calculated in accordance with the rules of the API [26], as follows,

F = 0.613 × Cs × Ch × S × V∞
2, (28)

M = F × H, (29)

where Cs is the shape coefficient of the wind-bearing component; Ch is the height coefficient of the
wind-bearing component; S is the frontal projected area of the wind-bearing component in the wind
direction; H is the distance from the wind force acting points to the rotation center of the floating
VAWT; and V∞ is shown as Equation (1).

3.2. Hydrodynamic Loads

Hydrodynamic loads were calculated by using the potential theory and the Morison’s equation [27].
The potential theory was used to calculate the wave loads, added mass and radiation damping of the large
scale structure (including the upper buoyancy tank, upper mechanical tank, heaving plates, and bottom
ballast tank). The first-order wave loads and second-order mean drift forces were considered in this paper.

The Morison equation was used to calculate the inertial load and viscous drag load of the slender
structure (truss structures, D/λ < 0.2, where D is the diameter of the structure and λ is the wave
length). The transverse hydrodynamic force per unit length can be written as follows,

dF = ρπ
D2

4
.
uw + ρπCa

D2

4
(

.
uw − .

ub) +
1
2

ρCdD(uw − ub)|uw − ub|, (30)

where Ca and Cd are the added mass and quadratic drag coefficients, respectively; uw is the transverse
wave particle velocity; and ub is the local transverse body velocity.

The Wadam [28] was used to calculate the hydrodynamics in this paper. The wind turbine was in
the parked state and the wind loads and mooring system were not considered in the hydrodynamic
calculation, while the mass and shape of the blade were considered.

3.3. Damping and Mooring System

The heave plates were used to reduce the heave motions of the floating VAWT, and the viscous
damping of floating foundation was important. In this paper, the viscous damping was obtained by
the experiment of free decay model [29].

The mooring forces acting on the floating foundation in the directions of surge and heave were
calculated by quasi-static catenary method, considering catenary mooring line and the fairlead set near
the gravity center of the floating VAWT.
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3.4. The Motions Calculation of the Floating VAWT

The motions calculation of the floating VAWT was carried out using the method of Runge–Kutta,
and the computational procedures were as follows: give initial displacements and velocities of the
floating VAWT to calculate the aerodynamic loads of the blades according to Equations (2)–(22);
solve Equation (23) considering the wind and wave loads, and mooring loads; and calculate the
new aerodynamic loads according to the new displacements and velocities of the floating VAWT.
The coupling between aerodynamics and hydrodynamics was obtained by repeating the process above.

4. Results and Analysis

4.1. The Parameters of a 5 MW Floating VAWT

The H-type floating VAWT studied as an example is shown Figure 5. The upper wind turbine
refers to the VAWT proposed by Collu et al. [15], and the floating foundation is Truss Spar type,
which consists of buoyancy tank, the upper machinery tank, truss structure, heave plates and ballast
tank. The specific parameters of the floating VAWT are shown in Table 1. The floating VAWT was
located by four groups (one line for each group), the angle between each group of mooring lines was
90◦. The lines were designed in the form of chain–cable–chain, and were connected with the floating
foundation by the fairleads. The specific parameters of the mooring line are indicated in Table 2.

Table 1. Parameters of the floating VAWT. VAWT: Vertical Axis Wind Turbine.

Items Values

Rated power 5.00 (MW)
Number of blade 2.00
Radius of rotor 37.00 (m)
Height of blade 78.75 (m)
Chord of blade 3.50 (m)

Hub height 72.00 (m)
Airfoil profile NACA0018

Rated wind speed 15.00 (m/s)
Rated rotor speed 12.00 (rpm)

Mass of blades 76.75 (ton)
Draft of the foundation 65.00 (m)

Total water displacement 7475.10 (t)

Table 2. Parameters of the mooring line. EA: XXX.

Items Chain Cable

Length (m) 55 135
Diameter (mm) 147 84

Wet weight (Kg/m) 375.7 25.6
Dry weight (Kg/m) 432.2 29.5

Axial rigidity EA (N) 1.6 × 109 3.9 × 109
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Figure 5. The H-Type floating VAWT system. VAWT: Vertical Axis Wind Turbine.

4.2. Control Strategy of Rotational Speed

The control strategy of rotor speed of the floating VAWT is as follows: for wind speeds less than
12 m/s, the rotational speed is designed to obtain the maximum power capture; the rotational speed is
set to the rated rotational speed when wind speed is in the range of 12–15 m/s; and for wind speeds
more than the rated wind speed, the rotational speed should be set to maintain the rated output power.
Output power for different rotor speed and wind speed are shown in Figure 6, and rotor speed and
output power for the different wind speed are shown in Figure 7.

Figure 6. Power for different rotational speed and wind speed.

Figure 7. Power and rotational speed for different wind speed.
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4.3. Results and Analysis

4.3.1. Free Decay Motions of the Floating VAWT

The free decay motions were carried out in this section. The wind turbine was in the parked state
and wind and wave loads were not considered. The natural periods of surge, heave and pitch motions
of the system are obtained as shown in Table 3.

Table 3. Natural periods of the floating VAWT.

DOFs Natural Period (s)

surge 51.2
heave 20.5
pitch 29.3

4.3.2. Motions of the Floating VAWT Considering the Wind and Regular Wave Loads

Motions of the floating VAWT were calculated considering the wind loads and regular wave loads
in this section. The parameters of wave and wind are shown in Table 4.

Table 4. Regular wave and wind cases (LC3).

Items Wave Height (m) Wave Period (s) V∞ (m/s) Total Time (s)

LC3.1 2.10 9.74 5 3600
LC3.2 3.62 10.29 15 3600
LC3.3 6.02 11.38 25 3600

The time histories and the corresponding spectra (obtained by the Fast Fourier Transform) of the
floating VAWT motions are shown in Figures 8–10, and the mean displacements and the corresponding
standard deviations (STD) are shown in Table 5.

  
(a) (b) 

Figure 8. Surge responses of the floating VAWT (LC3): (a) time histories; and (b) response spectra.
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(a) (b) 

Figure 9. Heave responses of the floating VAWT (LC3): (a) time histories; and (b) response spectra.

(a) (b) 

Figure 10. Pitch responses of the floating VAWT (LC3): (a) time histories; and (b) response spectra.

Table 5. The standard deviations and mean values (LC3). STD: standard deviations.

Case
STD Mean Value

Surge (m) Heave (m) Pitch (deg) Surge (m) Heave (m) Pitch (deg)

LC3.1 0.50 0.20 0.84 0.36 −0.00 0.40
LC3.2 0.89 0.35 1.49 2.32 0.006 2.62
LC3.3 1.55 0.60 2.64 2.95 0.011 3.27

Table 5 shows that, for the three cases, the max STDs of the surge, heave and pitch motions of
the floating VAWT are 1.55 m and 0.60 m and 2.64 degrees, respectively; the mean values of heave
are all small, and the max mean values of the surge and the pitch motions of the three cases are
2.95 m and 3.27 degrees, respectively. Therefore, the floating VAWT has good motion performance.
Compared with LC3.2, the pitch STD of the floating VAWT in LC3.3 increases by approximately 77%,
and the corresponding mean value increases by approximately 25%.

In Figures 8–10, we can find that the motion frequencies of the floating VAWT are dominated
by the wave frequencies for the three cases. For the pitch frequencies of the floating VAWT, there
are components of the rotor rotational frequency (2P response). However, they are not significant
compared with the wave–frequency responses.

4.3.3. The Aerodynamics of the Floating VAWT

To analyze the effect of floating foundation’s motion on the aerodynamics, two conditions are
considered for LC3.2: (a) the foundation is floating, and the couple motions of floating foundation are
considered in aerodynamics calculation; and (b) the wind turbine is considered to be set on a fixed
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foundation. The normal and tangential forces acting on the equator of one blade are calculated, and the
results of time histories and spectra are shown in Figures 11 and 12.

(a) (b) 

Figure 11. Time histories of aerodynamic force on the blade: (a) Normal force; and (b) Tangential force.

  
(a) (b) 

Figure 12. Spectra of blade aerodynamics: (a) Normal force spectra; and (b) Tangential force spectra.

Figures 11 and 12 show that the normal force is much bigger than tangential force. Compared with
the fixed foundation case, the amplitudes of normal force and tangential force of the floating foundation
cases increase up to 9.4% and 16.3%, respectively. As shown in Figure 12, the main frequency of
aerodynamic force is 2P frequency. In addition, for the floating foundation model, there are frequency
components of wave frequency and the difference frequency between 2P and wave frequency.

4.3.4. Motions of the Floating VAWT Considering the Wind and Irregular Wave Loads

Motions of the floating VAWT were calculated considering the wind loads and irregular wave
(JONSWAP sea spectrum) loads in this section. The calculation parameters are shown in Table 6.

Table 6. Irregular wave and wind cases (LC4).

Items
Significant Wave

Height (m)
Spectrum

Peak Period (s)
V∞(m/s) Total Time (s)

LC4.1 2.1 9.74 5 3600
LC4.2 3.62 10.29 15 3600
LC4.3 6.02 11.38 25 3600
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The time histories and spectra of pitch motions of LC4.2 and LC4.3 are presented in Figure 13.
The max values, mean values and STDs of surge, heave and pitch responses of the floating VAWT are
calculated, and the results are shown in Table 7.

(a) (b) 

Figure 13. Pitch responses of the floating VAWT: (a) time histories; and (b) response spectra.

Table 7. Response statistics of the floating VAWT (cases LC4).

Items
Surge (m) Heave(m) Pitch(deg)

STD Mean Max STD Mean Max STD Mean Max

LC4.1 0.36 0.32 1.46 0.27 0.17 0.52 0.19 0.42 1.14
LC4.2 0.58 2.33 4.28 0.34 0.17 0.72 0.39 2.61 3.97
LC4.3 1.04 2.95 6.45 0.49 0.17 1.15 0.72 3.28 5.67

Figure 12 shows that the pitch motions of the floating VAWT increase with the increase
of wave height and wind speed, and they are still dominated by the wave–frequency motions.
Comparing Figure 12b with Figure 9b, the 2P frequency caused by the aerodynamic loads is more
significant in the case LC4. Because of the effect of heave plates, the heave responses are small and the
max values of heave is 1.15 m for LC4. In Table 7, we can find that the STDs of surge and pitch motions
of the floating VAWT are small, which shows the floating VAWT has good motion performance in the
wave and wind conditions.

4.3.5. Comparison with Φ-Type Floating VAWT

Liu et al. studied a 5 MW Φ-Darrieus type wind turbine supported by the same truss Spar
type floating foundation and with the same mooring system, and its parameters are presented in
Reference [11]. Compared with the Φ-type wind turbine (blade height is 129.56 cm, mass of two blades
is 308 tons), the blade height and blades mass of this paper decreased by 39% and 75%, respectively.
The two floating VAWTs have the same total mass.

Motions of the two floating VAWTs were compared considering the wind loads and regular
wave loads, and the calculation parameters are shown in Table 8. The mean value and STDs of the
surge, heave, and pitch motions of the two floating VAWTs are presented in Figures 14–16. The mean
generator powers of the two floating VAWTs are shown in Figure 17.
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Table 8. Comparison cases (LC5).

Case Wind Turbine Type Wave Height (m) Wave Period (s) V∞ (m/s)

LC5.1
H-type

2.10 9.74
5

Φ-type 5

LC5.2
H-type

3.62 10.29
15 (rated wind speed)

Φ-type 14 (rated wind speed)

LC5.3
H-type

6.02 11.38
25

Φ-type 25

Figure 14. Surge comparison of two floating VAWTs (cases LC5).

Figure 15. Heave comparison of two floating VAWTs (cases LC5).

Figure 16. Pitch comparison of two floating VAWTs (cases LC5).
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Figure 17. Mean generator power of two floating VAWTs (cases LC5).

Figures 14–16 show that compared with the Φ-type floating VAWT, the mean values of the H-type
floating VAWT’s motions are much smaller. Taking the rated wind speed case (LC5.2) as an example,
the mean values of surge, heave and pitch of H-type floating VAWT decrease 38%, 74.2% and 38.6%,
respectively. Therefore, H-type VAWT withstand smaller wind loads compared with the Φ-type VAWT.
The STDs of motions of the two floating VAWTs are almost same, as they are supported by the same
floating foundation, and the STD of the floating VAWT motions mainly depends on the wave loads.
Figure 17 shows that the motion of floating VAWTs has insignificant effect on the mean generator
power for both type wind turbines. It is a satisfactory result for the prospective development of a
floating VAWT.

5. Conclusions

The surge–heave–pitch coupling nonlinear motion equations of the H-type floating VAWT were
established considering the coupling between aerodynamic and hydrodynamic loads, and the motions
of a 5 MW H-type floating VAWT were studied. The motion of the H-type floating VAWT was also
compared with that of the Φ-type floating VAWT; they have the same floating foundation and total
displacement. The main conclusions are as follows:

1. The natural periods of surge, heave, and pitch motions of the H-type floating VAWT are 51.2 s,
20.5 s, and 29.3 s, respectively. The small STDs of the LC3 and LC4 show the good motion
performance of the H-type floating VAWT in the wave and wind conditions.

2. The effects of wind and wave loads on the motions of the H-type floating VAWT are assessed.
For LC3, the motion frequencies of the floating VAWT are dominated by the wave frequencies,
and there are small components of 2P frequency for the pitch motions. The 2P frequency is more
significant in irregular wave conditions (LC4).

3. The effects of the floating foundation motions on the aerodynamics are also assessed. The results
show that the normal force is much bigger than the tangential force. Compared with the fixed
foundation case, the amplitudes of normal and tangential forces increase up to 9.4% and 16.3%,
respectively, for the floating foundation case. Besides the 2P frequency, the frequencies of
aerodynamics also include the wave frequency and the difference frequency between 2P and
wave frequency for the floating foundation case. The effect of the floating foundation motion on
the aerodynamics cannot be ignored.

4. The H-type VAWT withstand smaller wind loads compared with the Φ-type VAWT, and mean
values of the H-type floating VAWT’s motions are much smaller compared with the Φ-type
floating VAWT. The STDs of motions of the two floating VAWTs are almost same, as they mainly
depend on the wave loads.
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