
Printed Edition of the Special Issue Published in Energies

Geothermal Energy: Delivering on 
the Global Potential
Edited by

Paul L. Younger

www.mdpi.com/journal/energies



Paul L. Younger (Ed.) 
 
 

Geothermal Energy: Delivering on  
the Global Potential 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  



This book is a reprint of the special issue that appeared in the online open access journal 
Energies (ISSN 1996-1073) in 2014 and 2015 (available at: 
http://www.mdpi.com/journal/energies/special_issues/geothermal-energy). 
 
 
Guest Editor 
Paul Younger 
University of Glasgow 
Scotland 
 
 
 
 
 
Editorial Office 
MDPI AG 
Klybeckstrasse 64 
Basel, Switzerland 
 
 
Publisher 
Shu-Kun Lin 
 
 
Senior Assistant Editor 
Guoping (Terry) Zhang 
 
 
1. Edition 2015 
 
MDPI • Basel • Beijing • Wuhan 
 
ISBN 978-3-03842-133-7 (Hbk) 
ISBN 978-3-03842-134-4 (PDF) 
 
 
 
 
 
 
 
© 2015 by the authors; licensee MDPI, Basel, Switzerland. All articles in this volume are 
Open Access distributed under the Creative Commons Attribution 4.0 license 
(http://creativecommons.org/licenses/by/4.0/), which allows users to download, copy and 
build upon published articles even for commercial purposes, as long as the author and 
publisher are properly credited, which ensures maximum dissemination and a wider impact of 
our publications. However, the dissemination and distribution of copies of this book as a 
whole is restricted to MDPI, Basel, Switzerland.  



III 
 

Table of Contents 

List of Contributors ............................................................................................................ VII 

About the Guest Editor .......................................................................................................... X 

Paul L. Younger 
Preface: Geothermal Energy: Delivering on the Global Potential 
Reprinted from: Energies 2015, 8, 11737-11754 
http://www.mdpi.com/1996-1073/8/10/11737.......................................................................XI 

Chapter 1: Enhancing Geothermal Reservoir Characterisation 

Alistair T. McCay, Thomas L. Harley, Paul L. Younger, David C. W. Sanderson and 
Alan J. Cresswell 
Gamma-ray Spectrometry in Geothermal Exploration: State of the Art Techniques 
Reprinted from: Energies 2014, 7(8), 4757-4780 
http://www.mdpi.com/1996-1073/7/8/4757 ............................................................................ 3 

Graham Alexander Ryan and Eylon Shalev 
Seismic Velocity/Temperature Correlations and a Possible New Geothermometer: Insights 
from Exploration of a High-Temperature Geothermal System on Montserrat, West Indies 
Reprinted from: Energies 2014, 7(10), 6689-6720 
http://www.mdpi.com/1996-1073/7/10/6689 ........................................................................ 28 

Yota Suzuki, Seiichiro Ioka and Hirofumi Muraoka 
Determining the Maximum Depth of Hydrothermal Circulation Using Geothermal Mapping 
and Seismicity to Delineate the Depth to Brittle-Plastic Transition in Northern Honshu, Japan 
Reprinted from: Energies 2014, 7(5), 3503-3511 
http://www.mdpi.com/1996-1073/7/5/3503 .......................................................................... 61 

Paolo Fulignati, Paola Marianelli, Alessandro Sbrana and Valentina Ciani 
3D Geothermal Modelling of the Mount Amiata Hydrothermal System in Italy 
Reprinted from: Energies 2014, 7(11), 7434-7453 
http://www.mdpi.com/1996-1073/7/11/7434 ........................................................................ 70 

  



IV 
 
Francesco Italiano, Angelo De Santis, Paolo Favali, Mario Luigi Rainone, Sergio Rusi 
and Patrizio Signanini 
The Marsili Volcanic Seamount (Southern Tyrrhenian Sea): A Potential Offshore  
Geothermal Resource 
Reprinted from: Energies 2014, 7(7), 4068-4086 
http://www.mdpi.com/1996-1073/7/7/4068 .......................................................................... 90 

Monia Procesi 
Geothermal Potential Evaluation for Northern Chile and Suggestions for New Energy Plans 
Reprinted from: Energies 2014, 7(8), 5444-5459 
http://www.mdpi.com/1996-1073/7/8/5444 ........................................................................ 109 

Simon Weides and Jacek Majorowicz 
Implications of Spatial Variability in Heat Flow for Geothermal Resource Evaluation in Large 
Foreland Basins: The Case of the Western Canada Sedimentary Basin 
Reprinted from: Energies 2014, 7(4), 2573-2594 
http://www.mdpi.com/1996-1073/7/4/2573 ........................................................................ 125 

Rafael Rodríguez Díez and María B. Díaz-Aguado 
Estimating Limits for the Geothermal Energy Potential of Abandoned Underground Coal 
Mines: A Simple Methodology 
Reprinted from: Energies 2014, 7(7), 4241-4260 
http://www.mdpi.com/1996-1073/7/7/4241 ........................................................................ 148 

Chapter 2: Uptake of Geothermal Energy 

Ladislaus Rybach 
Geothermal Power Growth 1995–2013—A Comparison with Other Renewables 
Reprinted from: Energies 2014, 7(8), 4802-4812 
http://www.mdpi.com/1996-1073/7/8/4802 ........................................................................ 171 

Simon Rees and Robin Curtis 
National Deployment of Domestic Geothermal Heat Pump Technology: Observations on the 
UK Experience 1995–2013 
Reprinted from: Energies 2014, 7(8), 5460-5499 
http://www.mdpi.com/1996-1073/7/8/5460 ........................................................................ 183 

  



V 
 

Thorsten Agemar, Josef Weber and Rüdiger Schulz 
Deep Geothermal Energy Production in Germany 
Reprinted from: Energies 2014, 7(7), 4397-4416 
http://www.mdpi.com/1996-1073/7/7/4397 ........................................................................ 223 

Simone Carr-Cornish and Lygia Romanach 
Differences in Public Perceptions of Geothermal Energy Technology in Australia 
Reprinted from: Energies 2014, 7(3), 1555-1575 
http://www.mdpi.com/1996-1073/7/3/1555 ........................................................................ 244 

Thomas Hermans, Frédéric Nguyen, Tanguy Robert and Andre Revil 
Geophysical Methods for Monitoring Temperature Changes in Shallow Low Enthalpy 
Geothermal Systems 
Reprinted from: Energies 2014, 7(8), 5083-5118 
http://www.mdpi.com/1996-1073/7/8/5083 ........................................................................ 266 

Chapter 3: Operational Performance of Geothermal Energy Systems 

Chris Underwood 
On the Design and Response of Domestic Ground-Source Heat Pumps in the UK 
Reprinted from: Energies 2014, 7(7), 4532-4553 
http://www.mdpi.com/1996-1073/7/7/4532 ........................................................................ 307 

Pavel Neuberger, Radomír Adamovský and Michaela Šeďová 
Temperatures and Heat Flows in a Soil Enclosing a Slinky Horizontal Heat Exchanger 
Reprinted from: Energies 2014, 7(2), 972-98 
http://www.mdpi.com/1996-1073/7/2/972 .......................................................................... 330 

Florian Heberle and Dieter Brüggemann 
Thermoeconomic Analysis of Hybrid Power Plant Concepts for Geothermal Combined Heat 
and Power Generation 
Reprinted from: Energies 2014, 7(7), 4482-4497 
http://www.mdpi.com/1996-1073/7/7/4482 ........................................................................ 346 

Yodha Y. Nusiaputra, Hans-Joachim Wiemer and Dietmar Kuhn 
Thermal-Economic Modularization of Small, Organic Rankine Cycle Power Plants for Mid-
Enthalpy Geothermal Fields 
Reprinted from: Energies 2014, 7(7), 4221-4240 
http://www.mdpi.com/1996-1073/7/7/4221 ........................................................................ 363 



VI 
 
Reynir S. Atlason, Gudmundur V. Oddsson and Runar Unnthorsson 
Geothermal Power Plant Maintenance: Evaluating Maintenance System Needs Using 
Quantitative Kano Analysis 
Reprinted from: Energies 2014, 7(7), 4169-4184 
http://www.mdpi.com/1996-1073/7/7/4169 ........................................................................ 383 
  



VII 
 

List of Contributors 

Radomír Adamovský: Department of Mechanical Engineering, Faculty of Engineering,  
Czech University of Life Sciences Prague, Kamýcká 129, 165 21 Prague-Suchdol,  
Czech Republic. 
Thorsten Agemar: Leibniz Institute for Applied Geophysics, Stilleweg 2, 30655 Hannover, 
Germany. 
Reynir S. Atlason: Centre for Productivity, Performance and Processes, Department of Industrial 
Engineering, Mechanical Engineering and Computer Science, University of Iceland, 
Hjardarhagi 6, 107 Reykjavik, Iceland 
Dieter Brüggemann: Zentrum für Energietechnik, Universität Bayreuth, Universitätstrasse 
30, Bayreuth 95447, Germany. 
Simone Carr-Cornish: Commonwealth Scientific Industrial Research Organisation 
(CSIRO), PO Box 883, Kenmore, QLD 4069, Australia. 
Valentina Ciani: Terra Energy Srl, Spin-off of the University of Pisa, Via S. Maria 53, 
56126 Pisa, Italy. 
Alan J. Cresswell: The Scottish Universities Environmental Research Centre (SUERC), 
Rankine Avenue, Scottish Enterprise Technology Park, East Kilbride G7 0QF, UK. 
Robin Curtis: GeoScience Ltd., Falmouth Business Park, Bickland Water Rd., Falmouth 
TR11 4SZ, UK. 
Angelo De Santis: Istituto Nazionale di Geofisica e Vulcanologia-via di Vigna Murata, 605, 
00143 Roma, Italy. 
María B. Díaz-Aguado: Oviedo School of Mines, University of Oviedo, Independencia 13, 
Oviedo 33004, Spain. 
Rafael Rodríguez Díez: Oviedo School of Mines, University of Oviedo, Independencia 13, 
Oviedo 33004, Spain. 
Paolo Favali: Istituto Nazionale di Geofisica e Vulcanologia-via di Vigna Murata, 605, 
00143 Roma, Italy. 
Paolo Fulignati: Dipartimento di Scienze della Terra, University of Pisa, Via S. Maria 53, 
56126 Pisa, Italy. 
Thomas L. Harley: School of Engineering, University of Glasgow, James Watt (South) 
Building, Glasgow G12 8QQ, UK. 
Florian Heberle: Zentrum für Energietechnik, Universität Bayreuth, Universitätstrasse 30, 
Bayreuth 95447, Germany. 
Thomas Hermans: Applied Geophysics, University of Liege, Chemin des Chevreuils 1, 4000 
Liege, Belgium; FNRS (Fonds de la Recherche Scientifique), 1000 Bruxelles, Belgium. 
Seiichiro Ioka: North Japan Research Institute for Sustainable Energy, Hirosaki University, 
2-1-3 Matsubara, Aomori 030-0813, Japan. 
Francesco Italiano: Istituto Nazionale di Geofisica e Vulcanologia-via Ugo La Malfa 153, 
90146 Palermo, Italy. 



VIII 
 
Dietmar Kuhn: Institute for Nuclear and Energy Technologies, Karlsruhe Institute of 
Technology (KIT), Karlsruhe 76021, Germany. 
Jacek Majorowicz: Department of Physics, University of Alberta, 11322-89 Ave., 
Edmonton, AB T6G 2G7, Canada. 
Paola Marianelli: Dipartimento di Scienze della Terra, University of Pisa, Via S. Maria 53, 
56126 Pisa, Italy. 
Alistair T. McCay: School of Engineering, University of Glasgow, James Watt (South) 
Building, Glasgow G12 8QQ, UK. 
Hirofumi Muraoka: North Japan Research Institute for Sustainable Energy, Hirosaki 
University, 2-1-3 Matsubara, Aomori 030-0813, Japan. 
Pavel Neuberger: Department of Mechanical Engineering, Faculty of Engineering, Czech 
University of Life Sciences Prague, Kamýcká 129, 165 21 Prague-Suchdol, Czech Republic. 
Frédéric Nguyen: Applied Geophysics, University of Liege, Chemin des Chevreuils 1,  
4000 Liege, Belgium. 
Yodha Y. Nusiaputra: Institute for Nuclear and Energy Technologies, Karlsruhe Institute of 
Technology (KIT), Karlsruhe 76021, Germany; German Research Centre for Geosciences 
(GFZ), Potsdam 14473, Germany. 
Gudmundur V. Oddsson: Centre for Productivity, Performance and Processes, Department 
of Industrial Engineering, Mechanical Engineering and Computer Science, University of Iceland, 
Hjardarhagi 6, 107 Reykjavik, Iceland. 
Monia Procesi: Istituto Nazionale di Geofisica e Vulcanologia, Via di Vigna Murata 605, 
00143 Roma, Italy; Unione Geotermica Italiana (UGI), Largo Lucio Lazzarino 1, 56126 Pisa, Italy. 
Mario Luigi Rainone: Dipartimento di Ingegneria e Geologia-Università “G. d’Annunzio” 
66100 Chieti, Italy. 
Simon Rees: Institute of Energy and Sustainable Development, De Montfort University,  
The Gateway, Leicester LE1 9BH, UK. 
Andre Revil: Department of Geophysics, Colorado School of Mines, Golden, CO 80401, 
USA; ISTerre (Institut des Sciences de la Terre), CNRS, UMR CNRS 5275 (Centre National 
de la Recherche Scientifique), Université de Savoie, 73376 Cedex, Le Bourget du Lac, France. 
Tanguy Robert: Department, AQUALE SPRL, Rue Montellier 22, 5380 Noville-les-Bois, 
Belgium. 
Lygia Romanach: Commonwealth Scientific Industrial Research Organisation (CSIRO),  
PO Box 883, Kenmore, QLD 4069, Australia. 
Sergio Rusi: Dipartimento di Ingegneria e Geologia-Università “G. d’Annunzio”, 66100 
Chieti, Italy. 
Graham Alexander Ryan: Institute of Earth Science and Engineering, University of 
Auckland, Auckland 1142, New Zealand. 
Ladislaus Rybach: Institute of Geophysics, ETH Zurich, Sonneggstrasse 5, CH-8092 Zurich, 
Switzerland. 
  



IX 
 

David C. W. Sanderson: The Scottish Universities Environmental Research Centre 
(SUERC), Rankine Avenue, Scottish Enterprise Technology Park, East Kilbride G7 0QF, UK. 
Alessandro Sbrana: Dipartimento di Scienze della Terra, University of Pisa, Via S. Maria 
53, 56126 Pisa, Italy. 
Rüdiger Schulz: Leibniz Institute for Applied Geophysics, Stilleweg 2, 30655 Hannover, 
Germany. 
Michaela Šeďová: Department of Mechanical Engineering, Faculty of Engineering, Czech 
University of Life Sciences Prague, Kamýcká 129, 165 21 Prague-Suchdol, Czech Republic. 
Eylon Shalev: Institute of Earth Science and Engineering, University of Auckland, Auckland 
1142, New Zealand. 
Patrizio Signanini: Dipartimento di Ingegneria e Geologia-Università “G. d’Annunzio”, 
66100 Chieti, Italy. 
Yota Suzuki: Graduate School of Science and Technology, Hirosaki University,  
3 Bunkyo-cho, Hirosaki, Aomori 036-8561, Japan. 
Chris Underwood: Faculty of Engineering & Environment, Northumbria University, 
Newcastle NE1 8ST, UK. 
Runar Unnthorsson: Centre for Productivity, Performance and Processes, Department of 
Industrial Engineering, Mechanical Engineering and Computer Science, University of 
Iceland, Hjardarhagi 6, 107 Reykjavik, Iceland. 
Josef Weber: Leibniz Institute for Applied Geophysics, Stilleweg 2, 30655 Hannover, 
Germany. 
Simon Weides: Helmholtz Centre Potsdam GFZ—German Research Centre for Geosciences, 
Telegrafenberg, 14473 Potsdam, Germany. 
Hans-Joachim Wiemer: Institute for Nuclear and Energy Technologies, Karlsruhe Institute 
of Technology (KIT), Karlsruhe 76021, Germany. 
Paul L. Younger: School of Engineering, University of Glasgow, James Watt (South) 
Building, Glasgow G12 8QQ, UK; School of Engineering, University of Glasgow, Glasgow 
G23 5EB, Scotland, UK. 
  



X 
 

About the Guest Editor 

Paul L. Younger holds the Rankine Chair of 
Energy Engineering at the University of 
Glasgow, and is Professor of Energy 
Engineering. His geothermal energy research 
portfolio ranges from heat-pump applications in 
shallow aquifers and flooded mineworkings, 
through novel approaches to combined heat and 
power developments using mid-enthalpy 
reservoirs, to holistic analyses of unorthodox 
high-enthalpy systems in Eastern Africa. 
Younger has a long track record of collaborative 
working at all levels from global boardrooms to 
impoverished villages in the Global South, and 

he was previously Pro-Vice-Chancellor for Engagement at Newcastle University, where his 
community-based research won the Queen’s Anniversary Prize for Higher Education in 2005. 
He was elected a Fellow of the Royal Academy of Engineering in 2007, and holds honorary 
doctorates from leading universities in Spain and Peru. Younger is a founder-Director of 
Hotspur Geothermal, a London-based company active in the UK and Africa. He has more 
than 400 publications to his credit. 
  



XI 
 

Preface 

Geothermal Energy: Delivering on the Global Potential 

Paul L. Younger 

Abstract: Geothermal energy has been harnessed for recreational uses for millennia, but only 
for electricity generation for a little over a century. Although geothermal is unique amongst 
renewables for its baseload and renewable heat provision capabilities, uptake continues to lag 
far behind that of solar and wind. This is mainly attributable to (i) uncertainties over resource 
availability in poorly-explored reservoirs and (ii) the concentration of full-lifetime costs into 
early-stage capital expenditure (capex). Recent advances in reservoir characterization 
techniques are beginning to narrow the bounds of exploration uncertainty, both by improving 
estimates of reservoir geometry and properties, and by providing pre-drilling estimates of 
temperature at depth. Advances in drilling technologies and management have potential to 
significantly lower initial capex, while operating expenditure is being further reduced by more 
effective reservoir management—supported by robust models—and increasingly efficient 
energy conversion systems (flash, binary and combined-heat-and-power). Advances in 
characterization and modelling are also improving management of shallow low-enthalpy 
resources that can only be exploited using heat-pump technology. Taken together with 
increased public appreciation of the benefits of geothermal, the technology is finally ready to 
take its place as a mainstream renewable technology, exploited far beyond its traditional 
confines in the world’s volcanic regions. 

Reprinted from Energies. Cite as: Younger, P.L. Geothermal Energy: Delivering on the Global 
Potential. Energies 2015, 8, 11737-11754. 

1. Introduction 

Geothermal energy is thermal energy produced naturally in the planetary interior [1,2], 
principally by the decay of radioisotopes of potassium, uranium and thorium [3]. As such, it is 
the only renewable energy source independent of solar radiation and/or the gravitational attraction 
of the sun and moon [4]. Since time immemorial, geothermal energy emerging at the earth’s 
surface as natural hot springs has been instinctively harnessed by human beings—and indeed 
other animals, most famously the macaque (snow monkeys) of Japan [5]—as a source of 
comfort and cleansing. For instance, in the ancient Roman Empire, few natural hot springs 
were overlooked for their potential to service the hot water demands of the public baths that 
were such an indispensable part of army life and wider Roman culture [2]. Natural thermal 
springs have also long been used for laundry purposes, and even for cooking. All of these 
uses—together with space heating and various industrial heating applications—are instances 
of direct use of geothermal resources [6]. 
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The only other, indirect, use of geothermal energy is for power generation. Where  
high-enthalpy reservoirs exist, this is most commonly achieved using various types of flash 
plant, in which the pressure of hot, deep fluids is carefully manipulated to achieve quantitative 
conversion of hot water to high-pressure steam, which can then be used to spin conventional 
steam turbines [7]. The earliest plant of this type was commissioned little over a century ago 
at Larderello, Italy [2,7]. In cases where the temperature of the geothermal fluid is too low for 
flashing to steam, electricity can still be produced by means of “binary” power plants [4], in 
which a secondary working fluid with a far lower boiling point than water is heated via a  
heat-exchanger such that it is converted to a high-pressure gaseous phase, which again can 
spin a turbine. 

As the water exiting a flash or binary geothermal power plant is typically still hot enough 
for myriad direct uses, geothermal energy is especially suited to combined-heat-and-power 
(CHP) applications [8]. If thus exploited, the overall efficiency of geothermal power 
conversion is far higher than for most other forms of energy. Furthermore, geothermal power 
plants are characterized by extremely high capacity factors (typically in excess of 90%, with 
many over 95%), which means that they are typically operated 24/7, producing copious 
amounts of baseload power and heat [6]. As geothermal power plants typically have very low 
carbon emissions, their ability to supply baseload puts them on a par with nuclear energy for 
overall performance [4,9], with none of the operational safety and hazardous waste 
management issues posed by nuclear. 

The baseload power and heat production attributes of geothermal distinguish it from most 
other renewables [4]: although biomass CHP plants can perform similar service, they typically 
have far higher operating expenditure (opex) requirements than geothermal plants, due to the 
need to continually supply fuels of rather low energy-density; furthermore, their capacity 
factors tend to be rather lower than for geothermal, due to their greater maintenance 
requirements and vulnerability to interruptions of fuel supply. Solar, wind and wave 
notoriously suffer from intermittency, reflected in low capacity factors (<30%); and although 
tidal power is highly predictable, any one plant still tends to have a capacity factor less than 
60%. The capacity factors for hydropower plants are seldom much greater. It is also important 
to note that wind, wave, tidal and hydropower cannot directly produce heat, and using the 
electricity they produce for conventional heating (i.e., without heat-pumps) is a very wasteful 
use of high-grade energy. While solar thermal energy is growing in importance, it is generally 
restricted to producing hot water and rarely manages to provide much space heating. 

However, despite all these advantages, the uptake of geothermal energy has to date been 
disappointing, with annual growth rates in installed capacity since 2004 averaging around 5%, 
which compares highly unfavourably with the equivalent rates for wind and solar PV (25%–
30%) [10]. While lack of appropriate technology for deep, mid-enthalpy systems is partly to 
blame, and is exacerbated by a persistent lack of public understanding of invisible, subsurface 
phenomena [11], discussions with investors and engineers throughout the geothermal sector 
invariably identify two common factors inhibiting more rapid uptake of geothermal energy 
across all enthalpy categories: 
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(i) uncertainties over resource availability in poorly-explored reservoirs; and 
(ii) the cost profile, in which a large proportion of the full-lifetime costs of systems are 

concentrated in early-stage capital expenditure (capex). 

Some of the solutions to these problems surely lie, at least in part, in the domain of 
economic policy instruments, such as dry-hole insurance schemes [12] and long-term loan 
arrangements. However, there is still ample scope for technological innovation to contribute 
to addressing the barriers to uptake [13], particularly in non-volcanic regions where the 
majority of resources are low- to mid-enthalpy (“petrothermal”) resources in deep strata of 
unexceptional natural permeability [10]. 

This paper critically appraises some recently-reported innovations and identifies gaps for 
future developments, taking a broad view across the entire spectrum of geothermal 
technology: from drilling and reservoir stimulation, through reservoir modelling and 
management, to design and operation of mechanical plant at surface that completes the energy 
conversion process. It also ranges across the entire range of enthalpies found in the  
subsurface [14], and concludes with a proposal for a whole-system research agenda to 
expedite realization of the full global potential of geothermal energy. 

2. Historical Context and Resource Categorization 

The development of modern geothermal energy technology has had at least two 
dimensions: from high-enthalpy to low-enthalpy resources; and from direct use, through 
indirect use to CHP and heat-pump applications [2,6,9,10,15]. The earliest impetus for 
technological development was as an alternative to imported fossil fuels in countries that 
lacked these in abundance. While the prime motivations related to economics and securing 
energy supplies, the air-quality benefits of switching from smog-producing coal and oil 
combustion to the near-zero particulate emissions of geothermal was soon recognized as an 
important auxiliary advantage [16]. By the dawn of the 21st Century, the principal motivation 
for developing geothermal had become its low-carbon and renewable credentials. In the case 
of geothermal, these credentials are not as straightforward to assure as for solar and wind. For 
instance, the renewability of geothermal can be compromised by poor reservoir 
management—especially any shortcomings in the reinjection of cooled geothermal  
fluids—which can lead to quite marked overdraft of the resource base, at least locally and 
temporarily (albeit the time-scale may be decadal). Similarly, some geothermal systems can 
have quite high CO2 emissions, especially in volcanic regions where the magma conduits cut 
through carbonate sedimentary rocks (as in much of Italy, for instance; [17]). However, the 
majority of geothermal systems have very low carbon emissions, with systems used only for 
heating purposes having some of the lowest carbon emissions of any renewable technologies, 
at around 4 g of CO2 equivalent per kWh [9,18]. 

As previously noted, the very earliest human use of geothermal resources was for 
recreational direct-use purposes [2] with electricity generation commencing only in 1912 at 
Larderello (Italy) [7]. These two historic uses exploit, respectively, low and high enthalpy 
resources. Far more recent are the various attempts to exploit very low enthalpy systems 
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(which is solely for direct-use purposes and requires the use of heat-pumps) and mid-enthalpy 
systems (mainly for direct use, but also potentially for power generation—and thus CHP—by 
means of binary cycle power plants; [6–9,19]). Meanwhile, deep drilling in Iceland has 
successfully intercepted a super-critical geothermal reservoir [20], which had originally been 
discovered by accident. If super-critical reservoirs can be successfully engineered—without 
inducing pressure decreases within the reservoirs that would take them below the critical 
point—the rewards will be high indeed: a single super-critical geothermal well can be 
expected to produce an order of magnitude more energy than a well of similar dimensions 
accessing only sub-critical high-enthalpy resources [20]. 

Given these recent developments at both ends of the enthalpy spectrum, the old bipartite 
categorization of geothermal resources into low- and high-enthalpy systems [1,9] is no longer 
fit for purpose [14]. A more refined categorization of resources, which corresponds quite 
closely with the optimal domains for application of different energy conversion technologies, 
was recently proposed by Younger [14], and is further developed here in graphical form 
(Figure 1). 

 

Figure 1. Categorization of geothermal resources on the basis of enthalpy. The 
shaded areas indicate parts of the parameter space that are rare/impossible in 
natural systems. The numbers on the lines dividing the different enthalpy 
categories are approximate values of enthalpy in kJ/kg. 
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3. Recent Innovations 

3.1. Spheres of Endeavour 

It is both the fascination and the challenge of geothermal energy that it is a multifaceted 
business, requiring critical inputs from a wide range of engineering, natural science and social 
science disciplines. As in all commercial spheres, not all significant innovations are reported 
in the open literature, either due to economic sensitivities, or simply due to a lack of a 
pressure for industrial innovators to publish. This paper is also focused on introducing and 
explaining the context for this geothermal Special Issue of the journal Energies. Hence, the 
account that follows will inevitably be partial. In broad terms, however, it is clear that 
significant innovations in geothermal energy have been made in the following areas: 

- Reservoir exploration and development; 
- Reservoir management and modelling; 
- Design, operation and maintenance of energy conversion technologies; and 
- Socio-economic constraints on geothermal energy use. 

Each of these areas is explored in the following sub-sections. 

3.2. Reservoir Exploration and Development 

The concept of “reservoir” is seldom discussed in connection with very low-enthalpy 
geothermal resources exploited using closed- or open-loop heat-pump systems. There has 
been a tendency to tacitly assume that individual heat-pump systems are unlikely to interfere 
with each other, so that the overall heat (and water) balance of the “reservoir” can be 
neglected. Where ground-coupled heat-pump systems (GCHPS) are used for individual 
dwellings in rural areas, this tacit assumption may be unproblematic. However, for larger 
GCHPS, and wherever neighbouring systems occur in close proximity to one another, failure 
to characterise and manage the ground exploited by the system can lead to poor performance, 
manifest in coefficients of performance (COPs) well below the usual minimal target design 
value of 3 [15]. It can also result in mutual interference between adjoining subsurface  
heat-exchangers, diminishing the ability of a given volume of ground to support the desired 
heating/cooling load [21]. A volume of ground used for such purposes has been termed an  
“aestifer” [22], being a body of geological material that stores and transmits heat. As such, an 
aestifer is analogous to the more familiar “aquifer” that stores and transmits water. Indeed, for 
large open-loop systems an aestifer might be entirely identified with an aquifer. However, 
because heat conduction is not limited solely to permeable rocks, non-aquifer lithologies may 
fall within the boundaries of an aestifer, particularly where the GCHPS exploiting it is a large 
closed-loop system. In such cases, characterisation of an aestifer involves delineation of 
spatial boundaries and determination of its intrinsic thermal properties, especially thermal 
conductivity and specific heat capacity [22]. 

Clearly drilling, in situ testing, sample retrieval and laboratory testing all have crucial parts 
to play in identifying fields of thermal properties within an aestifer, and indeed of point-
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specific temperature as a key state variable. However, as in all other arenas of geological 
exploration, such direct measurement methods can never fully capture the totality of the 
parameter fields. It is in this connection that geophysical methods can play an important role, 
both in guiding the siting of the limited number of boreholes that the project can afford, and in 
interpolating petrophysical properties between boreholes. While routinely used in applied 
investigations of geology at substantial depths (e.g., for mineral prospecting, hydrocarbon 
exploration and high-enthalpy geothermal exploration), the overall neglect of aestifer 
characterization in very low-enthalpy GCHPS applications is reflected in a scarcity of 
geophysical investigations of shallow soils and rocks coupled to heat pumps. However, in a 
rigorous review of experiences to date, Hermans et al. [23] have found that a combination of 
electrical resistivity tomography (ERT), the self-potential method (SP) and distributed 
temperature sensing (DTS) can provide reliable sensing of variations in subsurface 
temperatures and, by joint inversion with other geoscientific information, powerful insights 
into spatial variations in thermal conductivity and specific heat capacity. 

A particular category of aestifer with potentially widespread use in many old industrial 
conurbations in Europe and North America are flooded coalmines [24]. Large open-loop 
GCHPS exploiting these are operating successfully in Springhill (Nova Scotia), Heerlen 
(Netherlands) and Miéres (Spain) [14]. As the movement of both ground water and heat in 
flooded mine workings is typically complex, sometimes involving turbulent flow conditions 
atypical of most natural aquifers, assessment of these aestifers is particularly challenging. 
However, statutory compilation of mine plans in most jurisdictions means that records of 
former mines are generally quite good, at least for mines dating from the final quarter of the 
19th Century onwards. This certainly assists in the characterization of thermal properties. 
Ironically, however, the amount of detail obtained from such plans can be overwhelming, and 
difficult to analyse over very large areas. Hence, simplified modelling approaches are often 
most appropriate for regional-scale evaluations of both the hydrogeology [25] and thermal 
behaviour [24] of flooded coal workings. For instance, prima facie reasoning, assuming 
typical values for several key thermal properties, suggests that a first approximation of the 
amount of thermal energy that can be extracted from abandoned coalmines can be estimated 
from historic coal production figures [24]. Using median parameter values, it is estimated that 
about 2.5 MWth ought to be extractable using heat pumps for every 10 Mt of coal formerly 
mined from the flooded workings. While no substitute for site-specific investigations, this 
simplified approach can at least allow rapid screening of districts where more detailed studies 
seem most likely to prove fruitful. As a minimum, this suggests that 3000 MWth could be 
sustainably produced from the former coalmines of the European Union, delivering a carbon 
emissions reduction equivalent to around 5 MtCO2-equiv per annum [24].  

Mid-enthalpy geothermal reservoirs (Figure 1) have the advantage over very low-enthalpy 
systems that heat pumps are not required to attain temperatures high enough for most space 
heating and hot water supply purposes. While a handful of studies have considered closed-
loop boreholes for the exploitation of such reservoirs (e.g., [26]), most mid-enthalpy systems 
are predicated on open-loop pumping and reinjection of ground water that obtains its heat 
from the surrounding rocks. For this to be feasible, two factors are indispensable: sufficient 
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permeability and sufficient heat flow. Frustratingly, many of the rocks with the best heat flow 
properties have indifferent permeability (the so-called “hot dry rock” scenario), so that 
reservoir stimulation techniques are necessary in order to obtain sufficient yields—this is the 
approach termed “engineered (or enhanced) geothermal systems” (EGS), and it has been the 
subject of several concerted investigations in the USA and Europe since the 1970s  
(e.g., [1,6,9]). In the last decade there has been increased appreciation that sufficient natural 
permeability can be encountered where boreholes intercept natural geological structures 
oriented suitably in relation to the present-day natural stress field; this was the case at 
Eastgate (northern England), for instance, where a geothermal exploration borehole proved 
the highest permeability yet recorded in deep granite anywhere in the world [27]. 

Whereas permeability is amenable to some degree of manipulation, the same cannot be 
said of petro-thermal properties. While archival heat flow estimates may well be improved by 
application of updated models, which more accurately allow for the effects of high 
topographic relief and/or the residual effects of palaeoclimatic conditions [28], the 
fundamental parameters of radiothermal heat production, thermal conductivity and specific 
heat capacity are essentially objective. That is not to say, however, that the methods for 
determining these parameters are beyond improvement. For instance, topography, 
atmospheric conditions and spatial patterns of heterogeneity can all affect measured levels of 
gamma-ray emissions from radiothermal source rocks. Hence enhanced data collection and 
inversion methods for spectral gamma surveys will facilitate more precise estimation of heat 
production and flow rates, helping refine selection of drilling targets, such as potassium-rich 
granites and thick sequences of black shales [3]. Nevertheless, quantification of heat 
production rates at depth is insufficient to accurately predict the spatial distribution of the 
warmest waters in overlying sedimentary strata—quantification of climatic influences (past 
and present) and convective ground water flow patterns are at least as important [29]. 

These factors are also important in the case of high-enthalpy systems [29], though 
constraints on upper-bound temperatures are also dependent on the maximum depth of 
hydrothermal circulation, which corresponds to the horizon of transition from brittle to plastic 
deformation, as revealed by an abrupt cessation of earthquake foci [30]. In the vicinity of 
major Quaternary volcanoes in Japan, for instance, this horizon approximates to the inferred 
380 °C isotherm, beneath which seismicity, fracturing and hydrothermal convection are all 
observed to cease in granitic crust [30]. Within the zone of hydrothermal circulation, seismic 
processes may provide valuable insights into reservoir functioning. For instance, variations in 
mineral assemblages correlated with hydrothermal alteration are such that there is a negative 
correlation between reservoir temperature and seismic velocity anomalies at temperatures less 
than ~220 °C, whereas at higher temperatures the correlation is positive [31]. Hence 
interpretation of natural seismic data may provide direct estimates of reservoir temperatures, 
in addition to its more orthodox applications in delineating spatial boundaries and internal 
structures in reservoirs [31]. 

The overall process of evaluation of high-enthalpy resources at the exploration stage is 
multi-faceted, effectively triangulating the best estimate of reservoir enthalpies (and other 
reservoir characteristics) from a range of alternative approaches using largely independent 
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data-sets. The case of Chile offers a compelling worked example of how such an approach 
can be used to estimate future energy productivity for individual fields, and thence for an 
entire country in which no geothermal power plant has yet been developed [32]. Already, 
consideration is being given to developments even further into the future,  
when geothermal developments might follow the historical precedent of hydrocarbons and 
progress to offshore exploitation of submarine hydrothermal circulation systems, such as 
those associated with the Marsili Seamount in the southern Tyrrhenian Sea (Italy) [33] or with 
sea-floor spreading ridges off the northwestern coast of the USA [34]. 

Nevertheless, continued success in high-enthalpy exploration will require renewal of 
paradigms on the part of many practitioners. Given that the majority of highly productive 
systems developed to date have been associated with conspicuous stratovolcanoes, it is 
unsurprising that the most common exploration model is predicated on the search for 
hydrothermal systems associated with such features. However, in many dissimilar settings 
heat flows are just as elevated, yet geothermal exploration has barely commenced. The non-
volcanic tracts of the East African Rift system are a case in point. A more open-minded 
approach to exploration paradigms will be required if valuable resources are not to  
be overlooked [35]. 

One such example of a paradigm shift in exploration relates to supercritical geothermal 
resources, the deliberate search for which was prompted by experiences of unanticipated 
interception of reservoirs with supercritical properties in Italy and Iceland. The engineering 
challenges in accessing and harnessing such high temperature (>400 °C), high-pressure  
(>22 MPa) reservoirs are considerable, but have recently been substantially addressed at Krafla 
volcano by the Iceland Deep Drilling Project [20]. Recent theoretical analysis has clarified the 
conditions that give rise to supercritical conditions, as well as illuminating the likely frequency of 
occurrence and extent of such reservoirs [36]. The findings are encouraging, suggesting that a 
supercritical root zone can be expected to occur above young magmatic intrusions that 
underlie many well-known high-enthalpy reservoirs. Further deliberate exploration for 
supercritical reservoirs is currently scheduled in Iceland, Japan and New Zealand [34], with 
potential to develop production wells ten times more prolific than typical high-enthalpy wells. 
If this potential can be realized widely and at scale, the contribution of geothermal energy to 
the generation mix will be greatly enhanced. 

3.3. Reservoir Management and Modelling 

It is ironic that the management of deep, high-enthalpy geothermal reservoirs is far more 
advanced and exhaustively documented than that of the shallow, low-enthalpy variably-saturated 
soil systems (“aestifers”) exploited using heat-pumps. In part this is because the uptake of 
GCHPS was, until the last decade or so, sufficiently modest that interference between 
adjoining installations could be safely overlooked. This is particularly so where GCHPS 
installations only serve single dwellings, with individual system capacities seldom exceeding 
20 kW. However, as there is a proliferation of multi-MW installations serving large 
commercial premises, scope increases for mutual interference between systems, as well as for 
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cumulative depletion of the ability of the aestifer to continue to provide the heating and/or 
cooling services demanded of it [21,37,38]. Detailed, site-specific investigations of such cases 
are increasingly being reported [37,39], often supported by numerical modelling [37,40].  
Such studies are providing the basis for pro-active regulation of open-loop GCHPS 
developments [38], although closed-loop systems continue to evade regulatory control in most 
jurisdictions. This is not simply a matter of legislative loopholes: modelling of closed-loop 
systems is often more complicated than for open-loop because of the occurrence of  
multi-phase fluid flow above the water table, and because of the complex geometry of 
shallow, looped heat-exchangers buried in soil. Analytical solutions to the latter problem have 
been obtained and applied [41], though these necessarily involve rather sweeping assumptions 
to be made about soil properties.  

The management of mid-enthalpy reservoirs has received little more attention than GCHPS 
aestifers, though experience with exploiting such systems for district heating and CHP 
applications is rapidly growing. France was the earliest entrant into the large-scale use of  
mid-enthalpy systems, with a cluster of systems that have now been exploiting the deep Chalk 
aquifer in the Paris Basin for more than forty years [9]. More recently, favourable government 
support programs have led to around 200 projects coming forward in Germany [42], with 
annual production of geothermal heat and power increasing from 60 to 530 GWhth and from 0 
to 36 GWhe, respectively, over the decade 2003–2013 [42]. The German experience indicates 
that, even with a very supportive governance framework, most mid-enthalpy geothermal 
systems require around six years to proceed from initial concept to full commissioning [42]. 

As the most recent volcanism in Germany (In the Eifel district of the Rhine valley) only 
ceased 10,000 years ago, there are almost certainly high-enthalpy resources yet to be 
developed there, as regions with volcanism within the last million years often remain highly 
prospective for high-enthalpy reservoirs [35]. Nevertheless, the exploitation of high enthalpy 
resources is still effectively confined to countries with conspicuous active volcanism, such as 
Italy [43] and the countries of the circum-pacific “Ring of Fire,” not least Japan [30]. The 
management of geothermal reservoirs requires judicious design and operation of both 
production and reinjection boreholes—the latter being used not only to prevent the 
environmental damage which discharge of hot and (usually) briny spent geothermal fluids to 
surface waters would cause, but also to maintain reservoir pressures at depth. In doing so, a 
delicate compromise must be negotiated between injecting so close to the production zones 
that the temperature of the produced fluids is reduced and injecting so far away that the 
desired pressure maintenance effects are not achieved. This balancing act is made no simpler 
by the tendency for thermal contraction fracturing to increase the permeability where cooler 
reinjectates enter the high-temperature reservoir [44]; a zone that seemed suitably remote 
from the production zones can become more intimately hydraulically connected with it over 
time, as these thermal contraction fractures propagate. A further consideration is the 
minimization of undesirably large seismic events. Thus the management of a geothermal 
reservoir is always a work in progress, with the tasks of production and reinjection being 
assigned to different wells over time. Additional “make-up” wells are typically required to 
maintain total production rates as the exploitation of a reservoir matures [45]. 
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As further wells become available, their geological and production characteristics 
gradually expand the knowledge base for the reservoir, allowing refinement—or even 
wholesale replacement—of the prevailing conceptual model that is used to inform reservoir 
management decisions [43]. Furthermore, as the database of seismic events (natural and 
induced) in and around the reservoir grows, the identification of important geological structures 
and features (such as the zone of brittle/plastic transition) becomes clearer [30,43]. Indeed, as 
shown by Ryan and Shalev [31], correlations between seismic velocity and in situ temperatures 
could even make remote sensing of reservoir temperatures feasible. Thus an overall geothermal 
reservoir model comprises an assemblage of mutually consistent geological [43],  
geophysical [30,31] and hydrogeological models [43] should be developed in parallel, and 
iteratively updated to achieve harmonious coupling between them. The overall aim is a robust 
and constantly-evolving conceptual model of each geothermal reservoir, which is carefully 
adjusted to ensure that as much consistency as possible is achieved between concepts and 
available data. With this in place, rational management decisions are facilitated. 

3.4. Design, Operation and Maintenance of Energy Conversion Technologies 

The simplest geothermal direct-use systems require no more technology than conventional 
plumbing to deliver their benefits: this is the case, for instance, with low-enthalpy resources 
used for balneological purposes, or mid-enthalpy resources used for space heating. Depending 
on the composition of the geothermal fluid (whatever its enthalpy), heat-exchangers may be 
required even for these purposes, and these can be costly where fluid compositions would 
tend to give rise to either corrosion or clogging with mineral scales or biofilms. 

It is at the extremes of enthalpy that technological requirements become most exacting for 
those very low enthalpy resources (Figure 1) that can only be usefully exploited using  
heat-pumps, robust approaches to design, installation, operation and maintenance of the 
pumps is essential. The introduction of legal requirements for a certain proportion of on-site 
renewable energy production for all new commercial buildings of a certain size led to a boom 
in demand for GCHPS in the UK [15]. However, the policing of this rule was weak, with the 
result that tokenism crept into too many designs: too many builders were content simply to 
obtain approval to proceed with their development, and did not care if the supposed 10% 
renewable technology actually worked in the long-run. This led to installation of many  
under-sized GCHPS, as became apparent some years later when a publicly-funded national 
study of system performance revealed actual COPs averaging only 2.2—significantly lower 
than the typical design values (>3). Detailed modelling of typical installations revealed that 
the government-approved standard for GCHPS design actually leads to under-sizing of the 
subsurface heat-exchange arrays, thereby adding an additional 20% to the electricity demand 
for the heat-pumps [46]. This is but another example of a situation in which political will was 
not sufficiently under-pinned by a priori engineering rigor. It also underlines the importance of 
fully considering future operational conditions at the design stage. 

For mid-enthalpy systems, direct use of geothermal resources for space heating typically 
does not require use of heat-pumps; heat exchangers and circulation pumps are all that is 
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required to deliver heat to district pipe networks, albeit the inclusion of hot water storage 
tanks has recently been shown to decrease reliance on peak-up or back-up boiler plant [47]. 
Where the temperature of mid-enthalpy systems approaches or exceeds 100 °C, it is also 
possible to convert at least part of the energy to electricity, by means of binary cycle power 
plants, in which a secondary working fluid with a far lower boiling point than water is 
converted into high-pressure vapour, which then spins a turbine in a closed-loop cycle. 
Although the secondary working fluid can be an ammonia/water mixture, as in the Kalina 
Cycle [48], the most widespread binary cycles use an organic compound (typically butane, 
pentane or a proprietary refrigerant), with the resultant systems being termed “Organic 
Rankine Cycle” (ORC) plants [19]. ORC technology has been increasingly used and refined 
since the 1980s and may now be regarded as a mature technology. As such, the design 
principles are now well established, and the frontiers of research currently focus on 
maximization of efficiency, extending the lower temperature threshold for ORC applications, 
and extending the applicability of the technology by reducing costs. Two examples of the 
latter may be cited: 

(i) The development of small, modular ORC plants that can be rapidly deployed to remote 
areas as a pioneer power generation technology [19]. This raises the possibility of 
single wellhead ORC operations during geothermal field development, helping provide 
the power for drilling of further wells. (Hitherto, wellhead turbines have been 
restricted to atmospheric venting or back-pressure steam turbine units [6]). 

(ii) Hybrid power plants, in which waste heat from other processes is harnessed together 
with mid-enthalpy geothermal energy in combined heat and power systems that are 
more efficient than would be the case were either heat source used in isolation [8]. 

Although there is no strict upper limit for ORC applications, on the grounds of capital cost 
the technology of choice for high enthalpy systems is, and is likely to remain, the steam 
turbine. Dry steam fields that can be used directly to supply turbines are globally rare [7]; far 
more common are flash systems, in which super-heated water is converted to high-pressure 
steam by pressure adjustment; the steam is separated and used in the turbine while the 
separated water is typically harnessed for direct use before being reunited with turbine 
exhaust condensate for reinjection. Single- or double-flash systems may be used, dependent 
on the enthalpy and desired yield of the system [6–8]. While steam turbines are a very mature 
technology, most applications to date have been in the fossil fuel sector, in which the purity of 
the steam delivered to the turbine is under the control of the plant operator. In contrast, the 
steam harnessed in geothermal systems is natural, and thus subject to variations in chemical 
composition—both between different systems and within any one systems, depending on 
reservoir dynamics. This means that the maintenance of geothermal flash power plant is 
subject to greater uncertainty and risk than tends to be the case in, say, a coal-fired power 
plant [49]. 
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3.5. Socio-Economic Constraints on Geothermal Energy Use 

Like any other energy resource, geothermal is subject to constraints arising from societal 
preferences and economic exigencies. These constraints are experienced across the full range 
of enthalpies and technologies. For instance, in the case of very low-enthalpy systems 
exploited using heat-pumps, while the levelised cost of heat may already be competitive with 
gas heating, the balance between capital expenditure (capex) and operating expenditure 
(opex) is quite different between the two: the marginal capex cost of replacing a gas boiler 
where the gas grid connection already exists is typically far less than the capex cost of 
installing a GCHPS from scratch. On the other hand, the opex costs of the GCHPS are likely 
to be far lower than those of the gas-fired system, because three-quarters of the heat delivered 
by a GCHPS is effectively sourced free of charge from the subsurface, whereas every Joule of 
heat delivered by a gas-fired system comes from purchased fuel. However, the scale of the 
capex cost can be a powerful disincentive to invest in GCHPS, despite lower total life-cycle 
costs. The disincentives are even more marked where the party paying for the capex (e.g., a 
house building firm) is different from the party who will benefit from the low opex (i.e., the 
house occupant). Such an impasse can only be overcome where mandatory rules favour the 
reduction in carbon emissions that a GCHPS offers in comparison to a gas-fired system [15]. 
Such mandates are common in Europe, but far less socially acceptable in  
North America, for instance. 

A similarly high capex/opex ratio affects the production of electricity from mid-enthalpy 
resources: without a subsidy recognizing the value of the low carbon emissions of geothermal 
systems, electricity produced using ORC plants in Germany cannot compete with  
fossil-fuelled and nuclear power production [42]. Even though the economics of direct-use are 
generally far more favourable, there is still a challenge in displacing incumbent energy 
systems, due to the initial capex penalty of deep drilling and installing a district heating 
network. Again, technology “lock-in” is unlikely to be overcome by market forces alone, and 
governmental incentives are likely to be required if the full potential of mid-enthalpy 
geothermal resources is to be realized.  

This in turn demands that public opinion be sufficiently in favour of geothermal energy. 
Public approval cannot be taken for granted. There is good evidence that provision of 
information helps improve the approval rating of geothermal, yet perceived risks (which bear 
little relation to reality, and are possibly driven by the negative publicity surrounding other 
subsurface technologies, such as shale gas) led to a majority of participants in an Australian 
survey favouring siting of geothermal wellfields far from communities [11]. This is at odds 
with the requirements for district heating (which is, admittedly, of little concern in the warm 
Australian climate, where interest in geothermal has focused far more on its potential to 
produce electricity). It is also odds with the complete public ease with extensive,  
long-established urban geothermal wellfields in Paris and Reykjavik, for instance.  
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The higher the enthalpy, the larger-scale must be the socio-economic framework within 
which geothermal energy is developed. Thus issues of energy security and balance of 
payments can favour the development of high-enthalpy geothermal resources. A case in point 
is Chile, which is the world’s largest producer of copper, yet is heavily-dependent on 
imported fossil fuels for most of its energy needs. While hydropower has significant potential 
in the south of the country, in the far distant north where the copper mines are located the 
climate is arid to hyper-arid and hydropower potential is therefore negligible. However, the 
same volcanic processes that gave rise to the copper orebodies continue to give rise to 
significant deep hydrothermal circulation systems, several of which are highly prospective for 
geothermal power production. As much as 30% of the total power demand in the mining 
region could be met by development of geothermal resources identified to date [32], 
significantly reducing greenhouse gas emissions at the same time. 

4. Gaps Analysis of Geothermal Innovation: Towards a Whole-System Research Agenda 

For all the advantages it offers, geothermal remains one of the least-developed of the 
renewables [10]. This is despite the fact that high-enthalpy geothermal can already  
out-compete wind and solar on the basis of levelised costs of energy, as well as providing 
baseload service that are beyond the capability of those technologies. Geothermal district 
heating can already have a lower levelised cost than gas in many cases. However, uptake of 
geothermal continues to be hindered by its particularly high capex/opex ratio, which makes it 
an unconventional investment opportunity. One of the principal causes of this high ratio is the 
scale and uncertainty of resource characterization: where resource estimation for a wind farm 
will typically require only 1% of the total project cost, for geothermal it averages 47% [50]. 
There is therefore great value in any development that streamlines geothermal exploration 
activities [3,24,28–30,35,51]. 

Drilling and completion of wells is a large component of the geothermal capex burden, 
which has to date resisted many attempts at cost reduction. This is partly because geothermal 
drilling is but one small part of global drilling market that remains dominated by the 
hydrocarbon sector, in which the high market value of the commodity sought has tended to 
lessen pressures to reduce drilling costs. Furthermore, the high temperatures and pressures 
encountered in geothermal wells that intercept high-enthalpy reservoirs considerable exceed 
those encountered in hydrocarbon wells, so that very particular challenges arise in relation to 
mechanical processes and the performance of engineering materials [52]. For instance,  
drill-bits commonly used to achieve rapid rates of penetration in deep hydrocarbon wells 
(such as polycrystalline diamond compact bits rotated by rotor/stator devices actuated by drill 
mud, and conventional air- or water-actuated down-the-hole-hammer (DTTH) devices) will 
not function where high losses of drilling fluid occur to the strata (which is common in buried 
volcanic rock sequences containing lava tubes), nor where temperatures exceed the stability 
range of the elastomers used in the rotating or reciprocating components. Hence recent 
innovations have included the development of novel materials that will allow DTTH 
operations at pressures in excess of 250 °C [53]. Alternative cutting technologies that are 
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insensitive to formation temperatures have also been developed such as plasma torches that 
ablate the rock at temperatures as high as 4500 °C [54,55] and a “ram accelerator” technology 
derived from gun technology, in which high velocity projectiles are fired at the bottom of the 
borehole at such a velocity that both the rock and the projectile vaporize [56]. Similarly, 
downhole deployment of lasers could offer a rapid and controllable technique for enhancing 
connectivity between wells and the pore networks in the surrounding reservoir rocks [57]. 
Such promising technologies have the potential to more than double rates of penetration, 
install casing during drilling and minimize the number of time-consuming and unproductive 
“trips” of the downhole assembly out of the hole; together, these measures could reduce 
geothermal drilling and completion costs by more than 50%. However, significant technical 
challenges remain, including the challenge of ensuring borehole stability when the wall rocks 
exceed melting point [55], and the difficulties of obtaining good records of the geology 
encountered when there is no core or even chippings to examine. Incremental advances in 
more conventional reservoir stimulation approaches must also be pursued, such as “soft” 
thermal [44] and chemical stimulation of permeability. 

At the other extreme of the enthalpy spectrum, there has been a tendency to achieve 
cheaper well completions for GCHPS by implementing lesser standards of casing and 
cementing than would be used in conventional water wells of similar depth. This tendency is 
particularly prevalent in the case of closed-loop GCHPS, but it should be stoutly resisted as it 
will often lead to undesirable (and even illegal) inter-connection of separate aquifers, to the 
detriment of water resources [21]. 

In the realm of geothermal reservoir development and management, there remains vast 
scope for advances in geophysical prospecting tools, both in refining existing tools for 
geothermal applications and in developing entirely new tools. Increasingly, it is combinations 
of tools with differing physical basis that is proving most useful in achieving less equivocal 
signatures of reservoir geometries and hydrogeothermal properties [23,30,31]. Hence 
advances in joint inversion of different types of geophysical data must remain a property in 
geothermal research. It is important to stress that the use of such multi-physics approaches to 
reservoir characterization should not be restricted to the exploration phase of geothermal 
development but can provide invaluable insights into the evolution of thermo-physical 
conditions within productive reservoirs [30]. 

In terms of geothermal energy conversion technologies, advances in plant design that allow 
efficient operation across a wider range of input temperatures and pressures would allow 
geothermal to extend its range of application from typical baseload applications to 
dispatchable service—something that few other renewable technologies can offer. At the 
simplest level, this might be achieved by smarter design and operation of storage facilities 
within direct-use systems; in electricity production, dynamic adjustment of working fluid 
properties could allow turbines to be operated closer to their optimal conditions over a wider 
range of input fluid conditions. 
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Finally, there is a continuing need for advances in the objective assessment and 
minimization of undesirable environmental side-effects of geothermal exploitation. To give 
but one example, there has as yet been very little examination of the “water–energy nexus” 
for the case of geothermal. Where geothermal is exploited in humid countries, with rain-fed 
agriculture and abundant water resources, the water–energy nexus may not yet be too 
pressing. However, in water-scarce countries with large and growing populations—such as 
most of eastern Africa and the “Cono Sur” of South America—a perfect storm is brewing [35]: 
ever-expanding demand for reliable renewable energy is prompting geothermal developments 
in regions where increasingly sparse ground water resources are the sole source of potable 
water supply. In many cases, there may be no direct hydraulic continuity between deep 
geothermal reservoirs and shallow groundwater recharge zones—in which case the 
renewability of the geothermal resource itself may be questionable. In some cases, however, 
hydraulic continuity will exist, albeit it may be masked by the very large spatial and temporal 
scales over which depletion of ground water resources might finally become apparent 
(reflecting the slow velocities of Darcian subsurface flow, the vast volumes of ground water 
stored in undeveloped aquifers, and the considerable distances between zones of aquifer 
recharge and natural discharge). It has long been appreciated [58] that the response of ground 
water systems to development depends on a case-specific interplay between (at least some) 
depletion of long-term storage, induced increases in recharge and/or decreases in natural 
discharge. Any robust appraisal of the geothermal water–energy nexus simply must address 
these hydrodynamics in a rigorous manner. 

5. Conclusions 

Recent advances in reservoir characterization techniques are beginning to narrow the 
bounds of exploration uncertainty, both by improving estimates of reservoir geometry and 
properties, and by providing pre-drilling estimates of temperature at depth. Advances in 
drilling technologies and management have potential to significantly lower initial capex, 
while operating expenditure is being further reduced by more effective reservoir 
management—supported by robust models—and increasingly efficient energy conversion 
systems (flash binary and heat exchange for direct-use). Advances in characterization and 
modelling are also improving management of shallow low-enthalpy resources that can only be 
exploited using heat-pump technology. Taken together with increased public appreciation of the 
benefits of geothermal, the technology is finally ready to take its place as a mainstream renewable 
technology, exploited far beyond its traditional confines in the world’s volcanic regions. 
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Gamma-ray Spectrometry in Geothermal Exploration:  
State of the Art Techniques 

Alistair T. McCay, Thomas L. Harley, Paul L. Younger, David C. W. Sanderson  
and Alan J. Cresswell 

Abstract: Gamma-ray spectrometry is a surveying technique that allows the calculation of the heat 
produced during radioactive decay of potassium, uranium, and thorium within rock. Radiogenic 
heat producing rocks are often targets for geothermal exploration and production. Hence, 
refinements in gamma-ray spectrometry surveying will allow better constraint of resources 
estimation and help to target drilling. Gamma-rays have long half-lengths compared to other 
radiation produced during radiogenic decay. This property allows the gamma-rays to penetrate far 
enough through media to be detected by airborne or ground based surveying. A recent example of 
ground-based surveying in Scotland shows the ability of gamma-ray spectrometry to quickly and 
efficiently categorize granite plutons as low or high heat producing. Some sedimentary rocks (e.g., 
black shales) also have high radiogenic heat production properties and could be future geothermal 
targets. Topographical, atmospheric and spatial distribution factors (among others) can complicate 
the collection of accurate gamma-ray data in the field. Quantifying and dealing with such inaccuracies 
represents an area for further improvement of these techniques for geothermal applications. 

Reprinted from Energies. Cite as: McCay, A.T.; Harley, T.L.; Younger, P.L.; Sanderson, D.C.W.; 
Cresswell, A.J. Gamma-ray Spectrometry in Geothermal Exploration: State of the Art Techniques. 
Energies 2014, 7, 4757-4780. 

1. Introduction 

In this paper, we review gamma-ray spectroscopy as a survey tool for geothermal resource 
exploration. We hope the paper will also be useful as a practical guide for those unfamiliar with 
gamma-ray surveying, who might benefit from using it in geothermal exploration. 

Gamma-ray spectroscopy allows determination of concentrations of selected radioelements from 
which the heat being produced from radioactive decay can be calculated. This may be by counting 
gamma-rays produced either in a rock sample during a laboratory test or an area of land during an  
in-situ survey. However, the relationship between recorded gamma fluence and radioelemental 
concentration in the geosphere is complex. Factors such as decay series disequilibria, topographical 
errors, and atmospheric influence during surveying can lead to results that are not representative of 
the underlying rock. The radioelements of interest for geothermal resources are potassium (K), 
uranium (U), and thorium (Th). Rocks of high concentrations of these radioelements can be 
characterised by high heat flow, and the geothermal gradient can thus be favourably enhanced. 
Such enhancement creates useable heat at shallower depths than would otherwise be the case, thus 
reducing the drilling costs of a geothermal project. 

Many granites are enriched in the radioelements potassium, thorium and uranium, and thus 
typically have higher radioactivity than many other rocks. Granite is therefore a favoured target in 
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geothermal exploration worldwide, e.g., USA [1], Japan [2], UK [3], France [4], Switzerland [5], 
Australia [6]. This heat producing property of granite is particularly effective when the pluton is 
buried beneath layers of low heat conductivity “duvet rocks” such as coal or shale [7]. There can be 
crossover between classifications of duvet rocks and caprocks (i.e., reservoir topseals), where the 
rocks both have low thermal conductivity and permeability. However, some potential duvet rocks 
such as the Clyde Plateau Lavas in the Midland Valley of Scotland would likely not be effective 
caprocks, in this case due to extensive fracturing. Where such duvet rocks cap highly radiogenic 
granite, vastly enhanced heat can be obtained [8–10]. Radiogenic heat production is not just a 
phenomenon peculiar to granite as all rocks contain some concentration of radio-elements. 
Depending on the depositional environment, mudstones can have elevated concentrations of  
radio-elements compared to other sedimentary rocks. Due to their low thermal conductivities 
(because of their low quartz content) this heat can remain in place within mudstones over geological 
time, which may result in viable geothermal resources. Metamorphic rocks, on the other hand, tend to 
be depleted in radio-elements [11,12]; such depletion is actually part of the process that feeds the 
upper crust with relatively higher concentrations of radioelements [13]. 

Within geothermal exploration, gamma-ray surveying can be put to a number of uses beyond 
heat production investigations. In geothermal investigations, gamma-ray surveying is also useful 
for fracture identification. Fractures in the subsurface have previously been associated with 
elevated uranium concentrations [14,15] due to the mobility of uranium in subsurface fluid 
circulation. Such mobility can cause a significant issue for gamma-ray spectrometry survey 
interpretation known as disequilibrium (discussed in Section 4.2). Fractures can be a source of 
significantly enhanced permeability [15–17] providing key conduits for fluid extraction in a 
geothermal system; thus, it is advantageous to accurately characterise the fluid flow properties of a 
fracture network during resource evaluation. The duvet layers of low heat conduction, e.g., 
mudstone, can also be detected by their higher gamma-ray output compared to surrounding 
formations. These gamma-ray counts show up during wire-line logging of boreholes. 

Gamma-ray surveying also has a wide range of applications beyond geothermal exploration including: 
uranium exploration [18,19], sedimentary facies identification for oil and gas exploration [20–22], 
detection of radioactive contamination [23,24], and mineral exploration [25]. It can also be used for 
pure earth science discoveries, e.g., constraining deep crustal processes from potassium, uranium, 
and thorium concentrations in modern day outcrops [26,27]. 

2. Revision of Physical Concepts 

2.1. Gamma-ray Formation and Detection 

Gamma-ray is the name generally given to high-energy photons emitted during decay of atomic 
nuclei. Gamma-rays have frequencies greater than 1019 Hz, wavelengths less than 10 12 m, and 
have energies above 104 eV; gamma-rays are generally the highest energy photons in the  
electro-magnetic spectrum. Radioelements spontaneously decay leading to emission of alpha, beta, 
and/or gamma radiation depending on the decaying element. These radio-elements are naturally 
present in most rocks, but tend to be concentrated at higher levels in certain types (e.g., granite, 
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mudstone). Potassium, uranium, and thorium are of particular interest for geothermal production 
because they contribute significantly to the heat produced during radioactive decay in the rock. The 
concentrations of these elements show an approximate trend to increase with silica content [28]; the 
same relationship has been found for gamma ray intensity in volcanic rocks [29]. 

Gamma-rays penetrate through materials (e.g., rock and air) much further than the other forms 
of radiation (alpha or beta). This penetrating ability is what makes gamma-rays useful for detecting 
radioelement concentrations within rock. They can penetrate up to 0.5 m through rock, allowing a 
sample to be collected by a portable gamma-surveyor which is large enough to not be grossly 
biased by local concentration heterogeneity. However, the half-length of a gamma-ray in rock such 
as granite is much less than 0.5 m; half-length is the distance through a material where half the 
gamma-rays will be attenuated. During an in-situ survey, most of the gamma-rays detected will 
effectively come from the top 0.15 m of material. For example, a portable detector placed on a rock 
surface will sample gamma-rays from approximately a 0.15 m deep by 1.0 m diameter disc (Figure 1); 
with a small contribution from deeper sources. Penetration through air can be up to several hundreds 
of metres; therefore, aerial surveys are typically conducted 30–300 m above the surface [30,31]. 
Although the penetrating property of gamma rays allow surveys to be conducted, having most 
gamma radiation coming from the top 0.15 m at the surface does present problems. Aerial surveys 
(explained in Section 3) sample a wide area during each reading; such a sample may be a mixture of 
bare rock, peat cover, and water courses. The portion of the measured gamma-rays that originated 
from bare rock can be a significant uncertainty when interpreting the results. A further issue is 
weathering can alter the concentration of potassium, uranium, and thorium at the rock surface [28]. 
These issues can be compensated for by calibrating aerial results with direct surveying of a freshly 
created rock surface or testing borehole samples in the laboratory [32,33]. 

Figure 1. Schematic showing approximate areas of rock sampled by portable gamma 
surveyor placed on rock surface. 

 

The concentrations of specific radioelements can be determined as they each impart a specific 
energy signature onto the photon produced during decay. The isotope 40K produces photons with 
energy of 1.46 MeV. However, uranium and thorium are detected by their daughter products; 
therefore, uranium and thorium concentrations are detected as equivalent uranium (eU) and 
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equivalent thorium (eTh). The early spectrometers used the daughter products 214Bi (1.76 MeV) for 
uranium and 208Tl (2.62 MeV) for thorium. These daughter products were originally used because 
their produced gamma-ray energy signatures are relatively large (e.g., 0.8 MeV for Bi214 compared 
with 0.2 MeV for U235 or no gamma-ray produced for U238) and can be more easily distinguished. 
Modern spectrometers are not limited to solely these daughter products to estimate eU and eTh as 
improvements in spectrometers means that many of the lines in the uranium or thorium decay series 
can be distinguished. This allows adequate confidence in estimates of potassium, uranium, and 
thorium derived from gamma-ray sources. Additionally, Compton Scattering affects gamma-rays as 
they pass through rock due to gamma-rays “bouncing off” electrons which absorb some of the 
energy from the gamma-ray. This Compton Scattering means that when a photon is detected by the 
surveyor it may have much less energy than when it was created during decay. This diminishing 
energy results in photons created by thorium decay arriving at the detector with energy expected 
from uranium or potassium decay, in addition to U photons arriving with the expected potassium 
decay energy. However, these scattering affects can be compensated for in spectral analysis. 

The photoelectric effect [34,35] is utilised to detect gamma-rays [36] with many detectors made 
from material which undergo scintillation; i.e., visible light is produced when struck by gamma-rays 
(the use of this effect is described further in Section 3). Detectors made from sodium-iodine are 
typically used in in-situ surveys [20,26,37,38]. Many other materials are used for scintillators such 
as bismuth germinate; ceasium-iodide detectors may also be used but these have poor resolution. 
Alternatively, lanthanum bromide detectors provide good resolution but have self-dose issues; 
cerium bromide has less self-dose problems but remains expensive. Also in use are semiconductor 
detectors such as intrinsic germanium. This is used for lab studies as it requires cryogenic cooling. 

2.2. Heat Production from Radioelements 

The heat from radioactive decay is produced in accordance with the well-known Einsteinian 
expression E = mc2 [39]. This summarises the fact that energy cannot be created or destroyed, but 
mass can be converted into energy and vice-versa. During the decay processes, some mass must be 
converted into the energy that produces the heat. Initially, this energy exists in the form of the 
emitted particle’s kinetic energy. During subsequent collisions, this energy is absorbed and 
converted to heat. 

It is important to note that, although gamma-rays are used to determine the quantities of 
potassium, uranium, and thorium in rock, the gamma-rays themselves are not actually responsible 
for significant quantities of the heat produced. Alpha and Beta components of decay produce much 
more heat than gamma-rays; in particular, the alpha decay of uranium [40]. Such heat producing 
decays come from different parts of the decay series to the detected gamma-rays, thus 
disequilibrium of the decay series (further discussed in Section 4.2) can lead to radioelemental 
concentrations that do not represent the radiogenic heat being produced by the rock. Neutrinos are 
also produced during decay but pass through the planet, thus some energy of the Earth is lost to 
outer space [41]. 
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3. Instrumentation 

Several different types of gamma spectrometers can be used in-situ in the field or laboratory,  
but all share a common basic architecture (Figure 2). Detectors are either based on scintillation or 
semiconductors. Scintillation detectors consist of both a scintillator and photomultiplier. The 
scintillator is made out of material which reacts with gamma-ray photons producing photons of  
visible light. The visible light forces electrons to be ejected from the photomultiplier which are then 
multiplied [42]. The electrons strike an anode, which produces a negative voltage pulse which is 
proportional to the energy of the photon which struck the scintillator. This proportionality is how 
the energy can be determined by the spectral analyzer and thus the origin of the gamma-ray can be 
determined. Semiconductor detectors are diodes in which incident radiation generates electron-hole 
pairs which migrate to electrodes due to a high voltage across the diode. This produces a current 
pulse proportional to the energy deposited by the incident radiation. 

Figure 2. Block diagram showing the main sections which are common to most  
gamma-ray spectrometers. Figure adapted from International Atomic Energy Agency 
(IAEA) 2003 report [42]. 

 

Many geothermal exploration studies utilise lab-based gamma-spectrometers. These  
gamma-spectrometers can be very precise, such as intrinsic germanium semiconductor counters. 
They deliver reliable results because they can be regularly checked against standards and the 
surrounding environment remains largely stable. To conduct the gamma readings, a sample of 
approximately 100 g is crushed (less material may be used for more highly radioactive samples). 
The crushed sample is then put in the chamber with the counter; the chamber being housed in 
minimizes influences of externally created gamma rays. Lab techniques are often used during 
geothermal drilling since small drill cutting samples can be used for the analysis. Using the drill 
cuttings has the advantage that drilling does not have to be interrupted for wire-line logging to gain 
data about the heat production of the geothermal exploration target rocks. Laboratory measurements 
have typical errors of 0.03%–0.1% K, 0.5–2 ppm eU, and 0.1–0.3 ppm eTh [42]. 

Large-scale in-situ gamma-ray surveys can be conducted using airborne spectrometers mounted 
on aeroplanes [43] or helicopters [33]. The aircraft are fitted with special mounts to suspend the 
scintillation counters; sampling time for airborne surveys can vary from 1 s to min [32]. Such aerial 
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surveys exploit the favourable penetration of gamma-rays through air [42]. However, this does mean  
that the survey flights must be conducted within a few hundred metres of the ground surface [31].  
Their advantage is the huge expanse of terrain that can be covered in a few days of surveying. The 
height of the airborne surveys means that each reading represents an average of a wide area; e.g.,  
at 100 m altitude the sample area may have a diameter of approximately 190 m [44]. The survey 
sample area will therefore be spatially variable [45]; e.g., in Scotland, patches of exposed high heat 
production-granite will be recorded alongside areas of peat cover masking the heat production-granite 
below. However, case studies show that areas of high gamma-ray intensity and therefore high heat 
production can still be identified despite this averaging of properties [32]. The results from airborne 
surveys are not trivial to analyse and require a range of careful corrections for influences such as 
topography and altitude [31,42]; these influences can even be further compounded by material 
heterogeneity. Such information is, however, readily collectable during airborne gamma-ray  
readings [23]. Count rates during airborne surveys typically have standard deviations of 6.3% for 
potassium, 12.3% for uranium, and 13.7% for thorium if the surveyed material had concentrations 
of 2% K, 2.5 ppm eU, and 9 ppm eTh [42]. 

In-situ surveys can also be conducted using hand-held portable spectrometers. These surveys 
have the advantage of being extremely flexible; to cover a wider area in minimal time, for instance, 
readings can be taken at 100 s of metres spacing, while for collection of detailed information, 
readings can be taken every 0.5 m [20–22,38,46]. In addition to lateral spacing, the counter can be 
placed on rock surfaces for small volume sampling (see Figure 1) or else held above rock surfaces to 
sample significantly wider areas at once [18,47]. Sampling time also varies in surveys from  
seconds [48] to several minutes [46,49] depending on the surveyor and survey design. Typically in 
areas of lower radioactivity rock, longer sample times are needed for suitably accurate results [22]. 
An alternative approach used by some surveys is to monitor continuously then integrate the count 
times in intervals, e.g., every 5–10 s [50]. Rock and soil samples can also be collected during these 
in-situ surveys, to compare with the in-situ gamma results or to conduct more general rock mineral 
analysis [32,33,44,51] and be able to quantify near surface geometrical effects [52]. Modern  
hand-held surveyors are very portable, weighing in at a few kilograms and being small enough to 
fit inside a small backpack. Indeed some designs have been specifically mounted on backpacks and 
readings taken at automatic intervals [32,50]. Such portable spectrometers have precisions of 
approximately 0.1%–0.14% K, 0.6–0.8 ppm eU, and 0.6–1.5 ppm eTh [42,53]. 

Car-borne surveys can offer a useful compromise between wide area, low resolution airborne 
surveys and high resolution, narrow area hand-held portable surveys. However, the car-borne 
surveys are limited to locations that permit vehicular access. Even so, given the right settings,  
car-borne surveys can effectively survey a much larger area in a shorter space of time compared 
with walkover surveys and could also provide a valuable mix of surveying scales [32,33].  
Car-borne surveys have similar survey times as airborne surveys of several seconds [32] but these 
could be increased if the needs of a survey warranted longer survey times. 

A comprehensive survey may include several of these techniques. Walkover and car-borne 
surveys can be run at complementary scales with airborne surveys [23], to calibrate the airborne 
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surveys [32]. Each of these techniques is best suited to different desired outcomes of a survey, so 
thought must be given as to which would be most suited to the survey needs. 

4. Calculation 

4.1. Data Corrections 

The collected data require correcting prior to any analysis of the results. The corrections depend 
upon which of the survey modes were utilized. In commercially available instruments, some of 
these corrections are done automatically; otherwise the corrections and calculations must be 
completed by the surveyor. Geothermal explorationists need to understand the transformations of 
the raw data to K, eU, and eTh concentrations, if they are to use the results confidently, and be able 
to engage sufficiently with survey physicists to help design field campaigns. An outline of where 
corrections may be needed in gamma-ray spectrometry surveying is provided in this section. 

Due to operating at heights hundreds of metres above ground, airborne surveys are particularly 
susceptible to influence from gamma-rays produced by cosmic-rays. These cosmic-rays interact 
with the Earth’s atmosphere and produce gamma-rays as secondary radiation [42]. Cosmic ray 
intensity gets higher with altitude, doubling almost every 2000 m from an intensity of about 32 nGy/h 
at sea level [54]. Additionally, increases in altitude results in decreasing fluence of gamma radiation 
originating from the ground surface, as these are progressively scattered and absorbed by the atmosphere. 
For these reasons, airborne surveys are usually conducted within a 30–300 m altitude [30,31]. Such a 
height gives each airborne survey measurement a ground sample area of approximately 300 by 300 
m with the sample area increasing proportionally with altitude. Surveys are also susceptible to 
influence from gamma-rays originating in the atmosphere due to radon decay, the intensity of such 
are variable both spatially and temporally. The gamma-ray count associated with cosmic rays and 
radon can be found by flying at several heights over a large body of water; as the water shields the 
aircraft from the gamma-radiation that is produced by the ground surface below. This atmospheric 
gamma-ray count can then be subtracted from the results as appropriate. The body of water should 
preferably be several metres deep, and should also be fresh-water because sea-water has a modest 
uranium content. Consideration may also be given for the count produced by the vessel on which 
measurement is taken over the body of water. 

Airborne surveys are strongly affected by undulating terrain, as this affects how the area of 
ground surface is exposed to the gamma spectrometer on the aircraft. Such influences can increase 
the count rates by 100% in valleys and decrease by 10%–30% over mountain ridges [31]. 
Corrections for topography can be conducted [31] but can assume a homogeneous medium for 
airborne surveys. Additionally information about the underlying topography at the moment each 
measurement is acquired must also be collected. Small scale topographical features have been 
found to show variations of radioactivity by up to six times due to source redistribution by natural 
processes [55]; which shows the issue of a homogeneous assumption during topographical 
corrections. Such varying topography can also be an issue for maintaining a constant survey height 
above the ground surface. Another potential issue is the variation of half-lengths gamma-rays in 
different materials; surveys may be weighted towards material of lower density in which  
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gamma-rays can penetrate more easily. Further corrections may be needed for biomass, as 
vegetation affect gamma-ray data [56,57] due to covering exposed rock and emitting their  
own gamma-rays. 

Portable surveys are typically calibrated assuming that the surveyor is taking readings from an 
area that is 2 . A 2  area is where there is a solid angle with the surface, i.e., the rock is flat, >2  
would be where the surveyor is placed in a depression leading to overestimation, <2  where 
surveyor is placed on a mound or at edge of rock leading to underestimation (Figure 3). Due to 
gamma-rays travelling for hundreds of metres through air, note must be taken that even distant 
topographical features can influence the results. Figure 4 shows how, as readings are taken 
approaching a small granodiorite cliff (10 m high), there is a steady increase in the total gamma 
count due to the influence of the cliff. This phenomenon is particularly important where some 
readings may be taken in valleys or cirques surrounded by slopes of 100 s of metres; on the other 
hand, readings on ridge crests may not be as subjected to such sources of error. Careful noting of 
any field conditions that may affect the results should be taken, and then compared with the data 
during analysis to avoid any spurious conclusions over anomalously high results. 

Figure 3. Schematic cross-section of rock outcrop showing different possibilities for 
the locations of gamma-ray readings. Location (a) would collect readings from an area 
of >2  so would overestimate results, location (b) is next to a ledge so would collect 
readings from an area <2  and underestimate gamma-ray counts. Location (c) is a 
relatively flat section of outcrop more than a meter away from ledges; this would likely 
be a 2  area where the results are not affected by topography. 

 

The data also need to be corrected for the interference of photons derived from the decay of 
thorium and uranium in the “count windows” of the other heat producing radioelements. Correcting 
for this is done in spectral analysis, one method is “stripping” [30,58–60] but principle component 
analysis and least square fitting analytical techniques are also used regularly. Count windows are 
the energy levels at which photons from a particular element in the decay series create distinctive 
peaks. An example of such peaks that may be used are shown in Figure 5, and correspond to 208Tl 
(2.62 MeV) in the thorium decay series, 214Bi (1.76 MeV) in the uranium decay series, and 40K 
(1.46 MeV) for potassium. Figure 5 also highlights how photons from the decay series of thorium 
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interfere in the uranium and potassium windows, and how photons form the decay series of 
uranium interfere in the potassium window. This interference is partly due to photons scattering as 
they travel through a medium; the scattering reduces the energy of the moving photons, and/or 
creates new photons of lower energy. Interference also occurs due to other gamma-ray emissions 
from the decay series. For uranium, stripping can be done by assessing the ratio of the count of 
scattered thorium photons in the uranium window (1.76 MeV) with the count in the thorium 
window (2.62 MeV). The same process strips the scattered uranium and thorium photons in the 
potassium window (1.46 MeV). These scattered photon counts are subtracted from the total 
window counts to get the true count produced by 214Bi in the uranium window and 40K in the 
potassium window. 

Figure 4. Total gamma counts taken on a beach at the Solway Firth, SW Scotland 
(54°51 15 N, 3°40 59 W). Red dots indicate locations that gamma-ray readings were 
taken; red line indicates gamma-ray dose rates at each location showing gradual 
increase in counts as granodiorite cliff approached. 

 

The counts corrected by stripping in the respective windows can then be used to estimate the 
concentrations in parts per million of uranium (Uppm) and thorium (Thppm) and the percentage by 
weight (K%) of potassium. To do this, gamma-ray surveyors are calibrated at concrete pads which 
are doped with a known concentration of potassium, uranium, or thorium [30]. These pads are used 
both to determine the stripping characteristics of a scintillation crystal and to estimate its 
sensitivity. Such calibration is required because each scintillation crystal will react differently to 
bombarding photons; producing different counts for the same radioelement concentration. 
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Figure 5. Figure showing typical counts of different energies produced by scattering of 
photons produced by the decay of thorium and uranium with daughters, and potassium. 
The distributions of energy photons demonstrate how thorium daughters produce 
photons in the uranium and potassium window and uranium daughters produce photons 
also in the potassium window. Figure adapted from [49]. 

 

4.2. Heat Production 

Once reliable values for K%, Uppm, and Thppm have been obtained, these values can be used to 
calculate the heat that is being produced by the radioactive decay in the rock (i.e., the radiogenic 
heat production). Heat production (HP) can be found using Equation (1) which was developed by 
calculating the energy released during alpha, beta, and gamma decay of the radioelements [40,41]: 

 (1) 

where:  is rock density (kg m 3), CK is concentration of potassium by % weight, Cu and CTh are 
concentration of uranium and thorium in ppm. 

In Equation (1) each of the radioelement concentrations are multiplied by a numerical constant. 
These constants reflect the differing contributions to the radiogenic heat production of each 
radioelement; in nW per kg of rock per unit of potassium, uranium or thorium. The constant for 
uranium (0.097) is more than double the constants for potassium (0.035) or thorium (0.026); 
reflecting the dominant role that uranium has in producing heat compared with thorium or 
potassium. In fact, it is the alpha decay of uranium which provides most of the radiogenic heat 
production [41]. This means that often granites with high U/Th ratios tend to have favourable 
radiogenic heat production properties [10,61]. However, when U/Th ratios are 0.25, then 
cumulatively U and Th produces similar amounts of heat. It is important to note that Equation (1) 
relies on the assumption that there is a fixed ratio between the daughter products used to estimate 
eU and eTh. However, the various daughter products of uranium and thorium have differing 
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mobility properties under reducing or oxidizing conditions; i.e., some daughter products may be 
transported away from the rock over time. This would result in disequilibrium meaning that there 
could truly be a higher or lower concentration of uranium or thorium than is indicated by the 
gamma surveyor. Disequilibrium occurs when discrepancies exist in the ratios between parent 
isotopes and daughter products. Due to differing leaching rates from the subsurface, certain 
daughter products can be preferentially removed or remain relative to the parent atom (U235, U238, 
Th232). Such mobilization and leaching of daughter products can mean the detected radioactive 
decay not be proportional to the amount of uranium or thorium in the rock. This effect is most 
prominent in the U decay series which is mobile under oxidizing conditions but is precipitated 
under reducing conditions [62] (resulting in some ocean originated black shales having very large 
U concentrations [41]). Radium [28] and radon in particular due to it being a gas can also be causes 
of disequilibrium due to both being mobile and part of the uranium and thorium decay series. It is 
important to stress that the gaseous highly mobile state of radon means if a post radon decay of the 
uranium series is used to determine eU, then the likelihood of disequilibrium is high enough that it 
makes it questionable whether it is accurate to use the full decay series for the calculation of heat 
production. Supplementary work may be required to examine the state of radon loss in the decay 
series to produce a reliable heat production value. Uranium is of particular interest for 
disequilibrium because it is the dominant producer of heat compared to potassium or thorium. 

The dominant role that uranium plays in heat production is highlighted in the graphs in Figure 6. 
Figure 6 shows three graphs showing K%, U (ppm), or Th (ppm) against calculated heat 
production. The data was taken from the survey described in Section 6. The graphs in Figure 6 
demonstrate the strong correlation between uranium concentration and heat production, compared 
with the weaker correlations with thorium and potassium concentration. 

Figure 6. Heat production versus potassium, uranium, and thorium concentrations, for 
data collected during the Scottish case study described in Section 6. 

 

5. Case Study from Scotland 

During July 2013, we conducted an in-situ survey over several Scottish granite plutons using a 
portable gamma-ray surveyor. The aims of the survey were: (i) to re-evaluate the radiogenic heat 
production of the granites; and (ii) to allow comparison between results from the portable gamma-
ray surveyor and previous lab-based investigations. 
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A GAMMA SURVEYOR II (GSII) instrument (made by GF Instruments in Brno, Czech 
Republic) was used for the in-situ survey. The detector in the GSII is a Bismuth Germanate Oxide 
with a volume of 20 cm3. The analyser measures 1024 different channels between 0.03 and 3 MeV. 
The surveyor weighs 1.8 kg and is compact and lightweight enough for it to be readily carried in a 
small rucksack [50]which is important in the highly mountainous terrains which granite often  
gives rise to. 

Seven plutons were visited in total, six of the plutons in the Grampian region of Scotland; 
Monadhliath, Cairngorm, Lochnagar, Ballater, Grantown, and Strathspey, and one pluton on the 
Isle of Mull (the Ross of Mull granite). These plutons were selected for their previously identified 
high heat production [3], close to areas of high heat demand and with clear areas of exposure 
visible from aerial photographs. 

To minimise topography-related errors (e.g., Figure 3), sample locations were chosen for having 
several square metres of exposed granite which were relatively flat. The GSII was placed on the 
surface of the granite as far as possible away from large open fissures and other voids that could 
influence results. Figure 7 shows a typical fracture outcrop where the GSII is placed in the centre of 
an intact block of granite away from fissures. Notes were made during measurements of any 
identifiable features which might influence measurements. No average point density was aimed for 
during the surveys because survey points were dictated by suitably exposed intact granite and 
accessibility. Therefore, in some areas, a higher density of points (spaced at tens of metres) could 
be achieved and in other areas exposures were separated by several hundred metres of peat cover. 

Figure 7. An example of where the largest section of intact granite was chosen to place 
the gamma surveyor II (GSII), away from the perpendicular fractures. For scale, the 
GSII is 28 cm long and 9 cm wide. 

 

Three measurements were taken at each location to ensure the results were not affected by 
anomalies in the internal algorithms in the GSII. The vast majority of times this was not necessary, 
but the repeated measurements did provide extra confidence in the results particularly when readings 
were unusually low or high. Each measurement lasted 3 min, a period previously established as 
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adequate for a reliable sample of rocks with similar counts per second as granite [46,63], albeit 
measurement times can be shorter in high activity areas or longer in lower activity areas such as 
metamorphic basement [26]. To ensure 3 min measurements were long enough to be reliable we 
checked against half hour measurements (Figure 8), obtaining reassuringly similar results. All 3 
min measurements were within 10% of the 30 min measurement; except for one 3 min reading 
which was 11% lower than its equivalent 30 min reading. Such close correlation confirms that there 
would be no useful improvement in accuracy to taking significantly longer for such moderately 
radioactive material. 

Figure 8. Graph showing excellent correlation between the 30 min and 3 min readings 
taken at the same location. 

 

The survey identified the Cairngorm and the Ballater granites as particularly high in heat 
production (Figure 9) with values of 5.7 ± 2.6 W/m3 and 8.2 ± 1.5 W/m3, respectively. A general 
convention in geothermal exploration is that anything above 4 W/m3 is considered as high heat 
production and thus a potentially economic heat resource. We believe this threshold is derived from 
old imperial units of radiogenic heat production (10 13 cal/cm3·s), as in those units 10 × 10 13 cal/cm3 
is equivalent to 4.18 W/m3 (i.e., 4 W/m3). However, such a convention may not be useful in 
many circumstances as local geology can mean a viable heat resource exists even with lower values 
of radiogenic heat production, due to covering “duvet layers”. The Lochnagar and Monadhlaith 
granites both have median heat values of HP above 4 W/m3 so could also host viable heat 
resources. The Grantown granite has a low heat production value because it is an “S-type” granite, 
i.e., one which formed primarily by the melting of sedimentary rocks. The Strathspey and Isle of 
Mull plutons both show low heat production, and thus are unlikely to be good targets for further 
geothermal resource investigation. Ultimately, it is the heat flow and geothermal gradient, in 
addition to permeability, which would determine the suitability of a rock for geothermal 
production. However, rocks of high heat production have been correlated with areas of high heat 
flow [3,64], for example in North West Scotland and South East England zones of high heat flow 
exist over high heat production granites, and so can be considered an important aspect of the 
exploration and appraisal process. 
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The spread of heat production values in Figure 10 demonstrates the importance of gathering 
numerous data from a pluton during surveys. More data means that any outliers (whether low or 
high) can be identified, so they do not unduly skew results, preventing a pluton from being wrongly 
categorized as having either high or low heat production. Such anomalous values of heat 
production could sometimes be attributed to observable features such as hydrothermal alteration 
which may have leached radioelements or dykes of other material intruded into the granite. 
However, granite plutons are not homogeneous but have varying composition due to magma 
mixing, assimilation of country rocks, fractional melting, fractional crystallization, water activity, 
and the pressure and temperature pathways of magma evolution [65–69]. Such differing 
composition results in variation of radiogenic properties across the pluton. This survey did not have 
sufficient sample density coverage to be able to determine zones in the plutons of higher or lower 
heat production related to past geological processes; such as crystallisation. An aim of future 
investigations targeting the granites of higher heat production could be to explore the heat 
production variation within the granite; if such information was considered favourable to 
characterising the geothermal resource. 

Figure 9. Locations of the studied granite plutons: Monadhlaith (A), Cairngorm (B), 
Lochnagar (C), Ballater (D), Grantown (E), Strathspey (F), Ross of Mull (G). 

 

The results of the July 2013 portable gamma-ray spectrometry survey show good correlation 
with collated results from previous lab-based surveys [3] (Figure 11). The data from these 
laboratory test were collected by taking rock samples from shallow (<300 m depth) boreholes and 
outcrops, which were then analysed using lab-based gamma-ray spectrometry techniques [36,70]. 
Although the two surveys show variation of the heat production for many of the plutons, both agree 
on which plutons have high heat production of >4 W/m3 (Ballater, Cairngorm, Monadhliath, 
Lochnagar) and those with low heat production of <4 W/m3 (Strathspey, Grantown, Ross of 
Mull). This establishes that although in-situ studies may lack the precision of lab based work, they 
can quickly and simply provide an accurate portrayal of the heat production in a geothermal 
exploration area. 
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Figure 10. Box plot showing measured heat production from Scottish granite plutons. 
The horizontal center line in each box shows the median heat production from each 
pluton, the edges of the boxes are the first and third quartiles, i.e., 50% of the data lies 
within the box. The whiskers extending beyond the boxes contain data which are within 
1.5 times the interquartile range, and data out with this range are plotted as hoops. 
There are 37 readings from the Cairngorm Pluton, 34 from the Lochnagar Pluton, 22 
from the Monadhliath Pluton, 19 from the Ballatar Pluton, seven from the Grantown 
Pluton, five from the Strathspey Pluton, and seven from the Ross of Mull Pluton. 

 

Figure 11. Graph showing correlation between original study of Scottish granites 
(Downing and Gray: x-axis) and new data from July 2013 portable gamma spectrometer 
survey (y-axis). Blue triangles are plutons where Downing and Gray (1986) [3] 
cautioned that not enough data were collected for confidence in the calculated heat 
production value. Red line is x = y, for ease of comparison of results. 
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The July 2013 survey demonstrates how portable gamma-ray spectrometry can be used to gain 
quick results that give an initial indication of which plutons may have high radiogenic heat 
producing properties. The survey was conducted over one month by two people and would have 
been able to provide reliable first estimates of radiogenic heat productions of the granites in a 
previously unexplored area. This information could be used to target more comprehensive studies 
later on. 

6. Discussion 

6.1. The Geothermal Targets of Gamma-ray Surveying? 

Section 6 showed an example of how portable gamma-ray spectrometry can be used to screen 
granite plutons for further evaluation of their geothermal potential. However, gamma-ray 
spectrometry can have more of a role to play; even just within analysis of the radiogenic heat 
production of a single granite pluton. For example, plutons commonly comprise concentric rings of 
different types of granite, e.g., the Criffel Pluton in Southeast Scotland [65,67]. These zones may 
have significantly different geochemistry due to fractionation processes during emplacement; such 
zones could therefore have higher or lower radiogenic heat production properties. This could result 
in a single radiogenic heat production value for a pluton being fairly meaningless. Even within a 
relatively homogeneous granite pluton there are likely to be small discrete zones of unusually high 
or low radiogenic heat production. This is shown in Figure 10, where the high outlier in the 
Cairngorm granite faded to a median value several meters away but there was no visual clue as to 
why this should be such a hot spot. By increasing the density of readings over a larger expanse of 
granite, such outliers can be better identified ensuring they do not inaccurately skew the calculated 
radiogenic heat production of the granite pluton upwards. Such hot spots could be of particular 
concern for determining the radiogenic heat production of concealed granite; where samples are 
confined to the borehole track through the granite. There remains opportunity for further research 
to be able to improve understanding of the link between heat production properties with chemistry 
and pluton genesis; with one aim being improved targeting of high heat production zones in 
concealed granite. 

Sedimentary basins can be areas of elevated heat flow [3] which coupled with the favorable 
permeability of sandstone layers can make potential mid/low enthalpy geothermal targets. Such 
sedimentary basins will also typically have a significant argillaceous component; that is mudstone 
or shale layers. Mudstone and shale can contribute to the geothermal prospects of sedimentary 
basins in two ways: Firstly, they may act as a “duvet rock” allowing heat to build up in the 
sandstone below due to the low thermal conductivity of mudstone or shale [7]. Secondly, mudstone 
and shale can have higher radiogenic heat production than most other sedimentary rocks [71], 
possibly due to unusually high uranium concentrations [41]. Gamma-ray spectrometry would be 
able to identify heat producing mudstones from wire-line logging in boreholes or from surface 
surveys where outcrops are available. We found no reports in the literature of research into or 
development of the geothermal potential of such high heat producing sedimentary systems. There is 



19 
 

 

further opportunity for basic research into high heat producing sedimentary systems to determine 
whether they may have potential as a viable geothermal resource. 

These examples of survey targets show the adaptable and variable way gamma-ray spectrometry 
surveys can be used. It is also clear that there are further improvements and research to be made in 
geothermal resource evaluation using gamma-ray spectrometry. When heat production is likely to 
be important to the geothermal resource of an area, then a gamma-ray survey is likely to be able to 
provide useful data on the heat production properties. 

6.2. General Guidelines for Gamma-ray Surveying in Geothermal Exploration 

Gamma-ray spectrometry surveys can seem a daunting task with the myriad of options available 
for surveying and all the potential sources of bias. However, gamma-ray spectrometry has an established 
history, during which many changes and improvements have been made. Sensitivity improvements 
in the 1940s were made when scintillation detectors were developed [42]. Soon after this, the first 
airborne surveys were conducted for uranium exploration in the late 1940s and 1950s [72]. Lab and  
in-situ surveys were conducted for mineral exploration and environmental monitoring [59,73–75]. 
Further improvements in multi-channel analyzers, digitization, and data processing increased the 
ease of use of spectrometers as well as improved portability allowing detailed surveys to be made 
of complicated rocks [20,46] with real time data analysis [76]. For airborne surveys, improvements 
allowed rapid calibration of aerial data with calibration sites and improved spectral analysis [45]. 
Such an established history means that prior to conducting a survey using gamma-ray spectrometry 
techniques then previous experience can be called upon to ensure new surveys gain the most 
accurate data possible. 

For ground-based portable gamma-ray spectrometry surveys, Table 1 shows specific tasks that 
should be taken into account when planning a survey. These are partly based on experience gained 
during the Scottish case study example in this paper. 

For an airborne gamma-ray spectrometry study, general outlines have been previously  
described [42] with a wealth of literature [77]. Many considerations in Table 1 also relate to 
airborne surveys. In addition to these, Table 2 shows a sample of tasks more specific to airborne surveys. 

As with many forms of surveying, the precise nature and scope of a gamma-ray survey depends 
upon the aims, objectives, and available outcrops in addition to budgetary constraints. Which is 
why “Specify Aims” is first in the list of checkpoints; the rest of the study design is dependent 
upon what these aims are. In this paper, we showed an example of a portable survey which aimed 
to generally categorize Scottish granite plutons of lower or higher radiogenic heat production. The 
results corroborated a previous lab based study; showing the reliability of a rapid surface study to 
categorize the radiogenic heat production of granite plutons. However, if the aim of the survey was 
to categorize in detail only, say, the Cairngorm Pluton, then choices for the reading density, 
lithology targets etc. would have been quite different. If the target lithology of a survey is a 
concealed granite (buried under several hundred metres of sediment [8,10]), then a borehole survey 
or collecting drill-core for lab analysis are the only available options, since any gamma-ray 
radiation given off the concealed granite will be shielded by only a few metres of sediment cover. 
Spectral gamma-ray logging is routinely performed by service companies. Airborne surveying 



20 
 

 

gains data from a large area in a relatively short amount of time. The costs of chartering aircraft are 
not trivial and some surveyors stress the need for calibration of airborne in-situ tests with ground-
based or lab tests [23,45,78,79]. Due to sediment cover, then airborne studies may estimate 
radiogenic heat production to be around half that of lab or ground-based surveys [78]. 
Nevertheless, airborne studies which had designated calibration sites showed self-consistency 
between airborne surveys and accompanying traditional ground surveys [32,33]. 

Table 1. Tasks worth considering during a ground based portable gamma-ray 
spectrometry study with examples of where the decisions may have an impact. 

Task Example 
Specify Aims Is this survey as a first estimate of radiogenic heat production or to gain 

more details of its distribution within a single pluton? 
Extent of survey area Aerial surveys may be favourable if the survey area is particularly extensive. 
Sizes of individual 
sample areas 

For portable surveys the surveyor can be placed on the ground gaining an 
effective circular sample area with a diameter of one metre. Holding the 
surveyor one metre above ground gains a sample area with a diameter of 
10 metres [59]. 

Key lithologies to be 
targeted 

Are all the rock types that may have radiogenic heat production included in 
the survey plan? 

Availability of rock 
exposure 

In the Scottish case study, higher altitude plutons generally had much more 
exposed area than lower plutons, which tended to be mantled with peat bog. 

Easy access routes to 
exposure 

Tracks due to other land use can be used to get to exposure, use of these can 
be incorporated into the survey design e.g., sample spoke lines coming from 
a driveable track. 

Land access Gamma-ray spectrometry surveys may cover an area which has different 
land uses or owners; in Scotland it is not advisable to conduct a portable 
survey near deer hunting areas in the shooting season. 

Repeated readings and 
length of readings 

Should all readings be repeated or only a small sub-sample to check 
reliability of results? Depending on dose rate longer or shorter count times 
may  
be appropriate. 

Features to survey near  
(e.g., faults) 

Some features may have an influence on the radiogenic heat production, e.g., 
hydrothermal alteration around faults. Depending on the aims of the survey 
these could specifically be targeted or avoided so these results do not 
interfere with gaining an overall representative value of a pluton’s 
radiogenic  
heat production. 

Target areas for 
background readings 

Identify bodies of freshwater, if available, to get background readings. 

Density of 
readings/resolution  
of survey 

If there is a limited time, to gain an overall value for radiogenic heat 
production of a pluton, readings should be sparser. If there is need to 
understand the varied distribution of radiogenic heat production across a 
pluton then a tighter survey grid may be more appropriate. 
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Table 2. Tasks worth considering during an airborne gamma-ray spectrometry study. 

Task Example 
Determine distance between  
flight lines 

Higher concentrations of flight lines may cover the survey area more 
comprehensively but will decrease the area that can be covered in a 
limited time. 

Ground Speed As for line spacing, survey speed is a compromise between data quality 
and available time. 

Altitude of survey Reduced ground clearance results in more spectral information—you get 
less atmospheric scatter and higher count rates. Generally, higher 
surveys can be flown faster (less worries for the pilot re: ground 
obstacles such as power lines), there is usually less radon at height 
(though not always) and the data are less susceptible to topographic 
effects and small variations in altitude. 

Refuel points If refuel points near to the survey area can be arranged with local 
landowners, then more time can be spent conducting the survey rather 
than journeying back and forth to base. 

Ground calibration sites When conducting an airborne survey then local calibration areas allow 
checking of the instrument sensitivity to ensure it is not drifting during 
the survey [32,44,45]. 

Detector background This comprises internal activity in the detector and aircraft, cosmic 
radiation and radon. Flying over clean bodies of water allows this 
background to be recorded but there is still scope for radon background 
to vary with location. “Upward” facing detectors help with this by 
measuring radiation from the air above the aircraft due to radon. 

Topography Helicopters may be better choice in rough terrain than aircraft as they 
can more effectively follow the topographical changes. 

In this paper, we have discussed some of the issues surrounding accounting for inaccuracies 
created by topographical [31], distributional [44] and series disequilibrium [28] effects during 
gamma-ray surveying. Topographical corrections [31] rely on a homogenous medium assumption 
which suffers when the spatial distribution of gamma-ray production is investigated [44]. Further 
work could bring together these different influences as a useful improvement in the accuracy of  
in-situ gamma-ray spectrometry, particularly if it is possible to account for the varying gamma-ray 
half-lengths introduced by heterogeneous material. Additionally, disequilibrium appears to often be 
acknowledged during gamma-ray spectrometry but less often can be quantitatively accounted for 
during the scope of a study. There is additional scope for research to constrain which geological 
processes may make different series disequilibrium more likely and from this provide simplified 
estimation for accounting for disequilibrium during gamma-ray spectrometry surveys. 

7. Conclusions 

Gamma-rays are particularly useful, when surveying for radioelements contained within rock,  
due to their penetrating properties. This allows collection of a sample of the concentrations of 
potassium, uranium, and thorium from which the heat production ( W/m2) can be calculated. 
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Many different types of gamma-spectrometers may be used; use may depend on whether the 
survey is in-situ—either ground based or airborne—or samples collected and analysed in a laboratory. 

Portable gamma-ray surveying has been deployed as a quick but effective technique for 
determining granite plutons of high heat production in Scotland. The survey allowed high heat 
production granite to be identified which may warrant further investigation. 

Gamma-ray spectrometry will be vital for further research into the zonation of heat production 
in granite. In addition, the technique will be deployed when investigating sedimentary rocks which 
may have high heat production (e.g., some mudstones) enhancing the heat flow within basin settings. 

Gamma-ray spectrometry has been shown to have played a useful role in past geothermal 
exploration. The technique is likely to stay relevant in the future as it remains a quick and cost 
effective way to assess the radiogenic heat production properties of any rock. When compared with 
the costs of a poorly placed drill-site, the surveys more than show their worth. 
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Seismic Velocity/Temperature Correlations and a Possible  
New Geothermometer: Insights from Exploration of a  
High-Temperature Geothermal System on Montserrat,  
West Indies 

Graham Alexander Ryan and Eylon Shalev 

Abstract: In 2013, two production wells were drilled into a geothermal reservoir on Montserrat, W.I. 
(West Indies) Drilling results confirmed the main features of a previously developed conceptual 
model. The results confirm that below ~220 °C there is a negative correlation between reservoir 
temperature and seismic velocity anomaly. However, above ~220 °C there is a positive correlation. 
We hypothesise that anomalous variations in seismic velocity within the reservoir are controlled to 
first order by the hydrothermal mineral assemblage. This study suggests a new geophysical 
thermometer which can be used to estimate temperatures in three dimensions with unprecedented 
resolution and to indicate the subsurface fluid pathways which are the target of geothermal exploitation. 

Reprinted from Energies. Cite as: Ryan, G.A.; Shalev, E. Seismic Velocity/Temperature Correlations 
and a Possible New Geothermometer: Insights from Exploration of a High-Temperature Geothermal 
System on Montserrat, West Indies. Energies 2014, 7, 6689-6720. 

1. Introduction 

Montserrat is a small volcanic island approximately 16 km long and 11 km wide located in the 
northern part of the Lesser Antilles archipelago of volcanic islands in the Eastern Caribbean. The 
island is home to the Soufrière Hills volcano which has been in eruption since 18 July 1995 [1]. 

The Lesser Antilles has some of the highest electricity costs in the world ranging up to 50 cents/kwh 
depending on the oil price [2]. The majority of the Lesser Antilles is dependent on fossil fuels for 
electricity generation and Montserrat is no exception as it relies solely on diesel generation to supply 
the 1.7 MW (peak load) [2] required by the population of ~5000. The costs of electrical power for 
the country (~2.5 M$ per annum) represent a significant portion of the island’s budget and uses up 
valuable foreign currency reserves. 

The idea of using geothermal power for electricity generation on Montserrat was first proposed 
by Meidav in 1972 [3]. Since that time there have been several studies which have explored the 
question of whether a suitable resource exists on the island [4–7]. After four decades, two production 
wells 500 m apart were drilled between March and September of 2013 [8]. 

In 2009, a geothermal exploration project consisting of geological, geochemical and geophysical 
surveys was conducted on the island. Using these data, and data from previous studies, high priority 
areas for exploratory drilling were proposed by EGS Inc. [6] (Figure 1). In 2013, the geophysical 
data were reanalyzed to better pinpoint drilling targets within the priority zones [9]. In this study, 
geophysical data; magnetotelluric, earthquake hypocenters and seismic tomography data were used 
in conjunction with other geological information to construct a 3D conceptual model of the reservoir. 
The model was then used to develop a numerical index that identified areas of greater and lower 
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prospectivity. This prospectivity index was based on the product of model proxies for subsurface 
temperature and permeability inferred from the conceptual model. A key component of the study was 
the hypothesis that the low P-wave seismic velocity anomaly located in the southwestern area of the 
island was related to subsurface temperature variations in the (then unproven) geothermal system. 
This hypothesis was based in part on laboratory experiments on reservoir rocks carried out by 
Kristinsdottir et al. [10]. The results of the current study suggest that rather than being directly related 
to temperature as suggested by the work of Kristinsdottir et al. [10], slow seismic velocity anomalies 
in the Montserrat geothermal reservoir are controlled by the temperature dependent hydrothermal 
mineral assemblage and particularly by the relative abundance of phyllosilicate clays which tend to 
cause a slowing of seismic velocity [11]. 

The seismic anomaly data came from the SEA-CALIPSO (Seismic Experiment with  
Airgun-source-Caribbean Andesite Lava Island Precision Seismo-geodetic Observatory) study 
designed to image the magmatic plumbing system beneath the Soufrière Hills Volcano [12]. This study 
yielded a well-constrained high resolution P-wave velocity model of the subsurface down to about 
three kilometers. 

Shalev et al. [13] first identified three anomalously low velocity zones around the island of 
Montserrat, one of which was coincident with the possible location of a high temperature geothermal 
system as identified by EGS Inc. [6] and Ryan et al. [14]. Shalev et al. [13] conjectured that the low 
velocity could be related to hydrothermal alteration in that area due to coincidence with low 
resistivity zones interpreted to be due to clay alteration in the same area [6,14]. The detailed structure 
of these low velocity zones was not investigated. The detailed spatial inter-relation between the low 
velocity and low resistivity zones was explored by Ryan et al. [9] who determined that there was an 
offset between the two anomalies with the low velocity zone sitting just beneath the low resistivity 
zone. Ryan et al. [9] proposed the hypothesis that the seismic velocity anomaly was related to 
temperature variations in the geothermal reservoir as suggested by laboratory experiments on 
reservoir rocks presented by Kristinsdottir et al. [10]. This current study suggests that this initial 
hypothesis should be superseded by the hypothesis that velocity in the reservoir is largely controlled 
by temperature dependent variations in the hydrothermal mineral assemblage. 

Hydrothermal mineral assemblages have long been used as geothermometers and variations in the 
conductivity of clay minerals associated with hydrothermal alteration is used to interpret resistivity 
models and determine temperature profiles in high temperature geothermal systems [15]. Although 
it is known that seismic properties vary as a function of hydrothermal alteration [11], limitations of 
resolution have prevented seismic tomography data from being used as geothermometers in the past. 

The SEA-CALIPSO data set for Montserrat is a uniquely high resolution seismic tomography data 
set for a high temperature geothermal system. In this preliminary study, we take data from geothermal 
exploration and drilling to hypothesise a model which relates modeled seismic velocity anomalies to 
temperature dependent variations in the mineral assemblages. Should this technique prove to be 
robust, it opens up a new geophysical technique for estimating reservoir temperatures using seismic 
tomography data similar to the interpretation schemes used for resistivity data [15]. It also opens the 
possibility of determining subsurface temperature patterns and fluid flow pathways. This study 
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allows us the unique possibility of testing our fairly detailed conceptual model against the results 
obtained from drilling of the first wells into the geothermal reservoir on Montserrat. 

Figure 1. High priority drilling areas (areas outlined in red and green) identified by  
EGS Inc. [6]. Wells MON-1 and MON-2 are represented as green and purple dots, 
respectively. Figure modified from EGS Inc. [6]. 

 

2. Data 

2.1. Well Log Data 

The detailed well completion results can be found in Brophy et al. [8] and in EGS Inc. [16]. 
Preliminary flow test data from well MON-1 show recorded flow rates of up to 22 kg·s–1 and recorded 
temperatures of up to 230 °C. Flow rates of up to 12 kg·s–1 for well MON-2 along with a maximum 
bottom hole temperature of 265 °C were recorded. Data from the cutting logs in MON-1 [16] indicate 
a zone of smectite clay between 600 and 1210 m depth. The percentage of smectite in the clay 
samples was determined using the methylene blue test [17]. 

Temperature data were collected via wireline log at a range of depths as the probe was lowered 
and raised in the wells. To obtain punctual temperature estimates we have averaged the temperature 
data every 5 m during both the downward and upward going surveys. Due to thermal inertia of the 
thermometer there is a discrepancy between the temperature measurements made in the downward 
and upward parts of the survey. This difference is usually below 1 °C. The difference is below 2 °C 
for the vast majority of the depth intervals. However, in depth ranges where the thermal gradients 
are the largest the difference can be as high as 12 °C. In well MON-2, there is a significant 
perturbation in the well temperatures between 1325 and 2195 m. This reduction in temperature is 
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thought to be due to incomplete warming up of the well after cooling during the circulation of drilling 
fluids. To compensate for this perturbation, we calculated a linear temperature fit across the  
perturbed zone which is thought to approximate the unperturbed temperatures. Figure 2 shows the 
temperature data. 

Figure 2. (a) Average temperature data for MON-1; (b) Average temperature data for  
MON-2. Average temperature for up and down runs from wireline temperature logs. The 
temperatures have been averaged over each 5 m interval and the averages for the upward 
and downward going sections of the survey have been averaged. The difference between 
the estimates obtained between the upward and downward sections of the survey are also 
shown. A linear fit across the perturbed region in well MON-2 is also shown. 
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2.2. Seismic Tomography Results 

As referred to in the introduction, a detailed active seismic tomography experiment was conducted 
on the island of Montserrat. The results of this experiment are given in Shalev et al. [13]. The 
appendix (Figure A1) gives some images of the seismic velocity perturbation model produced by 
Shalev et al. [13]. Of particular note is the slow seismic velocity anomaly observed in the SW of the 
island which has a maximum lateral dimension of about 5 km. The experiment utilized an active 
airgun source towed behind the NERC (Natural Environment Research Council) research ship the 
RRS (Royal Research Ship) James Cook which circumnavigated the island several times. Data from 
4413 airgun shots recorded by 58 receivers, including seven Ocean-Bottom seismometers, were 
utilized for the tomographic inversion. Figure A2 shows the number of observations at each 
seismometer in the network. The geometry of the source and receiver network is shown in Figure A3. 

The inversion domain which consisted of an inner high resolution 12 km × 17 km × 6 km cuboid 
volume was made up of individual nodes with 500 m horizontal and vertical spacing. The full domain 
was 50 km × 45 km × 8 km with node spacings of up to 5 km at the edges of the domain. First arrival 
data were inverted for a P-wave velocity model using the method of Shalev and Lees [18] which uses  
a Cubic B-Spline description of the 3D volume and the LSQR (Least Squares QR factorization)  
algorithm [19,20] to invert the data to create an inverse model which depends solely on the seismic 
data and the inversion algorithm. No a priori information was used to generate the model. The 
amplitude of the inversion result was controlled by two separate damping parameters for the 
unknowns of velocity model and station correction. The smoothness of the inversion result was 
controlled by a Laplacian smoothing parameter. The starting model for the inversion was  
constructed using two 1-D models for land and ocean which were derived from the data using the 
Levenberg-Marquardt nonlinear minimization algorithm [21]. 

Seismic velocity is dominated by large vertical variations in velocity with on-island P-wave 
velocities at Montserrat varying from around 3.5 km·s 1 at the surface to about 6.25 km·s 1 at 10 km 
depth [13]. Seismic velocity generally increases with increasing depth, in the case of Montserrat, both 
experimental and modelling results [22] indicate that P-wave velocity in the top 10 km is, to first 
order, a function of porosity and pore geometry mediated by increasing pressure. To visualise 
variations which are not primarily associated with the depth-related increase seismic velocity, models 
are often displayed in terms of velocity perturbation models. The perturbation model used here is 
created by calculating the percentage variation from the mean velocity at each depth in the model. 
This procedure brings out anomalous variations which would be difficult to detect when looking at 
velocity alone. Figure A1 shows the velocity perturbation model for the SEA-CALIPSO tomographic 
data at 2 km depth. 

Two 1-D vertical columns through the inversion domain at the locations of MON-1 and MON-2 
are shown in Figure 3. In Figure 3b, the seismic velocity anomaly is normalized by subtracting the 
anomaly value (Vp) from the maximum value (VPmax) and dividing by the difference between the 
maximum value and the minimum value (VPmin) in the shallow region of the model (Equation (1)). 

 (1)
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The results in Figure 3 show the percentage variation of the seismic velocity model from the 
average value at each depth. The sign of the anomaly has been reversed to make it positive. We will 
define this positive quantity as the seismic velocity anomaly henceforth. Figure 3 shows a distinctive 
anomaly associated with the geothermal system. Seismic velocity anomaly increases with depth to 
around 1750 m and then decreases down to a depth of 3000 m. The exact shape of the anomaly is 
determined by the damping and smoothing parameters which trade-off between data-fit and 
smoothness of the inversion result. This trade-off is necessary to stabilize an inversion result which is 
the solution to an ill-conditioned problem. The exact shape and intensity of anomalies will be affected 
by the choice of inversion parameters. However, the general shape and particularly the location of 
anomaly maxima will be fairly robust regardless of chosen inversion parameters. This robustness is 
due to the fact that the tomographic model is well-constrained by the data in the depth range of 
interest; as can be observed from ray hit plots and checkerboard tests shown in the appendix. 

The southwest region of the island is particularly well constrained down to a depth of 3 km.  
Figure A4 shows the ray hit plot for a series of depths in the model domain. This plot illustrates that 
the SW portion of the island is well-constrained by observations in the 1–3 km depth range with each 
domain block constrained by several hundred seismic ray observations. Checkerboard test results 
shown in Figure A5 illustrate the resolving power of the tomography experiment. The high number 
of receivers both on and off the island coupled with the 360 degree azimuthal coverage of the towed 
airgun source at a range of different off-set distances yield an exceptional data set that constrains the 
velocity model to a depth of 3 km very well. The checkerboard test results show that the geometry 
of seismic anomalies with lateral dimensions as small as 1.5 km are easily recovered given the source 
and receiver geometry (the southwestern low velocity anomaly has a maximum lateral dimension of 
the order of 5 km). To minimize the effect of the choice of damping parameter (which affects the 
amplitude of the anomaly in the inverse model) the normalized seismic velocity anomaly (Vpn) is also 
shown in Figure 3. The normalised anomalies for MON-1 and MON-2 are very similar. 

To illustrate the effect of inversion on the sampled anomaly we can see the effect on the 
checkerboard test. Figure 4 shows a 1-D section through the checkerboard test anomaly. Both the 
starting model and its inversion result are shown. From Figure 4 we can see the kind of “distortion” 
created by the inversion process. The anomaly maximum is reduced significantly from 28.29% to 
13.28% and the width of the anomaly is increased slightly. Another significant “distortion” effect is 
the undershoot of the anomaly from 0% in the original model to a maximum of 3.93% in the 
inversion result below 2.75 km depth. 
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Figure 3. (a) Tomographic inversion result at position of MON-1 and MON-2  
(% perturbation from mean velocity at each depth; sign reversed); (b) Seismic velocity 
anomalies for MON-1 and MON-2 have been normalised. The average of the two 
normalised anomalies is also shown. 

 
(a) 

 
(b) 
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Figure 4. Comparison between checkerboard test model and inversion result. 

 

2.3. Lithology and Petrology 

Cuttings from wells MON-1 and MON-2 were logged during drilling at approximately 10 m 
intervals. During drilling the cuttings were described in near real time with the aid of a binocular 
microscope and the smectite content of clays was determined by using the methylene blue test [17]. 
More detailed analysis of the cuttings was conducted after drilling using a petrographic microscope 
and prepared thin sections. The identity and concentration of the crystalline components of select 
samples was determined using X-ray diffraction [16]. The use of drill cuttings which are small and 
subject to mixing as the cuttings are recovered during drilling means that gross formation 
characteristics cannot be recovered to determine source sequence and how the units were  
emplaced [16]. There are also limitations due to incomplete sampling due to substantial loss of material 
in the mud circulation system. 

The results of cutting analysis indicate that the lithology down to 2870 m consists predominantly 
of volcaniclastics probably related to block and ash and debris flows. In well MON-1 the section 
between 530 and 1210 m depth is comprised of sandstones, mudstones and smectite-containing clays. 
This region occurs at a similar depth to the low resistivity zone interpreted as the reservoir clay cap 
by Ryan et al. [14]. The section from 1210 to 2298 m is thought to be predominantly reworked 
volcaniclastics with small amounts of intercalated andesite or basalt flows this is thought to be the 
main reservoir zone [16]. Preliminary results from well MON-2, which terminates at 2870 m, 
indicates that it has a similar lithology to well MON-1. However, detailed analysis of petrographic 
samples has not been completed to date. Figure 5 shows the preliminary lithology logs. The spatially 
discontinuous nature of volcaniclastic deposits on a small volcanic island with multiple eruption 
centers and variations in depositional environment are the probable cause of the differences between 
the logs.  
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Figure 5. (a) Generalised lithology for well MON-1; (b) Generalised lithology for well 
MON-2 adapted from EGS Inc. [16]. 

 

(a) (b) 

3. Discussion 

3.1. Variations in Seismic Velocity with Depth and Temperature at Well-Locations 

Extrapolating from the work of Kristinsdottir [10], Ryan et al. [9] hypothesised that the magnitude 
of the seismic anomaly would be proportional to the reservoir temperature. The current study 
indicates that rather than a direct dependence on temperature, seismic velocity is likely mediated by 
temperature dependent variations in the hydrothermal mineral assemblage. The data show that while 
seismic velocity anomaly increases with temperature below 220 °C, above this temperature the 
relationship reverses in a way that was not anticipated by Ryan et al. [9]. Figure 6 shows the variation 
in measured temperature with normalized seismic velocity anomaly (Vpn) as derived from the 
tomographic model of Shalev et al. [13] (appendix). Tomographic data relating to the vertical series 
of model blocks which encompass the vertical well tracks for MON-1 and MON-2 have been used. 

Vpn increases with temperature up to around 220 °C and then decreases with temperature. 
Looking closely at the well temperature logging results shown in Figure 6 we can see features in 

the data which support the general model of Ryan et al. [9]. 
There is a low temperature gradient between 1150 and 2800 m of about 50 °C/km. This low 

gradient is consistent with a high temperature convective upflow with a heat source below 2800 m 
depth and is unlikely to be associated with an outflow which would be associated with a temperature 
inversion at depth. 

Between 1105 and 1150 m, there is a rapid increase from 50 to 190 °C/km in thermal gradient 
which indicates a switch from convective to conductive heat transfer. The rapid change in gradient 
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indicates an impermeable barrier which impedes fluid flow across the depth at which the gradient 
change occurs. This impermeable barrier is consistent with the impermeable smectite clay cap 
observed in this depth range. 

Figure 6. Plot showing variation in well temperature and variation in normalized  
seismic velocity anomaly (Vpn) with depth as derived from the tomographic model of  
Shalev et al. [13]. The Vpn values used are the average value for wells MON-1 and  
MON-2. (a) Values for well MON-1; (b) Values for MON-2. 

 
(a) 

 
(b) 

Seismic velocity variation across high temperature geothermal reservoirs has been observed at 
several locations [23–25]. In most of these studies, seismic velocity inversion is performed on data 
sets consisting of natural seismic events. These data sets were generated by relatively small numbers 
of sources and receivers. It is also impossible to control source location and density. Models 
generated using passive seismic data therefore generally have limited resolution usually on the scale 
of kilometers; larger than the length scale of individual wells in the fields. This limited resolution 
makes detailed comparison between measured reservoir characteristics and seismic models 
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impossible. In these studies, variations in seismic velocity are often ascribed to subsurface steam 
zones or highly saturated porous regions in the reservoir which would lower seismic velocity. 

In some laboratory studies on reservoir rocks, the effects of the temperature of the saturating fluid 
and variations in porosity and clay concentration on measured seismic velocities were  
investigated [11,26]. These studies were limited in the spatial scale of the samples they could study 
and also in the timescale of the experiments which was (typically seconds to minutes). The 
temperature ranges were often limited as well. There were few measurements above 200 °C.  
Jaya et al. [26] explored variation in seismic velocity of highly porous (20%) liquid saturated 
samples. The results showed a significant decline in velocity as temperature increased. The results are 
explained in terms of a modified Gassman equation [27]. Boitnott [11] measured the seismic velocities 
of liquid saturated samples and used linear regression to determine the relative effects of porosity and 
clay concentrations. He found porosity to have the strongest effect on seismic velocity, with the 
concentration of illite having the second most significant effect. Seismic velocity was found to 
decrease with both increasing porosity and illite concentration. 

Kiddle [22] performed a series of experiments on rock samples from Montserrat collected from  
the surface and upper 200 m. Both dry andesite and andesite breccia samples show little velocity 
variation with temperature, samples were heated up to 600 °C. However, velocity was found to 
increase significantly with pressure. Pressure was increased up to 70 MPa. A large variation in 
seismic velocity was measured between the andesite and andesite breccia samples. P-wave velocities 
of 2.5–5.5 km·s 1 were measured for solid andesite samples at room temperature and pressure whilst 
significantly lower values of 1.6–3.6 km·s 1 where measured for andesite breccia samples under the 
same conditions. This variation is reflected in the seismic velocity anomaly model shown in Figure 
A1. The dense andesite cores beneath the volcanic centers, particularly the Soufrière Hills and Centre 
hills, have high seismic velocities compared to the flanks which are composed largely of andesite 
breccia. Kiddle, however, does not address the significant variations in the velocities of the  
flank deposits. 

The direct effect of temperature on seismic velocity seems to be an unlikely explanation for 
velocity variations observed in Montserrat as temperature increases monotonically with depth but 
the seismic velocity anomaly decreases at a depth of around 1750 m and a temperature of around  
220 °C. Similarly, for porosity to be responsible for the observed pattern would require a steady 
increase in porosity to a depth of 1750 m after which porosity rapidly decreases. This again seems 
unlikely although Brophy et al. [8] do suggest there may be some stratigraphically controlled 
permeability/porosity at around 2100 m. The temperature pressure profile indicates that the reservoir 
fluid is in a liquid state as it does not cross the boiling point for depth curve. 

The hypothesis that hydrothermal clay alteration may be responsible for the observed velocity 
anomaly is feasible since cutting logs show smectite clay alteration in the 600–1200 m depth range.  
In assessing the hydrogeology of Montserrat, Geotermica Italiana [4] outlined the likely effects of 
hydrothermal alteration on reservoir rocks on the island and its effect on the mechanical properties 
of the rock. The effects of hydrothermal alteration at the water–rock interfaces give a possible 
explanation for the observed variations in seismic velocity. 
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At intermediate temperatures between 90 and 130 °C superficial alteration processes (weathering) 
are greatly enhanced and smectite clay is formed. Rather than being removed via erosional processes 
as it would be at the surface this swelling clay accumulates along preferential flow pathways reducing 
porosity to form an impermeable barrier. At the higher temperatures of 130–200 °C, phyllic alteration 
occurs with the formation of first interlayered illite-smectite and finally illite at temperatures above  
200 °C. This process causes the rock to become more plastic [4]. 

Between 200 and 300 °C, we have propylitic alteration in which minerals such as quartz, epidote 
and adularia are formed; as the proportion of these framework silicates increases the reservoir rocks 
become more rigid and crystalline. Whilst permeability in these rocks can be reduced by deposition 
of silica, this can be easily reversed by tectonic activity. 

This sequence of alteration gives a possible explanation for the observed velocity anomaly. 
Formation of phylosillicate clays, in particular illite, acts to plasticise the rock and reduce seismic 
velocity (increase seismic velocity anomaly) up to a temperature of around 200 °C; above this 
temperature propylitic alteration progressively increases the rigidity of the rocks causing an increase 
in seismic velocity (decrease in seismic velocity anomaly). This pattern of hydrothermal alteration 
represents the commonly observed pattern of alteration observed in high-temperature geothermal 
systems hosted in andesite rocks [28]. Similar patterns of hydrothermal alteration are reported in the 
geologically similar neighbouring island of Guadeloupe [29,30]. This pattern of alteration is also 
used to interpret the resistivity anomalies associated with high temperature geothermal  
systems [15,31]. Further detailed studies of the mineralogy of existing samples along with samples, 
including possible core, from future wells in Montserrat is required to verify the petrology. 

One of the difficulties in trying to infer reservoir seismic properties from the laboratory results is 
that separate phenomena are likely convolved. Variations in fluid temperature change its contribution 
to the P-wave velocity. At the same time, the properties of the rock matrix vary with temperature as 
a function of changes in the equilibrium assemblage of hydrothermal minerals. Experiments of  
Jaya et al. [26] take place on much too short a timescale for equilibrium alteration to occur and the 
experiments of Boitnott [11] which investigate the effect of variations in porosity and variations in the 
concentration of hydrothermal clays all take place at a single temperature. 

Experiments conducted by Kiddle [22] which investigate the effect of temperature and pressure 
on rock from Montserrat were conducted on dry rock samples from the surface and shallow 
subsurface and are not representative of saturated altered reservoir rocks. Experiments on saturated 
samples were also conducted but these were performed at room temperature and pressure. These 
experiments showed little effect of temperature on P-wave velocity but a large velocity variation was 
measured between andesite and andesite breccia with P-wave velocities for breccia being 
significantly lower. The high velocity zones seen in the velocity perturbation maps in the appendix 
is clearly related to the dense andesite cores associated with the volcanic centers [13,22]. However, 
there is a significant variation in P-wave velocity in the flank deposits. We suggest that the flank 
deposits with the anomalously low velocities, particularly the anomaly in the southwest of the island 
which is co-located with a verified geothermal system, are associated with hydrothermal alteration. 

The lateral variation in the P-wave velocity of the flank deposits coupled with the fact the seismic 
velocity anomalies peak at a depth of 1750 m or so (within the zone of potential phyllic alteration 
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within the reservoir) rather than being anomalous from the surface to depth supports the hypothesis 
that the velocity variations are dominated by changes in the hydrothermal mineral assemblage. 

3.2. Correlation between Seismic Anomaly and Temperature 

Figure 7 suggests, as was postulated in Ryan et al. [9], that there is a robust correlation between 
reservoir temperature and seismic velocity. To test this hypothesis, we recast the data to explore the 
correlation between the two. For this analysis, we combine the data from wells MON-1 and MON-2 
to obtain the maximum number of data points under the assumption that the wells, which are 
approximately 500 m apart, sample similar regions of the reservoir. This assumption is supported by 
the similarity between the temperature profiles and the normalized seismic velocity anomalies for both 
wells. The value of the percentage P-wave velocity perturbation is multiplied by 1 to create positive 
values for the seismic velocity anomaly. 

Figure 7. Correlation plot for normalised seismic velocity anomaly (Vpn) and reservoir 
temperature. Data for wells MON-1 and MON-2 are combined. Three different 
correlation regimes (R1a, R1b and R2) are suggested by the data. One point has been 
rejected as an outlier. This point which relates to the bottom of well MON-1 is thought 
to be slightly distorted. 

 

To produce this correlation plot, the resolution of the temperature data was reduced to match the 
resolution of the resampled seismic velocity model. The temperatures were averaged over 250 m 
intervals. The data suggest three dominant regimes (Vpn refers to normalised seismic velocity 
anomaly and T refers to reservoir temperature in °C): 

(1) A slow increase in seismic velocity anomaly with temperature between 29 and 192 °C 
characterized by the following Equation (2) which fits the data with an R2 value of 0.95. 
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(2) A rapid increase in seismic velocity anomaly with temperature between 192 and 219 °C 
characterized by Equation (3) which fits the data with an R2 value of 0.90. 

 (3)

(3) A rapid decrease in seismic velocity anomaly with temperature between 219 and 263 °C 
characterized by Equation (4) which fits the data with an R2 value of 0.96. 

 (4)

The decision to parameterize the correlation data in the way described above is purely empirical 
and is strictly only valid for the local area and for the specific set of tomographic inversion parameters 
used. The linear fits were chosen for their simplicity and because they provide a good fit to the data.  
The correlation could have been parameterized using different functions. 

The observed correlation is between temperature data obtained from well logs and the magnitude 
of Vpn obtained from inversion of active seismic data [13]. As with all geophysical inversions, the 
inverse model here is non-unique [32] as discussed in Section 2.2. The exact form of the inverse 
model is dependent on the damping parameters used to stabilize the inversion. The values were 
chosen to maximize the structural information contained within the seismic data whilst minimizing 
the effects of errors inherent in the data which make it difficult to obtain a solution to the  
ill-conditioned inverse problem [32]. 

The correlations between Vpn and temperature we obtain are not solely a function of subsurface 
geology but also depend on the inversion parameters chosen. A related consequence of the inversion 
process is the tendency for geological anomalies to be “smeared out” which limits the ability of the 
inversion to resolve small anomalies. Checkerboard test results shown in the appendix show that the 
resolving power of the data remains good down to a depth of 3 km. Structures at the sub-kilometer 
scale are resolvable at this depth in the region of the geothermal reservoir. The checkerboard test 
data (appendix) also illustrates how the initial model is “distorted” by the inversion process. The 
intensity of the anomaly decreases and the anomaly spreads out in space. Whilst the intensity of the 
anomaly varies, its general shape, although blurred tends to be stable. For this reason, we use the 
normalised seismic velocity anomaly in our analysis to reduce the effect of the particular choice of 
damping parameters on the magnitude of velocity anomaly. 

Our favoured interpretation of the variation in seismic velocity with temperature is that it is related 
to the assemblage of hydrothermal minerals at different temperatures with clays being formed 
between 70 and 220 °C which progressively plasticise the rock matrix and reduce bulk and shear 
moduli of the rock and thus reduce P-wave velocity. Above 220 °C propyllitic alteration occurs which 
increases the proportion of framework silicate minerals such as quartz, epidote and adularia. This 
change increases the rigidity of the rock and increases the elastic moduli, again increasing  
P-wave velocity. 

Alternate explanations for the observed low velocity anomalies such as variations in lithology, 
porosity, fluid saturation and cementation are also possible. None of these alternatives, however, 
directly explain the variation of the anomaly with depth, in particular why it peaks at a depth of 
around 1750 m in the region of the two wells. Alternate explanations cannot be totally rejected 
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without further investigation, particularly of the cuttings from the existing wells. Core from future 
wells would be particularly valuable in future studies. 

3.3. Creating a 3-D Temperature Model 

Having determined that a correlation between seismic velocity anomaly and temperature exists, 
the next step is to use this correlation to estimate the subsurface temperature field from the seismic 
tomographic data. Knowing how subsurface temperatures vary in 3D will shed light on subsurface 
fluid flow pathways that would be of interest in geothermal energy exploitation. 

Assuming our hypothesis explaining the cause of seismic velocity variation is sufficiently correct, 
it would be straightforward to convert the seismic anomaly data to temperature estimates if they were 
uniquely known. As discussed in Section 2.2, inversion of the seismic arrival data leads to “distortion” 
of the measured anomaly leading to variations in the shape and intensity of the modeled anomaly. If 
we consider the seismic anomaly data as being made up of a series of 1-D vertical columns through the 
model space the “distortion” will vary as we move from the edge of the anomaly to the center. In 
particular, the intensity of the anomaly will appear to decrease as it is “smeared out” at the edges. 
However, using the assumption that the maxima of the anomaly should be relatively undisturbed even 
if its absolute value varies and that the maximum is related to a unique process i.e., a change in 
hydrothermal mineral assemblage which occurs at a fixed temperature in this geothermal reservoir we 
propose using the normalised seismic velocity anomaly (Vpn) to “undistort” the seismic data in the 
region close to the wells. 

The seismic velocity anomalies as measured at the locations of wells MON-1 and MON-2 which 
are 500 m apart have very similar, somewhat Gaussian, shapes and similar amplitudes (Figure 3). If 
we look at 1-D anomalies as we move away from the well locations to the edges of the anomaly we 
see that the shape of the anomaly remains similar but the amplitude decreases (Figure 8). We suggest 
compensating for this amplitude reduction in the region close to the wells, at which reservoir 
conditions are similar, by using Vpn. We deem this a logical approach because conditions are similar 
in the region close to the measurement point, and the seismic velocity anomaly has a similar cause 
and shape. We postulate that the anomaly maximum occurs at a fixed temperature and is caused by 
a change in the regime of hydrothermal alteration. We therefore suggest that the maximum occurs at 
the same temperature in locations close to the well. Although this is not a fully rigorous approach, it 
has the benefit of simplicity and transparency. Our assumption, that nearby regions are similar, should 
be most robust closest to the zone where temperatures were measured and becomes less certain with 
distance from that location. 
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Figure 8. Variation in seismic velocity anomaly as one moves from south to north near 
the location of well MON-1.The graphs relate to vertical columns through the seismic 
tomography perturbation model going from 5000 to 9500 m·N at 6000 m·E. Each block 
in the resampled model domain is a cube with side 250 m. The horizontal axis indicates 
the magnitude of the anomaly in %. Note also how the magnitude of the anomaly 
increases from the southern edge to a maximum and then decreases again. 

 

Figure 8 shows the variation in the seismic anomaly from the tomographic model going from 
south to north near well MON-1. This line correlates most closely to the N-S cross-section at 6250 
m·E through the estimated temperature model in Figure 9. Figure 3 shows the bell-shaped anomaly 
seen in the tomographic model in the vicinity of the wells. The peak of this curve is associated in our 
interpretative framework with a change in hydrothermal mineral assemblage above 220 °C which 
causes an increase in the rigidity of the rock. An interesting feature of Figure 8 is that we can see the 
peak of the curve indicating the change in hydrothermal mineral assemblage shallowing from south 
to north from about 2000 m depth to just under 1500 m. This shallowing is reflected in the estimated 
temperature model of Figure 9 at 6250 m·E. Figure 9 shows a shallowing of the high temperature 
region of the model at around 7500 m·N. 

To complete this analysis efficiently we created a MATLABTM (Mathworks, Natick, MA, USA)  
script to automatically analyse the seismic anomaly model. The steps carried out by the script are  
outlined below: 

(1) Create a master anomaly by averaging the anomalies at MON-1 and MON-2. Normalise this 
master anomaly. 

(2) Use the master anomaly data and the averaged well temperature data to create three linear 
correlations between Vpn and temperature as described in Section 3.1. 

(3) Loop over each vertical 1-D column in the seismic anomaly model volume. 
(4) For each column, the anomaly is analysed to determine its similarity to the master anomaly’s 

roughly Gaussian shape. This is accomplished using a weighted least squares algorithm to fit 
an offset Gaussian function to the anomaly (Appendix). 
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(5) RMS (Root Mean Square) value of the residuals between the best-fit Gaussian function and 
the seismic anomaly data is determined for each column of the seismic tomography model. If 
the RMS error is below 1/8th of the maximum value of the anomaly this is taken as a 
necessary but insufficient condition for similarity to the master anomaly. Figure 10 shows the 
fit of seismic anomaly data to an offset Gaussian. A perfect fit is not necessary. The purpose 
of the fitting is simply to gauge general similarity of shape and to estimate the amplitude of 
the anomaly. 

(6) If the amplitude of the seismic velocity anomaly is greater than 4% as well as having an 
acceptable RMS error the anomaly is deemed similar. 

(7) All “similar” anomalies are “undistorted” by normalising them to vary between 0 and 1. 
(8) The three correlations functions are used to derive temperature estimates from the 

“undistorted” anomaly. Care is taken to break each vertical anomaly into regions so that the 
region in which Vpn increases with temperature is not confused with regions in which Vpn 
decreases with temperature (see Figure 7). 

Figures 9, 11 and 12 show the results of the temperature estimation algorithm. Although the results 
of the estimation are, according to our theoretical framework, most justifiable at the areas closest to 
the wells the algorithm was allowed to operate over the entire seismic anomaly model domain. 
Results in regions far from the wells must be looked at skeptically. 

Looking at the seismic velocity perturbation model (Figure A1) we can see that temperature 
estimates have been made in the areas corresponding to the three regions in which there are slow 
seismic anomalies in the northwest, northeast and in the region of interest which is known to host a 
geothermal system, the southwest. The regions to the northwest and southwest cannot be interpreted 
with any degree of confidence since they are far from the wells that provide the correlating data. 
However, the analysis shows that the seismic anomalies in these three regions are similar to each 
other in the details of their structure. 

The method described in this study presents the possibility of a method for estimating subsurface 
temperatures in a geothermal system with unprecedented resolution. Such a method would be of great 
use in geothermal exploration and well targeting. The interpretation framework described here 
requires further work to verify its validity but if it proves to be valid it would deliver another 
interpretation framework similar to the interpretation scheme used in interpreting resistivity 
anomalies in high temperature reservoirs [33]. The areas of the model domain where no temperature 
estimates were made do not necessarily indicate low temperature. It simply means that the form of 
the seismic anomaly in these regions was dissimilar to that of the master anomaly and no 
interpretation was made. 
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Figure 9. (a–f) N-S Cross-sections through the southwestern region of the temperature 
model estimated from the seismic velocity anomaly data. This region corresponds to 
seismic anomaly associated with the known geothermal system. Black line indicates the 
track of well MON-1 and the red line indicates the track of well MON-2. SHV (Soufrière 
Hills Volcano); SGH (St. George’s Hill). The colour scale indicates temperature in 
degrees Celsius. 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 10. Fit of seismic anomaly data to an offset Gaussian function. The equation 
constants are  = 0.57, k = 8.76,  =10.26,  = 3.95, the rms error is 0.80 (see appendix 
for details). A perfect fit is not necessary. The purpose of the fitting is simply to gauge 
general similarity of shape and to estimate the amplitude of the anomaly. This anomaly 
was at location 4500 m·E and 8750 m·N in the model. 

 

Focusing on the southwest anomaly we see that the estimation algorithm makes testable 
predictions about the geothermal system. The model indicates that the regions of shallowest high 
temperature occur beneath St. George’s Hill. This is consistent with an upflow in this area. The zone 
of high shallow temperatures can be seen particularly well in Figure 11 at the 1500 m depth. The 
shallowing of the high temperatures beneath St. George’s Hill is seen clearly in Figure 9 in the  
6250 m east cross-section. 

This finding which indicates the existence of a geothermal system with an upflow beneath  
St. George’s Hill away from the Soufrière Hills volcano is supported by earthquake data and 
resistivity data described in Ryan et al. [9] and is consistent with early results from the well logging. 

The temperature anomalies indicated to the NW and NE and seen in Figure 11h are not 
corroborated by any evidence of active geothermal systems in these areas. However, no extensive 
studies have been carried out in these areas to date. A possible explanation for these zones is that 
they are related to zones of relict hydrothermal alteration which has modified the seismic velocities 
but is no longer related to a real temperature anomaly. This illustrates the constant necessity for 
multiple sources of information when interpreting geophysical data. 
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Figure 11. (a–g) Planar views through the SW region of the temperature model estimated 
from the seismic velocity anomaly data. This region corresponds to the seismic anomaly 
associated with the known geothermal system; (h) Planar view through the entire 
temperature model at a depth of 2000 m. Apparent temperature anomalies to the NW and 
NE may only be indicative of relict hydrothermal alteration in these locations or some 
other process altogether. The NW trending black line indicates a zone of structural 
weakness identified by Wadge and Isaacs [34]. The NE trending black line indicates a 
fault plane identified from earthquake hypocenters beneath St. George’s Hill [9]. The 
magenta dots relate to the locations of wells MON-1 and MON-2. The cyan dot relates 
to the location of the alkali-chloride hot spring at Hot Water pond. GBH (Garibaldi Hill); 
SGH (St. George’s Hill); GM (Gage’s Mountain); CP (Chances Peak); SHV (Soufrière 
Hills Volcano); RM (Roche’s Mountain); SSH (South Soufrière Hills); RE (Roche’s 
Estate); CH (center Hills); SH (Silver Hills). The colour scale indicates temperature in 
degrees Celsius. 

 
(a) (b) 

 
(c) (d) 
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Figure 11. Cont. 

(e) (f) 

(g) (h) 
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Figure 12. (a–f) E-W Cross-sections through the southwestern portion of the temperature 
model estimated from the seismic velocity anomaly data. This region corresponds to 
seismic anomaly associated with the known geothermal system. Black line indicates the 
track of well MON-1 and the red line indicates the track of well MON-2. SGH (St. 
George’s Hill). The colour scale indicates temperature in degrees Celsius. 

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 
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4. Conclusions and Further Work 

The main conclusion of this study is that there is persuasive evidence to suggest that seismic 
velocities in a high temperature geothermal reservoir are strongly influenced by temperature dependent 
hydrothermal mineral assemblages. We suggest that this influence may allow seismic velocity 
anomalies to be used to estimate reservoir temperatures. Further work, however, is required to fully 
reject alternate possibilities. 

Sub-surface temperature estimation suggests the existence of an upflow zone beneath St. George’s 
Hill in the geothermal system in the southwest of Montserrat. Estimated “temperature anomalies” in 
the northwest and northeast of the island are possibly due to relict hydrothermal alteration related to 
extinct geothermal systems. 

The current interpretation scheme for the seismic velocity anomaly data is based on a pattern of 
hydrothermal alteration commonly seen in high temperature geothermal systems [15].  
However, further work on the petrology of samples from Montserrat’s geothermal wells is required 
to determine whether the details of hydrothermal alteration in this case are consistent with the  
seismic interpretation. 

The methods used to correlate temperature log data to the seismic anomaly data, and particularly 
to “undistort” the seismic anomaly data, are empirical and crude. A more rigorous approach should 
be sought in future work. 

In a similar vein, it may be possible to obtain a more theoretically robust method for correlating 
seismic anomalies to hydrothermal alteration by using Gassman’s equation [27] in tandem with 
experimental results on the physical properties of hydrothermally altered rocks. 
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Appendix 

A.1. Seismic Tomography 

Figure A1. P-wave tomography results from Shalev et al. [13] displayed as perturbation 
from the average velocity at each depth. Blue represents faster velocities and red 
represents slower velocities. (a) map view slice through the target volume at 2000 m 
depth; (b) E-W cross-sections through target volume at 8750 m north; and (c) 6750 m 
north; (d) N-S cross-section through target volume at 5250 m east; and (e) 6250 m east. 
The NW trending black line indicates a zone of structural weakness identified by Wadge 
and Isaacs [34]. The NE trending black line indicates a fault plane identified from 
earthquake hypocenters beneath St. George’s Hill [9]. The magenta dots relate to the 
locations of wells MON-1 and MON-2. The cyan dot relates to the location of the alkali-
chloride hot spring at Hot Water pond. GBH (Garibaldi Hill); SGH (St. George’s Hill); 
GM (Gage’s Mountain); CP (Chances Peak); SHV (Soufrière Hills Volcano); RM 
(Roche’s Mountain); SSH (South Soufrière Hills); RE (Roche’s Estate); CH (center 
Hills); SH (Silver Hills). The colour scale indicates % velocity perturbation. 
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Figure A1. Cont. 
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Figure A2. Number of observations used in the seismic tomography inversion shown for 
each on-shore seismometer. Red dots indicate Reftek seismometers. Green dots indicate 
Texan miniature seismic recorders and blue dots indicate seismometers which are part of 
the permanent monitoring network of the Montserrat Volcano Observatory. 

 

Figure A3. Location of seismometers (red triangles) used in this study located on-island 
and off-shore. The green line indicates the track of the vessel towing the air-gun seismic 
source. The green and purple dots mark the positions of wells MON-1 and MON-2, 
respectively. The blue outline surrounding the island indicates the extent of a shallow 
submarine platform. 
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Figure A4. Ray hit counts for the tomographic inversion domain including. The panels 
show the number of rays that pass through 250 m × 250 m × 250 m boxes at (a) 0 m; (b) 
500 m; (c) 1000 m; (d) 2000 m and (e) 3000 m depth. Only the center portion of the 
tomography box is plotted, with the outline of Montserrat in black. Colors indicate the 
log10 of the number of rays that track through each box. 

(a) (b) 

(c) (d) 
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Figure A4. Cont. 

 
(e) 

Figure A5. Checkerboard test results for anomalies at (b) 0 km; (c) 0.5 km; (d) 1 km;  
(e) 2 km; (f) 3 km and (g) 4 km depths; (a) is the source pattern for the checkerboard test 
(shown at 3 km depth). The x and y-axes indicate distance in km east and north 
respectively. The colour scale indicates percentage velocity perturbation. Synthetic noise 
with a zero-mean Gaussian distribution and 0.02 s standard deviation was added to the 
travel-time data. Note the variation in the amplitudes of anomalies. 
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Figure A5. Cont. 
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A.2. Gaussian Fitting Algorithm 

In order to determine the similarity of 1-D columns through the seismic velocity anomaly model 
to the seismic anomalies observed at the locations of wells MON-1 and MON-2, we exploited the 
similarities of the seismic anomalies as a function of depth to offset Gaussian functions following  
the equation: 

 (A1)

where Vp is the magnitude of the seismic anomaly, k is a scaling factor, d is depth below sea level in 
meters,  is the depth at which the peak Vp magnitude occurs,  is the characteristic width of the 
Gaussian function and  is a scalar offset. 

In order to obtain a simple linear function we assume that  is a known value and simply minimize 
the remaining Gaussian function once it has been subtracted: 

 (A2)

To obtain a linear equation, we take the natural logarithm of both sides of the equation to obtain 
a polynomial in d: 

 (A3)

Treating the variables d and d2 as linear variables, we can do a simple weighted least squares 
parameter estimation using Equation (A4). 

In order to bias the fitting algorithm to fit the peaks of the anomalies at the expense of the tails, 
we employed a weighted least squares algorithm. In which the errors varied monotonically from 
1/10th to 1/100th of the average value of lnVp from the initial low value to the peak value of the 
anomaly and then back to 1/10th. This error information is captured in the diagonal matrix C where 
the leading diagonal contains the squared reciprocals of the corresponding error values: 

 (A4)

where  is the vector of linear best-fit coefficients of Equation (A3), A is the matrix of linear 

variables in Equation (A3) and b is the vector of lnVp values. The parameters ,  and k can be 
recovered from simple rearrangement of the elements of . To generate the best-fit parameters 

from data from a 1-D seismic anomaly, we simply use Equation (A4) using the values of ln Vp, d and 
d2. A description of weighted least squares estimation can be found in any book on elementary linear 
algebra, e.g., [35]. 

The RMS error of the fit of the data to the Gaussian model is obtained using the Equation (A5): 
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 (A5)

where Vpmeas is the value from the seismic velocity anomaly model and Vpfit is the estimate derived 
from the best fit model. n is the number of data points in the 1-D column. 
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Determining the Maximum Depth of Hydrothermal 
Circulation Using Geothermal Mapping and Seismicity to 
Delineate the Depth to Brittle-Plastic Transition in Northern 
Honshu, Japan 

Yota Suzuki, Seiichiro Ioka and Hirofumi Muraoka 

Abstract: This paper defines the maximum possible vertical extent of hydrothermal circulation in 
granitic crust, and thus the maximum depth within which geothermal reservoirs can be 
encountered. To evaluate prospective geothermal fields we constructed a geothermal database in 
northern Honshu, Japan that includes 571 points of thermal data of existing wells and hot springs. 
Depth-temperature curves were normalized by the Activity Index for three-dimensional 
extrapolation and a depth contour map of the 380 °C isotherm was plotted as an assumed  
brittle-plastic transition for granitic crust. Shallower-depth anomalies of the brittle-plastic transition 
on this map are closely coincident with the Quaternary volcanoes and their prospective geothermal 
fields. It should be noted that the bottom of the spatial distribution of seismicity in the volcanic 
fields shows strong correlation to the 380 °C isotherm. This result indicates reliability of the 
subsurface three-dimensional thermal map and suggests that the 380 °C isotherm strongly constrains 
the bottom surface of seismicity, fracturing and hydrothermal convection in granitic crust. 

Reprinted from Energies. Cite as: Suzuki, Y.; Ioka, S.; Muraoka, H. Determining the Maximum 
Depth of Hydrothermal Circulation Using Geothermal Mapping and Seismicity to Delineate the 
Depth to Brittle-Plastic Transition in Northern Honshu, Japan. Energies 2014, 7, 3503-3511. 

1. Introduction 

Since the unprecedented disastrous Great East Japan Earthquake at 11 March 2011, geothermal 
energy is being re-evaluated as a more crucial energy resource, not only as green energy, but also 
as indigenous energy in northern Japan. When compared to other renewable energy sources, the 
main strength of geothermal energy among the variety of renewable energy sources is that it can be 
produced stably in all weather conditions, whereas its main weakness is that it uses invisible 
underground resources prolonging development lead time as well as increasing the initial 
investment risks and costs. In order to explore subsurface geothermal resources, geological, 
geochemical and geophysical exploration techniques have been developed, but one of the efforts that 
should be done is the estimation of subsurface thermal structure from thermal data such as existing 
wells and hot springs. 

Fortunately 27,219 hot spring sources are distributed all over Japan [1], and numerous hot 
springs are concentrated in Aomori Prefecture, a northern end of Honshu Island, Japan (Figure 1). 
Most of these Japanese hot springs are artificially developed by shallow wells. We constructed a 
geothermal database in Aomori Prefecture that includes available information on geothermal 
exploratory wells, hot spring wells, and natural hot springs. 
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Figure 1. Map showing the location of the Aomori Prefecture, a northern end of 
Honshu Island, Japan. Red triangles show the main Quaternary volcanoes and calderas. 

 

The neighboring Iwate Prefecture and Akita Prefecture have three installed geothermal power plant 
units, respectively, including the oldest Matsukawa plant in Japan that has been working for an almost 
half century since 1966, but unfortunately no geothermal power plants have been developed in Aomori 
Prefecture so far. The geothermal database we have set up, will assist geothermal development in 
Aomori Prefecture before detailed geothermal exploration surveys are carried out in individual 
geothermal fields. 

The geothermal database can be applied to draw a variety of subsurface thermal structures. As 
the spatial density of the point data is still relatively limited, it will be adequate to apply the data to 
a broad but fundamental structure. One of the objectives would be to map the depth of the  
brittle-plastic transition because it is synonymous with the bottom of the permeability and 
comprises the broadest as well as most fundamental structure delineating a bottom of the entire 
hydrothermal convection sphere. 

This paper describes a geothermal database in Aomori Prefecture and draws a map of the depth 
of the brittle-plastic transition based on some depth-temperature normalization techniques that 
allow three-dimensional extrapolation in up-flow zones. Then, this map of the depth of the  
brittle-plastic transition is verified by the bottom of seismicity which is far independent destruction 
phenomena from the thermal structure concerned. We used the Generic Mapping Tools 4.5.9 for 
drawing most of figures in this paper [2]. 

2. Geothermal Database 

Our geothermal database consists of 35 points of geothermal exploratory well data, 510 points 
of hot spring well data and 26 points of natural hot spring data. Our geothermal database was based 
on two main data sources, both of which are open to the public. One is “Record of Hot Spring 
Geology in Aomori Prefecture” published by the Department of Health and Welfare, Aomori 
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Prefectural Office in 1997 [3]. The other is “Atlas of Hydrothermal Systems in Japan” published 
from the Geological Survey of Japan, the National Institute of Advanced Industrial Science and 
Technology (AIST) in 2007 [4]. 

The “Record of Hot Spring Geology in Aomori Prefecture” describes 434 points of hot spring 
data in Aomori Prefecture by their locations, well depths, discharge temperatures, discharge rates, 
major chemical constituents and geological columns along the wells. Among them 26 hot springs 
are natural hot springs with no artificial drilling. We used the 26 points of natural hot spring data 
and 395 points of hot spring data developed by wells of which both the well depth and discharge 
temperature are known. We digitized all the paper-based data from the report. 

The “Atlas of Hydrothermal Systems in Japan” describes 7203 points of hot spring data and 
3066 well data points from all over Japan for drawing a variety of geothermal maps. We used  
115 points of hot spring data and 35 points of geothermal exploratory well data from Aomori 
Prefecture. They were also originally paper-based data, but a digital-version on CD-ROM was 
published later [5]. 

3. Estimate of Subsurface Geothermal Structure 

Determining accurate subsurface three-dimensional thermal structure is one of the ultimate goals 
on geothermal exploration. However, depth-temperature curves obtained by temperature logging in 
geothermal wells show usually complicated patterns due to the permeability variation of given 
geological formations with depth and three-dimensional geothermal structure that cannot easily be 
acquired. Then, normalization techniques for depth-temperature curves are necessary. One of the 
normalization techniques is the Activity Index originally proposed for evaluating temperature ranks 
of geothermal fields by Hayashi [6]. 

Geothermal exploration mainly concerns up-flow zones of the hydrothermal convection system 
rather than down-flow zones. The highest temperature curves in up-flow zones are normally limited 
by the boiling point temperature curve [7]. The lowest temperature curves are normally limited by 
the linear thermal conduction curve with an average continental geothermal gradient 30 °C/km. The 
Activity Index (AI) is defined by the following equation: 

 (1)

where Tm is the maximum temperature at the observed depth, Tb is the boiling point temperature 
curve of pure water at the observed depth, and Tg is an average geothermal gradient (30 °C/km) at 
the observed depth. In addition, a and b show the Tm  Tg and Tb  Tg respectively. The concept 
of the Activity Index is graphically represented (Figure 2). 
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Figure 2. A concept of the Activity Index. Six solid curves show AI = 0, AI = 20, AI = 
40, AI = 60, AI = 80 and AI = 100, respectively. Red circles show 571 points of thermal 
data in Aomori Prefecture. 

 

The AI 100 curve exactly coincides with the boiling point temperature curve of pure water and is 
here calculated in the approximation equation by Haas [7]. When the Activity Index can be 
determined at a given depth, we can extrapolate the normalized temperature curve to the arbitrary 
depth using the Equation (1) [6]. Therefore, we can easily plot the subsurface three-dimensional 
thermal structure by this normalization technique. When the temperature logging data are available, 
the borehole temperature is used as Tm at the given depth. However, only discharge temperature is 
available on most of hot spring wells. Tm was approximated by the discharge temperature on these 
hot springs. It is convenient that the discharge temperature in Celsius degree of natural hot springs 
at the ground surface can be adopted as the same numbers of AI as discussed by Hayashi [6]. As 
natural hot springs represent the surface manifestation of a hydrothermal up-flow, their 
temperatures tend to form a cluster around 100 °C. However, natural hot springs are only 26 pieces 
among the entire 536 hot springs in this database and no biases are found in the normalization by 
the Activity Index. Chemical geothermometry is useful to estimate reservoir temperatures, but we 
did not use the method because it does not provide the depth information. As a result, we can use 
571 point data for AI mapping in Aomori Prefecture (Figure 2). 

Pure water reaches a critical point temperature near the depth of 3500 m. However, the critical 
point of water dramatically shifts to the higher temperature with increasing salinity in the natural 
brine system so that we simply extrapolated the AI curves to the depth of 15 km. Then, we can plot 
the subsurface three-dimensional thermal structure of upper crust in Aomori Prefecture. 

We here try to plot the brittle-plastic transition which is critically important to delineate the 
bottom surface of hydrothermal convection, particularly to extract the shallower apices of the 
isothermal surface associated with high-level magmatic intrusions. Deformed rocks within fault 
zones indicate that the transition from purely brittle to purely plastic deformation processes may 
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occur over a relatively broad range of temperature and pressure [8]. This range is often denoted as a 
semi-brittle region between the brittle-ductile transition (BDT) and the brittle-plastic transition 
(BPT) [9]. For quartz and feldspar rich rocks in continental crust this range occurs at an 
approximate temperature in the range from 250 to 400 °C. 

The temperature of the in-situ brittle-plastic transition in an actual borehole was too high to be 
measured by the conventional temperature logging tools but it was successfully measured by a 
variety of techniques in the well WD-1a which was drilled into the depth of 3729 m in the 
Kakkonda geothermal field, Iwate Prefecture, northern Japan in 1995 [10]. The bottom-hole 
temperature exceeded 500 °C (Figure 3) [10,11]. The temperature profile includes a temperature 
inflection point at 380 °C and at the depth of 3100 m where a boiling point curve above the depth 
shows a hydrothermal convection zone and a steep gradient thermal conduction curve below the 
depth shows a non-fracture and non-hydrothermal convection zones [10,11]. The temperature 
inflection point at 380 °C is thus considered to be the brittle-plastic transition (BPT) on granitic 
crust [12] (Figure 3). On the other hand, the maximum strength zone was estimated at the 
temperature 340 °C and at the depth of 2000 m by the high density of fractures, measurements of 
the differential strain curve analysis (DSCA) [13] on oriented cores and the theory of the strength 
envelope of lithosphere [12]. This maximum strength zone can be denoted as the brittle-ductile 
transition (BDT; Figure 3). The brittle-ductile transition (BDT) is important for a nest of 
earthquakes and fractures because of the preferred stress concentration on the maximum strength 
zone [12]. From a geothermal point of view, the brittle-plastic transition (BPT) is crucial because it 
is a bottom surface of seismicity, fracturing and hydrothermal convection. 

Figure 3. Synoptic models of the brittle-plastic transition (BPT) and the brittle-ductile 
transition (BDT). (a) Depth-temperature profile along the well WD-1a at the Kakkonda 
geothermal field, Iwate, Japan [10,11]. (b) Depth-strength envelope along the well  
WD-1a at the Kakkonda geothermal field, Iwate, Japan [12].  shows pore pressure. 

 
(a) (b) 
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Thus, the most reliable temperature of the brittle-plastic transition is 380 °C on granitic crust [10–12], 
and we tried to draw the depth of the 380 °C isothermal surface from the Activity Index. Figure 4 
shows the calculated results of the assumed brittle-plastic transition. Most of the depth of the  
brittle-plastic transition showed deeper than 12 km below sea level. However, the prominent 
shallow depth anomalies coincide with the Quaternary clustered volcanoes such as Hiuchi-dake and 
Osore-zan in the Shimokita Peninsula to the north and Hakkoda-san to the south. The map is 
consistent with known prospective geothermal fields. 

Figure 4. Map of the depth of the 380 °C isotherm below sea level as a brittle-plastic 
transition in Aomori Prefecture, Japan. Solid dots show 571 points of thermal data in 
Aomori Prefecture. 

 

4. Discussion: Verification by Seismicity 

Shallow-depth anomalies of the 380 °C isotherm are exactly consistent with the areas of the 
Quaternary volcanoes and their prospective geothermal fields (Figures 1 and 4). The shallowest 
apex is observed at a depth about 5 km in the Hakkoda-san clustered volcano area that seems not 
necessarily shallow as a magmatic heat source region. It is due to the regional-scale smooth 
contouring from the scarce random point data and 0.2 min (about 370 m) gridding. The map would 
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provide the subsurface three-dimensional thermal structure and seems useful for subsurface 
geothermal assessments. However, further verification would be expected from a scientific point of 
view. To verify the reliability of the subsurface three-dimensional thermal structure on this map 
seismicity is useful because the seismic phenomenon is primarily independent from thermal phenomena. 

We used the earthquake catalog provided by the Japan Meteorological Agency (JMA) [14]. The 
JMA earthquake data were collected in Aomori Prefecture during the period from January 1990 to 
July 2012. As these data include deep subduction zone earthquakes, we selected earthquake data 
with their epicenters to be shallower than the depth of 20 km. To verify the reliability of the map 
(Figure 4), the spatial distribution of the earthquakes is compared with the thermal structure  
(Figure 5). The thermal point data such as wells and hot springs are restricted on the land areas. 
Therefore, we selected earthquake data on the land area too. 

Figure 5. Comparison between the 380 °C isotherms and seismicity on cross sections.  
(a) Hakkoda volcano area; the upper shows the east-west cross section and the lower 
shows the north-south cross section (Figure 4); (b) Shimokita Peninsula area; the upper 
shows the east-west cross section and the lower shows the north-south cross section 
(Figure 4). Red triangles show the main Quaternary volcanoes and calderas. Solid lines 
show the 380 °C isotherm and open circles show epicenters of earthquakes enlarging 
the diameter with magnitude during January 1990 to July 2012. 

  

Figure 5 shows the estimated 380 °C isotherm produced from the Activity Index. Hakkoda 
volcano area and Shimokita Peninsula area show the prominent anomalies that are characterized by 
the dramatically shallower depth of the brittle-plastic transition than other areas. The bottom of the 
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spatial distribution of seismicity shows the strong correlation to the 380 °C isotherm. This result 
indicates that the subsurface three-dimensional thermal map in Figure 4 is basically reliable. This 
result also suggests that the 380 °C isotherm strongly correlates to the bottom surface of seismicity, 
fracturing and hydrothermal convection. Geothermal database and the Activity Index are useful to 
draw the subsurface three-dimensional thermal structure. 

5. Conclusions 

Based on the geothermal database for available thermal data such as wells and hot springs in 
Aomori Prefecture, northern Honshu, Japan, depth-temperature curves were normalized by the 
Activity Index for three-dimensional extrapolation and a depth contour map of the 380 °C isotherm 
was plotted as an assumed brittle-plastic transition for granitic crust. Shallower-depth anomalies of 
the brittle-plastic transition on this map are closely coincident with the Quaternary volcanoes and 
their prospective geothermal fields. It should be noted that the bottom of the spatial distribution of 
seismicity in the volcanic fields shows strong correlation to the 380 °C isotherm. This result 
indicates reliability of the subsurface three-dimensional thermal map and suggests that the 380 °C 
isotherm strongly constrains the bottom surface of seismicity, fracturing and hydrothermal 
convection in granitic crust. 
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3D Geothermal Modelling of the Mount Amiata 
Hydrothermal System in Italy 

Paolo Fulignati, Paola Marianelli, Alessandro Sbrana and Valentina Ciani 

Abstract: In this paper we build a subsurface model that helps in visualizing and understanding the 
structural framework, geology and their interactions with the Mt. Amiata geothermal system. 
Modelling in 3D provides the possibility to interpolate the geometry of structures and is an 
effective way of understanding geological features. The 3D modelling approach appears to be 
crucial for further progress in the reconstruction of the assessment of the geothermal model of Mt. 
Amiata. Furthermore, this model is used as the basis of a 3D numerical thermo-fluid-dynamic 
model of the existing reservoir(s). The integration between borehole data and numerical modelling 
results allows reconstructing the temperature distribution in the subsoil of the Mt. Amiata area. 

Reprinted from Energies. Cite as: Fulignati, P.; Marianelli, P.; Sbrana, A.; Ciani, V. 3D Geothermal 
Modelling of the Mount Amiata Hydrothermal System in Italy. Energies 2014, 7, 7434-7453. 

1. Introduction 

The Mt. Amiata volcano-geothermal area, located in Southern Tuscany (Figure 1), is 
characterized by very high heat flux (up to 600 mW/m2) and hosts two high-temperature 
geothermal fields (Bagnore and Piancastagnaio) that, together with Larderello-Travale, are the only 
economically exploited fields in Italy for power production. 

Mt. Amiata is the largest Tuscan volcano, consisting of dacitic, rhyodacitic and minor olivine-latitic 
lavas that erupted in a period ranging from 300 to 190 ka [1,2]. It is located on a structural high 
delimitated to the East by the normal (border) faults of the western side of Siena-Radicofani 
Neogene basin. Mt. Amiata volcanic products are mainly effusive and of silicic composition. 
Volcanics cover an area of about 90 km2 (Figure 1) lying on “Tuscan” units (metamorphic rocks of 
Palaeozoic age forming the basement, Triassic-Jurassic carbonate evaporitic successions and 
Cretaceous-Oligocene terrigenous formations), Oligocene-Mesozoic Ligurian units (shale, 
sandstones and marles), Palaeogene Subligurian units and Neogene sediments [3–8]. The volcanic 
activity was triggered by the activation of regional transcurrent faults following the Mio-Pliocene 
extensional phase that induce an important crustal thinning. This latter and the associated tectonic 
favoured the emplacement of a magma body at 6–7 km depth [9–11]. The relatively shallow 
intrusion of low-density magma was at the beginning of the uplift (up to 1000 m) of this area 
during the Quaternary [6,11]. The main fault system in the Mt. Amiata volcanic complex has an 
ENE-WSW direction. This direction represents the main fissure system along which magma raised 
from the shallow magma chamber. Nearly all the lava domes are aligned along this axial fissure 
system [1] known as the Mt. Amiata fault (see the partly coinciding location of faults and eruptive 
centres in Figure 1). Other transcurrent fault systems occur North and South of the volcano. The 
active geothermal fields as well as Hg-(Sb) mineralization of Mt. Amiata area are linked to these 
fractured systems and to the thermal anomaly induced by the shallow intrusion (Figure 1). 
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Figure 1. Geological sketch map of the area of Mt. Amiata and its surroundings [8].  
The whole area coincides with the X-Y extents of the 3D geological model; the 
rectangle in red coincides with the X-Y extents of the numerical model. 

 

Geothermal exploration of the Mt. Amiata area started at the beginning of the 50s, and the first 
overview of the geothermal system was carried out in 1970 [3]. Previous studies were developed 
for mining activities linked to cinnabar production [12]. All available data (more than 100 drillings 
from 500 to about 4000 m depth, as well as many geophysical, geological, structural, geochemical 
and hydrogeological studies), derived from the exploration and exploitation activities mainly 
carried out for geothermal purposes, allow developing a well-constrained geothermal model. 

The goal of this paper is to build a fit-for-purpose 3D geological model of Mt. Amiata 
geothermal system. Modelling in 3D provides the possibility to interpolate the geometry of 
geological structures and is an effective way of understanding the subsoil geology. As a consequence, 
a 3D modelling approach appears to be crucial to make further progress in the understanding of the 
geothermal-geological system of Mt. Amiata. Furthermore, this geological model is used as the 
basis of a 3D numerical thermo-fluid-dynamic simulation of the volcanic geothermal system that 
led to an integrated geothermal model of the area. 

2. Mt. Amiata Geothermal System 

Mt. Amiata is a classic volcanic-intrusive geothermal system. This is characterized by clay-rich 
sedimentary units (Ligurian alloctonous nappes and Neogene units) that represent a very efficient 
impermeable cover. Two confined water-dominated geothermal reservoirs occur. The shallower 
one (500–1500 m of depth) is hosted in carbonate-evaporitic rocks belonging to the Tuscan Nappe,  
in particular in the “Calcare Cavernoso” formation and locally in fractured carbonate units. Calcare 
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Cavernoso is a vacuolar carbonate breccia characterized by dolostone porphyroclasts (often 
dissolved) cemented by carbonate cement resulting from alteration of gypsum evaporite layers. 
This formation is often very permeable due to fracturing and porosity. The mean temperatures 
found in this reservoir range from 150 to 220 °C. The reservoir hosts a two-phase water dominated 
aquifer. In correspondence of structural highs (traps) this reservoir presents pressurized gaseous 
caps in which gas and steam accumulate [13]. The gaseous phase is mainly constituted by CO2, in 
accordance with the very high CO2 degassing that characterizes the whole Mt. Amiata area [14,15]. 
Shallow reservoir outcrops in two different areas (North East and South of Mt. Amiata). These 
probably represent the main recharge areas of the geothermal fields. 

The deeper reservoir (below 2500–3000 m of depth) is hosted in thermometamorphic fractured 
phyllites and metasandstones of the Tuscan Metamorphic Complex, modified by 
thermometamorphic processes [16]. These belong to the termometamorphic aureole of the recent 
silicic intrusion. In the deeper reservoir temperatures up to 300–350 °C are actually measured. The 
fluid in this reservoir is a two-phase too [3,10]. This represents the main reservoir industrially 
exploited at present [13] with a total power production of 88 MWe. 

Below the deeper reservoir, reflection seismic profiles reveal the occurrence of a geopressurized 
system evidenced by discontinuous “bright spot”-type reflections, named K-horizon [17–21], at depth 
between 4 and 7 km. This is assumed to be the root of the hydrothermal systems in the Mt. Amiata 
area. The temperatures estimated for the K-horizon are considered to be above 400 °C [17,22]. This 
horizon is present also outside the geothermal region but at much greater depth [18]. The 
interpretation of K horizon is still debated: some authors [18,21] suggested, basing on the 
earthquake hypocentres distribution, that the K-horizon corresponds to a ductile-brittle boundary; 
others [22] suggested that this ductile-brittle transition occurs in coincidence with high fluid 
pressure; others [23] explain the K-horizon as the roof of over-pressurized reservoirs on the basis 
of the interpretation of deep crustal seismic lines. 

The Mt. Amiata intrusion, present at about 6 km of depth, represents the heat source of the 
hydrothermal system described above. 

3. 3D Geological and Geothermal Model 

3.1. Available Data 

Geological models in three dimensions integrate different kinds of data (i.e., geological maps,  
cross-sections, seismic profiles, gravity profiles, logs of deep wells etc.) much more easily than 
traditional techniques and allow the three-dimensional (3D) structure to be represented more 
coherently and exhaustively [24–26]. The available data implemented in this work are reported  
as follow: 

- Geological maps and cross-sections 
- Data from boreholes 
- Data from geophysical investigation 
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The geological maps used in this work derive from the recent 1:10,000 maps of the CARG 
(CARtografia Geologica) project [27]. The cross sections are taken from CARG project and from  
literature [3,4,6,8,27–29]. 

More than 100 deep geothermal boreholes (from 153 to 4836 m of depth) occur (UNMIG, 
Ufficio Nazionale Minerario per gli Idrocarburi e le Georisorse geothermal database) in the Mt. 
Amiata area. Geothermal wells (Figures 1 and 2) are mostly located in correspondence with the 
active geothermal fields of Bagnore and Piancastagnaio. Well data concern stratigraphy, 
temperatures, pressure of the fluid phase, flow rates, technical drilling profiles, depth of the water 
table. Unfortunately no geophysical borehole logs are available, with exception of temperature 
logs, because in some cases they were not carried out and in others the data were not published by 
the owner companies. Many other shallower wells (from 100 to 750 m of depth) were drilled in the 
past for mining activities. All data concerning these wells were also used in this work. 

Data from geophysical investigation, derived from past geothermal and hydrocarbon (this latter 
in the Radicofani graben) exploration, are available (Figure 3). The geophysical data used in this 
work are: the map of the resistive substratum [3] and seismic profiles [4,20,29,30]. Regional 
gravity data were also incorporated in the study [31–33]. 

3.2. Data Integration Toward a 3D Geological Model 

All data were implemented in the 3D modelling Petrel 2011 platform (Schlumberger Limited, 
Houston, TX, USA). Data include both hard copies (digitalized and georeferenced) and GIS 
(geographical information system) format data. Geological data were elaborated in the 
geodatabase. Geological units were grouped on the basis of their “geothermal” characteristics, 
essentially in terms of cover type and reservoir type formations, taking into account their 
permeability (Figure 4). 

Six units were derived as follow: (1) the volcanic complex: fractured and permeable lavas; (2) 
the Neogene and Quaternary mainly impermeable sedimentary deposits: clay, sands and minor 
conglomerate; (3) the Ligurian units mainly impermeable: shale, sandstones and marls; (4–5) the 
Tuscan Nappe, subdivided into two sub-units: (4) an upper sub-unit denoted as TN 2, represented 
by the mainly impermeable terrigenous successions and (5) a lower sub-unit that is denoted as  
TN 1 and represented by the fractured and permeable carbonate-evaporitic successions (shallow 
geothermal reservoir); (6) the Palaeozoic basement, formed by the Tuscan Metamorphic Complex 
constituted by low permeability phyllites and permeable thermometamorphosed fractured phyllites 
(this latter is the deep geothermal reservoir). The geological map of the area (Figures 1 and 2) and 
the geological cross sections (Figure 5) [3,4] were elaborated on the basis of the above reported 
criteria, digitalized and uploaded in the model. 
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Figure 2. 3D view of geological map spread on DEM (digital elevation model) of the  
Mt. Amiata area (vertical dimension is exaggerated by factor of 2). Z-axis in meters,  
X-axis and Y-axis: the coordinate system used is WGS 84/UTM zone 32N (EPSG: 
32632). Arrow points to the North. Legend as reported in Figure 1. 

 

Figure 3. Map of the Mt. Amiata area with the location of the deep boreholes and the 
traces of geological, seismic and gravimetric sections. 
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Figure 4. Sketch of the geological units used in this work (right) and the complete 
geological succession taken from literature. Stratigraphic succession in the Monte 
Amiata area (modified after [34,35]: see the references for further information). 
Ligurian and Subligurian Units; Ophiolitic Unit; APA: “Argille a Palombini” Fm.; 
CCL: “Calcari a calpionelle” Fm.; DSA: “Diaspri” Fm.; PRN, GBB, BRG: Ophiolites 
(serpentinites, gabbros, basalts); “S. Fiora” Unit; MLL: “Monte Morello” Fm.; AVR: 
“Santa Fiora” Fm.; PTF: “Pietraforte” Fm.; Subligurian Unit; ACC: “Canetolo” Fm.; 
Tuscan Nappe: MAC: “Macigno” Fm.; STO: “Scaglia Toscana” Fm.; MAI: “Maiolica” 
Fm.; DSD: “Diaspri” Fm.; POD: “Marne a Posidonia” Fm.; LIM: “Calcare Selcifero” 
Fm.; RSA: “Calcare Rosso Ammonitico” Fm.; MAS: “Calcare Massiccio” Fm.; RET: 
“Calcare a Rhaetavicula contorta” Fm.; CCA: “Burano and Calcare cavernoso” Fm.; 
Tuscan metamorphic units; “Monticiano-Roccastrada” Unit (MRU); MRU3: 
“Verrucano” Group; MRU2: Palaeozoic Phyllite-Quartzite Group. 

 

Also the well stratigraphy was generalized on the basis of the simplified stratigraphy described 
above (see Figure 4 right). As regard the data from geophysical investigations, they were 
implemented in the geodatabase as follows: 

Interpreted 2D reflection seismic data were added to geodatabase and used for constraining 
geometries and characteristics of the subsoil units. In Figure 3 traces of interpreted seismic lines, 
derived from [4–6,10,13,19–22,29,30], are reported. In particular, seismic lines define the 
structural setting of the main geological units, evidencing reverse faults (main thrusts) involved in 
Miocene compressive phase of North Apennine chain formation, normal faults formed during the 
successive Pliocene-Pleistocene tensional phase. 

Geoelectrical data, covering wide areas of the volcano and carried out during the early 
exploration phase of the Mt Amiata geothermal fields [3], are used to define geometries and 
thickness of resistive substratum, coinciding with carbonate and evaporite formations (shallow 
geothermal reservoir). 
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Figure 5. Fence diagram built from geological cross sections (vertical dimension is 
exaggerated by factor of 2). Z-axis in meters; X-axis and Y-axis: the coordinate system 
used is WGS 84/UTM zone 32N (EPSG: 32632). Arrow points to the North. 

 

Gravity data reported in the Bouger anomaly map were elaborated through 2.5 D numerical 
modelling and implemented in geodatabase to constrain geometries and thickness of subsoil 
formations, including deep intrusive low-density bodies and thickness of Neogene sedimentary 
basin. All geophysical interpretations and modelling were carefully calibrated using deep and 
shallow wells, previously implemented in our geodatabase. 

The 3D geological model is 28 km × 20 km wide, with its longer wide oriented EW, and has a 
vertical extension of approximately 4 km. A 3D grid, which forms the skeleton of the geological 
model, was then generated and used for the property modelling stage, in which 3D surface (such as 
lithology, resistivity and temperature) were created. 

The main horizons, corresponding to the top of the simplified geological units discussed above, 
were obtained by using the “convergent interpolation algorithm” built in Petrel platform (i.e., see 
Figure 6). 
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Figure 6. 3D view of geological map spread on DEM and of the horizon corresponding 
to the top of the first geothermal reservoir in the Mt Amiata area (vertical dimension is 
exaggerated by factor of 2). Z-axis in meters; X-axis and Y-axis: the coordinate system 
used is WGS 84/UTM zone 32N (EPSG: 32632). Arrow points to the North. Legend as 
reported in Figures 1 and 4. 

 

Shallower horizons are more accurately located and modelled because more wells encounter 
them. The reconstruction of deeper horizons is more problematic because there are fewer data; 
obviously, the horizons are more accurately modelled in the areas of Bagnore and Piancastagnaio 
active geothermal fields where density of deep wells and geophysical data is considerably higher 
compared to other areas (Figures 1, 2 and 6). The outputs of the 3D model contain information 
about depths of stratigraphic units and other geological information about faults, erosive surfaces 
and geothermal information such as reservoir volumes, used for geothermal potential assessment, 
and to constrain the conceptual model of the geothermal system. In correspondence of the Mt. 
Amiata volcano, geoelectric survey data were used to reconstruct surfaces between cover and 
reservoir units. Seismic reflection lines and gravimetric modelling are used to constrain the surface 
shapes where deep wells are not present. The top surface of Ligurian cover unit is well constrained 
in correspondence of geothermal fields (Figure 7) where stratigraphy of deep boreholes occurs. 
Particular attention was also dedicated to the reconstruction of surfaces delimitating the shallow 
reservoir and the metamorphic basement (Figure 7). The abrupt deepening of all surfaces toward 
East reflects the occurrence of the normal master fault, delimitating the Western side of Radicofani 
Pliocene sedimentary basin (Figures 1, 6 and 7). In this particular situation low angle normal fault 
offset reaches 200–400 m. Radicofani basin (eastward) have about 2400 m of sediments in its 
depocentre, as indicates by deep wells. 
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Figure 7. 3D subsurface horizons of the study area that are incorporated in the model,  
as reconstructed from available surface and subsurface data (vertical dimension is 
exaggerated by factor of 2). In figure three of these modelled horizons are shown:  
(a) green = top of cover formations (Ligurian units); (b) Blue = top of shallow 
geothermal reservoir; (c) Purple = top of metamorphic basement (see Figure 4 for details). 
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Figure 7. Cont. 

 

4. Numerical Modelling 

The output of the 3D geological modelling was used as input data for the numerical simulation 
of Mt. Amiata hydrothermal system. The geometry of the top of deeper geothermal reservoir, 
which is hosted within the Palaeozoic phylladic basement (unit 6 of Figure 4), was defined on the 
basis of the boreholes that encountered it. No data constrain the base of this reservoir; therefore in 
the numerical model we assumed a thickness of 500 m. 

The Mt. Amiata hydrothermal system was simulated using the numerical simulator TOUGH2 
(Lawrence Livermore Laboratories, Berkeley, CA, USA), a general-purpose code for modelling  
multi-dimensional, multiphase/multi-component flow and heat transport in porous and fractured  
media [36]. The modelling was performed using the “equation of state” module (EOS1) for pure 
water. Corey curves were adopted for the relative permeability. Capillarity, adsorption, and double 
porosity were not considered. The simulation domain has an area of 23 km × 17 km (391 km2, 
Figure 1) and a depth of 5500 m below sea level (i.e., the model height ranges from 7160 to 5750 
m, considering local topographic relief). The model is centred on the active geothermal fields 
where available data allow constraining a reliable physical model. The numerical grid is subdivided 
into 22 layers and consists of 8228 cells (Figure 8); each horizontal layer consists of 374 (22 × 17) 
cells with variable sizes. A cell size of 1 km × 1 km is used. Along the domain boundary, where 
great detail is not necessary, cell size of 2 km × 2 km has been adopted. The layer thickness varies 
from a maximum of a few thousand meters to only 60 m as a function of the horizons derived from 
3D geological modelling. 

The physical parameters used in the model (permeability, porosity, density, thermal conductivity 
under saturated condition, specific heat) are listed in Table 1 and based on literature values [37–40]. 
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Figure 8. 3D simulation grid. Cap rock corresponds to units 2, 3, 4 of Figure 4; 
Shallow reservoir corresponds to unit 5 of Figure 4; Phylladic basement, Deep reservoir 
and Basement rock correspond to unit 6 of Figure 4. 

 

Table 1. Petrophysical parameters of main rock types. 

Rock types 
Density  
(Kg/m3) 

Porosity
Permeability 

(Darcy) 
Thermal Cond. 

(W/m * K) 
Specific Heat 

(J/kg * K) 
Cap rock 2400 0.0055 0.00001 2.4 883 

Shallower reservoir 
(carbonates) 

2660 0.02 0.1 2.4 836 

Phylladic basement 2570 0.01 0.00005 4.0 1000 
Deeper reservoir (basement) 2570 0.013 0.05 4.0 1000 

Basement 2570 0.013 0.005 4.0 1000 

Temperature and pressure are considered time invariant in the cells at the top and bottom of the 
simulation grid. A fixed temperature of 10 °C and atmospheric pressure were set for cells along the 
upper boundary. A variable temperature between 400 and 500 °C was assumed for the cells in the 
bottom layer, in accordance with the temperatures assumed for K-horizon. The lateral boundaries 
are considered no-flow insulating boundaries. The simulation of the natural state of the geothermal 
system (steady state) covers a period of 200,000 years but in some simulations the steady state was 
reached before. During the simulation some parameters (mainly permeability and temperatures at 
the bottom layer) were tuned to match the temperature distribution at depth. To verify the reliability 
of the simulated values of temperatures, simulated well temperature profiles were compared with 
temperature profiles of wells drilled in the area. A good match between simulated and measured 
temperature in deep wells was obtained (Figure 9), suggesting that a satisfactory simulation was 
achieved. The shape of the profiles from temperature modelling is linear or stepped. A vertical 
shape of the profiles indicates the occurrence of a convective heat transfer (reservoir zones), 
whereas an oblique shape is suggestive of a mainly conductive heat transfer (cover and 
impermeable units). The simulated temperature profiles of PC 30, BAGN 13 bis and BAGN 3 bis 
deep boreholes are indicative on the occurrence of both geothermal reservoirs of Mt. Amiata area 
(deep and shallow) and this is in agreement with the well logs. The simulated temperature profile 
of Nibbio 8 borehole is in good agreement with the measured temperatures at the level of the 
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deeper reservoir whereas it does not agree at the level of the shallower one. The simulated profile 
suggests a convective heat transfer whereas the measured temperatures indicate a mainly 
conductive heat transfer. This disagreement is probably due to scarce permeability of the carbonate 
units of the Tuscan Nappe in the area of Nibbio 8 well; this would locally prevent the efficient 
hydrothermal fluid circulation and the consequent convective heat transfer. Capannacce 1 and PC 
24 boreholes reach only the shallower geothermal reservoir. 

Figure 9. Simulated and observed temperature vertical profiles along hole for selected 
deep geothermal wells in Bagnore and Piancastagnaio active geothermal fields of the  
Mt. Amiata area. On the left of each temperature profile the simplify stratigraphy  
(see Figure 4) of the well is reported. 
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The main results of numerical modelling are shown in Figure 10. At the level of first geothermal 
reservoir (0 m sea level), numerical modelling results evidence the occurrence of three high 
temperature zones centred in the Piancastagnaio (East), Bagnore (West) and Nibbio (South-East) 
geothermal areas. The higher temperatures observed in the Piancastagnaio area (East) are due to the 
normal fault system that characterizes the Eastern sector of Mt. Amiata. On the other hand, the 
highest temperature and highest productivity of the deep boreholes recorded in the area are found 
in the Piancastagnaio geothermal field. At level of the second and deeper geothermal reservoir 
( 2000, 3000 m sea level) the only two significant high temperature zones occur in correspondence 
of the Piancastagnaio and Bagnore geothermal fields (Figure 10). This agrees with the temperature 
measured in deep geothermal boreholes. 

Figure 10. Thermal state of Mt. Amiata area at 0 m sea level (sl) (a), 1000 m sl (b), 
2000 m sl (c), 3000 m sl (d) respectively, as deduced from numerical modelling. 

Dotted circles indicates the two active industrially exploited geothermal fields of 
Bagnore (left) and Piancastagnaio (right). 

 

Figure 10. Cont. 
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5. Discussion and Conclusions 

The use of a 3D subsurface modelling represents an effective aid to better comprehend the 
geologic framework of the Mt. Amiata geothermal system. After combining the information, we 
received a 3D geological/stratigraphic model and outlined a conceptual model of the geothermal 
system of Mt. Amiata area. 

The Mt. Amiata geothermal system is formed by two distinct water dominated reservoirs [3,13,41]. 
The shallower one is hosted in the Mesozoic, carbonate-evaporitic formations of the Tuscan Nappe 
at depths ranging between 500–1500 m, the second, and deeper one in the Palaeozoic, metamorphic 
basement at depths below 2500–3000 m. These two reservoirs are characterized by different 
temperatures (150–220 °C for the shallower one, 300–350 °C for the deeper one) and, although 
they are in hydrostatic equilibrium, they are separated by a low permeable layer as evidenced by 
the temperature profiles of deep wells (Figure 9). 

3D integrated modelling allows the reconstruction of the shallow geothermal reservoir 
geometries (Figure 7). Figure 7a evidences the irregular shape of the top surface of Ligurian cover 
units and highlights the sharp deepening of this surface that occurs in correspondence of the 
western master fault of the Radicofani basin. In Figure 7b the top surface of carbonate fractured 
shallow reservoir is shown. This has a complex geometry due to the tectonic framework of the area, 
particularly characterized by an important uplift caused by the emplacement (between 130 and 300 ka) 
of the low-density intrusion that constituted the volcano feeding system. In the northern side of Mt 
Amiata, the reservoir outcrops in Bagni S. Filippo area (Figure 1), this represents one of the 
recharge zones of the geothermal fields. The carbonate units deepen abruptly (more than 30° dip 
westward) reaching about 1000 m of deepening westward (Figure 11). Shallow reservoir outcrops 
also in Selvena-Castell’Azzara hills and deep northward toward the volcano edifice (Figures 7b and 11). 
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This represents another probable recharge area of the geothermal systems. The top surface of the 
reservoir shows structural highs in correspondence with the Piancastagnaio, Bagnore and Poggio 
Nibbio geothermal fields and Bagni S. Filippo low-temperature hydrothermal system, where 
thermal and gas pools are widespread. These highs correspond to highs either in the Palaeozoic 
basement and intrusive body and K-horizon. The 3D geological model takes in evidence that the 
thickness of the shallow geothermal reservoir is strongly variable (150–1000 m) with the thinner 
portions that often correspond to the structural highs (Figure 7b). In Figure 7c the top surface of the 
metamorphic basement is represented. The dome shape of the metamorphic basement influences 
the thickness of the carbonate-evaporitic shallow reservoir that is laminated in correspondence of 
the metamorphic basement highs. This is due to the displacement of the ductile carbonate-evaporitic 
units of the Tuscan Nappe as a consequence of the emplacement and uplift of the low-density 
intrusion below Mt. Amiata volcano. 

Figure 11. Isobaths (m sl) of the top of the shallow geothermal reservoir in the Mt. Amiata area. 

 

It is impossible to reconstruct with the same accuracy the top of the deeper geothermal reservoir. 
This is due not only to the paucity of borehole data that encountered this horizon but also because 
the top of the deeper reservoir does not correspond with a specific geologic unit but it depends on 
the occurrence of thermometamorphic and metasomatic processes that affected the phylladic 
basement in the past, modifying its rheology. This is analogous to what observed in the similar 
Larderello-Travale geothermal system [16]. 

The occurrence of the active geothermal systems in the south-central portion of the Mt. Amiata 
may suggest that the intrusion (the heat source of the geothermal systems) is probably asymmetric 
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with respect to the Mt. Amiata volcano. Further evidence supporting this is represented by the 
occurrence of considerable mercury mineralization [12,42] that is linked to the hydrothermal 
activity of the area and mainly distributed in the central-southern part of Mt. Amiata (Figure 1). 

The subsequent combination of borehole data and numerical modelling results (in the areas 
where borehole data of temperature are not present), implemented in the Petrel geological model 
platform, allows reconstructing the temperature behaviour at the top of the shallower geothermal 
reservoir that is an industrial target for geothermoelectric power production (Figure 12). This is an 
important issue accomplished thank to this approach. In previous studies on Mt. Amiata geothermal 
system [13], numerical modelling experiments reconstructed the isotherms along horizontal slices 
in the subsoil of the geothermal system, as we also carried out in Figure 10. This of course does not 
take into account the 3D behaviour of geological units that are cut by horizontal slices (Figure 10). 
The isotherms reported in Figure 12 show the highest values in correspondence of Piancastagnaio 
area, where they reach temperatures in excess of 230 °C, and Bagnore area where temperatures up 
to 180 °C are shown. These very high temperatures could be related to highs of the intrusive body 
and, particularly in the Piancastagnaio area, to the fractured gauge zone of the normal master fault 
delimiting the western side of the Radicofani basin, which favours the rise of hot fluids from depth 
toward the shallow geothermal system. 

Figure 12 shows that, in the northern and southern portion of the area, the temperatures sharply 
decrease. This occurs in correspondence with the outcropping of the evaporite-carbonatic units of 
the Tuscan Nappe (Figures 1 and 11) that form the shallow geothermal reservoir. This is in 
agreement with the fact that these outcrops are assumed as the main hydrogeological recharge areas 
of the Mt. Amiata geothermal system. 

The obtained 3D geothermal model of Mt. Amiata area can be used for a first theoretical 
evaluation of the geothermal potential of the shallow reservoir (where we have more data for 
constraining its volume) [43]. As an output of the 3D model, a volume of 293 km3 has been 
estimated for the shallow geothermal reservoir, considering the area of the numerical modelling 
simulation (23 km × 17 km), and an average temperature of the reservoir of 148 °C. The estimate 
of geothermal energy stored underground above the mean annual temperature (15 °C), obtained by 
the volume method [43], is 2840 GWy (thermal). Assuming a mean value of the recovery factor of 
10%, the exploitable energy of the first reservoir can be quantified in 284 GWy. 

The quality of the elaborated model and the possibility of using it for prediction purposes will be 
improved when data from new deep wells will be available. An integrated approach with 3D tools 
makes geologic information more accessible to a wider audience of non-geologic specialists and 
decision-makers. The model is also suitable for the planning of new boreholes and further 
exploration and exploitation steps to proceeds with the usage of geothermal energy in Mt. Amiata area. 
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Figure 12. Map of the isotherms at the top of the shallower geothermal reservoir as 
elaborated by the combining of 3D geological and numerical modelling (up). Map  
of the isobaths of the top of the shallower geothermal reservoir from 3D geological  
model (down). 
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The Marsili Volcanic Seamount (Southern Tyrrhenian Sea):  
A Potential Offshore Geothermal Resource 

Francesco Italiano, Angelo De Santis, Paolo Favali, Mario Luigi Rainone, Sergio Rusi and 
Patrizio Signanini 

Abstract: Italy has a strong geothermal potential for power generation, although, at present, the 
only two geothermal fields being exploited are Larderello-Travale/Radicondoli and Mt. Amiata in 
the Tyrrhenian pre-Apennine volcanic district of Southern Tuscany. A new target for geothermal 
exploration and exploitation in Italy is represented by the Southern Tyrrhenian submarine volcanic 
district, a geologically young basin (Upper Pliocene-Pleistocene) characterised by tectonic extension 
where many seamounts have developed. Heat-flow data from that area show significant anomalies 
comparable to those of onshore geothermal fields. Fractured basaltic rocks facilitate seawater 
infiltration and circulation of hot water chemically altered by rock/water interactions, as shown by 
the widespread presence of hydrothermal deposits. The persistence of active hydrothermal activity 
is consistently shown by many different sources of evidence, including: heat-flow data, gravity and 
magnetic anomalies, widespread presence of hydrothermal-derived gases (CO2, CO, CH4), 3He/4He 
isotopic ratios, as well as broadband OBS/H seismological information, which demonstrates 
persistence of volcano-tectonic events and High Frequency Tremor (HFT). The Marsili and 
Tyrrhenian seamounts are thus an important—and likely long-lasting-renewable energy resource. 
This raises the possibility of future development of the world’s first offshore geothermal power plant. 

Reprinted from Energies. Cite as: Italiano, F.; De Santis, A.; Favali, P.; Rainone, M.L.; Rusi, S.; 
Signanini, P. The Marsili Volcanic Seamount (Southern Tyrrhenian Sea): A Potential Offshore 
Geothermal Resource. Energies 2014, 7, 4068-4086. 

1. Introduction 

A large amount of data on the geological, geophysical and geochemical features of submarine 
volcanic activity and seamounts have been acquired in the last three decades. The close proximity 
of magma chambers to the seafloor, in conjunction with tectonic activity due to plate motion, 
deformation and cooling of erupted lavas results in convective circulation of dense, cold seawater 
through the cracked and fissured upper portions of the lithosphere; this circulation promotes the 
formation of venting sites that release hot hydrothermal fluids and dissolved elements [1–4]. 

Submarine hydrothermal activity has been studied so far as an energy source for free-living and 
symbiotic chemosynthetic bacteria, which form the base of the food chain in these unique habitats [5]. 
Because of their huge, long-lasting recharge and high-temperature/high-pressure characteristics, the 
submarine hydrothermal fluids are now investigated also as a potentially exploitable geothermal 
energy source. Candidate areas for offshore geothermal exploitation have been identified in the 
Gulf of California, the Juan de Fuca Ridge, the Japan Sea, the Okhotsk Sea, the Andaman Sea and 
the Tyrrhenian Sea since late 1970s [6]. However, the technology at that time was not still 
achievable at competitive costs beyond environmental, legal and institutional problems which had 
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to be overcome. Nowadays, the continuous and growing developments in oil and gas exploration 
and exploitation techniques allow for an easier and economically competitive approach to the 
investigation and the energy potential assessment of submarine hydrothermal systems. However, 
before any reliable quantification for energetic exploitation of any offshore geothermal reservoir, a 
multidisciplinary submarine exploration has to be done, including geological, geophysical 
geochemical, oceanographic and biological investigations. 

At the beginning of the last century, Italy became the first country worldwide to exploit  
high-temperature geothermal resources for power generation, with the result that, nowadays, 
Larderello-Travale/Radicondoli and Mt. Amiata (Bagnore and Piancastagnaio) are exploited 
geothermal fields [7]. They are both set in a continental extensional tectonic environment 
(lithospheric thickness between 20 and 30 km), characterised by deep and shallow volcanic systems 
and high heat-flow values (regional value of 120 mW/m2, with maxima up to 1 W/m2 [8]). In both 
the geothermal areas, magmatic bodies provide the necessary heat source to deep and shallow 
reservoirs hosted in local metamorphic, carbonate and anhydritic formations [9,10]. In order to 
improve the Italian geothermal energy production, in 1970s and 1980s an intensive exploration 
program (geological, geophysical and geochemical surveys, as well as drilling activities) took place 
in Latium (about 100-deep wells were drilled in the Latera caldera, Vico Lake, Cesano, Bracciano 
Lake and Alban Hills), Campania (Phlaegrean Fields and Ischia Island) and Sicily (Vulcano and 
Pantelleria Islands) [7]. Several unfavourable physical, chemical and logistic features strongly 
limited the use of these potential geothermal fields. In particular, the geothermal exploitation was 
hindered by the low permeability of the reservoirs, the high salinity and acidity of the hot fluids, the 
sluggish and low amount of groundwater recharge, the high potential explosivity of these magmas 
(rhyolites, trachytes and phonolites) implying a high volcanic hazard as well as the strong 
urbanisation and/or tourist use of those areas. 

The Southern Tyrrhenian Sea might represent the future target for geothermal energy 
exploration and exploitation due to the generally high heat-flow [11,12] and the widespread 
presence of seamounts for which the presence of hydrothermal deposits has been well documented. 
Among them, the Marsili seamount exhibits some features that make it a potential site hosting 
exploitable submarine geothermal systems. 

This paper accounts for the recently collected information of geological, geochemical and 
geophysical features of the Marsili seamount (Figure 1), the largest European and Mediterranean 
volcanic edifice, making the seamount a likely large geothermal energy resource that could 
significantly improve the Italian geothermal power generation, nowadays providing 5.5 TWh per 
year that cover only 1.6% of national mean electricity production [13]. 
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Figure 1. Location of the study area. MV: Marsili Volcano; MB Marsili Basin;  
ST: volcanoes of Stromboli; VU: volcanoes of Vulcano; FL: Filicudi Island; SIS: Sisifo 
submarine Volcanoes; LM: Lametini Seamounts; PA: Palinuro Seamount; VB: Vavilov 
Basin. The map on the right is modified after [14]. 

 

2. Results 

This section summarizes the results of a large number of multidisciplinary data collected by 
several scientific cruises carried out by Italian Research Institutions during the last 20 years and 
describes the new results collected during two campaigns carried out in 2007 and 2010. 

2.1. Geothermal Potential of Southern Tyrrhenian Basin and Marsili Seamount 

The Southern Tyrrhenian Sea is a back-arc basin developed from Miocene to Present in the 
frame of the coeval formation of Apennine-Maghrebides chain, structured above the  
subducting north-western Ionian oceanic slab [15,16]. Its evolution has been characterised by 
volcanic activity induced by a wide tectonic extension from North-West (Sardinia) to South-East 
(Aeolian Arc) [17–19]; deep and shallow seismicity occurring in this area has been also well 
documented (e.g., [20–22]). The best morphologic evidences of these geodynamic processes are the 
two oceanic crust floored Vavilov and Marsili sub-basins and the homonymous seamounts, placed 
at north-west and south-east portions of the Southern Tyrrhenian basin, respectively [14,23]. Other 
geodynamic-related morphologic features are the numerous volcanic structures forming an arc all 
along the south-eastern margin of the basin: the Aeolian Arc, representing the emerged part; 
Palinuro, Glabro, Alcione and Lametini, representing the northern submerged arm; Eolo, Enarete 
and Sisifo, representing the north-western submerged arm (Figure 2; [23]). 



93 
 

 

Figure 2. Bathymetry of South-Eastern Tyrrhenian Basin. M: Marsili; MB: Marsili 
Basin; P: Palinuro; A: Alcione; L: Lametini; Sc: Stromboli Canyon; Eo: Eolo; En: 
Enarete; S: Sisifo (modified after [23]). 

 

The heat-flow anomalies of Southern Tyrrhenian Sea [11,12] are always high in correspondence 
with the volcanic structures; the regional mean value is higher than 120 mW/m2 and comparable to 
the Italian onshore volcanic district. More precisely, the highest values have been recorded close to 
the Vavilov (140 mW/m2) and Marsili (250 mW/m2) seamounts. Heat-flow rates as high as 300 
mW/m2 and 500 mW/m2 were detected on the uppermost and central portion of Vavilov and 
Marsili seamounts respectively [24]. Those values fit with the geophysical data, collected in the last 
decades such as: 

• Moho depth located 15–20 km below the Tyrrhenian abyssal plains and about 10 km 
beneath Vavilov and Marsili sub-basins [25,26]; 

• Gravity anomalies with positive values greater than 250 mGals, interpreted as due to 
lithosphere thinning [27], as well evidenced by high resolution reflection seismic profiles [28]; 

• A lithosphere mean conductivity beneath Marsili basin about one order of magnitude greater 
than beneath Ustica island (South-western Tyrrhenian basin) [29]. 

All the above-mentioned data strongly suggest the following inferences: 

• Southern Tyrrhenian basin is affected by numerous and distributed heat sources, generally 
represented by hot magmatic bodies at shallow depths (<10 km) in a strong extensional 
geodynamic setting; 

• A high primary permeability field is inferred, due to emplacement and cooling of magmas, 
successively increased by the intense and recent tectonic activity [30,31]; 

• A virtually infinite fluid recharge is available, supplied by pressurised seawater; 
• A relatively low amount of dissolved salts with mild acidity is expected; 
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• A low explosivity due to the presence of lesser involved magmas with a lower amount of 
dissolved water is expected. 

In this frame, Marsili seamount, presenting the highest aforementioned anomalies, is here 
proposed as the best prone site of sustained submarine geothermal potential. Marsili seamount is a 
recent volcanic structure (1–0.1 Ma), mainly composed of basalts and, to a lesser extent, andesites 
and trachy-andesites with calc-alkaline affinity [32–34]. This structure has been interpreted as an 
inflated, small-scale spreading centre, since bio- and magneto-stratigraphic data show features 
comparable to those typical of mid-ocean ridges [35–38]. 

Dekov and Savelli [39], summarising all the observations since the late 1960s on the rocks 
sampled from Marsili and surrounding volcanic centres, affirmed that these areas are affected by 
hydrothermal fluid circulation; in their model, cold seawater enters into fractured rocks and then is 
superheated by magmatic bodies at crustal depths. Clues of active venting of hydrothermal fluids 
over the Marsili seamount have been provided by the injection of magmatic-type volatiles into the 
sea water as demonstrated by the anomalous 3He content and the whole chemical composition of 
the gases dissolved in water column [40]. However, direct thermal measurements on Marsili 
seamount are still lacking. This latter discovery strongly points to Marsili still being 
hydrothermally active, in agreement with the previous mineralogical data, and supported by a 
significant contribution by juvenile fluids. 

2.2. Morphology 

The physiographic features of Marsili seamount are shown in Figure 3. The Marsili seamount 
rises 3500 m from the abyssal plain to 489 m minimum depth. The volcanic edifice is about 60 km 
long and about 20 km wide; two other smaller structures run parallel to the volcano and are located 
on its left and right part, with heights on the order of several hundred metres. Marsili is elongated 
mainly along a NNE-SSW axis; however, this extensional axis is not perfectly linear but it shows a 
sigmoid trend, with the southernmost and northernmost axial directions both north-eastern 
trending, while the central axis is closer to the N-S direction. This deformational feature is 
commonly associated with strike-slip faulting under volcanoes [41], but it can also be related to 
long kilometric normal faults orthogonal to the volcanic system spreading direction, with 
transverse faults at the tips that accommodate the regional strain [42]. In both cases, this 
observation implies a strong tectonic control of the whole volcanic edifice. The volcano summit is 
characterised by a narrow crest, 20 km long and 1-km wide, over the 1000 m isobaths, cut by linear 
structures, mainly disposed parallel to the extensional axis. They appear as small ridges, up to  
100 m high and 750 m long, not fault bounded, formed by alignments of small monogenic volcanic 
mounds. These segments may result from the feeding of magma to the seafloor along dikes that 
produce, or follow, discontinuous, en-echelon crack systems. Steep bathymetric gradients separate 
the crest portions from the deeper volcano flanks, forming very long and lesser sloped scarps 
extending to the basin. In several places, these lower steep scarps terminate with gently dipping 
terraces, elevated for several hundreds of meters from the abyssal Marsili basin. Spherical cones 
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are present on the flanks of the volcano with diameters ranging between a few kilometres to several 
hundred metres. 

These flanks are also cut by several, well evidenced kilometric valleys; the largest of them is 
located near to the central and top portion of Marsili. It has an amphitheatre shape in the uppermost 
part edged by roughly vertical walls; such geomorphologic feature suggests a flank collapse of this 
portion of the Marsili flank, with landslide debris accumulated distally on the Marsili basin, a kind 
of process already found elsewhere [43,44]. 

Figure 3. Detailed bathymetry of Marsili seamount. Red dashed lines: linear structures; 
violet dotted lines: main circular cones and terraces; yellow dashed line: major 
landslide (modified after [45]). 

 

2.3. Magnetic Data 

Figure 4 shows the total field magnetic anomaly map, reduced to the magnetic pole, recorded 
above Marsili seamount. In agreement with literature data [35,37,38], positive magnetic anomaly 
maxima are located along the central sectors of the volcanic structure. At northern and southern tips 
the highest positive anomalies of Marsili are present, with maximum values around 1500 nT; in the 
central and highest portion of volcano and in the middle of these two former anomalies, the values are 
around 0 nT, reaching a minimum of 100 nT. Negative anomalies are located at the base of the 
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western flank, with a mean value around 200 nT; the base of the eastern flank again shows 
negative values, achieving a local minimum of 500 nT in the central and southern portions, 
whereas the north-eastern part of this sector is characterised by small positive values. 

Figure 4. Magnetic anomaly field (reduced to magnetic pole) of Marsili; values of the 
magnetic anomaly field in nT (modified after [45]). 

 

2.4. Gravity Data 

According to the map of Faye gravity anomalies of Marsili seamount (Figure 5), positive 
maxima, reaching more than 80 mGals, are present on the crest portion of volcano, above the 1000 m 
isobaths, and progressively decrease to about 20 mGals on the volcano base. On the whole, the  
sea-surface free-air anomaly field largely reflects the topography of the volcano; moreover, the relative 
low amplitude of the positive gravity anomalies suggests the presence of a low density zone below 
the seamount. 

2.5. Seismological Recordings 

The broadband OBS/H (Ocean Bottom Seismometer with Hydrophone), deployed on the Marsili 
flat top (39°16,383', 14°23,588') at a depth of 790 m, recorded more than 1000 seismo-volcanic and 
hydrothermal signals [3]. By comparing the signals recorded with typical volcanic seismic activity, the 
recorded signals were grouped into: Volcano-Tectonic type A (1 event), Volcano-Tectonic type B  
(817 event), High Frequency Tremor (159 events) and quasi-monochromatic Short Duration Events 
(32 event). 
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Figure 5. Faye anomaly field of Marsili seamount; values of the gravity field in mGal 
(modified after [45]). 

 

An intriguing feature of the seismic noise is its spectral content presenting progressively 
growing energy levels in a broad-band frequency range from 4 to 60 Hz; diffuse spectral peaks are 
also present between 4 and 30 Hz. The seismic events are characterized by an indiscernible  
S-phase. On the basis of preliminary frequency content observations they can be distinguished in 
two main groups: about 720 events with frequency content between 4 and 10 Hz and about  
80 events with very high frequency content, between 40 and 80 Hz [3]. 

2.6. Hydrothermal Fluids 

In order to recover information on the type of vented fluids and to constrain their origin, we 
carried out water column surveys performing casts and tows across the seamount using a rosette 
equipped with a CDT (SeaBird 911+ Conductivity Temperature Depth device) and Niskin bottles. 
The surveys have been carried out during two scientific cruises in November 2007 (by R/V Urania) 
and July 2010 (by R/V Astrea). 

Sea-water samples were collected to extract the dissolved gas phase by further laboratory 
procedures. The extracted gases were analyzed for the chemical composition calculated taking into 
account the solubility coefficients (Bunsen coefficients “ ”) of each gas specie, the volume of the 
gas extracted (in cm3), the volume of the extracted water sample (in cm3) and the equilibration 
temperature as described in [46,47].  

Table 1 lists the results (expressed in cm3 STP/LH2O, namely millilitres of gas per litre of water 
at standard temperature and pressure conditions of 1bar and 25 °C) showing that CO2, with 
concentrations ranging from 0.53 to 1.9 cm3 STP/LH2O, is by far the most abundant component of 
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the dissolved gas phase besides oxygen and nitrogen, in the range 2.7–4 and 8.3–10 cm3 STP/LH2O, 
respectively. Among the other components CH4 is always detected in concentrations ranging from  
3.9 × 10 5 to 2.1 × 10 4 cm3 STP/LH2O, two orders of magnitude above the equilibrium with the 
atmosphere (ASSW value equal to 1 × 10 6 cm3 STP/LH2O). 

Table 1. Analytical results of the dissolved gas phase in samples collected during two 
different cruises (2007 and 2011). Hydrothermal-derived gases are released besides 
components from the atmosphere. Analytical results in cm3 STP/LH2O (see text for 
details). Depth in meters. Bdl = below detection limits. Data of ASSW (Air Saturated 
Sea Water) and from the bottom sample of a vertical cast carried out over the 
Tyrrhenian Abyssal plain are reported for comparison. Coordinates are reported as they 
were collected during the cruises. 

ID Sample Depth Date Latitude Longitude H2 O2 N2 CH4 CO2

Marsili 
M1 676 13 July 2011 39°16.840' 14°23.220' 3.7 × 10 4 3.50 9.25 9.5 × 10 5 0.77 
M1 500 13 July 2011 39°16.840' 14°23.220' 3.1 × 10 3 3.60 10.04 5.2 × 10 5 1.07 
M1 400 13 July 2011 39°16.840' 14°23.220' 1.2 × 10 3 4.03 12.92 1.3 × 10 4 0.60 
M1 300 13 July 2011 39°16.840' 14°23.220' - 2.99 9.61 1.5 × 10 4 0.63 
M2 668 13 July 2011 39°17.159' 14°23.410' - 3.23 9.10 3.9 × 10 5 0.53 
M2 500 13 July 2011 39°17.159' 14°23.410' 2.0 × 10 3 3.42 10.21 1.3 × 10 4 1.26 
M2 400 13 July 2011 39°17.159' 14°23.410' - 2.78 9.01 2.1 × 10 4 1.89 
M2 300 13 July 2011 39°17.159' 14°23.410' - 3.28 9.35 1.1 × 10 4 1.72 
M3 610 13 July 2011 39°16.799' 14°23.999' 2.5 × 10 4 3.12 9.16 5.8 × 10 5 2.71 
M3 500 13 July 2011 39°16.799' 14°23.999' 1.3 × 10 4 2.74 8.29 1.0 × 10 4 0.57 
M3 400 13 July 2011 39°16.799' 14°23.999' - 3.34 9.61 1.1 × 10 4 1.72 
M4 673 13 July 2011 39°16.342' 14°23.196' 4.8 × 10 4 2.97 10.15 9.7 × 10 5 1.29 
M4 500 13 July 2011 39°16.342' 14°23.196' 2.9 × 10 4 3.31 9.89 9.4 × 10 5 0.80 
M4 400 13 July 2011 39°16.342' 14°23.196' 1.1 × 10 3 3.46 10.39 8.4 × 10 5 0.98 

Tow-yow Marsili 
TY1 500 02 November 2007 39.28163° 14.38428° bdl 2.42 7.77 2.1 × 10 4 0.47 
TY2 702 02 November 2007 39.28165° 14.38447° bdl 2.98 8.80 3.3 × 10 4 0.45 
TY3 457 02 November 2007 39.28763° 14.42715° bdl 3.26 9.16 2.2 × 10 4 0.44 

Data for comparison 

Vertical cast 
3164 02 November 2007 39.40733° 14.51067° bdl 2.47 8.42 4.4 × 10 5 0.55 
400 02 November 2007 39.11475° 14.32298° bdl 2.45 7.58 2.1 × 10 4 0.43 

ASSW - - - - 4.1 × 10 5 4.80 9.60 1.0 × 10 6 0.24 

3. Discussion 

The collected data provide the first useful information on the characterisation of this huge 
offshore structure that might be a potential site for offshore geothermal exploitation. The large 
variety of morphological forms, i.e., linear structures, lava sheets, spherical cones, fault scarps and 
landslides, suggests that Marsili volcanic seamount has encompassed a long evolution, composed 
of different stages. The whole volcanic edifice shows evidence of mature volcanism, since almost 
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all the volcanic forms look diffusely marked by further tectonics and erosion. The most mature 
forms, represented by circular cones and terraces, lava sheets, etc., are predominantly located on 
the lower flanks of Marsili volcano; the youngest ones, typically represented by linear structures, 
are along the crest portion. Fault scarps are easily observable, pointing out the influence of 
tectonics on the whole edifice. As a consequence, the volcano likely has a well-developed network 
of fractures and cavities that play an important role in defining the permeability field of the volcano; 
these provide a pathway for the inflow of seawater and the consequent hydrothermal circulation 
and are primarily responsible for determining the magnitude of submarine geothermal resources. 

The basaltic to basaltic-andesite rock compositions reported in [34] are in agreement with the 
strength of magnetic anomalies measured on the northern and southern portions of the Marsili volcanic 
edifice. Generally, freshly erupted basalts (also rapidly cooled) are strongly magnetic [48,49] 
because they have not been exposed to demagnetisation processes for a long time. However, the most 
intriguing feature of the magnetic anomaly field are the very low values in the central sector of the 
crest, testifying the presence of rocks with very low and/or a-magnetic properties, for which 
hydrothermal activity is considered as the main cause. The hydrothermal circulation of fluids may 
interact with the source rocks and reduce the magnetisation by breaking down the magnetic 
minerals [50,51]; this evidence corroborates with the occurrence of hydrothermal processes, 
possibly still active or recorded by geothermal deposits on the crest of Marsili volcano [39,52]. The 
pattern of the observed anomalies fits with a Curie isotherm mean depth located at around 4–5 km 
below Marsili crest, indicating a temperature of more than 600 °C at the volcano base and highlighting 
the possible presence of magmatic bodies. The high internal temperatures are also supported by the 
extremely high heat-flow measurements carried out on Marsili [11,24]. All those complementary 
data coherently suggest that Marsili seamount contains an intense and shallow heat source. 

Although hydrothermal minerals are generally less dense than primary minerals, their effect on 
gravity is negligible. The free-air anomaly high observed on the top of Marsili seamount occurs 
over the topographic high over which the hydrothermal system is supposed to be located. So, the 
gravity anomalies are controlled by local geologic structure. Generally, the observed gravity 
anomaly field can be fitted only assuming a mean density of the Marsili volcanic structure of about 
2 g/cm3. Taking into account the petrographic features of Marsili rocks [34] as well as the magnetic 
data, such values can be attributed to rock porosity/permeability, possibly filled with aqueous and 
volatile phases. On this basis, it can be tentatively inferred that the Marsili volcano should have a 
significant porosity, possibly more than 10% by volume. 

Caratori Tontini et al. [53] proposed a model for the volcano summit consisting of a large altered 
region, with a vanishing magnetisation of 0 A/m and a density of 2.0 g/cm3, and an active, a-magnetic hot 
magma chamber 3 km below the summit, with density 2.3 g/cm3 based on volatile concentrations [54]. 

Seismic observations by means of the OBS/H deployed on the crest of Marsili seamount [3] fit 
with the presence of active hydrothermal discharge highlighted by the geochemical features of the 
dissolved gases (Table 1). The continuous high frequency seismic and acoustic noise recorded on 
the Marsili crest is in agreement with historic seismic noise recordings in geothermal areas. In 
particular, very shallow hydrothermal manifestations (active venting sites) usually produce signals 
with maximum energy in the frequency band over 50 Hz [55–57], as observed on Marsili seamount.  
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Moreover, the seismicity characterised by a frequency content between 4 and 10 Hz could be 
connected to hydrothermal fluids circulation, in analogy with long-period (LP) events (e.g., [58–60]), 
while those with 40–80 Hz frequency content could be generated by surface degassing phenomena 
([3] and references therein).The results of the chemical and isotopic analyses of gas extracted from 
the sampled sea-waters allow us to confirm the existence of a dissolved gas phase different from 
the atmospheric. The results clearly show that besides the expected atmospheric gases, a significant 
content of CO2 marks all the gas samples. Figure 6 shows the contemporary presence of 
atmospheric components (represented by O2 and N2) as well as CO2 typically originated by an 
endogenic source.  

Figure 6. O2-N2-CO2 ternary diagram. The samples plot on a straight mixing line 
between atmospheric components O2 and N2 and CO2 typically of 
magmatic/hydrothermal origin The Air Saturated Sea Water mark (grey star, ASSW) 
indicates where dissolved gases in ASSW (air-saturated sea water) sea water plot. Blue 
triangles = samples from above the area marked by physical anomalies (see text); grey 
crosses = samples from a tow-yow across the seamount; black filled circles = samples 
from a vertical cast over the Tyrrhenian batial plain. The numbers indicate the  
sampling depths. 

 

The plot along the Air-Saturated Sea Water (ASSW)-CO2 mixing line highlights the injection of 
CO2-dominated volatiles. Samples marked by the blue triangles come from the area marked by the 
largest anomalies of physical parameters (magnetic, gravimetric, seismic). Those samples plot 
along a line with a constant CO2/N2 ratio showing and increasing trend of hydrothermal fluids. 
Data from waters sampled by a tow-yow across the whole seamount, show a lower, although 
significant CO2 content, due to their provenance from other areas clearly marked by the presence of 
hydrothermal activity although of less intensity. Figure 7 plots atmospheric gas (typically 
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represented by oxygen) together with CO2 and CH4 representative for hydrothermal-type 
components. The plot shows the occurrence of dissolution processes responsible for CO2 loss and 
enhancement of the less soluble species such as CH4. Both figures plot data collected during two 
cruises in 2007 (grey crosses) and 2011 (blue triangles). The latter samples have been collected over 
the area supposed to be the main geothermal source of the whole Marsili seamount where the low 
energy volcanic blasts might have occurred in recent times [61]. 

Figure 7. CH4-O2-CO2 triangular diagram. The plot shows the relative concentrations 
of hydrothermal-derived components (CO2-CH4) besides the atmospheric component 
(here represented by oxygen) normally dissolved in sea water. It is easy to recognize 
the large enrichment in deep-originated CO2 and CH4 to the respect to ASSW. The 
arrows show the trends of modification of the dissolved gas assemblage due to the 
injection of hydrothermal fluids and the gas/water interaction phenomena leading to the 
dissolution of the very soluble CO2 and enrichment of less soluble gas species like CH4. 
Symbols as in Figure 6. 

 

The available scientific data set has been considered a good starting point for an Italian company 
(Eurobuilding S.p.A., Servigliano, Italy) to propose a cutting-edge project to drill the first offshore 
geothermal well on the Marsili seamount, [62,63]. The estimates they performed bring to an 
effective electrical power generation of 200 MW. The offshore well should be connected to steam 
turbines that together with condenser systems, power generators and tension elevators could be 
hosted on the power plant platform. A high capacity cable will drive the electricity from the 
platform to the power grid located on the Italian coast. 
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4. Conclusions 

The comprehensive and multidisciplinary (geological, geophysical and geochemical) dataset 
provided results coherently pointing to the Marsili seamount as a possible target for offshore 
geothermal exploration and exploitation developments. 

The main scientific key points supporting future evaluations of the Marsili seamount as a 
possible geothermal energy resource can be summarized as: 

(1) Marsili has a shallow and strong heat source; 
(2) An active geothermal fluid circulation is expected as suggested by the first permeability  

field evaluations; 
(3) The present state of Marsili volcanic activity is still controversial: recent radiometric data 

indicate the occurrence of recent magmatic blasts [61] although no indications come from 
other observations (e.g., seismic activity) and only sporadic monitoring activity has been 
carried out [64]; 

(4) The presence of solid deposits of hydrothermal origin indicates that geothermal fluids 
permeate the edifice and are vented into the seawater. The evidence that hydrothermal 
fluids as well as magmatic-type helium are injected in the deep sea waters indicates that the 
hydrothermal activity is still ongoing.  

The possibility that a large geothermal energy reservoir exists about 100 km off the Italian 
coasts and that such a reservoir is able to provide a significant, long-lasting amount of exploitable 
energy, makes the Marsili seamount a potentially attractive target for private and public investors. 

To summarize the case for developing the world’s first offshore geothermal power plant in this 
region we consider a model of the edifice with constant average density of basalts equal to 2.67 g/cm3, 
namely the difference between the gravimetric anomaly calculated from the model and that coming 
from the measurement leads to a density value between 1.7 and 2.3 g/cm3. Considering also the 
petrologic and magnetic features of the rocks, the estimated density values can be a consequence of 
a high porosity of the rocks filled by volatiles. Assuming an average porosity of 10% and the total 
estimated volume of the geothermal reservoir >100 km3, the volume of the geothermal fluids 
circulating in the central and upper part of the Marsili seamount, it results that about 10 km3 of 
exploitable hot fluids can be recovered [45]. 

A first exploration drilling is needed to verify the proposed results and to recover (for the first 
time) direct information on the physical, chemical and isotopic features of the deep hydrothermal 
vents. In fact a hydrothermal fluid with a temperature of 250 °C and pressure of 30 bar with a flow 
rate of 1 m3/s allows the energy production of 8 MW, while fluids marked by a temperature of 
375 °C and pressure of 250 bar allow an energy production ten times bigger for the same flow rate. 

It is absolutely clear that new data and further multidisciplinary investigations are needed, 
including the assessment of the natural risks (volcanic and seismic) related the huge and almost 
unknown submarine volcano. The development of micro-biological studies as well as research and 
development activities aimed at planning and deploying seafloor observatories for long-term 
monitoring activities [65] are also considered as mandatory. The results will improve the scientific 
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knowledge useful to better constrain the available and exploitable geothermal resources inside the 
volcano. The future geothermal explorations have at least to include: 

• The location of active venting sites and hydrothermal fluid release by direct (by ROVs) 
explorations and detailed CTD and nephelometry surveys; 

• The distribution of the parameters that determine the permeability field of the volcano by 
geophysical tomographic methods; 

• The characterization of volcanic-type ongoing processes, using seafloor observatories 
planned to carry out long-term monitoring of temporal variation of both physical and 
chemical parameters; 

• The assessment of all the environmental aspects related to geothermal exploitation activities 
including studies to forecast and to face the impact of the human activities on the natural 
deep sea environment; 

• An estimation of the thermal energy budget based on the hydrothermal fluids enthalpy and 
flow rate evaluations. 

It is noteworthy to consider that, although the offshore geothermal energy exploration and 
exploitation have not yet been considered a feasible option, nowadays the technologies required for  
on-site geothermal exploitation and production of electric energy are already available, and can be 
adopted in view of the depth of seawater, about 600–800 m, and the minimum distance from the 
Italian coasts, less than 100 km. Presently, some projects are evaluated in European countries, for 
instance in Iceland, to develop offshore geothermal power plants to use high-temperature fluids 
lying along the mid-ocean ridges. Iceland is also developing the world’s longest subsea power 
cable (about 1000 km), to export geothermal energy to Scotland. An eventual Marsili submarine 
power cable would “only” be around 150 km long. 

Once the potentially exploitable geothermal energy of the Marsili seamount is well-constrained, 
that submarine volcano may become home to the world’s first offshore geothermal power plant, 
potentially capable of doubling the current geothermal power output of Italy [45]. 

The increasing request for electrical power, the energy prices and the increasing know-how of 
the utilization of this resource makes the Marsili seamount an attractive scientific and industrial 
target. Several other seamounts of the Tyrrhenian sea, belonging to the same geological framework, 
share Marsili characteristics, among the most important: high heat-flow anomalies, relative shallow 
depth of the crest and rock porosity. 
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Geothermal Potential Evaluation for Northern Chile and 
Suggestions for New Energy Plans 

Monia Procesi 

Abstract: Chile is a country rich in natural resources, and it is the world’s largest producer and 
exporter of copper. Mining is the main industry and is an essential part of the Chilean economy, but 
the country has limited indigenous fossil fuels—over 90% of the country’s fossil fuels must be 
imported. The electricity market in Chile comprises two main independent systems: the Northern 
Interconnected Power Grid (SING) and the Central Interconnected Power Grid (SIC). Currently, 
the primary Chilean energy source is imported fossil fuels, whereas hydropower represents the 
main indigenous source. Other renewables such as wind, solar, biomass and geothermics are as yet 
poorly developed. Specifically, geothermal energy has not been exploited in Chile, but among all 
renewables it has the greatest potential. The transition from thermal power plants to renewable 
energy power plants is an important target for the Chilean Government in order to reduce 
dependence on imported fossil fuels. In this framework, the proposed study presents an evaluation 
of the geothermal potential for northern Chile in terms of power generation. The El Tatio, Surire, 
Puchuldiza, Orriputunco-Olca and Apacheta geothermal fields are considered for the analysis. The 
estimated electrical power is approximately 1300 MWe, and the energy supply is 10,200 
GWh/year. This means that more than 30% of the SING energy could be provided from geothermal 
energy, reducing the dependence on imported fossil fuels, saving 8 Mton/year of CO2 and 
supplying the mining industry, which is Chile’s primary energy user. 

Reprinted from Energies. Cite as: Procesi, M. Geothermal Potential Evaluation for Northern Chile 
and Suggestions for New Energy Plans. Energies 2014, 7, 5444-5459. 

1. Introduction 

Chile is a republic located in South America bordered by the Andes Mountains and the Pacific 
Ocean. The country is partitioned into 15 administrative regions. Chile is rich in natural resources 
such as copper, timber, nitrates, precious metals and molybdenum. It is the world’s largest producer 
and exporter of copper and mining is the primary Chilean industry and an essential component of 
the Chilean economy. Although Chile has an abundance of copper and other mining resources, it 
has limited indigenous fossil fuels and over 90% of its fossil fuels needs must be met by imports [1]. 

In 2012, Chile’s energy demand was approximately 60,000 GWh and it is projected to increase 
by 4.9% annually reaching a consumption of 136,000 GWh/year by 2030 [1,2]. The installed 
capacity for electric generation is 17,500 MWe, producing approximately 65,600 GWh/year [3]. Of 
the total installed capacity 62% corresponds to fossil-fuelled power plants, 34% to hydropower 
plants and only 4% to renewable resources [3]. The majority of the total electricity is consumed by 
the mining and industry sectors. The electricity market in Chile is comprised of two main 
independent systems: 
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SING—the Northern Interconnected Power Grid; 
SIC—the Central Interconnected Power Grid. 

SING has an installed capacity of approximately 3800 MWe, 100% of which is generated by 
imported fossil fuel. SIC has an installed capacity of 13,500 MWe, 53% of which is generated by 
imported fossil fuels, 42% by hydroelectric power and the remaining 4% by renewable resources [3]. 

Therefore, Chile is heavily dependent on imported fossil fuels and hydropower represent the 
main indigenous energy source of the country. Other renewable resources such as wind, solar, 
biomass and geothermal energy are poorly developed, but several corporations, such as the Centre 
for Renewable Energy (CER), have been working to ensure the optimal participation of renewable 
energies in Chile’s energy matrix to contribute to the sustainable development of the country [4]. 

In 2011, The Global Energy Network Institute (GENI) suggested that a strategic energy plan for 
Chile was necessary to ensure both energy autonomy of the country and the transition from thermal 
power plants to renewable energy power plants [4]. This passage from conventional energy to 
renewable sources is indispensable both to reduce the amount of greenhouse gases emitted into the 
atmosphere and to reduce the dependence on imported fossil fuels. Under such circumstances, 
renewable energy resources in Chile should become more relevant. Geothermal energy is not yet 
exploited here, but among all renewable resources it has the greatest development potential. 
Although no geothermal power plants have been installed to date, a vigorous geothermal 
exploration program is under way [5]. A preliminary evaluation of northern Chile’s geothermal 
power potential is approximately 2000 MWe, whereas the country’s central-southern region is 
estimated to be between 1000 and 1500 MWe [6,7]. This makes Chile one of the most attractive 
countries for the utilisation of geothermal energy. 

The purpose of this work is to review the geothermal potential evaluation for northern Chile in 
terms of power generation, considering the conventional geothermal resources of Surire, 
Puchuldiza, Apacheta, El Tatio and Irriputunco-Olca. This evaluation could provide useful 
information for the development of a new strategic energy plan applicable to the SING. Northern 
Chile has been chosen for the analysis because more data are available than for the central and 
southern regions, and because of the country’s large energy reliance on imported fossil fuels. 

2. Regional Setting of the Study Area 

Northern Chile has a relatively homogeneous geological setting, consisting of Lower  
Miocene–Pleistocene ignimbrite deposits and andesitic–rhyolitic volcanic products overlying  
Middle Cretaceous–Upper Miocene volcano-sedimentary formations [8–13]. The latter hosts the 
main hydrothermal reservoirs that predominantly consist of andesitic lava and pyroclastic flows, 
conglomerates, breccias, sandstones, siltstones, limestones, marls and evaporites [10,14]. The main 
hydrothermal systems are located within the NS-, NW-trending grabens [8,10,15] on the western 
side of the Pliocene–Holocene Central Andean Volcanic Zone. 

For each studied system (Figure 1), a brief geographical/geological setting with relative 
descriptions of the geothermal manifestations at the surface is reported. The geothermal fields of 
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Colpitas and Larima are also described, but it was not possible to evaluate their geothermal 
potential due to a lack of public data. 

Figure 1. Geothermal areas of northern Chile. The red box shows the studied area. 

 

2.1. Colpitas 

The Colpitas geothermal field is located in the northernmost part of Chile, in the Arica and 
Parinacota region, with an elevation from 4000 to 5200 m above sea level (a.s.l.). Geologically, the 
area is characterised by volcanic rocks and volcanoclastic deposits and volcano-sedimentary 
sequences ranging from Miocene to Holocene [16]. The stratigraphy is mainly comprised of the 
Lupica Formation (Upper Oligocene-Miocene), corresponding to the basement of the basin. It is 
constituted by rhyolitic ash flow tuffs, andesitic lavas and subvolcanic plugs as well as epiclastic 
sandstones. The Lupica Formation underlies, in the western part of the study area, the Huaylas 
Formation (Upper Miocene). The Huaylas Formation is mainly formed by lacustrine epiclastic 
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sandstones and gravels, with interbedded ash layers and is itself overlain by the Lauca Ignimbrite 
(Upper Pliocene).The potential reservoir is likely located within Cenozoic volcanoclastic rocks. 
The thermal springs, located in the northern and southern part of the Colpitas field, have 
temperatures that range from 28 to 55 °C with a total flow <10 L/s [16]. The North Thermal springs 
are interpreted as being the most representative of deeply derived thermal waters [16]. Stable 
isotope composition indicate that thermal spring waters have been subject to evaporation, or more 
likely, varying amounts of mixing with groundwater brine that underlines the salt deposits in the 
basin [16]. Na/K ratio of the North Thermal Springs gives the hottest equilibration temperatures of 
approximately 235 °C. Many of the springs have moderate bubbling of what is likely to be CO2 and 
H2S gas [16]. Recently, a slimhole well was drilled to prove the existence of a geothermal reservoir 
and to evaluate the potential of the field [3,16]. 

2.2. Surire 

The Surire hydrothermal system is located at an altitude of 4000–4300 m a.s.l., in the southeast 
part of the Salar de Surire. Many volcanoes rise above 5500 m around the salar, some lavas have 
flowed into it and are now partially buried by sediments. The volcanoes are dacitic and andesitic; 
the dacities generally occur as domes and the andesities form stratovolcanoes. In 1972, as many as 
133 thermal discharges occurred in an approximately 15 km2 area [15]. Presently, most of the 
bubbling pools and thermal springs are located along the southern border of the salar and have 
temperatures between 20 and 80 °C [15]. The Database of Geothermal Resources in Latin America 
& the Caribbean [17] indicated a potential temperature of the geothermal reservoir of 110–234 °C 
and an electric power output of 50–60 MWe. 

2.3. Puchuldiza 

The Puchuldiza-Tuja hydrothermal system is located at an altitude of approximately 4100–4200 m 
a.s.l. and is 27 km SW of the active Isluga volcano that is characterised by permanent fumarolic 
activity [18]. The hydrothermal area of Puchuldiza is limited both to the north and south by several 
Plio-Pleistocene stratovolcanoes reaching altitudes higher than 5000 m. A Pleistocene-Holocene 
fracture system characterized by northeast-southwest faults affected the Plio-Pleistocene volcanoes 
and produced, in part, the surficial hydrothermal activity. The fluid discharges within the 
Puchuldiza area are controlled by the Churicollo, Puchuldiza and Tuja faults. Several thermal 
springs with low gas emissions surround the main emission areas [19]. The geothermal reservoir is 
hosted in the Utayane Ignimbrite and the Puchuldiza Formation. The permeability of the volcanic 
formations is due to cooling joints and tectonic fractures [6]. Geothermometry evaluations suggest 
that the fluid reservoir has a relatively high equilibrium temperature, up to 270 °C [18]. The 
Database of Geothermal Resources in Latin America & the Caribbean [17] indicated a potential 
electric power output of 190 MWe. 
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2.4. Lirima 

The Lirima geothermal field is located at an altitude of 3900 m a.s.l., 25 km SW of the 
Sillajguay volcanic chain. The geology of the area is characterized by Mesozoic basement rocks 
constituted by clastic-carbonate sequences, volcanic and sedimentary rocks of Oligocene-Miocene 
and middle Miocene to Pleistocene volcanic edifices [20]. In the Lirima area have been recognized 
bubbling pools, along the western side of the field, and three main sites with thermal springs [21]. 
The thermal springs are characterized by temperatures between 38 °C and 80 °C, high Cl and B 
concentration, 18O enrichment, and relatively low Mg concentration; consistent with deep 
circulation from a geothermal reservoir, and low mixing degree. Minimum temperatures from 
water and gas geothermometers range from 200 to 200 °C. 

2.5. Apacheta 

Apacheta is located 105 km NE of Calama City and 55 km NW of the El Tatio hydrothermal 
system. A 180 m deep well (PAE-1) drilled by the Chilean National Mining Company 
(CODELCO) in 1998 produced steam measured at 88 °C [22]. Fluid discharges emitting 
superheated steam (up to 118 °C) [22] with high flow rates are found along the eastern flank of the 
5150 m high Apacheta volcano. Currently, in the Apacheta geothermal field, a project (Cerro 
Pabellón) is underway for power production from geothermal resources. Project feasibility studies 
began in 2005, then four wells were drilled from 2009 to 2010, whose depths reached between 
1300 and 2000 m. The results of the production and injection tests showed the presence of  
a liquid-dominated reservoir with a maximum-measured temperature of 260 °C. ENEL Green 
Power has planned the drilling of 13 wells to operate a 50 MWe power plant. This project 
represents the first commercial-scale geothermal plant in the country [7]. 

2.6. Irriputunco-Olca 

The Irriputuncu-Olca field is characterised by the presence of the Irriputuncu and Olca 
Volcanos, located in the Chilean Altipiano at 4000–5000 m a.s.l., and in the vicinity of the copper 
mine. Irriputuncu is an active dacitic stratovolcano, with fumaroles at the top crater and one  
acid-sulphate hot spring at the base of the volcano. Two slim boreholes (800 and 1430 m in depth) 
measured a bottom hole temperature close to 150 °C and 195 °C (at 3350 and 3000 m a.s.l., 
respectively) [23]. Time domain electromagnetic (TEM) and Magnetotelluric (MT) data suggests 
the presence of a potentially deeper reservoir at approximately 220 °C [23]. Olca is an andesitic 
volcano, of which the TEM-MT data exhibit two conductive layers intercalated with resistive 
zones. The possible thickness of the reservoir is 2000–3000 m and for the surface area there are 
three estimates, conservative (7.5 km2), likely (15 km2) and optimistic (45 km2) [23]. Preliminary 
results, assuming up to 10 MWe/km2 and a reservoir temperature of 230–300 °C, suggest a 
potential for electric generation between 75 and 450 MWe [23]. 
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2.7. El Tatio 

El Tatio is located 100 km E of Calama City at an altitude of 4300 m a.s.l. Several thermal 
springs, fumaroles, geysers and boiling and mud pools are present. Hydrogeological models [24,25] 
indicate that meteoric waters infiltrate in recharge areas 15 km E of the field. The main 
hydrothermal reservoir is confined within the permeable Puripicar Formation and the Salado 
Member. An important secondary aquifer occurs in the Tucle Dacite subunit that is capped by the 
impermeable Tatio Ignimbrite [24]. In Figure 2, the simplified geological profile and circulation 
conceptual model are shown. The potential geothermal reservoir is hosted in the Puripicar 
Formation and Salado Member, although a temperature of approximately 170 °C was recorded in 
the permeable levels hosted in the Grupo volcanic de Tucle [6]. 

In Figure 3, a profile of the El Tatio Graben is shown. It crosses through the wells numbered 1, 
4, 9 and 7, from NW to SE. In the boreholes, three permeable zones were detected. The 
permeability essentially originated by tectonic fracturing or rapid cooling of the volcanic bodies [9]. 
The temperatures of the three permeable zones ranged from 170, 230 to 260 °C, moving from the 
Grupo volcanico de Tucle to Puripicar Formation and Salado Member, respectively [9]. 

Figure 2. Simplified geological map of the El Tatio geothermal field, geological profile 
and circulation conceptual model. The dashed box represents the area in Figure 3  
(modified from [9]). 
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Figure 3. The geological profile from NW-SE of the El Tatio graben through the 
boreholes numbered 1, 4, 9 and 7 (modified from [9]). For further details see text in the 
previous page; paragraph relative to El-Tatio. 

 

2.8. Geothermal Exploration in Chile 

Initial geothermal exploration in the Central Andean Volcanic Zone took place in late 1960s in 
response to increasing Chilean energy demands. At El Tatio, a pre-feasibility investigation, funded 
in 1967 by the Corporation for the Promotion of Development and the United Nations 
Development Program (CORFO/UNDP), was followed by geological, geophysical and 
geochemical surveys from 1968 to 1980. Six 600 m deep exploration wells, drilled between 1969 
and 1971, encountered temperatures up to 250 °C. Seven production wells drilled in 1973 and 1974 
disclosed three discrete reservoirs with temperatures up to 260 °C. Three of these wells produced 
an average of 14.7 kg/s (adequate for 6 MW each); two other wells produced less, but could still be 
capable of 5 MW each. An electric power output of 100 MWe for the El Tatio geothermal field was 
estimated [26]. At Puchuldiza, geological, geochemical and geophysical studies were performed by 
CORFO/UNDP (from 1968 to 1974) and by Japan International Cooperation Agency (JICA) (from 
1978 to 1980) to evaluate the geothermal potential. Six wells were drilled in 1976 and a depth of 
1200 m was reached. Temperatures up to 175 °C were measured at depth of 900 m [27,28]. 

In the Surire zone, geological and geochemical [15,29] investigations were performed by 
CORFO between 1972 and 1979. Reservoir temperatures up to 230 °C were estimated by 
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geothermometric calculations based on the water chemistry of the thermal discharges [29]. 
Geological and geochemical studies were conducted but no wells were drilled. 

Geothermal exploration in the Central Andean Volcanic Zone was abandoned in 1982 because 
of both the remote location of the hydrothermal systems and economic factors. After almost three 
decades, private and governmental companies have planned to conduct a new phase of geothermal 
exploration in the systems investigated between 1969 and 1982 as well as in other areas of northern 
Chile. New slim holes will be drilled at Puchuldiza, Polloquere, Pampa Lirima, Colpitas and 
Juncalito by Energía Andina, which plans to have a geothermal plant working by 2015 [30]. 

In central-southern Chile, the geothermal activity is related to the Pocuro fault system (33°–34° S) 
and to the Liquiñe-Ofqui Fault Zone (39°–46° S). Several slimholes have been drilled in 
Tinguiririca, Calabozos, Laguna del Maule, Chillán and Tolhuaca with a potential output estimated 
at 3–10 MW per well (Figure 4). At Tolhuaca, two holes have been drilled up to depths of 1200 m 
and a 50 MW geothermal power plant is planned to start production in 2013. The potential is 
estimated at 600 MWe to 950 MWe in this area [31]. Currently, 79 exploration and 7 exploitation 
concessions have been given to Chilean and foreign companies [3]. 

Figure 4. Geothermal areas of southern Chile. 
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3. Methodology 

In the selected potential geothermal fields, the minimum and maximum electric energy supply 
(Esu) was evaluated considering an operation time (OT) of 8000 h/year. To evaluate the Esu it was 
necessary to estimate both heat (Q) and electric power (We). 

The recoverable Q of examined geothermal reservoir was computed using the following equation: 

Q = m · Cw · (T  T0) (1)

where m is the mass flow rate of the geothermal system (kg/s), Cw (J/kg·K) is the specific heat 
capacity of the fluids contained in the geothermal reservoir, T is the reservoir temperature (K) and 
T0 is the reinjection temperature. The minimum reservoir temperature T  and the maximum 
reservoir temperature T+ were used to compute the minimum (Q ) and maximum (Q+) heat, 
respectively. 

The production rate m of the examined geothermal system is obtained by multiplying the 
volume of the geothermal reservoir V (km3) and the specific productivity (mw) [32] derived from 
the flow well tests. The We was estimated using the following equation: 

We = Q ·  (2)

where the  represents the efficiency of the selected power plant. The electric power was computed 
considering both conventional and binary cycle power plants as ORC (Organic Rankine Cycle). For 
conventional and binary plants, a  of 20% was considered, whereas the value of , relative to 
geothermal binary power plants, was computed following the methodology proposed by  
Di Pippo [33]. Generally, the ideal cycle for a binary plant is the Carnot Cycle, but this assumption 
is inappropriate and can result in misleading conclusions [33–36]. Carnot’s ideal cycle produces the 
highest efficiency with respect to any other cycle operating between a heat source and a sink, but 
the Carnot Cycle is applicable only to reversible processes. This property means that all heat 
transfer and work processes must be thermodynamically perfect and these conditions are 
impossible for a real cycle. A more useful model is the triangular (or trilateral) cycle, which 
considers the heating medium not as an isothermal source but rather as a fluid that cools as it 
transfers heat to the cycle working fluid [33]. Therefore, the efficiency ( ) was computed 
considering a triangular cycle and following the equation: 

TR = (TH  TC)/(TH + TC) (3)

where TH and TC represent the heat source and the fixed condensing temperature, respectively. In 
this work, a TC of 50 °C was considered. In order to convert from the ideal cycle to the practical it 
is necessary to apply a relative efficiency [33]. Real binary plants have demonstrated relative 
efficiencies of about 55% ± 10% [33]. Thus, one may estimate the efficiency of a binary plant 
using the approximate formula: 

b[TR] = 0.55(TH  TC)/(TH + TC) (4)

Therefore, the minimum and maximum electric energy supply (Eel) was evaluated for the 
selected geothermal systems based on 8000 working hours per year. The total Esu from the selected 
geothermal systems was evaluated. Moreover, the CO2 emissions saving was computed considering 
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the substitution for the estimated Esu of the crude oil with geothermal energy. 
The relationship between CO2 emissions and the different energy resources, such as coal, crude 

oil, natural gas and geothermal energy, is shown in Table 1. 

Table 1. CO2 emissions for kWh by coal, petroleum, natural gas and geothermal energy [37,38]. 

CO2 Emissions (g/kWh) 
Coal Petroleum Natural Gas Geothermal Energy 
949 892 598 122 

References [37] [37] [37] [38] 

4. Results and Discussion 

For the analysis, the geothermal systems of El Tatio, Surire, Puchuldiza, Irriputunco-Olca and 
Apacheta were considered. A satisfactory dataset is available only for the El Tatio geothermal field, 
whereas for the other systems partial data are present. The specific productivity (mw) is available 
only for the El Tatio geothermal field where the Q and We were computed, whereas for the others 
systems, data for We were sourced from previous specific literature [17,22,23]. For the El Tatio 
geothermal system, the boreholes numbered 7, 10 and 11 provide the main information in terms of 
specific productivity mw (kg/s), minimum and maximum temperature and type of fluid (Table 2). 
This geothermal system is water-dominated. The recorded mw ranges from 37 to 77 kg/s, the 
temperatures range from 170 to 260 °C and the Cw was considered to have a value of 0.0042 
J/kg·K. The minimum temperatures are recorded in the Tucle Formation, whereas the highest 
temperatures are in the Puripicar and Rio Salado Formation. 

Table 2. Available data for the El Tatio geothermal field. 

Well mw (kg/s) Cw (J/kgK) T  (°C) T+ (°C) K 
7 77 0.0042 170 260 273.15 
10 37 0.0042 170 260 273.15 
11 74 0.0042 170 260 273.15 

Reference [1] - [1] [1] - 

The estimated minimum and maximum heat (Q , Q+) ranges from 1482 to 2752 MWth, for a 
reservoir volume of approximately 15 km3 (Table 3). The electric power (We , We+) was estimated 
for both conventional [c] and binary geothermal power plants [b]. For temperatures up to 170 °C,  
an efficiency ( b[TR]) for a geothermal binary plant of 0.09 was computed considering the Equation (4). 
The minimum estimated electric power (We–[b]) is 45 MWe, whereas the maximum electric power 
(We+[c]), which was computed considering a conventional plant with an efficiency ( c) of 0.2, is 174 
MWe. The relative energy supply (Esu[b], Esu[c]) for an operation time of 8000 h/year, is 362 and 
1391 GWh/year for binary and conventional plants, respectively. 

For the other geothermal systems (i.e., Surire, Puchuldiza, Irriputuncu-Olca and Apacheta), the energy 
supply has been evaluated for the electric power values provided by scientific literature [17,22,23]. 
The Database of Geothermal Resources in Latin America & the Caribbean [17] indicated an 
electric power output of 50–60 and 190 MWe for Surire and Puchuldiza, respectively. Reyes et al., in 
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2011 [23], estimated the electric power for the Irriputunco-Olca system to be 75–450 MWe, and 
Urzuà et al., in 2002 [22], evaluated the electric power for the Apacheta geothermal field to be  
400 MWe. The computed energy supply (Esu) for the systems listed above is reported in Table 4. 
For the evaluation, an operation time of 8000 h/year was considered. The values range from 400 to 
3600 GWh/year. The maximum estimated value of the total energy supply for northern Chile is 
approximately 10,200 GWh/h whereas the minimum total energy supply is around 3000 GWh/year. 

The total CO2 emissions corresponding to 10,200 GWh/h are 1.2 Mton/year. The CO2 emissions 
would be approximately 9 Mton/year for the same energy amount if sourced from petroleum only. 

Northern Chile has large geothermal potential. The evaluations performed for the El Tatio, 
Surire, Puchuldiza, Irriputunco-Olca and Apacheta geothermal fields show that the geothermal 
energy could provide approximately 10,200 GWh/year, with an installed capacity of approximately 
1300 MWe. Currently, the SING has an installed capacity of 3800 MWe, approximately 100% of 
which is generated by imported fossil fuel. Geothermal electric power could replace more than 
30% of the SING installed capacity, decreasing the reliance on foreign fossil fuel providers. 
Furthermore, substituting 1300 MWe of fossil fuel for geothermal energy means a CO2 emissions 
savings of approximately 8 Mton per year. 

The geothermal potential of northern Chile could be greater than 1300 MWe for two main 
reasons: (1) it was not possible to evaluate some explored areas because of the lack of public data 
(especially Larima and Colpita); (2) there are many unexplored areas characterised by medium 
temperatures that could be exploited using binary systems such as ORC and/or Kalina cycles. 

The proposed approach is reasonable for regional estimates of efficiency and power output and 
cannot replace detailed heat balance analyses needed for plant design. 

Table 3. Evaluations of the thermal and electric power for the El Tatio geothermal 
field. The letters [b] and [c] means binary cycle and conventional, respectively. 

EL 

Tatio 

m * 

(kg/s) 

Cw 

(J/kg·K) 

T  

(°C) 

T+ 

(°C) 

T0 

(°C) 
K 

V 

(km3) 

Q  

(MWth) 

Q+ 

(MWth) 
b[TR] c 

We  [b] 

(MWe) 

We+ [c] 

(MWe) 

- 63 0.0042 170 260 40 273.15 15 1482 2752 0.09 0.2 45 174 

* Arithmetic mean computed starting from Qw values listed in Table 2. 

5. Conclusions 

Chile is rich in natural resources such as copper, timber, nitrates, precious metals and 
molybdenum. Although Chile has an abundance of copper and mining resources, it has limited 
indigenous fossil fuels, and over 90% of the fossil fuels must be imported. The SING has an 
installed capacity of 3800 MWe, 100% of which is generated by imported fossil fuel. 

As suggested by the Global Energy Network Institute (GENI) in 2011, a strategic energy plan 
for Chile is necessary to ensure the transition from traditional power plants to renewable energy 
power plants. This transition is necessary both to reduce the amount of greenhouse gases into the 
atmosphere and to reduce the country’s dependence on imported fossil fuels. The development of 
geothermal energy represents a useful tool for achieving this objective. 
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In this paper a new evaluation of northern Chile’s geothermal potential was performed, focusing 
on the El Tatio, Surire, Puchuldiza, Orriputunco-Olca and Apacheta geothermal fields. Thermal 
electric power and electric energy supply were calculated, although a satisfactory dataset is 
available only for El Tatio. The total estimated electric power for northern Chile is approximately 
1300 MWe with an energy supply of 10,191 GWh/year. This means that more than 30% of SING’s 
energy could substitute fossil fuel for geothermal energy, saving approximately 8 Mton of CO2 per 
year. Geothermal energy development could be a useful resource for the mining and industry 
sectors, which represent Chile’s primary energy users. It is important to note that dedicated field 
analysis for overcoming natural barriers, such as altitude, climate, water scarcity and distances 
from urban centres, will be necessary to accelerate Chilean geothermal development. 
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Implications of Spatial Variability in Heat Flow for 
Geothermal Resource Evaluation in Large Foreland Basins: 
The Case of the Western Canada Sedimentary Basin 

Simon Weides and Jacek Majorowicz 

Abstract: Heat flow and geothermal gradient of the sedimentary succession of the Western Canada 
Sedimentary Basin (WCSB) are mapped based on a large thermal database. Heat flow in the deep 
part of the basin varies from 30 mW/m2 in the south to high 100 mW/m2 in the north. As permeable 
strata are required for a successful geothermal application, the most important aquifers are 
discussed and evaluated. Regional temperature distribution within different aquifers is mapped for 
the first time, enabling a delineation of the most promising areas based on thermal field and aquifer 
properties. Results of previous regional studies on the geothermal potential of the WCSB are newly 
evaluated and discussed. In parts of the WCSB temperatures as high as 100–210 °C exist at depths 
of 3–5 km. Fluids from deep aquifers in these “hot” regions of the WCSB could be used in 
geothermal power plants to produce electricity. The geothermal resources of the shallower parts of 
the WCSB (>2 km) could be used for warm water provision (>50 °C) or district heating (>70 °C) in 
urban areas. 

Reprinted from Energies. Cite as: Weides, S.; Majorowicz, J. Implications of Spatial Variability in 
Heat Flow for Geothermal Resource Evaluation in Large Foreland Basins: The Case of the Western 
Canada Sedimentary Basin. Energies 2014, 7, 2573-2594. 

1. Introduction 

The Western Canada Sedimentary Basin (WCSB) is known for its large reserves of oil, gas and 
coal. In times of public discussion on climate change and the greenhouse gas emissions that come 
with burning of fossil fuels, the focus of interests shifts gradually towards renewable energy 
production such as geothermal energy. In western Canada, geothermal energy could play a role in 
replacing some fossil-fuel generated heat energy used as an energy source for warm water 
provision, district heating, industrial processes, or even electric power production. The feasibility 
of producing geothermal heat is strongly dependent on the thermal and geological conditions of the 
subsurface. Naturally, sufficient temperature is a primary constraint. However, only in a situation 
where a significant amount of warm fluid is produced will a geothermal project be successful. 
Therefore information on reservoir properties, particularly porosity and permeability, are crucial 
for geothermal exploration. 

In this study information on subsurface thermal conditions and geology is combined by mapping 
the temperature for different stratigraphic depths, and overlaying the distribution of potential 
geothermal target formations on these maps. 
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2. Previous Work 

2.1. Thermal Field 

The study of geothermal heat in the WCSB has a long history (see Majorowicz and Jessop [1] 
and Majorowicz and Grasby [2] for a review of the early work). The first precise heat flow 
measurements were done by Garland and Lennox [3] in shallow 300–1000 m deep wells near 
Leduc (67 mW/m2) and Redwater (61 mW/m2) in the vicinity of Edmonton. Majorowicz et al. [4] 
applied a paleoclimatic correction which increased these values by 12% to 75 mW/m2 for the 
Leduc well and 68 mW/m2 for the Redwater well. 

The first regional WCSB basin analysis of geothermal patterns from industrial temperatures was 
done in 1981 by Majorowicz and Jessop [1] for Alberta, Saskatchewan and the Northwest 
Territories (NWT). Lam and Jones [5] and Jones and Majorowicz [6] expanded the database 
available to Majorowicz and Jessop and conducted thermal conductivity, heat generation and heat 
flow studies of the sedimentary basin and Precambrian basement rocks. They found that heat flow 
patterns poorly correlate with heat generation of the Precambrian basement rocks from decay of 
235U-, 232Th- and 40K- isotopes. This has been recently confirmed by Majorowicz et al. [7]. It is 
contradictory with Bachu [8] who assumed that heat flow in the basin is controlled by variability of 
heat generation of the basement and influence of hydrodynamics is marginal (see discussion 
section for more information).  

The first attempt to predict and map temperature at the geological surfaces was done by  
Jones et al. [9] in 1985 for the Paleozoic erosional surface and the Precambrian surface of the 
Alberta basin, followed by mapping of temperature at Precambrian surface for the larger area of the 
whole WCSB by Bachu [8] in 1993. 

Majorowicz et al. [10] identified significant overestimation of temperatures from Alberta 
industrial well logs from shallow depths (<1000 m). This has been determined from high precision 
temperature logs conducted in shallow wells that have been allowed to reach thermal equilibrium. 
These findings have been confirmed by recent studies in the northern half of Alberta using tens of 
thousands of industrial temperature measurements from three independent datasets: Annual Pool 
Pressure surveys (APP), Drill Stem Tests (DST) and Bottom Hole Temperatures (BHT) 
constrained by equilibrium high precision logs coupled with 33 Thermal Conductivity wells were 
used to provide a more accurate prediction of the temperature gradient of the northern Alberta part 
of the WCSB [7,11]. The results of these recent northern Alberta studies showed the need for this 
study which covers all of the WCSB. 

One of the main reasons for the overestimation of BHT’s from shallow wells are seasonal 
effects on analogue thermometers which were used until the 1980’s [11]. These thermometers 
recorded the maximum temperature in a well, which was assumed to have been recorded at the 
bottom of the well. However, during the summer months surface air temperatures exceed the BHT 
and can lead to overestimation of BHT’s [11]. 

No high precision temperature data exists below 1000 m with the exception of one deep well on 
the outskirts of Fort McMurray in the shallow north eastern part of the basin, drilled 2400 m into 
the basement granites below 0.5 km of sediments [7]. 
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2.2. Studies on the Geothermal Potential of Deep Aquifers 

The first study on the geothermal potential of deep aquifers in the WCSB was published by  
Lam and Jones [12] in 1985. In their paper the authors examined aquifer porosity, thickness, water 
chemistry and water recovery in the area of Hinton-Edson in western Alberta, concluding that 
especially the Mississippian and Upper Devonian carbonate rocks have a good geothermal 
potential. In a second study Lam and Jones [13] investigated the geothermal potential in the 
Calgary area. Despite the low geothermal gradient, the authors stated that the Calgary area is an 
attractive location for geothermal recovery due to the relatively thick sedimentary succession and 
the substantial population of the city. Similar to the results of their study of the Hinton-Edson area, 
the largest potential for geothermal purposes in the Calgary area was also found in Upper Devonian 
and Mississippian carbonate rocks. Jessop and Vigrass [14] published a report on a geothermal well 
which was drilled in 1979 into the depth of 2214 m at the Campus of the University of Regina 
(Saskatchewan). Tests showed an excellent geothermal potential, but unfortunately the large sports 
building that was intended to be the load for the well was not built, so the well has only been used  
as a research facility. 

In 2011 the Geological Survey of Canada released a report [15] which synthesizes previous 
geothermal studies and delineates the potential of the different geothermal resource types in 
Canada. A major finding of the report is that the highest geothermal potential (for electricity 
production) exists in the volcanic belts of the Cordillera and in parts of the WCSB (northeastern 
British Columbia, northern Alberta and southern Northwest Territories). The report describes the 
other deeper parts of the WCSB as a very large resource for direct heat use. In 2013 the British 
Columbia Ministry of Energy and Mines assessed the geothermal resource in the Devonian 
Carbonates of the Clarke Lake gas field in northeastern British Columbia [16]. In central Alberta 
Weides et al. [17] mapped porosity, permeability and temperature of four Devonian carbonate 
aquifers and the Cambrian Basal Sandstone Unit [18], concluding that all five formations are 
potentially useable for geothermal heating applications. Using a similar approach, Weides et al. [19] 
investigated the geothermal potential of the siliciclastic Granite Wash Unit in northwestern Alberta. 
Ferguson and Grasby [20] examined the deep clastic reservoirs of the Winnipeg and Deadwood 
formations (Basal Clastics) in Saskatchewan, finding that these formations have “geothermal 
potential for development of direct use and electricity generation systems”. Besides depth, 
thickness and temperatures of the Basal Clastics, Ferguson and Grasby focused on injection rates 
from existing disposal wells, most of which operate at flow rates between 30 and 140 L/s. 

3. Methods 

3.1. Temperature Database 

In this paper heat flow and geothermal gradient data for the WCSB were compiled from 
previous research. The heat flow and geothermal gradient data base from Majorowicz and Grasby 
for western and Northern Canada [2] has been expanded by additional heat flow and geothermal 
gradient studies which were conducted as part of Helmholtz-Alberta Initiative for the northern half 
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of the Alberta territory [2,4,7,11]. The recent compilation done by the Geological Survey of 
Canada for all of Canada includes this dataset [15]. The Majorowicz and Grasby [2] compilation 
mainly was based on the corrected bottom hole temperatures (BHTs) and drill stem test (DST) 
temperature records, with few (5) precise temperature depth logs in equilibrium wells. This 
compilation has been expanded with a dataset containing estimates of the geothermal gradient from 
temperatures taken by industry and reported to the Alberta Energy Conservation Board. The same 
dataset has been used by Majorowicz and Moore [21] for their first Canadian evaluation of 
feasibility of Enhanced Geothermal Systems in the Alberta basin. The resulting dataset used in this 
study consists of about 70,000 single values (from APP’s, DST’ and BHT’s) from more than 
26,400 wells. The data were carefully filtered and corrected for equilibrium conditions. More 
detailed information on data quality and handling of the dataset is found in Gray et al. [11]. The 
heat flow data used in this article is based on conductivities of the main 13 rock types in the 
WCSB, which were determined from about 1405 measurements [22].  

3.2. Mapping of Geothermal Data 

The distribution of geothermal gradient and heat flow were mapped for the whole sedimentary 
succession deeper than 1 km. For calculation of the maps the ArcGIS 10.1 Geostatistical Analyst 
extension was used. In a first step, the dataset was checked for outliers. All heat flow values which 
were unusually high (above 100 mW/m2) or low (below 30 mW/m2) have been removed from the 
dataset. In total 462 values were identified as outliers, of which the majority showed no spatial 
consistency. These extreme values probably are the result of measurement or notation errors and do 
not represent the real thermal conditions. The resulting heat flow dataset includes 74,728 heat flow 
values from 26,421 wells. For those wells for which more than one heat flow value exists, the 
arithmetic average was calculated. The heat flow map was calculated using the simple kriging 
algorithm. The data were declustered to adjust for preferential sampling. A stable omnidirectional 
semivariogram was modelled, using 25 lags with a length of 10,000 m each, a nugget of 0.11, a 
range of 165 km and a partial sill of 0.50 (Figure 1a).  

A similar approach was applied to map the geothermal gradient. First, all geothermal gradient 
values which were unusually high (above 80 °C/km) or low (below 10 °C/km) have been removed  
(37 values), resulting in a dataset of 68,377 gradient values from 26,492 wells. For those wells for 
which more than one gradient value exists, the arithmetic average was calculated. The geothermal 
gradient was mapped applying the simple kriging algorithm. A tetraspherical omnidirectional 
semivariogram was modelled, using 25 lags with a length of 10,000 m each, a nugget of 0.13, a 
range of 230 km and a partial sill of 0.39 (Figure 1b). 
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Figure 1. (a) Sample variograms and variogram models for heat flow; (b) Geothermal gradient. 

 
(a) 

 
(b) 

The geothermal gradient map was then used to calculate the temperature distribution for 
different stratigraphic units. The benefit of this approach over mapping temperature at a constant 
depth is that the resulting maps combine two key aspects relevant for geothermal exploration: 
temperature and geology. Five stratigraphic units where chosen for the maps: the top of the 
Precambrian basement, the Devonian Beaverhill Lake Group, the Devonian Winterburn Group and 
the Mississippian succession, and the bottom of the Cretaceous succession (sub-Mannville 
unconformity). First, structure depth maps were calculated for the five stratigraphic units using the 
well control data of the Geological Atlas of the Western Canada Sedimentary Basin [23], applying 
the ordinary kriging algorithm. To obtain the temperature distribution at depth, the raster of the 
geothermal gradient map was then multiplied with the raster of the depth distribution. Because at 
shallow depths less than 1 km subsurface temperatures are generally too low for geothermal 
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applications, and as temperature measurements from shallow wells (less than 1 km) tend to be 
biased [11], the depth range shallower than 1 km is not displayed on the temperature distribution maps. 

In addition to the temperature and depth information, the geographical extension of potential 
geothermal target formations was added to the maps. These formations were either chosen because 
they have already been in the focus of earlier geothermal exploration studies, or because they have 
been described in the literature as porous (and permeable) and therefore could host larger amount 
of warm fluids. It has to be pointed out that the potential geothermal target formations in most 
cases do not have the same depth as the particular temperature map (and as the depth contours), but 
rather are located a few hundred meters above or below, because the maps report the temperature at 
the top or bottom of a specified formation. A brief overview on the potential geothermal target 
formations is given in Table 1. Figure 2 shows examples of core samples from some of  
the formations. 

Table 1. Potential geothermal target formations in the WCSB (for parameters see Table 2). 

Period Group Formation Lithology References Figure 
Cretaceous Mannville sandstone [12] 9 
Cretaceous Mannville Cadomin sandstone & congl. [12] 9 

Mississippian Rundle carbonates [12,13]  8 
Mississippian - Charles carbonates - 8 
Mississippian - Banff limestone - 7 

Devonian Wabamun Wabamun dolomite [12,13,17]  7 
Devonian Winterburn Nisku carbonates [12,13,17]  7 
Devonian Woodbend Grosmont dolomite - 6 
Devonian Woodbend Leduc dolomite [12,17] 6 
Devonian Woodbend Cooking Lake reefal carbonates [17] 6 
Devonian Beaverhill Lake Slave Point reefal carbonates [12,16,19] 6 
Devonian Beaverhill Lake Swan Hills reefal carbonates [19] 6 
Devonian Elk Point Pine Point dolostone - 6 
Devonian - Granite Wash Unit sandstone [19] 5 

Ordovician 
Basal Clastics 

Winnipeg sandstone 
[14,20,24] 5 

Cambrian Deadwood sandstone 
Cambrian - Basal Sandstone Unit sandstone [13,17,18] 5 

Figure 2. Core samples from potential geothermal target formations. 
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Table 2. Results from previous regional geothermal studies in the WCSB; See Figure 4 
for location of the study areas; data is taken from [13] for Calgary, [16] for Clarke  
Lake, [17,18] for Edmonton, [12] for Hinton-Edson, [19] for Peace River, and [14,20] 
for Saskatchewan. 

Area & 

basin depth 

Geothermal 

gradient 

[°C/km] 

Best 

aquifer 
Lithology 

Aquifer 

depth 

[km] 

Thickness 

[m] 

Porosity 

[%] 

Permeability 

[mD] 

Temp. 

[°C] 

Other potential 

aquifers 

Calgary (1) 

3.4–4.2 km 
23.6 Leduc 

reefal carbonate, 

dolomitized 
3.7–4.0 up to 300 - - 87–94 

BSU, Nisku, 

Wabamun, Elkton 

Clarke Lake (2) 

2.4–2.6 km 
up to 50–55 

Slave 

Point & 

Keg River 

reefal carbonate, 

dolomitized 
2.0–2.1 up to 200 up to 25 - 110–123 - 

Edmonton (3) 1.8–

3.5 km 
34.6 BSU sandstone 1.8–3.5 28–45 7–19 

1–>1000  

(avg. ~1) 
62–122 

Cooking Lake, 

Leduc, Nisku, 

Wabamun 

Hinton–Edson (4) 

4–6 km 
29.2 Leduc 

reefal carbonate, 

dolomitized 
3.4–5.4 up to 250 6–12 - 99–158 

Slave Point,  

Nisku, Wabamun, 

Elkton, Belloy 

Peace River (5) 

1.7–2.3 km 
33 

Granite 

Wash 

Unit 

sandstone 1.7–2.4 <30 2–19 
1–>200  

(avg ~1–10) 
50–75 Slave Point 

Saskatchewan (6) 

2.2 km 
28.1 

Basal 

Clastics 
sandstone 0.4–3.0 50–550 11–17 100–200 40–100 - 

4. Results 

4.1. Heat Flow and Geothermal Gradient 

The heat flow in the WCSB generally ranges from 30 to 100 mW/m2, being 60.4 mW/m2 on 
average (Figure 3a,b). The highest heat flow is found in the northern part of the WCSB in the 
Northwest Territories, and adjacent northeastern British Columbia (B.C.) and northwestern Alberta. 
Other larger positive anomalies exist at the southeastern margin of the WCSB in the area of Regina 
(Saskatchewan) and Brandon (Manitoba), and in the western part of central Alberta (Figure 3b). 
Larger negative heat flow anomalies are found in northeastern Alberta (south of Fort McMurray) 
and in southern Alberta in the area of Calgary. Generally a northerly trend of increasing heat  
flow exists. 
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Figure 3. (a) Data points used for mapping of heat flow; dataset consists of on 74,728 
values at 26,421 locations; (b) Heat flow of the WCSB; map was calculated using the 
simple kriging algorithm. 

 
(a) 

 
(b) 
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The geothermal gradient in the WCSB ranges from 20 to 55 °C/km, with an average value of  
33.2 °C/km (Figure 4). The distribution of the thermal gradient follows the same trend of 
increasing values towards the northern WCSB.  

Figure 4. Geothermal gradient of the WCSB based on 68,377 gradient values from  
26,492 wells; map was calculated using the simple kriging algorithm. Black boxes 
represent the location of previous geothermal studies (see Table 2). 

 

4.2. Temperature at Depth and Distribution of Potential Geothermal Target Formations 

At the base of the sedimentary column the highest temperatures are found in the deepest parts of 
the basin close to the Cordillera, reaching values above 180 °C at a depth of 4.5 km and more 
(Figure 5). In the deeper half of the WCSB, at depth below 2–2.5 km, temperatures are above 70 °C, 
thus sufficient for district heating (see also Discussion Section). Potential geothermal target 
formations at the basal part of the basin fill are the siliciclastic deposits of the Cambrian Basal 
Sandstone Unit in central Alberta and western Saskatchewan, the Cambro Ordovician Basal 
Clastics in eastern Saskatchewan, and the Devonian Granite Wash Unit in northwestern Alberta.  

At the stratigraphic depth of the Devonian, the porous deposits from the carbonate platforms  
and reefal buildups in the Alberta and B.C. part of the WCSB are the potential targets formations  
(see Figures 6 and 7). Porous carbonate formations from the Carboniferous succession are 
deposited throughout the major part of the deeper WCSB (Figure 8). The temperature distribution 
at the sub-Mannville unconformity is the shallowest map presented in this study (Figure 9). 
Potential geothermal target formations are the sandstones and conglomerates of the Mannville 
Group above the unconformity, which reach temperatures above 60 °C in the cities of Red Deer 
and Great Prairie at a depth of about 2 km, and are naturally warmer at greater depths closer to  
the Cordillera.  
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Figure 5. Temperature at the top of the Precambrian basement with potential 
geothermal target formations; formations outline from Trotter [25] (Granite Wash 
Unit), from Slind et al. [26] and Dixon [24] (Basal Clastics), and from Pugh [27,28] 
(Cambrian Basal Sandstone Unit BSU). 

 

Figure 6. Temperature at the base of Beaverhill Lake Group; formations outline from 
Switzer et al. [29] (Woodbend Group), from Oldale and Munday [30] (Beaverhill Lake 
Group) and from Meijer Drees [31] (Elk Point Group). 
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Figure 7. Temperature at the top of the Winterburn Group; formations outline from 
Switzer et al. [29] (Winterburn Group) and from Halbertsma [32] (Wabamun Group). 

 

Figure 8. Temperature at the top of the Mississippian; formations outline from Richards et al. [33]. 
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Figure 9. Temperature at the sub-Mannville unconformity; formations outline from Hayes et al. [34]. 

 

5. Discussion 

5.1. Controls upon Thermal Field 

It is noticed that the thermal field in the WCSB is highly variable. Heat flow in the deep part of  
the basin varies from 30 mW/m2 in the south to 100 mW/m2 in the north; the geothermal gradient 
varies from as low as 20 °C/km to over 55 °C/km. While values in the range of 30–60 mW/m2 and  
20–30 °C/km are typical for the Precambrian basement platform filled with sediment, values of  
70–100 mW/m2 and 40–55 °C/km can be considered as high respectively anomalous. 

There are several controlling factors for geothermal gradient: 

1. Thermal conductivity;  
2. Heat flow; 
3. Gravity driven convectional heat transport. 

Thermal conductivity k controls the geothermal gradient at constant heat flow Q. The Q/k 
relationship for any depth along the vertical z axis of the well follows Fourier’s law: 

Q/k = dT/dz (1)

where: T is the temperature at depth; z is the vertical depth; dT/dz is the temperature gradient and 
Q is the heat flow. 
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Thermal conductivity k for the crust for Canada is given by Jessop [35] and Beach, Jones and 
Majorowicz [22]. Beach et al. [22] based their statistic on 1405 values measured on core samples 
from Alberta basin rocks with use of the divided bar method. Typically, thermal conductivity is  
3 W/mK for crystalline rocks, and 2 W/mK for sediments, which serve as a thermal blanket over 
the top of the crystalline crust. Figure 10 shows a good example of the control of k upon heat flow 
for a constant Q = 70 mW/m2 and a mean thermal gradient approximation for the sedimentary 
succession in this paper. 

Figure 10. Temperature depth (gray continuous profile) and thermal conductivity k  
(step line) control based on an example of a location in the deep foreland basin in 
British Columbia part (123°W 57°N; see Figure 3 for location). Approximation of the 
mean thermal gradient is also shown by a broken line. 

 

Heat flow at the surface is composed of the heat generation in the sediments (10 1 μW/m3), in 
the granitic upper crust (1–10 μW/m3), in the basaltic crust (10 2 μW/m3), and of the contribution 
from below the crust, which consists of input from transient sources and radiogenic heat production 
at a very low rate (10 3 μW/m3) [7]. While for several regions in the world a heat flow—heat 
generation relationship has been established (mainly for the measurements taken in the granitic 
batholiths [35]), it is difficult to find one for the heat flow estimates vs. heat generation of the 
basement of the WCSB [6]. In case of WCSB estimate of contribution from the upper crust can be 
based on 235U, 232Th and 40K radiogenic elements contribution [6,36] and lower crust and mantle 
contribution [36]. This shows that the so called “reduced heat flow” from the mantle and the lower 
crust is 37 mW/m2 (S.D. = 2 mW/m2) [36]. The upper crustal contribution varies in much wider 
range due to much larger variability of heat production of the “granitic” crust [6]. Its contribution 
will depend on the thickness the upper crustal high heat generating (“granitic”) part and the mean 
heat generation which differs between 1.1 μW/m3 (Precambrian shield) and 2.4 μW/m3 (WCSB) [36]. 
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In the WCSB Burwash and Burwash [37] have provided data on uranium and thorium 
concentrations for 182 samples from the Precambrian basement in Alberta, Saskatchewan, 
Manitoba and British Columbia, and for the southern part of the Mackenzie Corridor of the 
southern Northwestern Territories. The measurements were made by the delayed neutron activation 
method. Jones and Majorowicz [6] included additional data from the Peace River area in north 
western Alberta (total of 229 samples analyzed in a nuclear reactor facility at the University of 
McMaster in Ontario). First analysis and mapping of the heat generation trends across the WCSB 
was reported by Jones and Majorowicz [6] who delineated three major high heat generation trends 
across the basement underlying the basin and concluded that these do not correlate with heat flow 
for the same study area (based on their heat flow data). Burwash and Burwash [37] and Bachu and 
Burwash [38] also did further analysis and mapping for Alberta and the WCSB, respectively. It has 
been noticed that the mean heat production for the WCSB is 2.4 μW/m3 [6,36] which is more than 
two times higher that of the eastern Canada for the shield 1.1 μW/m3 [36]. This can to some extent 
explain the elevated high heat flow in the WCSB based on the data which was used for the heat 
flow map (Figure 3b). The average heat flow for the WCSB is 60 mW/m2, with a standard 
deviation of 9 mW/m2, calculated from 74,728 determinations. If the average heat flow is 
calculated from the geostatistical interpolation grid presented in Figure 3b, the result is almost the 
same (61 mW/m2). This is much higher than the heat flow examined for the Precambrian shield 
which is closer to 42 mW/m2 (S.D. 9 mW/m2) [36]. There is a difference of approx. 18–19 mW/m2 
which cannot be explained by the contribution of radiogenic elements in the sediments. It can be 
explained by the difference in mean heat generation between the shield and the WCSB, which 
differs from 1.1 μW/m3 to 2.4 μW/m3 respectively [36]. If the upper high heat productive 
“granitic” crust is about 15 km thick, the difference of 1.3 μW/m3 in heat generation will explain 
the difference of about 20 mW/m2. 

A study based on gamma spectroscopy and API gamma logs from a 2.4 km deep well in the NE 
Alberta part of the WCSB [7] shows a large contrast in the contribution of radiogenic elements to 
heat production in the sedimentary succession (0.6 μW/m3) and in the Precambrian granites of the 
upper crust (3.2 μW/m3).  

Temperatures in sedimentary rocks of the foreland basin can be influenced to some extent by  
non-conductive mechanisms, such as fluid flow. This occurs mainly through flow through porous 
aquifer conduits in the sedimentary succession above the westward deepening basement (Figure 11), 
however, flow through faults in the basement cannot be excluded. It was shown by previous 
research that in these porous sedimentary rocks the calculated surface Q values are significantly 
different (up to 50%) from the conductive Q, depending upon the nature of the hydrogeological 
system and its geometry which has been changing over time [1,10]. This was later questioned by 
Bachu and Burwash [38] who speculated on the relation of heat flow and heat generation as the 
main factor controlling distribution of thermal field in the WCSB. They argued that Darcy flow 
rates are too small to make an impact on regional-scale heat flow. Also hydraulic heads and Darcy 
fluid flow rates with reducing hydrodynamic influence upon heat flow have been diminishing over 
time due to the erosional change in topography. In the area towards the deep basin foothills of the 
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Rocky Mountains about 2 km of erosion has taken place since the uplift during the Laramide 
orogeny [39]. 

Majorowicz et al. [10] numerically tested the extent of hydrodynamic influence across the basin 
using a 2D numerical model constrained by revised thermal data. For this model a finite element 
mesh was generated which rebuilds the geometry of the cross section shown in Figure 11 (model is 
shown in lower panel of Figure 12). For the major fluid conduits like the Devonian carbonates or 
the Cambrian Basal Sandstone Unit the range of hydraulic conductivities was estimated. The 
Tertiary and Cretaceous shale units were assumed to have minimal permeability. Topography 
controls gravity driven flow patterns. Analysis shown in Figure 12 demonstrates that Darcy 
velocities of 0.01 to 1 m/yr can explain only 10–15 °C/km of thermal gradient elevation, and 
consequently cannot alone explain observations of temperature gradients elevated 30–40 °C/km 
above typical values for the basin. From the thermal gradient map (Figure 4) some reduction of 
gradients can be observed in high topography areas in the western part of the foreland basin, while 
some positive anomalies are located further east at a distance of 100 km and more, as predicted by 
the simple model which was made along the cross section through the central foreland basin 
(Figure 12a,b).  

Figure 11. Geological cross section used for the thermal model (see Figure 12); 
modified from Wright et al. [40]. 
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Figure 12. (a) Geothermal gradient across the WCSB profile from numerical  
modeling [10] for a base heat flow of 70 mW/m2, a thermal conductivity model of the 
sedimentary cover and a surface temperature constrained by 0 °C for two scenarios of 
gravity driven regional fluid flow (upper panel-velocity of 10 2 m/year and lower  
panel-102 m/year. The surface temperature of 0 °C was chosen because the thermal 
field in the deeper sediments is still in equilibrium with this temperature [4]. The red 
curve shows the smoothed thermal gradient; (b) Assumed flow paths (modified from [10]). 

 
(a) 

 
(b) 

5.2. Geothermal Potential Zones 

Other than previous studies on the geothermal potential of deep aquifers which all focused on  
a scale of several 10 km to few 100 km, this paper investigates temperatures and extension of 
potential geothermal target formations on the scale of the whole WCSB. With help of the maps 
presented in this paper the best locations for geothermal energy utilization can be identified both 
laterally and in the rock column on the WCSB scale. However, besides temperature, an appropriate 
(porous and permeable) reservoir is mandatory for a successful geothermal project. Though the 
extension of geological formations can be mapped over large distances with manageable effort, the 
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facies of the formations, which controls the distribution of porosity and permeability, must always 
be investigated on a smaller scale. It is possible to map facies or reservoir properties such as 
porosity on a large scale, using well logs and core analysis data for example (see [17,19]). 
However, to obtain a reliable facies map for the scale of the WCSB, an enormous amount of well 
data would need to be collected, interpreted, classified and mapped, which is beyond the scope of 
this paper. Previous studies on geothermal reservoir parameters, though they are fragmented 
throughout the WCSB, can help to increase our knowledge on formation properties at a regional 
scale. Table 2 summarizes the major findings of these previous studies, and Figure 4 gives the 
location of these studies projected on the geothermal gradient map. Table 2 gives information on 
porosity and permeability which are important properties for reservoir evaluation. However, it must 
be emphasized that high porosities and permeabilities do not necessarily result in high flow rates, 
which are crucial for the success of a geothermal well. As a result of the large scale of this study, it 
was not possible to estimate of flow rates from single well tests for all formations presented. Lam 
and Jones [12,13] calculated flow rates from DST`s for some aquifers in their geothermal 
exploration studies. In the Leduc Fm. in the central part of the Hinton-Edson area (area 4 in Figure 4; 
for formation properties see Table 2) flow rates of more than 400 m3/h are reached [12]. This value 
is high and can be compared to the wells at the geothermal power plants of Landau and 
Unterhaching in Germany, which produce at rates of 180–540 m3/h from carbonatic aquifers at a 
depth of 3–3.4 km [41,42]. 

Depending on subsurface temperature and the heat demand at the surface, different applications 
for using geothermal resources are possible. In Figure 13 different geothermal potential zones are 
presented for the WCSB, depending on the Precambrian surface temperature, after a classification 
of Líndal [43]: (1) potential for warm water provision (>40 °C); (2) potential for domestic heating  
(>70 °C); (3) marginal potential for electrical power production (>100 °C); and (4) good potential 
for electrical power production (>150 °C). For the major part of the WCSB the temperatures at 
depths below 1.3 km are high enough to be used for warm water provision or balneological use. 
Underneath the large urban areas of Edmonton and Calgary, fluid temperatures are sufficient to be 
used for district heating purposes. Here geothermal heat production appears as a feasible option for 
a green, sustainable and economic way to reduce dependency on fossil fuels and decrease 
greenhouse gas emissions. For the southern part of Saskatchewan, Ferguson and Grasby [20] found 
that direct use of geothermal energy could be quite successful due to the high injection rates and 
sufficiently high temperatures. 

Replacement of gas heating with geothermal systems could form part of a long range target for 
industrial emissions reduction. Based on the calculations from Majorowicz and Moore [44]  
1000 heat generating systems (with 2 wells each) across Alberta drawing 100 °C from deep wells 
in deep sedimentary basin can save about 30 MT CO2 per year. For a comparison, the oil sands 
industry generates some 34.7 MT CO2 and other greenhouse gases [45]. 1000 wells is a small 
number compared to >300,000 oil and gas wells drilled in Alberta. 
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Figure 13. Possible geothermal applications based on the temperature at the top of the 
Precambrian basement. 

 

Electrical power production from geothermal heat is generally possible in the deepest part of the 
basin in vicinity of the Cordillera. A suitable spot for a geothermal power plant would be the 
geothermal anomaly around the hamlet of Winfield, located 100 km southwest of Edmonton and in 
direct vicinity of the Altalink transmission line. Here temperatures above 150 °C are found in the 
Basal Cambrian Sandstone Unit at a depth of 3.7 km. Another good location for a geothermal 
power plant is found in the area near Hinton in western Alberta, where temperatures in the Leduc 
Fm. at a depth of 5 km are above 150 °C [12]. Marginal potential for electrical power production 
exists at the Clarke Lake gas field near Ft. Nelson in northeastern B.C., where temperatures above 
110 °C are found in 2.1 km deep Middle Devonian porous reefal carbonates [16], and in 
southeastern Saskatchewan in the highly permeable Basal Clastics aquifer, where temperatures are 
around 100 °C at depth of 3 km [20]. Generally it has to be emphasized that all locations presented 
here as favorable for geothermal utilizations represent locations with technical geothermal 
potential, based on the distribution of temperatures and potentially permeable formations. 
However, besides temperature the critical point in the development of a geothermal project is to 
achieve high flow rates. Hence, in the first phase of a local scale exploration study flow rates from 
DST`s should be analyzed to evaluate whether a site has an economic geothermal potential. In 
some cases, depending on the geological and economic situation, stimulation techniques like massive 
waterfrac treatments or acid injection could be applied to increase permeability of the reservoir. 

While exploitation of geothermal resources generally can help to significantly reduce Western 
Canada’s CO2 emissions, geothermal power production could also lower the power costs for 
remote communities and reduce their dependency on diesel fuel transports. Electricity costs in 
remote areas of Canada range from 0.40 to 1.3 $/kWh [46]. Compared to the feed in tariffs for 
electricity from geothermal power plants in Germany of 0.20–0.28 $/kWh [47], or to the electricity 
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generation costs from low temperature binary developments provided by the International Energy 
Agency [48], which range from 0.08 to 0.22 $/kWh, geothermal energy production could be 
economically in remote areas of Canada. 

6. Conclusions 

The thermal field of the WCSB is highly variable. The heat flow ranges from 30 mW/m2 in the 
south to high 100 mW/m2 in the north, while the geothermal gradient varies from as low as 20 °C/km 
to over 55 °C/km. The controlling factors of the thermal field in WCSB are poorly understood, and  
a heat flow—heat generation relationship cannot be established for the entire WCSB. Convective 
heat transport through fluid flow across the basin can partly explain observed thermal gradient variations.  

For most of the WCSB potential geothermal target formations are present at sufficient depth. 
Especially the deep foreland basin clastic and carbonate plays offer potential for geothermal 
applications. In the large urban areas of Edmonton and Calgary, fluid temperatures are in the range 
of 80–90 °C and could be used for district heating, warm water provision, and for industrial 
applications. In the deepest basin, potential for electricity production by applying EGS  
technology exists.  
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Estimating Limits for the Geothermal Energy Potential of 
Abandoned Underground Coal Mines: A Simple Methodology 

Rafael Rodríguez Díez and María B. Díaz-Aguado 

Abstract: Flooded mine workings have good potential as low-enthalpy geothermal resources, 
which could be used for heating and cooling purposes, thus making use of the mines long after 
mining activity itself ceases. It would be useful to estimate the scale of the geothermal potential 
represented by abandoned and flooded underground mines in Europe. From a few practical 
considerations, a procedure has been developed for assessing the geothermal energy potential of 
abandoned underground coal mines, as well as for quantifying the reduction in CO2 emissions 
associated with using the mines instead of conventional heating/cooling technologies. On this basis 
the authors have been able to estimate that the geothermal energy available from underground coal 
mines in Europe is on the order of several thousand megawatts thermal. Although this is a gross 
value, it can be considered a minimum, which in itself vindicates all efforts to investigate 
harnessing it.  

Reprinted from Energies. Cite as: Díez, R.R.; Díaz-Aguado, M.B. Estimating Limits for the 
Geothermal Energy Potential of Abandoned Underground Coal Mines: A Simple Methodology. 
Energies 2014, 7, 4241-4260. 

1. Introduction 

Large mining areas in Europe are currently being affected by closure processes, which are 
mainly due to the progress in mining works and changes in mining activities. Mine closure creates 
negative social, economic, urban and environmental effects on the affected areas. Although mines 
present high potential for geothermal utilization of low-temperature water, which could be used for 
heating and cooling purposes, only a few cases have been reported in Europe, Canada, USA or 
China where this potential geothermal energy from underground mines has been actually detected 
and used. 

In Europe, some cases from The Netherlands, Germany, Poland, United Kingdom, Norway and 
Spain have been reported by several authors [1–3]. Power obtained from mine water can only be a  
few kilowatts thermal (kWt) from small installations, like Freiberg (Germany) or Shettleston and 
Lumphinnans (Scotland, UK); but there are also large installations which extract several megawatts 
thermal (MWt) from mine waters like those in Heerlen (Netherland), Mszczonow (Poland), and 
Mieres (Spain). Therefore, a vast geothermal potential is not being exploited; nevertheless, there is 
always a problem before the start of any project using the geothermal power of a mine. The 
procedure begins when there is an abandoned mine, as in the two cases shown in Figure 1 (one is 
an old gallery, and the other is an old shaft). These photos illustrate the reality of the initial stage of 
these projects: just evidence of the existence of two underground mines which were in operation in 
the past. 
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Figure 1. (A) Abandoned underground mine, Mariana mine (Asturias); (B) Abandoned 
underground mine, Olloniego colliery (Asturias).  

 
(A) (B) 

Without doubt, there are strong reasons related to sustainability and ecology which make this 
kind of projects worthy of research; nevertheless, economic viability is always a strong point 
helping support the project. Thus, the first question that should be solved is: could the use of 
geothermal power from these mines be profitable? When revising the specialized literature, not 
many cases have been described. Relevant research has been carried out mainly in Canada [4–10] 
(the Springhill case is of special interest because it has been operating since 1988) and Europe [11–18]. 
Another few more cases of geothermal use of mines have also been reported concerning mines in 
other countries such as the USA [19,20] and China [21–23]. An interested reader can find more 
complete information about these cases in [1–3] and [16]. In many of these works, hydrogeological 
models are described. In any cases, a great deal of information is needed to conduct these studies 
successfully. When the mine is in operation, to find this information is easy. On the contrary, it is 
difficult to obtain such information when the mine was closed many years ago and the company 
has disappeared. It is often necessary to study old public administration documents or even visit 
historic libraries or registries, making this an archaeological and/or industrial patrimony task rather 
than technical research. Such an amount of work would be only justified in those cases where a 
significant geothermal energy extraction is expected. The same question can be asked at another 
level. For example, in countries having a long mining tradition, is it reasonable to carry out actions 
related to geothermal use from abandoned mines which imply a large investment? How much 
geothermal energy is expected to be extracted from abandoned mines? In this sense, the main 
objective of this research work is to develop a method which allows estimating lower and upper 
limits easily for the geothermal potential of an abandoned underground coal mine. This is 
important in order to evaluate the possibility of an actual geothermal use of an abandoned mine or 
of a future use for a mine near closure. The method would help to decide under which conditions it 
becomes interesting to start a project for using this energy from mines. 

In this work, the “geothermal potential” of a mine is the total amount of geothermal energy  
(or geothermal power) which can be obtained from this mine. It is easy to understand that one of 
the factors influencing geothermal potential is the volume and characteristics of the voids created 
by mining activity (i.e., these voids can be stable in the long run and remain open, or they can cave 
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in immediately and be filled with rock debris). This value is directly related to coal output. Our 
goal is to relate the present geothermal potential of an underground coal mine with the total 
saleable coal production yielded by the mine through its operation history. The main advantage of 
this proposal is that the coal output of a mine is a well-known parameter, which is always easy to 
find because it has been recorded over the years by public administration. On the other hand, wide 
coal mining experience helps us to establish an easy-to-use method. 

Thus, a simple formula is proposed: 

Wt  k × PT (1)

where Wt is the value for geothermal power of the mine in MW thermal (MWt); PT is the total 
saleable coal production in millions of tonnes (Mt); and k is the factor of proportionality which has 
to be estimated empirically. 

Before starting a project for the use of geothermal power of an abandoned mine, it would be 
very interesting to make a “reasonable estimation” of the minimum and maximum thermal energy 
which can be recovered from mine water. If the minimum quantity is sufficiently high, a project for 
its use could be proposed. Nevertheless, under some unfavorable conditions (as for example a mine 
located far away from inhabited areas) the project could be rejected if it were not economically 
feasible, even assuming maximum heat recovery. 

A “reasonable” maximum and minimum value for the ratio Wt/PT will be determined in the 
following. Regarding our mines, the authors have determined that kmin  0.25 and kmax  1.0. It is 
not possible to make accurate predictions using this methodology; nevertheless, if technicians were 
able to predict a minimum value (or lower limit) for the geothermal potential of a mine and this 
value is high enough, the development of a project can be justified. On the other hand, if a 
maximum value of geothermal power is calculated and it is not sufficiently high to support a 
project, it is clear that it is better not to spend resources in this project. 

In order to define this empirical method, coal output and two other parameters of the mine also  
have to be known: maximum water pumping and average quantity of air flow. Two different mines 
(different coalfields, history, exploitation methods, hydrogeological conditions…) are described 
here below. An analysis of these mines helps to understand the method and the value of the 
characteristic parameters, kmin and kmax. 

It has to be pointed out that the method is only proposed for underground coal mines. As is well 
known, due to its sedimentary origin, coal usually appears in Nature as coal seams. This fact makes 
underground coal mines have a more topologically arranged structure than base-metals mines. 
Consequently, it is easy to find relationships between different parameters which allow the final 
relationship between geothermal power and total coal ouput to be found. For example, in a given 
coal field, the total length of galleries is approximately proportional to coal production. In base-metals 
mines it is more difficult to establish these kinds of relationships due to variable metal 
concentration in the rockmass. This does not mean that in this kind of mines it could not occur; in 
fact, a similar formula could probably be established for base-metals mines, but since no data is 
available a similar empirical law cannot be defined. 
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2. Brief Description of the Proposed Method 

As previously mentioned, the method is reduced to a simple formula (Equation (1)). This 
formula allows estimation of the geothermal power of the mine Wt (in MW thermal or MWt), from a 
well-known parameter which is the total saleable coal output PT (in millions of tonnes or Mt) 
produced by this mine during operation period. In effect, PT is easy to find, since it has always been 
recorded over the years by different administrations. In order to define the method, the parameter k has 
to be defined or estimated, which implies knowing both the geothermal power and coal output of a 
mine at a given moment. 

In any active mine, there is always a constant flow of two fluids which interchange heat with the 
rockmass: water and ventilation air. An estimation of the geothermal power which could be supplied 
by the mine can be deduced from the total heat extracted by these two fluids from the mine. 

Assuming that a certain quantity of water flow Qw (m3/s) is pumped from the mine and 
assuming that the temperature of the water has increased in T (°C) in its flow through the 
rockmass, the heating power Ww (Watts) which heats the water is: 

Ww = Qw × dw × sw × Tw (2)

dw and sw are respectively the density (kg/m3) and the specific heat (J/kg·°C) of water. 
In the same way, if the air flow rate Qa (m3/s) is extracted from the mine by the main exhaust 

fans and its temperature has increased by Ta (°C), the heating power Wa which heats the air is: 

Wa = Qa × da × sa × Ta (3)

where da and sa are respectively the density and the specific heat of air. 
Nevertheless, the increase of water and air temperature can be produced by other heat sources in 

the mine which are not related to the heating capacity of the ground. In underground coal mines, 
the most important artificial heating source is the electrical equipment which also contributes to 
increasing the water and air temperature. 

Assuming a total electrical power E (MW) installed in the mine and an electrical performance of r 
(%), the total power transferred to the air/water would be: 

We = (100  r) × E (4)

Under these conditions, the total thermal power effectively released from the rockmass or 
transferred from the rockmass to water and air is: 

Wtmin = Ww + Wa  We (5)

This is a real value, since it has been directly obtained from experience and, without doubt,  
the available geothermal power of this mine is at less equal to it. 

In Asturias, the average temperature of water pumped from mines is about 18 °C [24,25] whereas 
the average temperature of water at the surface is around 12 °C, and consequently, Tw  6 °C. On 
the other hand, the water density and specific heat are dw = 1000 kg/m3 and sw = 4186 J/kg·°C 
respectively. The heating power which heats the water, which is a part of geothermal power of the 
mine, can be estimated by: 
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Ww = 25.1 × Qw (6)

where Ww is in megawatts thermal (MWt) when Qw is in cubic meters per second (m3/s). 
In winter, the average temperature of mine air is also about 18 °C and the temperature of the air 

at the surface is about 7 °C. On the other hand, taking into account that the air humidity within the 
mine is almost constant and close to 90%, its density and specific heat are 1.18 kg/m3 and 1020 
J/kg·°C respectively; the thermal power necessary to heat the air is thus: 

Wa = 0.013 × Qa (7)

Wa is in megawatts thermal (MWt) when Qa is in cubic meters per second (m3/s). 
On the other hand, assuming an electrical performance of 90%, the total power is: 

We = 0.10 × E (8)

Under these conditions, the total thermal power released from the rockmass or transferred from 
the rockmass to water and air is: 

Wt= Ww + Wa  We= 25.1 × Qw + 0.013 × Qa – 0.10 × E (9)

Taking into account the previous explanation, the ratio can be easily calculated as: 

k = Wt/PT (10)

The analysis of two mines where this ratio reaches low and high values respectively allows us to 
estimate a minimum and maximum value for k. 

The method is useful to perform geothermal resource estimates for given mining regions where 
coal extraction data are available; nevertheless, it is important to point out that it should not be used 
to design a geothermal system at a mine site. 

The most important factor when using geothermal energy from flooded mines is that there must 
be a customer for the energy nearby. However, villages or even towns and cities have typically 
grown due to a mine having started its mining activity nearby. Consequently, a lot of mines in 
Europe are near populated areas and the geothermal energy can be used directly in district heating 
or similar systems. 

3. Empirical Estimation of Limit Values for Parameter k 

3.1. Case History 1: La Camocha Colliery  

This mine has exploited an independent coal field in the past. Coal seams were mainly very 
steep (70° dips) and of low-medium thickness (1.5 m in average). The mining method used initially 
was the traditional inverted steps method (with backfilling) when mining was manual by means of 
pick hammers. More recently, sublevel caving with explosives has been used successfully. 

This is an example of estimating the geothermal power of abandoned coal mine from historic 
coal output data, air flow rate and quantity of water pumped. As the quantity of water pumped out 
of this mine can be considered rather low, data will be used for the estimation of a minimum  
value kmin. 
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In this case, coal output data are known from the first year of the mine until the last year of 
exploitation. Annual coal production of the mine during its history is represented in Figure 2A. 

The exploitation of the mine started during the 1930’s. During the Second World War in 
Europe, the price of coal increased and this caused an increase in coal production. The maximum 
was reached in 1960 and then, output decreased quickly mainly due to emigration of miners to 
other coal fields in Europe which offered better working conditions (in this case, to Germany and 
Belgium). This tendency continued until 1970. However, the energy crisis in the 70s made the 
production of coal interesting and coal output increased again. Such an increase continued until 
about 1995. Then, changes in the world market and in European politics caused coal output to 
decrease drastically until mining ceased, in 2007. Until then, total accumulated production was 
about 16 million tonnes of saleable coal (Figure 2B). 

Figure 2. Coal production at La Camocha Colliery (Asturias, Spain). (A) Coal output,  
in t/year; (B) Cumulative total output from approximately 1932 to mine closure.  

The use of this method implies knowing not only coal output but also another two parameters of  
the mine: water pumping and quantity of air flow. It is not always possible to obtain the necessary 
information; nevertheless, in this case, a record for the water pumping over several years has been 
obtained (Figure 3A). 

This is a characteristic curve which decreases over time. There is a initial period of transient 
regime when the water originally contained in rockmass flows towards the mine. Afterwards, a 
stationary regime is reached (the water inflow into the mine is equal to the water inflow within the 
rockmass) and the quantity of water flow remains more constant during the years. The greatest 
water flow rate pumped was 200 m3/h. 

As can be seen from Figure 3B, water pumping is related to coal output because underground 
voids created by mining works become channels for water flow. On the other hand, ground 
movements caused by caving and land subsidence generate an increasing rock mass permeability. 
But, the relationship between water and coal production is a gross estimation because other 
significant factors, such as the rainfall, influence the mine water inflow. In many cases, water 
inflow increases more with the extension of the mine than—for a given extension—with depth. 
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Figure 3. (A) Water pumped at La Camocha colliery per year; (B) Water pumped at  
La Camocha colliery versus annual coal output. 

The second factor required is the air flow rate in the mine. This parameter does not vary greatly 
year by year; so, to develop a simple procedure, a unique representative value will be chosen. Thus, 
the average quantity of air flow extracted from mine by the main fans determined from 
measurements taken during the last years of the history of the mine is a representative value. Here, 
air flow rate supplied to the mine by two main exhaust fans was aproximately 60 m3/s, and was 
practically constant over the years. When the value of this parameter is not known, it can be 
deduced from mining experience. Figure 4A,B represent the specific methane emissions in m3 of 
methane per raw ton and the average methane flow in m3 of gas per day for a typical underground 
mine in Asturias [26–28]. In this mine, the average output in the last 50 years is 300,000 tonnes of 
saleable coal per year (about 2500 of raw tonnes per day). This mine was not very gassy so, for this 
output level, the methane flow is of about 10,000 m3 of gas per day or 0.115 m3/s. Methane 
concentration in ventilation return in our coal mines is usually about 0.20%; consequently, the fresh 
airflow rate is about 60 m3/s.  

The last factor is electrical power. Traditionally, these mines have low mechanisation. We can 
assume that electrical power of mining equipment in the mine is lower than E = 1.0 MW. 

It now becomes easy to estimate kmin. The maximum value of recorded Qw has to be selected. In 
this case, for 200 m3/h, Qw= 0.055 m3/s. On the other hand, Qa = 60 m3/s. 

By replacing these values in Equation (9): 

Wtmin = 25.1 × Qw + 0.013 × Qa – 0.10 × E = 1.38 + 0.78 – 0.10  2.1 MWt (11)

This is a real value for geothermal power that can be extracted from La Camocha mine and, 
although Qw is a maximum, Wtmin is a minimum because the water inflow in this mine can be 
considered low. 
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Figure 4. Typical methane emissions parameters from underground coal mines in 
Asturias (A) Specific emissions; (B) Average methane flow. 

In order to estimate a geothermal power for a given total accumulated coal output, the 
relationship between Wtmin and PT is calculated for all the years for which PT is known (Figure 5A and 
Equation (10)): 

kmin(t) = Wtmin/PT(t) = 2.1/PT(t) (12) 

In order to better understand the results, this relationship is represented against the accumulated 
output PT in Figure 5B. 

Figure 5. (A) Relationship between geothermal power and output per year (La 
Camocha colliery); (B) Relationship between geothermal power and output versus 
accumulated output (La Camocha colliery). 

3.2. Case History 2: Figaredo Colliery  

The second example is similar to the previous one in some aspects; for example, in the latter 
also vertical coal seams were also mined. However, there are several factors which significantly 
influence the water inflow into the mine, making it greater than in the former case. One factor is 
that the longwall method with caving was used more extensively thereby increasing the 
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permeability of the rockmass. The second aspect is that there is a river above the mine and it has 
been demonstrated that a stream of water had flown from the river into the mine. The last issue is 
that this mine is connected to three other collieries and could receive water from them. For all these 
reasons, this practical case will be used to estimate a maximum value of k. 

The history of coal production in this colliery is shown in Figure 6. The exploitation of coal 
started at the end of the XIX century (Figure 6A). It had increased during the second half of the 
20th century due to the Second World War and the subsequent petroleum crisis. Peak production 
was reached in the decade of the 80s and afterwards production felt until the closure of the mine in 
2007. Total accumulated production was about 10 million tonnes of saleable coal over more than  
100 years (Figure 6B). 

Figure 6. Coal production at Figaredo colliery (Asturias, Spain) (A) Coal output, in 
t/year; (B) Cumulative total output from 1910 to mine closure.  

Figure 7A shows the water pumped from the mine for 20 years and, in Figure 7B, water flow 
rate pumped from the mine is related to the coal output. As can be inferred from Figure 7, water 
inflow in this mine is greater than in the mine previously analysed, in particular it is as much as 
five times higher. The maximum quantity of pumped water reached 1000 m3/h or 0.277 m3/s. On 
the other hand, the air flow rate recorded in the last year of the mine was 90 m3/s and the electrical 
power of mining equipment is lower than E = 1.0 MW. 

Proceeding as in the previous case, geothermal power could be obtained from Equation (9): 

Wtmax = 25.1 × Qw + 0.013 × Qa – 0.10 × E = 6.97 + 1.17  0.10 = 8.1 MWt (13) 

This is a real value for geothermal power which can be extracted from the mine and it can be 
considered as a maximum by comparing it with other mines in Asturias. In order to estimate 
geothermal power for a given total accumulated coal output, the relationship Wtma/PT is calculated 
for all the years in which PT is known (Figure 8A and Equation (10)): 

kmax(t) = Wtmax/PT(t)= 8.1/PT(t) (14) 

This relationship is represented as a function of the accumulated output PT in Figure 8B, in order 
to better understand the results. 
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Figure 7. (A) Water pumped at Figaredo colliery per year; (B) Water pumped at 
Figaredo colliery versus yearly coal output. 

 

Figure 8. (A) Relationship between geothermal power and output per year (Figaredo 
colliery); (B) Relationship between geothermal power and output versus accumulated 
output (Figaredo colliery). 

3.3. Determination of Parameter k Based on Experience  

In Figure 9, the value of k has been represented as a function of the accumulated coal output for 
the period of activity of these two representative mines. This method for selecting the proper value 
of k would be useful for mines producing, at least, 5 million tonnes of saleable coal. 

As it can be deduced directly from experience (Figure 9), a reasonable minimum value for k would 
be kmin = 0.2  0.4 while, a reasonable maximum for the parameter would be kmax = 0.90  1.20. 

This means that, with regard to the assessing geothermal power in Asturias, the value kmin would 
be a conservative value and this geothermal power could be actually reached, while kmax is an 
optimistic value and it would be hard (even impossible) to reach the corresponding estimated 
geothermal power. 
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Figure 9. (A) Minimum relationship between geothermal power and output versus 
accumulated output; (B) Maximum relationship between geothermal power and output 
versus accumulated output. 

4. Analytical and Semi-Empirical Estimation of Limit Values for Parameter K 

It is not easy to estimate “theoretically” reasonable maximum and minimum values for 
geothermal power. But a semi-empirical approach could be used if the total length of galleries in 
the mine is known. If this length parameter is unknown it could be either obtained from historical 
data or it could also be deduced from coal output as explained below. 

After a study carried out in Spain in 1990 [29], the length of galleries excavated in rock in 
Spanish coal mines varies from 4 to 9.5 km per million of saleable tonnes. In the case of gateroads 
or galleries advanced in coal seams this value ranges from 6 to 12 km. The report gave data from a 
total of about 25 underground mines in Spain (pit-coal, anthracite and lignite). In this period, a 
number of large-scale mines were in operation and these values can be taken as representative for 
any mine. In the following, a minimum value for the gallery length excavated in rock and a 
maximum value for the total length of excavated galleries (rock + coal) will be necessary. Taking 
into account the above, limits of 5 km and 20 km per million of tones have been chosen. 

Figure 10 shows the total yearly length of galleries excavated in rock and gateroads excavated in 
coal seams for several mines in Asturias. The value is related to the yearly coal output and it is 
given in mm per ton (equivalent to kilometre per million tonnes). These Figures illustrate that these 
values, 5 and 20 km, could be accepted for mines in Asturias rather than show data from which 
these values could be deduced mathematically. 

In order to define a procedure, a typical mine in Asturias with a total output of about 10 million 
of saleable coal has been assumed. The total necessary gallery length would be about 200 km. This 
value is in agreement with real data, since the total length of galleries excavated in Figaredo 
Colliery has been about 254 km. 
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Figure 10. (A) Yearly ratio of length of new galleries excavated to coal output; (B) 
Yearly ratio of length of new gateroads excavated to coal output. 

After research in a typical mine in Asturias [30], it has been found that the potential geothermal 
power of a 1 km gallery is approximately 50 kWt = 0.050 MWt. This means that the total 
geothermal power of a mine which has produced PT tonnes along its life would be: 

Wtmax = 0.050 × 20 × PT = 1.0 × PT (15)

Therefore the value of k which can be taken as a maximum would be a constant: 

kmax(t) = Wtmax/PT(t) = 1.0 (16)

This value has to be considered a “maximum” because the factor 50 kW/km was deduced from 
data of galleries at a depth of 500 m, where rockmass temperature was about 28 °C. It is clear that 
galleries at a lower depth would have smaller geothermal potential. On the other hand, it is 
assumable that most of the galleries excavated in rock maintain their section, with no significant 
convergences. Another assumed factor is that the distance between galleries is enough to allow 
extraction of the maximum heat from the rockmass, which is not always realistic. Finally, in order 
to recover this amount of heat, large quantities of water should be used (which is not always possible). 

A more conservative value can be estimated if it is assumed that gateroads (galleries following 
coal seams) would collapse and water could not flow through them. In this case, only galleries 
excavated in rock are stable in the long term and only these galleries could behave as paths for water 
flow. Moreover, the smaller ratio of galleries’ length excavated in rock to coal output is chosen. 
Consequently, only 5 km of galleries are useful per million of coal tonnes: 

Wtmax = 0.050 × 5 × PT = 0.25 × PT (17)

Consequently the value of k which can be taken as a minimum is constant and its value is: 

kmin(t) = Wtmin/PT(t) = 0.25 (18)

These theoretical results are represented in Figure 11, in a graphical output similar to the one 
that shows the more experimental results previously deduced (in Figure 9). 
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Figure 11. (A) Minimum relationship between geothermal power and output versus 
accumulated output; (B) Maximum relationship between geothermal power and output 
versus accumulated output. 

5. Using the model 

5.1. Estimation of the Geothermal Power of a Mine  

It now becomes easy to estimate the geothermal power potential of any mine in Asturias, by 
applying the above-described method. 

The case example selected to validate the method is a coal mine having mainly low, steep coal 
seams at a moderate depth of 400 m. The coal is anthracite, without methane and the exploitation 
method is longwall with caving. This coal field did not have easy access to the rest of the region, so 
its mining history starts about the middle of the 20th century, when a power station was built near 
the coalfield (Figure 12). Production drastically increased in 2000, due to the mechanisation of the 
works in order to mine a 4 m thick coal seam by the longwall method [31]. 

Figure 12. Coal production of an underground mine in Asturias (A) Coal output, in 
t/year; (B) Cumulative total output from approximately 1954 to present time.  
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Studies conducted during 2003 have provided some valuable information, which can be used to 
validate the approach. Up to this date, the mine had produced about PT = 5 × 106 tonnes of saleable 
coal. Taking the value kmin  0.25, the minimum expected geothermal power of the mine would be: 

Wtmin = 0.25 × 5 = 1.25 MWt (19) 

This minimum value can be verified from real data obtained from the mine. In 2003, the total 
water inflow into the mine was Qw  162 m3/h = 0.045 m3/s while the air flow rate was  
Qa  25 m3/s [24,32]. In this case, it can also be assumed that the electrical power of mining 
equipment is about E = 1.0 MW. 

Consequently, a realistic value for geothermal power would be: 

Wt = 25.1 × Qw + 0.013 × Qa – 0.10 × E = 1.13 + 0.32 – 0.10 = 1.35 MWt (20)

This value is greater than the previously calculated minimum value. 
Taking kmax  1.0, the upper limit for geothermal power (which is not expected to be reached) 

would thus be: 

Wtmax = 1.0 × 5 = 5.0 MWt (21)

Nevertheless, in opposition to estimation of the minimum parameter, the assessment of the 
maximum value cannot be proved. 

5.2. Estimation the Geothermal Power for Several Mines in the Same Coalfield  

This section shows the typical problem of estimating the geothermal power potential of many 
abandoned mines for a given coalfield in Europe, applying it to Asturian mines. The total 
underground coal output in Asturias during the last 200 years is shown in Figure 13. It is a fairy 
moderate production of only 110 million tonnes. Actually, the output is about 1 million tonnes per 
year. Data is only referred to pit-coal produced in the Central Coal Basin. 

Actual data from 1980 and 2004 allow verification of the simplified method. In 1980, total coal 
ouput of mines in Asturias was about 89 million tonnes of saleable coal (PT = 8.9 × 107 tonnes). 
This production was obtained mainly from 25 collieries, so the average saleable production reached 
was about 3.5 Mt per mine facility. So, at the present time these mines could be considered “old 
mines” and the approach could be used. 

For the following minimum and maximum values, kmin  0.25 and kmax  1.0, the minimum and 
maximum expected geothermal power of the mines would thus be: 

Wtmin = 0.25 × 89 = 22.2 MWt (22)

Wtmax = 1.00 × 89 = 89.0 MWt (23)

It can be estimated that the total mine water evacuated from underground mines in Asturias was 
more 4.0 × 107 m3 per year or Qw = 1.2 m3/s, as a study about mine water carried out in 1980 reports [33]. 
On the other hand, following the procedure explained above, coal output for this year was  
5.5 × 106 tonnes, and the total air flow rate supplied to the mines would be more than 1500 m3/s. 
With this input data, the actual geothermal power could then be estimated as: 
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Wt = 25.1 × Qw + 0.013 × Qa = 30.1 + 19.5 = 49.6 MWt (24)

Figure 13. Total coal production of underground mines in Asturias (A) Coal output,  
in thousand t/year; (B) Cumulative total output from 1850 to present time, in  
million tonnes. 

 

This value is higher than the minimum geothermal power estimated before and, it is obviously 
lower than the maximum one. In 2004, the total coal output of mines in Asturias was about 104 million 
tonnes of saleable coal (PT = 1.04 × 108 tonnes). Taking the values kmin  0.25 and kmax  1.0, the 
minimum and maximum expected geothermal power would be: 

Wtmin = 0.25 × 104 = 26.0 MWt (25)

Wtmax = 1.00 × 104 = 104.0 MWt (26)

A study carried out in 2004 [25] demonstrated that the total mine water pumped from 
underground mines in the Central Coal Basin in Asturias was more than 36 × 106 m3 per year or  
Qw = 1.1 m3/s. On the other hand, following the procedure developed in this research, for a yearly 
coal output of approximately 1.8 × 106 tonnes, and a total air flow rate supplied to the mines of 
more than 500 m3/s in 2004, the estimated geothermal power is: 

Wt = 25.1 × Qw + 0.013 × Qa = 27.6 + 6.5 = 34.1 MWt (27)

A value which is also between the minimum and maximum values previously estimated. 
It is important to point out that, as recorded in [25], the population of villages and towns close to 

these mines reaches 500,000 inhabitants which could directly use this geothermal power. 

5.3. Could the Total Geothermal Power of Abandoned Mines in Europe be Estimated?  

An accurate quantification of the geothermal power of abandoned mines in Europe would not 
only contribute to making the right decisions but also help to find proper uses for existing funds. 
This is obviously an interesting problem which cannot be solved at this stage of research; the main 
but not the only reason, is that at the present time, thousands of mines remain abandoned in Europe 
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with no information available and without reported data; nevertheless, at least, an attempt to 
estimate the potential of abandoned coal mines could be made by applying the proposed method. 

The graphical output in Figure 14A shows a gross estimation of the total coal production in the 
European Union for the last 150 years [34,35]. The accumulated coal output could reach the value 
of 11,000 million tonnes (Figure 14B). 

Figure 14. Estimation of total coal production of underground mines in Europe (A) 
Coal output, in million t/year; (B) Cumulative total output from 1850 to 2000, in 
million tonnes. 

Taking the value kmin  0.25, the total geothermal power potential in Europe could be assessed: 

Wtmin  0.25 × PT = 0.25 × 11000 = 2750 MWt (28)

This is, about 3000 MWt could be extracted only from abandoned underground coal mines. The 
conclusion is that, as stated above, a vast geothermal potential from abandoned mines is not being 
exploited in Europe. 

Furthermore, at this point, it would be interesting to make a gross estimation of hypothetical 
reduction in CO2 emissions due to the use of this unexploited geothermal power. 

Assuming that Wt = 3000 MWt, and for a coefficient of performance COP = 4, the useful 
thermal power is: 

Wu = Wt × COP/(COP  1) = 3000 × 1.33  4000 MW (29)

Assuming that the power is used h = 24 h/day and d =30 days/month during m = 6 months/year,  
the total energy would thus be: 

Eu = Wu × (12  m) × d × h = 4000 × 6 × 30 × 24  17,280,000 MWh/year = 17.3 TWh/year (30)

The ratio between tonnes of CO2 emissions and MWh produced depends on the source. In order 
to produce 1 MWh of thermal energy, it is necessary to emit 0.850, 0.450 or 0.200 tonnes of CO2 to 
the atmosphere depending on wether electrical, fuel or natural gas has been used as a primary 
energy source [30]. Assuming an average ratio of 500 t/MWh the production of 17.3 TWh/year 
would imply a total emission of more than 8.5 million tonnes per year. 
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The value of this ratio is 0.170 for geothermal power by means of heat pumps. Consequently, in 
this case, CO2 emissions would be only 3 million tonnes per year, thus yielding a reduction of CO2 
emissions of about 5 million of tonnes/year. 

Finally, it is important to point out that this 3000 MWt could be extracted only from abandoned 
coal mines. It is unquestionable that a quantity of similar magnitude could be extracted from  
base-metals mines. So, the total amount of geothermal energy which could be recovered from 
underground mines in Europe could be as much as 6000 MWt. This value is equivalent to the energy 
supplied by 6000 eolic generators or equivalently, to the energy supplied by a wind power park 
with more than 150 generators for each country in the European Union. For this reason, promoting 
the widespread use of this source of renewable energy is of the most importance. 

6. Conclusions  

The following conclusions can be deduced from research carried out so far: 

- Although mines present a high potential for geothermal utilization, there are only few cases 
known in Europe where this potential has been detected, and accurately used. 

- A method has been developed to allow a non-complex estimation of the limits for the 
geothermal potential of an abandoned underground coal mine, from the value of its  
total production. 

- The method is useful for making geothermal resource estimates for given mining regions 
where coal extraction data are available; it should not be used to design a geothermal 
system at a mine site. 

- The specific maximum and minimum values, kmin = 0.25 and kmax = 1.0, could also be 
applied in coal regions similar to Asturias. Many parameters can influence these values, as 
for example thermal properties and hydrogeological characteristics of the rockmass, 
average temperature of virgin rock and gradient of temperature with depth, climate and 
average temperatures of the air and the river water and mining methods…etc. 
Consequently, values of kmin and kmax could be different in other regions. 

- Assuming that the application of the formula has a high level of uncertainity, it has been 
estimated that an underground coal mine has a geothermal power of approximately  
2.5 MWt per each 10,000,000 of tonnes produced. 

- At least approximately 3000 MWt could be used from underground coal mines in the 
European Union, without including base-metals mines; the potential for coal mines is 
equivalent to 3,000 eolic generators or thereabouts, to the energy supplied by a wind power 
park with 90 generators for each country in the European Union. 

- If this energy potential were used, an important reduction in CO2 emissions of 
approximately 5 million tonnes of CO2 per year could be reached. 

- A good practice in mining management would be to make some mine-measurements, such 
as recording air flow rates, quantity of water actually pumped or air and water temperatures; 
this data would be of the most interest for future studies, especially when approaching the 
mine closure date. 
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Geothermal Power Growth 1995–2013—A Comparison with 
Other Renewables 

Ladislaus Rybach 

Abstract: Based on global statistical data the current status of deep geothermal resource 
utilization for electricity generation is presented. Particular attention is paid to growth rates. The 
rates are compared with those of other renewable energies (biomass, hydro, solar photovoltaic (PV), 
wind). Whereas wind and solar PV exhibit annual growth rates of 25%–30% since 2004, 
geothermal growth is only about 5% per year. Geothermal electricity production (in TW·h/yr) was 
higher until 2011 than from solar PV, but is now clearly falling behind. So far the global 
geothermal electricity generation is provided nearly entirely by hydrothermal resources, which 
exist only under specific geologic conditions. Further development (=increasing production 
capacity) based on this resource type alone will therefore hardly accelerate to two-digit (>10% per 
year) growth rates. Faster growth can only be achieved by using the ubiquitous petrothermal 
resources, provided that the key problem will be solved: establishing a universally applicable 
technology. This would enable to create, at any requested site, feasible and efficient deep heat 
exchangers for enhanced geothermal systems (EGS) power plants—irrespective of the local 
subsurface conditions. Goals and challenges of this technology are addressed. 

Reprinted from Energies. Cite as: Rybach, L. Geothermal Power Growth 1995–2013—A 
Comparison with Other Renewables. Energies 2014, 7, 4802-4812. 

1. Introduction 

Renewable sources of electricity are generating increasing interest and having a corresponding 
impact on the energy scene. Geothermal energy sources have the advantage of providing base-load 
electricity, i.e., independent of daily, seasonal or climatic variations and thus can complement 
other, intermittently producing renewable sources like wind or solar. Whereas wind and solar 
energy sources are abundant on the surface, for geothermal sources one has to go deep, usually 
a few kilometers. In the following, geothermal electricity is addressed and the global electricity 
supply from various renewable sources will be presented and compared. The growth rate in 
renewable power generation is a decisive factor on the electricity market. 

2. Geothermal Power Generation 

There are two main types of deep geothermal resources from which electricity can be produced: 
hydrothermal and petrothermal. Hydrothermal resources have naturally occurring geothermal 
fluids at depth, often originating from surface infiltration of precipitation. The fluids can be used as 
heat carriers and taken out from the ground through boreholes. Such hydrothermal resources like 
deep aquifers exist only when specific geologic/hydrogeologic conditions prevail, which makes 
them rather rare. Petrothermal resources on the other hand are more or less ubiquitous and 
immense; they consist basically of the “heat in place” in deep rock formations. The heat must be 
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therefore extracted, e.g., by establishing a fluid circulation through a special, man-made heat 
exchanger at depth (see below for details). So far 99.99% of all existing geothermal power plants 
use hydrothermal resources. Figure 1 shows schematically the two resource types. 

Figure 1. The two types of geothermal resources capable to generate electric power. 
The hydrothermal type on a natural reservoir that can feed, besides binary power plants, 
also geothermal steam condensing turbines. For the petrothermal type the reservoir  
needs to be created (details see text). Modified from Figure 3 in Geothermal Electricity 
(GEOELEC) Resource Assessment Protocol [1]. 

 

Geothermal power plants provide base-load electricity. Currently, the total globally installed 
capacity amounts to about 12 GWe, in 24 countries, with a total production of 76 TW·h/yr [2]. So 
far, practically all power plants use hydrothermal resources. Geothermal power generation started 
in 1904 in Larderello, Italy. In earlier days, reservoirs with dry steam have been tapped, later also 
those with steam/water mixtures. Such high-temperature fields (>200 °C in less than 2 km depth) 
are mostly located in volcanic areas and are correspondingly rare. The average power plant size is 
about 50 MWe. The largest hydrothermal plant to date, at Toanga (previously called Nga Awa 
Purua) in New Zealand operates with a single 140 MWe turbine unit and is fed by only six 
production wells [3]. 

With advanced technology such as binary power plants it is now possible to convert heat to 
power also with lower fluid temperatures (100–120 °C). But the conversion efficiency is correspondingly 
low (a few percentage points only) and the plant size is also limited (only a few MWe). 
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Below a global comparison is presented between geothermal and the other renewable 
energies, in terms of both potential and power generation. Development growth is presented for 
wind, solar photovoltaic (PV) and geothermal power and compared for the time period  
1995–2013. In addition, a comparison is made of the annual geothermal production in 2013 with 
the renewables hydropower, biomass, solar PV and wind. 

3. Large Geothermal Potential 

A highly respected source (World Energy Assessment (WEA)—a collaborative effort between 
United Nations Development Programme (UNDP), United Nations Development of Economic and 
Social Affairs (UN DESA) and the World Energy Council (WEC)) attests the largest potential 
value to geothermal energy among all forms of renewable energy sources. The comparison is given 
in Table 1. 

Table 1. Potential of renewable energy sources, from World Energy Assessment (WEA) [4]. 

Energy source Capacity (EJ/yr) 
Geothermal 5000 

Solar 1575 
Wind 640 

Biomass 276 
Hydro 50 
Total 7541 

The values are given in capacity units, i.e., energy per unit time. It is obvious that geothermal 
energy has the largest capacity, although the accuracy of the reported number is limited. This 
potential is so far only marginally developed. 

4. Growth Comparison over the Time Period 1995–2013 

Geothermal power development data is available for the time period 1960–2013 according to 
Geothermal Energy Association (GEA) 2012 [5] and 2000–2013 from GEA 2014 [6]. The growth 
is practically linear, with only small increase rate changes lately, see Figure 2. 

New data on the development of power generation from renewable sources is given in REN21 
2014 [2]. The installed capacity of wind power shows a clearly accelerating trend of an exponential 
nature (Figure 3), with an annual growth rate of about 25%. 

A similar trend of exponential growth is reported for solar PV power, both grid-connected and 
off-grid production already for 1995–2008. In Figure 4, the geothermal power growth in the same 
period—from [5]—is plotted for comparison. It is evident that geothermal had the lead over solar 
PV in the time before year 2007. Afterwards solar PV clearly took over. 
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Figure 2. Growth of installed geothermal power (MWe) worldwide over the years 
2000–2014 (from Geothermal Energy Association (GEA) 2014 [6]). Global growth 
2004–2012 ~4%. 

 

Figure 3. Growth in global wind power development (GWe) over the years 2000–2013 
from REN21 [2]. 

 

Figure 4. Global growth in solar photovoltaic (PV) development (MWe) 1995–2008 
from REN21 2009 [7]. Geothermal power growth is plotted for comparison (data from [5]). 
Until about 2007 geothermal power was far ahead of solar PV. 
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Now new solar PV data are available. Figure 5 shows the situation by end of 2013. For 
comparison, the geothermal data are plotted again. It is clear that geothermal is now left far behind. 
Here it must be noted that practically all geothermal power originates so far from  
hydrothermal resources. 

Figure 5. Global growth in solar PV development (MWe) until 2013 from REN21 2014 [2]. 
Geothermal power growth (dashed line) is plotted for comparison—from Figure 2. 
Whereas solar growth is annually about 40%, geothermal growth remains low at  
4% per year. 
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Here it must be emphasized that the Figures 2–5 refer to installed capacity, not to actual power 
production. What counts is the produced amount of electricity. Annual production data (in TW·h) 
are assembled in Table 2 for various renewable sources. Wind is not blowing at all times; the sun is 
shining only during daytime whereas geothermal production can go on at practically all times 
(except for production stops, for example during maintenance operations). This is reflected by the 
capacity factor (basically the percentage of yearly operating hours), given in Table 2. Sometime in 
2011 solar PV took also over geothermal electricity in terms of global annual production; and the 
solar-geothermal gap is thus further increasing. 

Table 2. Comparison of global electricity production by renewable technologies in 2013  
(data from REN21 [2]). 

Technology 
Installed capacity Annual production Availability 

GWe % TW h/yr % % 
Hydropower 1000 64.2 3680 74.9 42 

Biomass 88 5.7 405 8.2 53 
Wind 318 20.4 585 11.9 21 

Geothermal 12 0.8 76 1.5 72 
Solar PV 139 8.9 170 3.5 14 

Total 1557 100 4916 100 - 

From the above comparison it is evident that currently geothermal power development is left 
behind wind and solar PV. Whereas geothermal development growth is more or less linear (steady 
but slow growth—just a few percent increase per year), wind and solar PV exhibit accelerating 
growth with a clearly exponential tendency. To keep pace geothermal growth needs to be speeded 
up too; in the following some possible ways and means to accomplish this are addressed, primarily for 
power generation. 

5. How to Achieve Accelerated Geothermal Power Growth? 

Until today the growth in installed geothermal power capacity originated entirely from 
“conventional”, hydrothermal resources. Such resources are found in numerous but special places, 
with high-temperature geothermal fluids present in the subsurface at relatively shallow depths  
(2–4 km). Such “anomalous” places can mainly be found in volcanic terranes or in other regions, 
depending on their plate tectonic settings (details see e.g., in [8]). It can be expected that geothermal 
power development based on conventional high-enthalpy resources will remain more or less linear 
in the future; therefore some new technology is needed to provide the exponential growth 
component. In the following the case is made that enhanced geothermal systems (EGS) technology 
could play this role. 

In a study commissioned by the Intergovernmental Panel on Climate Change (IPCC) a team of 
authors [8] estimated the growth curve in geothermal power development from the present to year 
2050. Figure 6 shows the result (installed capacity as well as power production). The curves in 
Figure 6 also exhibit exponential character. 
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Figure 6. Installed geothermal capacity and electricity production since 1995 and 
forecasts for 2010–2050. From [8]. 

 

6. EGS Technology: Goals and Open Questions 

The renowned Massachusetts Institute of Technology (MIT) [9] study “The Future of 
Geothermal Energy—Impact of EGS on the United States in the 21th Century” suggests that EGS 
will be the future of geothermal energy utilization. EGS is an umbrella term for various other 
denotations such as Hot Dry Rock, Hot Wet Rock, and Hot Fractured Rock. The MIT study 
determined EGS resources >200,000 EJ alone for the USA, corresponding to 2000 times the annual 
primary energy demand. 

The EGS principle is simple: in the deep subsurface where temperatures are high enough for 
power generation (150–200 °C) an extended, well distributed fracture network is created and/or 
enlarged to act as new fluid pathways and at the same time as a heat exchanger (“reservoir”). Water 
from the surface is pumped through this deep reservoir using injection wells and recovered by 
production wells as steam/hot water. The extracted heat can be used for district heating and/or for 
power generation. 

The core piece of an EGS installation is the heat exchanger at depth. It is generally accepted that 
it must have a number of properties in order to be technically feasible and economically viable. These 
refer to the total volume, the total heat exchange surface, the flow impedance, and the thermal 
and stress-field properties. The key properties are summarized in Table 3. 
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Table 3. Required properties for an enhanced geothermal systems (EGS) reservoir  
(after RHC Platform [10]). 

Fluid production rate 50–100 kg/s 
Fluid temperature at wellhead 150–200 °C 

Total effective heat exchange surface >2 ×106 m2 
Rock volume >2 ×108 m3 

Flow impedance <0.1 MPa/(kg/s) 
Water loss <10% 

Although the minimum requirements for an economically viable EGS reservoir are herewith set, 
their realization in a custom-made manner to comply with differing site conditions is not yet 
demonstrated. The key issue is the development of a technology to produce electricity and/or heat 
from a basically ubiquitous resource, in a manner relatively independent of local subsurface conditions, 
i.e., to develop a technology for the creation of EGS downhole heat exchangers—wherever 
needed—with the properties quantified above. Therefore, several questions about establishing and 
operating EGS heat exchangers that are still open need to be addressed and answered. Here are 
some of the key issues: 

• Development of a technology to produce electricity and/or heat from a basically ubiquitous 
resource, in a manner more or less independent of site conditions. 

• Site exploration must clarify the local temperature and stress field, lithology, kind and degree 
of already existing fracturation, natural seismicity. 

• In creating EGS heat exchangers at several kilometers depth, questions of rock mechanics 
like the role of anisotropy degree, stress change propagation/transmission—fast/“dry”? 
slow/“wet”? (under different site conditions)—need to be answered. 

• EGS induced seismicity (during stimulation in establishing the EGS heat exchanger but also 
during production) becomes a real issue, and thus needs to be controlled. Magnitudes need to 
be limited since public acceptance will be decisive [11]. 

• Uniform connectivity throughout a planned reservoir cannot yet be engineered. There is no 
experience with possible changes of an EGS heat exchanger over time; permeability 
enhancement (e.g., new fractures generated by cooling cracks) could increase the recovery 
factor while permeability reduction (e.g., by mineral reactions) or short-circuiting could 
reduce recovery. 

• This leads to the question of production sustainability. The production level needs to be set in 
order to guarantee longevity of the system (details in [12]). 

7. Increasing EGS Power Plant Size 

In order to play a significant role on the electricity scene, geothermal power plants should have 
the size of at least some tens of MWe. So far, EGS plants (Soultz sous Forêts in France, Landau 
and Insheim in Germany) have just a few MWe installed capacity. Wind generators nowadays 
come with at least 2 MWe and can be installed, especially offshore, in large numbers. 
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One of the main future R&D goals will be to work out how and to what extent could the EGS 
power plant size be upscaled. So far, there are only some theoretical calculations available; see e.g., [13]. 
In this publication an EGS scheme with 24 injection and 19 production wells is modelled, 
providing a net power output of around 60 MWe. Of course such ideas need to become substantiated 
by field evidence. 

8. European Geothermal Growth Perspectives, Financial Aspects 

The European Union has ambitious goals in term of renewable energy growth; the “20-20-20 
goal” (20% share of renewable energies, 20% energy savings and 20% CO2 emission reduction 
until 2020) clearly calls also for more geothermal electricity. In the Union, a goal of 3 GWe EGS 
capacity has been proposed for the year 2020 and further substantial EGS growth by European 
Geothermal Energy Council (EGEC) [14], see Figure 7. 

Figure 7. Vision of European Geothermal Energy Council (EGEC) about geothermal 
electricity growth until 2050, from EGEC 2012 [14]. The largest share should come 
from EGS. 

 

What financial sources would be needed for the realization of this vision? Currently the cost of 
establishing a generating capacity of 1 MWe from EGS (including exploration, drilling, 
stimulation, power plant, etc.) is estimated to be around 16 million € according to Geothermal 
Electricity (GEOELEC) [15]. Thus the 3 GWe EGS capacity foreseen for 2020 in Europe (circled 
in Figure 7) would require an investment of about 50 billion €. Today it is unclear where such a 
funding would come from. 

It is obvious from the above-described knowledge gaps that very substantial R&D efforts are 
still needed to make EGS become the future of geothermal energy. Whereas some of the problems 
could be tackled by broad-based international cooperation, national R&D programs have to provide 
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additional means for the challenge. Public funding, mainly by governmental agencies, will  
be indispensable. 

Although envisaged for conventional geothermal resources, Ibrahim [16] describes five steps to 
expedite development; four of them are based on fund allocations from national or regional 
governments. In any case it will be crucial to make rapid progress in tackling and solving the 
above-mentioned, still open financing problems. 

9. Conclusions and Outlook 

Geothermal power develops steadily world-wide, albeit with modest growth rates (a few % per 
year). In some countries, like in Iceland, New Zealand or Turkey, the growth is remarkable. At the 
same time, wind and solar PV develop exponentially, with 30%–40% annual growth. In other 
words: globally, geothermal power falls increasingly back behind electricity from wind and solar PV. 

Therefore, geothermal power growth should be accelerated. Since the development of 
hydrothermal resources cannot be accelerated much, mainly because such resources are limited; the 
only option that remains are petrothermal resources. The only problem: how to get out the heat in 
place? In particular, the following questions need to be addressed: 

• Where? (favorable site conditions  exploration) 
• How? (sufficient, deep heat exchanger realization  proper, site dependent stimulation—without 

significant induced seismicity) 
• With what efficiency? (recovery factor  enhancement of heat extraction, production 

sustainability). Recovery factor, R (%) = extractable heat/heat in place 

Besides, upscaling EGS power plant size will be decisive. EGS pilot plants are badly needed, as 
is long-term experience. In addition, the financing of all the R&D needs should also get solved. All 
these open questions need to be answered—and rather quickly so. 

The future of geothermal power will strongly depend on to what extent can be the power plant 
deployment accelerated. Other sources of renewable energy are developing rapidly, especially wind 
and solar PV: wind energy recently accomplished to install 35 GWe additional capacity per year; 
solar PV reached 39 GWe/yr, whereas geothermal power growth remains below 2 GWe/yr. Even 
when one takes into account the higher geothermal capacity factor the need for speeding-up 
geothermal development is obvious. Accelerating EGS development could provide a break-
through, under the condition that the necessary significant funding needs can be met. This, in turn, 
will require heavy engagement of both the public and the private sector. 
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National Deployment of Domestic Geothermal Heat Pump 
Technology: Observations on the UK Experience 1995–2013 

Simon Rees and Robin Curtis 

Abstract: Uptake of geothermal heat pump technology in the UK and corresponding development 
of a domestic installation industry has progressed significantly in the last decade. This paper 
summarizes the growth process and reviews the research that has been specifically concerned with 
conditions in the UK. We discuss the driving forces behind these developments and some of the 
supporting policy initiatives that have been implemented. Publically funded national trials were 
completed to assess the performance and acceptance of the technology and validate design and 
installation standards. We comment on both the technical and non-technical findings of the trials and 
the related academic research and their relevance to standards development. A number of technical 
issues can be identified—some of which may be particular to the UK—and we suggest a number of 
research and development questions that need to be addressed further. Current national support for 
the technology relies solely on a tariff mechanism and it is uncertain that this will be effective enough 
to ensure sufficient growth to meet the national renewable heat target in 2020. A broader package of 
support that includes mandatory measures applied to future housing development and retrofit may 
be necessary to ensure long-term plans for national deployment and decarbonization of heat are 
achieved. Industry needs to demonstrate that efficiency standards can be assured, capital costs 
reduced in the medium-term and that national training schemes are effective. 

Reprinted from Energies. Cite as: Rees, S.; Curtis, R. National Deployment of Domestic Geothermal 
Heat Pump Technology: Observations on the UK Experience 1995–2013. Energies 2014, 7, 5460-5499. 

1. Introduction 

Exploitation of geothermal energy at shallow depths (<500 m) by the application of heat  
pump technology has grown rapidly in a number of countries since the 1990s so that more than  
2.7 million world-wide installations have been reported [1]. The most common form of geothermal 
or ground-source heat pump (GSHP) technology uses anti-freeze fluid circulated in a closed loop 
heat exchanger and the vapor-compression refrigeration cycle to deliver thermal energy for space 
heating and hot water production. In the UK, the form of closed loop heat exchanger used in domestic 
systems is usually a single U-tube vertical borehole (up to 100 m deep), horizontal parallel loop or 
horizontal “slinky” device (1–2 m deep). Space heating in UK domestic properties using this 
technology is nearly always hydronic with heat emitters that are radiator/convectors or under-floor 
heating and domestic hot water production is often supplemented by electric resistance heating. 

The diffusion of geothermal heat pump technology into the UK domestic building market has 
lagged that found in several northern European and North American countries by more than a decade. 
The national scene has changed from only a few installations known in the 1990s to several thousand 
being installed annually and a young installation industry being established. Domestic geothermal 
heat pumps now feature in the government’s national carbon reduction strategies, renewable energy 
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production targets and related market incentive schemes. These developments have been 
accompanied by national field trials to support technical evaluation and standards development. A 
national industry body has been established that promotes the technology and provides support for 
training and standards development. Although early diffusion of the technology has been arguably 
successful, the UK GSHP industry has recently faced very challenging economic circumstances and 
changing regulatory and market incentive frameworks. 

In this paper, we review the time-line of the deployment of geothermal heat pump technology in 
the UK domestic market and attempt to identify some of the key growth factors. Three phases of 
national field trials of the technology and both the technical and socio-technological conclusions that 
have been drawn are summarized. We furthermore identify a number of technical issues that may be 
particular to the UK situation that would benefit from further research. We finally reflect on the 
recent changes in policy and the regulatory framework and prospects for further market growth. 

1.1. The National Context 

Understanding of the apparently reluctant uptake of geothermal heat pump systems in the UK 
requires some appreciation of the technological context and the national energy scene. The UK has 
a maritime climate such that winter temperatures are mild compared to Scandinavian and Central 
European climates and moderate in summer such that domestic cooling is unnecessary. The mild 
climate and abundance of fossil fuels has meant that relatively poor insulation and airtightness 
standards have been tolerated and are reflected in much of the historic building stock. The 
predominant domestic heating technology is natural gas fueled hydronic heating (more than one 
million gas boilers are sold each year). This predominance is a natural reflection of the abundance of 
natural gas resources available in the last few decades and a well-developed gas distribution network. 
Mains gas heating is used in 84.2% of households with 9% using electric heating (1.9 million 
households). The third most common fuel is heating oil which is used in 3.9% of all households and 
is much more common in rural areas [2]. Fuels such as LPG, biomass and coal are currently used 
only in small quantities. Hydronic heating systems are typically designed for high temperature 
operation with wall mounted radiator heat emitters. Under-floor heating is not common, even in  
new housing. 

The predominance of hydronic heating systems using natural gas boilers is also reflected in the 
national skills and knowledge base. The absence of demand for domestic air conditioning has meant 
that skills and training in small-scale refrigeration systems is very limited. This is similarly reflected 
in the education and training that has been demanded by, and delivered to, the domestic heating industry. 

This historic abundance of coal resources, and more recently natural gas, has meant that much of 
the UK electrical energy supply is derived from fossil fuel sources. Only approximately 20% of 
power is generated by nuclear sources and the renewable contribution has been insignificant until 
very recently. This has meant that the carbon emissions associated with electrical energy are 
relatively high compared with other energy sources. Consequently, although the carbon emissions 
reduction benefits of using geothermal heat pumps can be demonstrated, these benefits are more 
marginal than in some other countries [3]. A technical feature of the national electrical power 
distribution system is that domestic buildings have single-phase supplies that have limited ability to 
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tolerate compressor start-up currents [4]. This has placed a limit of approximately 8–12 kW on the 
maximum capacity of most domestic heat pump systems in the existing housing stock. 

The broad situation regarding accepted technologies, skills base, and energy supply can be 
contrasted with that in a number of other countries that have demonstrated significant uptake of 
geothermal heat pump technology. In the USA, for example, the prevalence of domestic air 
conditioning means that there is a good refrigeration skills base and consumers are willing to accept 
central air systems with little difficulty. In many parts of the USA there are also established land 
drilling industries able to offer geothermal borehole drilling at acceptable cost. In countries such as 
Sweden, Austria and Switzerland, more prevalent hydro electricity generation makes electric heating 
more economic and also advantageous in terms of carbon emissions compared to fossil fuels than in 
the UK. The mild climate in the UK also means that the efficiency advantages of geothermal heat 
pumps are not as great compared to air-source heat pumps (ASHP) as in countries with more severe 
winters such as those in Central Europe, Canada and Sweden. 

1.2. Market Development 

Worldwide surveys of geothermal heat pump developments have been reported at five-year 
intervals since 1975 (e.g., [5]) and have included reports from the UK since 1985 [6]. Although such 
international data highlights significant growth in application of heat pumps to domestic buildings 
in the 1990s in several parts of Europe and the USA, little activity was reported for the UK in early 
surveys. Although there is evidence of the application of domestic ground source heat pumps in the 
UK since 1960 [7], it is thought that the first system of what may now be considered conventional, 
borehole based, closed-loop configuration was installed in 1994 [8]. A total of 40 UK installations 
were reported in 2000 in contrast to an estimated 500,000 installations worldwide and a growth of 
59% in terms of global installed capacity in the 1995–2000 period [9]. 

It is not until the first decade of the current century that developments beyond single properties 
and establishment of viable installation industry in the UK can be identified. In 2005 [5] it was 
reported that, “the country now understands that ground-source heat pumps, connected to the 
electricity grid, offer very substantial reductions in overall carbon emissions compared to 
conventional fossil-fueled systems”. It was also reported that approximately 500 domestic systems 
were known [10] and estimated to have a combined capacity of 10.2MWt and an annual energy use 
of 45.6 TJ/year. The 2000–2005 period, therefore, represents a significant change in the deployment 
of geothermal heat pump technology in the UK. 

Geothermal heat pump market data reporting annual sales in the UK has been available since  
2007 [11] and reflects annual installations at a rate of 2400 in that year rising to 3980 in 2009. Similar 
installation rates were reported in the international survey published in 2010 [1]. Data for 2012/2013 
indicates installation rates have fallen to approximately 3000 per annum following the broader 
downturn in the economy. Following the introduction of the EU Renewable Energy Sources 
directive, cumulative data reporting the uptake of geothermal heat pump technology along with 
estimates of thermal energy production within EU Member states has been recorded by 
EurObserv’ER [12,13]. These data, in the case of the UK submissions, are based on market reports 
and so included a figure of 3980 annual installations in 2009 [12] and an estimated cumulative uptake 
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of 14,330 systems. This cumulative figure had risen to 17,760 in 2012 [13]. The latter data is 
consistent with the figure of approximately 16,000 being installed by the end of 2012 reported to the 
European Geothermal Energy Congress [14]. Installations were projected to grow by a further 3000 
in 2013 [11]. 

Figure 1. (a) Total geothermal heat pump installations in the UK ranked with other EU 
Member States as of 2012; (b) total installations per million capita. Data from [12,13].  

(a) 

(b) 

These data have been put into a European context in Figure 1 along with data formulated on a per 
capita basis. The significant deployment of the technology in Sweden, Germany and Austria has been 
demonstrated for some time and is unsurprising [1,15,16]. Uptake in France has been rapid in recent 
years [17]. The data shown in Figure 1 suggests that the UK installation industry is in the early stages 
of growth but small relative to other EU Member States. Penetration into the domestic heating market 
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is broadly demonstrated by the data compared on a per-capita basis (Figure 1b). Although these data 
suggest penetration is currently poor in the UK, comparison with smaller countries but with similar 
climates (Netherlands and Denmark) suggests there is considerable potential for further growth. 

1.3. Policy and Support Programme Development 

1.3.1. Capital Grant Programmes 

The development of UK energy efficiency policy can be traced from the oil crisis of 1973 and has 
varied in its emphasis on interventionist or market led measures through several governments of 
differing political persuasion [18]. It is not until the 1990s that carbon emissions reduction is 
explicitly addressed in policy documents [19] and even more recently that renewable energy policy 
and support programmes have emerged. The move towards an integrated approach to significant 
carbon emissions reduction that embraces energy efficiency and renewable energy is most clearly 
marked by the policy statements in the 2002 Energy Review [20] and the legislation in the 2003 
Energy White Paper “Our Energy Future—Creating a Low Carbon Economy” [21]. These policy 
statements also sought to address the issues of energy security and fuel poverty and placed a 
noticeable emphasis on community scale measures. One of the first actions arising from the Energy 
Review was the release of £100 million for renewable energy support of which £31 million went into 
a PV demonstration programme, £10 million into the “Clear Skies” programme and £3.1 million into 
the corresponding ‘Scottish Community and Householders Renewables Initiative’ (SCHRI) to 
support small-scale renewable energy schemes. 

The Clear Skies programme [22] offered capital grant support for a range of small-scale 
“microgeneration technologies” that included many recognized renewable technologies. In the few 
years leading up to the development stage of the Clear Skies programme (during planning in 2002  
it had been known as the “Community and Household Capital Grant Scheme”) there was both  
inter-departmental debate and external consultation as to what technologies might be classified as 
“microgeneration” and furthermore receive grants. Geothermal heat pumps were incorporated into 
the definition of microgeneration technologies but not without presentation of the case for support 
from industry stakeholders. It proved valuable to be able to point to some of the early UK examples 
that had shown promising levels of performance (e.g., [23]) as well as a larger body of international 
good practice (e.g., [24]). The argument that geothermal heat pumps could, in the long run, make 
significant contributions to carbon reduction—given minimum performance levels and also in view 
of long-term plans for decarbonization of the grid—was accepted. The technologies supported by the 
Clear Skies programme were then: solar thermal, micro-wind, small-scale hydro, biomass boilers 
and geothermal heat pumps (photovoltaics being funded under a separate £31m Major Photovoltaics 
Demonstration programme). The legal definition of the term microgeneration was later formalized 
in the 2004 Energy Act [25] and is a broader definition that includes fuel cells, biofuels, micro-CHP, 
wave, tide and “other sources of energy…which would, in the opinion of the Secretary of State, cut 
emissions…”. This definition has provided the flexibility to include air-source heat pumps (ASHP) 
in the microgeneration classification more recently. 
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The Clear Skies initiative was later transformed into the “Low Carbon Buildings Programme” 
(LCBP) that ran between 2006 and 2010 with a total funding commitment of £137 million [26].  
This brought together capital grant support for photovoltaic systems into the same programme as the 
other microgeneration technologies. The majority of the funds went to householders and non-profit 
organizations providing housing (termed Registered Social Landlords or RSLs in the UK).  
Separate funding streams within the LCBP were initiated for medium and large-scale systems with 
capacities exceeding the 50 kWe/45 kWth limits imposed in the Clear Skies programme. A second 
phase of the LCBP extended funding to community non-domestic buildings after 2007. Of the 
various microgeneration technologies supported, more than 75% of the funding went to support solar 
thermal and PV systems and only 8.2% to support geothermal heat pumps [26]. 

The end of the LCBP programme (2010) coincided with a change in UK government and a pause 
in the funding of capital grants for householders. Development of a novel tariff-based support 
programme for renewable heat [27] was initiated following the Climate Change Act 2008 and the 
development of a national renewable energy strategy [28] that recognized increasing adoption of 
renewable sources of domestic heating would be an essential element of the national commitment to 
carbon reduction. These plans evolved into the non-domestic Renewable Heat Incentive (RHI) 
programme in 2011 and a domestic RHI scheme that was to start in summer 2013 [29]. Although 
this had been planned before the change in government, the new government continued to develop 
this approach but raised questions as to lack of budgetary control [30]. Consultation was extended 
and finalization of tariff rates delayed so that payments for domestic installations could not start until 
April 2014. An interim domestic capital grant (voucher) scheme was eventually introduced to boost 
the uptake of renewable heating technologies in the run-up to the introduction of RHI tariff payments. 
This programme was the Renewable Heat Premium Payment (RHPP) programme [31] and ran in 
2012–2013. This programme offered £1250 capital grants for domestic GSHP installations but with 
the condition that the money would be reclaimed if RHI payments were claimed later. 

1.3.2. Energy Supplier Obligation Programmes 

Privatization of the UK electricity industry following the Electricity Act 1989 and the gas industry 
following the Gas Act 1994, also saw the establishment of respective independent regulatory 
authorities, OFFER and OFFGAS. The legislation gave the regulators powers to set binding 
standards of performance on the energy suppliers. In particular, a series of Energy Efficiency 
Supplier Obligation Programmes (EESOP 1–3) were established that obligated the suppliers to 
implement measures—usually working with third-party contractors—that could be demonstrated to 
save energy [32] and that were assessed with respect to an annual target set by the regulator. The three 
EESOP schemes ran between 1994 and 2002 with the savings targets ultimately set at 4.9 TWh 
(electricity) and 6.1 TWh (gas) and programme costs of £55million per annum. The regulations 
allowed the costs to be passed on to the consumer directly—initially amounting to £1 per annum per 
customer. These programmes achieved their savings targets for the most part by funding retrofits of 
insulation in homes but also boiler replacements and (for a limited period) heavily subsidized 
distribution of compact florescent lamps. 
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After 2002 (i.e., around the time of the initial growth of the GSHP industry noted earlier and 
concurrently with Clear Skies) the supplier obligations took the form of the Energy Efficiency 
Commitment programme (EEC1) [33] followed by EEC2 in the 2005–2008 periods [34]. These were 
significantly more ambitious programmes with target savings set at 62 TWh and 130 TWh and 
programme spending of £500 million and £1.2 billion respectively. These targets (following revised 
legislation in the Utilities Bill 2000) were set by the Secretary of State for Energy rather than the 
independent regulators [32]. There were three changes between the EESOP and EEC programs that 
are significant in this context. In the EEC there was firstly, a specific intent to address fuel poverty  
(Fuel poverty is defined in this context as the situation where consumers spend more than 10% of 
their income on energy), secondly application to domestic properties alone and, thirdly the 
application of microgeneration technology alongside conventional energy saving measures [32]. 

In the run-up to the start of the EEC1 programme, it was proposed that GSHP systems could  
make a contribution to reduction of fuel poverty if they could be successfully incorporated into small 
social housing properties. This was appealing to RSLs in that they had become under obligations to 
improve housing standards after the publication of new government policy in the Housing Green Paper 
of 2000 [35]. GSHPs were, in principle, a very effective way of reducing running costs and improving 
thermal comfort in properties using coal or oil. Social housing projects also offered the potential for 
economically scaling-up installation into projects that could be managed in conjunction with energy 
suppliers. This concept was taken up by a consortium led by John Parker at Earth Energy 
Engineering, the energy supplier Powergen (later Eon), a GSHP installer, and a UK heat pump 
manufacturer, Calorex [36]. The regulators were persuaded that sufficient energy and carbon savings 
could be achieved over the lifetime of the system and so new GSHP installations could count towards 
the EEC energy saving targets. The energy supplier was satisfied this could be done at an acceptable 
cost. A new heat pump was developed that was optimized for smaller UK properties that needed  
both heating and hot water generation and could operate with radiator heat emitters and simple  
controls [37]. This form of GSHP system (denoted the Powergen “heatplant”) was first installed at  
ten new Metropolitan Housing Trust properties in Nottingham in 2001 [38,39] followed by a project  
in Cornwall with Penwith Housing Association (Figure 2) involving retrofit to fourteen small  
properties [40]. The system was deployed at other social housing projects (mostly retrofit to  
off-gas-grid properties) during the EEC1 programme [41] and in growing numbers during EEC2. We 
describe the technical development of the heat pump later in the paper. 

The Supplier Obligations took the form of a programme known as the Carbon Emissions 
Reduction Target (CERT) in the period 2008–2012 [42]. In this programme the effectiveness of the 
measures implemented by the supply companies was assessed against a lifetime carbon emission 
reduction rather than an energy reduction target. The Department of Energy and Climate Change set 
this target at a total of 293 million tonnes of CO2. The programme expenditure amounted to 
approximately £1.2 billion per annum and this corresponded to approximately £51 per annum added 
to consumer bills [32]. In this programme, minimum levels of performance were imposed for certain 
measures (e.g., 68% for insulation) but not minimum levels of support for GSHP or other 
microgeneration technology installation. However, as measures in the CERT programme were 
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assessed in terms of carbon emission savings, there was additional motivation to implement GSHP 
retrofits where the original form of heating had been electric resistance, or even coal fired heating. 

Figure 2. (a) Drilling operations at a social housing project in 2002 [40]; (b) an example 
of a “heatplant” installation in a small house retrofit project [36].  

(a) (b) 

The most recent form of the UK supplier obligation policy (2012–2017) has been the Energy 
Company Obligation (ECO) programme [43] that had an initial budget of £1.3 bn. The budget was 
split between three sub-programmes. These were: the Affordable Warmth Obligation (targeted at 
households at risk of fuel poverty); the Carbon Saving Obligation (targeted at insulation of  
“hard-to-treat” houses), and; the Carbon Saving Communities Obligation (targeted at specific 
economically deprived areas). The ECO programme has differed from the CERT programme in 
having a distinct emphasis on insulation measures. The “innovation” measure that encouraged a 
modest level of GSHP uptake in the CERT scheme was removed. The programme budget and scope 
was changed in 2014 and we comment on this further in the final discussion section of this paper. 
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1.3.3. Support Programme Outcomes 

Some measure of the significance of these support programmes can be made by comparing the 
total GSHP installations reported by the industry noted above, with the numbers of installations 
supported by grants that have been disclosed. We suggested earlier that the 2000–2005 period was 
significant in terms of the establishment of the UK GSHP installation industry as installations grew 
from 40 at the start of this period to approximately 500 by 2005. This period corresponds largely to 
the implementation of the Clear Skies programme in the UK. In 2005 it was reported that 500 GSHP 
installations had received grants under this programme [44]. Although the EEC1 supplier obligation 
programme was in effect in this period, it provided support for only 40 installations [33]. The LCBP 
that followed on from the Clear Skies initiative, and ran until 2010, supported the installation of  
1573 GSHPs. These were nearly all domestic systems with 843 grants given to individual households 
and the remainder of the GSHP systems being delivered via grants to RSLs and other non-profit 
organizations [26]. 

Although the portion of the Clear Skies funding that was directed into GSHP installations was 
relatively small, an important aim of the programme was dissemination of information about 
microgeneration technologies to householders and other stakeholders—lack of information being a 
recognized barrier to uptake of renewable technologies and energy efficiency measures [45,46].  
We suggest that this was particularly important in view of the fact that this was the UK’s  
first comprehensive consumer focused renewable energy support programme. Although some 
microgeneration technologies in the programme, such as solar thermal, had some record of success 
in earlier decades and something of a public profile, very little information relating to geothermal 
heat pump technology had been made available to the public in the UK. We suggest there was some 
benefit, in terms of promotion of information, from GSHP technology being presented alongside 
other renewable technologies as part of a broad programme of microgeneration deployment. 

A criticism of the first phase of the LCBP programme, based on responses to questionnaires 
completed by individual householders, has been that a significant number of grant recipients would 
have purchased a system even if they had not received a grant [26]. It is not clear to what extent this 
was true of GSHP installations as compared to the other technologies in the programme (80% of the 
funding went to solar thermal and PV installations). This may reflect two other factors: firstly, that 
the grants provided a mean of only 10.6% of the GSHP installation cost; secondly, the demographic 
data showed that most of the householder grants went to owners of relatively large properties  
(4 bedrooms or more) and so these respondents may have had good access to other funds. 

The administrators of the LCBP programme have acknowledged this criticism [26] but suggest 
that the programme had broader value in developing a quality assurance framework (the MCS 
discussed below) that was important to establishing good market conditions and incubating the 
industry. The same criticism was not made of the second phase of the LCBP that had provided grants 
to non-profit community organizations. This funding differed in that the grants were larger (a mean 
of 46.6% of the total cost) and for systems with higher capacity (a mean of 40.3 kW per scheme).  
We suggest that having a national programme like Clear Skies and LCBP that offered some assurance 
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of quality and independent consumer advice also played an important role in encouraging new SMEs 
into the GSHP installation industry at what was an embryonic stage in its development. 

The three supplier obligation schemes that have run through the period of interest (EEC1, EEC2 
and CERT) have seen only a small proportion of programme funds spent on GSHP installations. 
However, as these schemes have grown to become substantial streams of funds, the number of 
domestic GSHP systems that have been funded has amounted to a significant proportion of the total 
installed in the UK. The EEC1 scheme was established when interest in GSHP was embryonic and 
saw only 40 GSHP systems installed before the advent of EEC2 [33]. The EEC2 programme ran 
concurrently with much of the LCBP and funded the installation of 1500 GSHP systems [34].  
The most substantial supplier obligation scheme, CERT, provided funding for 4497 installations 
between 2008 and early 2011 [42]. 

The supplier obligation programmes did not have the same public information dissemination and 
independent advice brief as Clear Skies and LCBP. However, their impact on the development of the 
GSHP installation industry is probably greater in view of the overall number of systems they funded 
and the fact that the level of support was greater. Many of the projects funded consisted of groups of 
properties—both new and retrofit—and this allowed some economies of scale to be gained. For 
example, as the mobilization costs associated with drilling operations are substantial, it is more 
efficient to drill at groups of properties than at individual houses in different locations. This was to 
the benefit of the SMEs entering the industry (including drilling contractors) and to clients in 
reducing costs. There is evidence that in social housing projects funded by these programmes, there 
have been fuel poverty benefits for tenants as a result of the GSHP installations, particularly where 
the heating fuel was previously oil or coal, or the heating system was electric resistance  
heating—addressing fuel poverty has been one of the aims of the supplier obligation programmes. 

Taken together, the Clear Skies, LCBP and RHPP programmes provided grants for 4022 installations. 
The supplier obligation schemes provided funding for a total of 6037 installations. The annual 
installation data is shown over the 2000–2013 period in Figure 3 and highlights the significance of 
the number of systems supported by both types of programme in relation to the total number of 
systems installed. Altogether, the support programmes have funded 10,059 installations representing 
57% of the total installations reported [13,47]. Prior to 2006 a high proportion of the installations 
have been supported by the Clear Skies programme. These data show 2006–2009 was a period of 
rapid expansion of the industry during which the number of installations supported by private funding 
has also grown significantly. In the 2009–2012 period much of the growth appears to have come 
from the CERT programme. In the April 2012 to December 2013 period, the growth is almost entirely 
attributable to the RHPP programme. 
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Figure 3. Growth of ground-source heat pump (GSHP) installations in the UK part 
funded by public capital grant programmes (Clear Skies and “Low Carbon Buildings 
Programme” (LCBP)), energy supplier obligation schemes (EEC1, EEC2, CERT) and, 
the most recent Renewable Heat Premium Payment (RHPP) grant programme. Data for 
total installations is a combination of data reported by WREC [1], BSRIA [48] and 
EurObserv’ER [13]. Installations funded without grant support are categorized as “other 
funding” in this figure.  

 

1.4. Other Supporting Measures 

The importance of accessible consumer information, development of standards and skills to the 
acceptability and uptake of domestic renewable energy technologies and development of installation 
industries has been widely acknowledged [44,45]. National support programmes such as Clear Skies 
and the LCBP have played an important role in the dissemination of information (e.g., case  
studies [49]) together with related quasi-governmental organizations (e.g., the Energy Saving Trust, 
EST) in the provision of consumer advice. Although the UK GSHP installation industry broadly 
acknowledged the need for coordination with regard to promotion, research, publication, training and 
standards there was no obvious professional or trade body in existence with which it could align (the 
Heat Pump Association and the British Drilling Association probably are the most closely related). 

Progress towards an industry body was made by the formation of the “Ground Source Heat Pump 
Club” in 2004. This organization was hosted by the National Energy Foundation (NEF)—a non-profit 
entity that had a record of promotion and support for energy efficiency and renewable technology 
industries. This club later became a more formally organized trade body in the form of the Ground 
Source Heat Pump Association and has become independent of NEF [50]. The body has been able 
to make representation to government departments on behalf of the industry with some success [51] 
and has taken something of a lead in developing industry standards and training. 

Where there is rapid development by entry of new installers into a market for a relatively novel 
form of renewable technology, there must be some risk of adverse consequences to the health of that 
market if system design, products and installations fall short of good practice. Development of the 
Clear Skies programme (2002) was accompanied by governmental recognition of the value of both 
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product labeling and installer quality assurance measures as part of the development of a national 
microgeneration support programme (product labeling for boilers and certification of installers was 
already well established). To this end, the programme initiated a requirement for grants only to be 
made for installations completed by registered installers and for registered products. This aspect of 
the programme later became the Microgeneration Certification Scheme (MCS) [52] which 
formalized the requirements for installer registration and started to introduce new installation 
standards for each of the technologies supported. An installer standard for domestic GSHP systems 
was first introduced in 2008 and has been developed significantly in light of the monitoring and 
performance evaluation programmes discussed below. There is evidence that development of the 
standard for heat pumps has had an important role to play in seeing that the lessons learned from the 
field trials are translated into practice—as we discuss later. 

The technical complexities of GSHP systems are reflected in the blend of skills and knowledge 
required for implementation and consequently reflected in the training needs of the installation 
industry. At the professional level, some geological, geotechnical and HVAC engineering 
competence is required. At technician level, skills that are normally divided between drilling, heating 
systems and refrigeration competences need to be brought together. The dominance of fossil fueled 
hydronic heating in the UK has meant that heat pumps have never featured in heating technician 
training and only appeared in refrigeration and air conditioning training programmes. The need for 
appropriate training programmes that give some assurance of quality implementation and, at the same 
time, ensure the supply of suitably trained personnel is not a constraint on growth was recognized in 
the articles of the EU RES directive. The directive required all member states to have training 
programmes for renewable technologies like GSHP in place by 2012. Progress towards this end has 
been slow in most Member States. 

Some effort has been made in the EU to develop coordinated heat pump technician training in the 
form of the EU-HPCERT programme [53]. The GEOTRAINET project has sought to develop 
training materials and programme frameworks for drilling experts and building design professionals. 
These programmes are yet to be implemented in a nationally coordinated manner in any EU Member 
States. In the UK progress is being made on the part of the drilling industry [54] and the GSHPA is 
leading efforts to engage the qualification accrediting and awarding bodies that have oversight of 
technician training and qualifications [55]. Although many colleges have taken initiatives to include 
renewable heating technologies in technician training there is still not an obvious place for this to fit 
with recognized qualifications. The primary mechanism for assuring personnel are competent 
remains the MCS scheme. This does not require particular levels of recognized qualification and 
allows more than one route to registration. Assurance mostly comes from a need for contractors to 
be audited [56]. Training in the requirements of the MCS installation standards is currently provided 
by third-party training bodies and heat pump manufacturers. The need for a nationally recognized 
system of training and qualifications that is integrated with existing accredited courses remains. 
  



195 
 

 

2. System Performance Evaluation 

2.1. Performance Metrics and Benchmarks 

Whether one wants to compare theoretical and actual thermodynamic performance, energy 
efficiency, running costs or carbon emissions, some form of metric that is a ratio of useful heat output 
to electrical energy input is required. The thermodynamic metric Coefficient of Performance (COP) 
is useful to define rates of heat transfer in relation to power at a particular steady-state operating 
condition. This is useful in the context of product specification (catalogue data), labeling and 
standards (e.g., EN 14511-2 [57]) to enable heat pump devices to be compared at the design stage 
and with reference to the theoretical Carnot efficiency. However, if one is concerned with realistic 
operating conditions, then an integrated measure (i.e., based on energy rather than power ratios) that 
recognizes the heat pump device as part of a larger heat delivery system is required. Such metrics are 
commonly termed Seasonal Performance Factor (SPF). Their definition is highly significant if one 
wants to address the question of what forms of heating system should be supported as part of a 
national carbon emission reduction strategy, expected running costs and what constitutes the 
renewable energy output of heat pump systems. 

Precise definition of SPF that is applicable to a range of system configurations is not easy to 
establish. The EU standard EN15316-4-2 [58] defines SPF as “the ratio of the total annual energy 
delivered to the distribution subsystem for space heating and/or domestic hot water to the total 
annual input of driving energy … plus the total annual input of auxiliary energy.” Gleeson and Lowe, 
in an analysis of available data and metrics [59], identified thirteen different variations in the 
definition of SPF in several heat pump trials so that it appears the definition in EN15316-4-2 is not 
sufficiently precise. The complications arise as different numbers of circulation pumps, 
buffer/storage tanks, and supplementary electric resistance heater can be found in practical heat pump 
systems—many of which provide both space heating and domestic hot water. This complicates 
comparisons between different field trials and between different heating technologies significantly. 
It furthermore complicates what are the most appropriate monitoring arrangements and what can be 
deduced from the results [60]. 

This issue has received attention during the period we have reviewed (e.g., [61]) such that there 
has been some movement towards a consensus following the SEPEMO-Build project which sought 
to derive well defined forms of SPF metric that could be practically measured and form a useful basis 
of performance comparison [62]. This methodology defines four metrics—SPFH1, SPFH2, SPFH3 and 
SPFH4—that have an increasing number of electrical energy inputs included respectively. SPFH1 
includes only the heat pump compressor and auxiliary energy (controls etc.) and will have the highest 
value of these metrics (closest to the steady-state COP). SPFH2 also includes the ground loop 
circulation pump electrical energy. SPFH3 includes any electrical energy associated with a boost 
resistance heater in the heat pump package. SPFH4 further includes the electrical energy associated 
with the heating or hot water distribution system. The EU has accepted these definitions for defining 
the renewable energy delivered by heat pump systems [63] and are discussed in detail in UK field 
trial documentation [64]. The system boundaries are indicated in Figure 4. 
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Figure 4. System boundaries and their relation to Seasonal Performance Factor (SPF) 
metrics 1–4. The system efficiency recorded in the first phase of the UK national field 
trials (SEFF) can be considered SPFH5 and includes the output of the hot water system. 

 

If the aim is to compare the seasonal performance of heat pump systems with other forms of 
heating and hot water production (gas fired boilers being the most relevant alternative in the UK) 
then either SPFH2 or SPFH4 could be appropriate metrics. SPFH2 is often easier to measure as it only 
includes the main equipment in the heat pump cabinet (excluding any built-in boost electric element) 
and the ground-loop circulating pump. The equipment included (and monitoring points required) to 
measure SPFH4 varies considerably according to the configuration of equipment outside the heat 
pump cabinet—principally whether buffer and/or hot water tanks are separate components or are not 
required and the number of circulation pumps. The metric SPFH4 is arguably the most appropriate if 
one is to consider likely energy costs. In the recent UK evaluations of heat pump performance [64,65] 
SPFH4 has been adopted for most comparisons. In evaluating both the minimum performance 
standard and the renewable energy contribution made by heat pumps SPFH2 has been adopted within 
the EU [63]. 

What, then, might be regarded as a minimum level of performance that should be expected?  
The question has been asked for a number of reasons—both with a view to householder expectations 
and broader performance of the housing stock with GSHP—and might be answered from an energy, 
carbon emissions or cost perspective. Broader assessments such as Life Cycle Analysis [66] and 
Carbon Footprinting [67] have been put forward in academic studies. In both these broader forms of 
assessment operating efficiency (i.e., SPF) is also the most significant parameter [67]. 

The approach taken in the EU (with respect to the Renewable Energy Sources (RES) directive [68]) 
is based on consideration of primary energy i.e., input at the power station. This is reasonable if one 
seeks to make a simplified comparison with systems that rely on local combustion of fuel such as 
gas, oil or biomass boilers in terms of overall energy efficiency. The minimum performance in order 
for a system to be counted as a renewable energy source is defined by an SPFH2 value greater than 
1.15/ , where  is the ratio of (at national grid level) electrical energy delivery to primary energy 
input and 15% distribution losses are assumed. The value of  varies from country to country and 
over time (gradually increasing) but for the sake of uniformity and application over the 2010–2020 
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timeframe, a conservative value of 0.455 has been agreed [63]. The means, after rounding, a 
minimum SPFH2 value of 2.5 is required. 

With respect to seasonal efficiency levels in the UK, and comparison with other forms of heating 
in the context of a national carbon emissions reduction strategy, the metric SPFH4 can be used to 
define benchmark efficiencies along with fuel carbon factors and the efficiency of the alternative 
system. This form of analysis helps answer the question as to what level of performance is required 
for a GSHP to have an advantage over other forms of heating in terms of carbon emissions rates. 
This is a simple calculation and such results have recently been reported [47]. If the comparison is made 
between a natural gas fired systems (carbon factor 0.185 kgCO2/kWh) and a heat pump using grid 
electricity (carbon factor 0.480 kgCO2/kWh), the minimum SPFH4 in order to show lower emissions 
is 2.21. This assumes the seasonal efficiency of modern gas boilers is 85%—a value reported in 
recent boiler national trials using similar methodology to the heat pump field trials [69]—and that 
room conditions are comparable. When compared to other fuels the minimum value is lower: 
compared with oil the minimum would be 1.65; compared to Liquified Petroleum Gas (LPG) the 
value would be 1.9. 

Similar calculations can be made to find the minimum SPF required for the GSHP system to have 
lower running costs than other forms of heating. Using nationally reported unit fuel costs (2013 
values) the minimum SPFH4 required when compared with the annual energy cost of a natural gas 
fueled system would be 2.49 according to the Department of Energy and Climate Change  
(DECC) [47]. Compared to an oil fired system this value would be 1.82 and compared to a low-tariff 
electric night-storage resistance heating system, the value would be 1.5 [47]. 

Given the benchmark minimum SPFH4 values noted above, and that the differential between 
SPFH4 and SPFH2 is fractional [47] (in the approximate range 0.1–0.3), the EU benchmark of 2.5 for 
SPFH2 seems quite appropriate for the UK at present. 

2.2. National Field Trials and Monitoring Programmes 

The Energy Saving Trust (EST) has been responsible for coordinating national-scale field trials of 
a number of microgeneration technologies during the Clear Skies and Low Carbon Buildings 
Programmes. In 2008 a new trial was organized to evaluate the “real world” performance of domestic 
heat pump systems—both air and ground source [70]. This field trail was funded by a number of energy 
suppliers (who had already installed a significant number of systems by 2008) and several heat pump 
manufacturers and installers. The broad aim was to evaluate the differences between stated (lab-based) 
performance and the seasonal performance when installed and operated in typical households—in a 
similar manner to earlier national trials of solar thermal and photovoltaic (PV) domestic systems.  
The methodology included technical monitoring but also analysis of user surveys. This was the first  
large-scale trial of domestic GSHP systems in the UK. The results of this trial and the follow-on 
monitoring programmes, have received a good deal of scrutiny and proved a useful source of evidence 
to those interested in grant support policy, national carbon reduction strategies, product development, 
installation standards and the broader debate as to the future role of GSHPs in the UK. 

The trial sought to collect evidence from a broad sample of systems that had already been installed. 
The systems included in the trial were accordingly widely distributed around the UK. The population 
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of 83 sites (54 GSHP, 29 ASHP) included a range of: building forms, type of heat emitter, new and 
retrofit installations, tenant and owner-occupied properties and hot water provision. A few systems 
were integrated with solar thermal systems. In addition to the system electrical demands and heat 
outputs, other data collected included ground loop temperatures, internal and external air 
temperatures, energy costs, installation configuration and sizing data. A total of 14 different heat 
pump manufacturers’ equipment were included in the sample. This ‘phase 1’ trial data was collected 
between Spring 2009 to Spring 2010. 

2.2.1. National Field Trial Results (Phase 1) 

The practicalities of instrumenting a wide variety of different heat pump products and system 
configurations seem to have proved more complex than expected so that energy flows could not be 
resolved to the system boundaries defined as SPFH2 or SPFH4 for the first phase data. The efficiency 
metric reported was denoted “system efficiency” and is essentially expanded from the SPFH4 
boundary so that domestic hot water energy was measured at the outlet of the storage cylinder rather 
than the inlet (see Figure 4). Values can, accordingly, be expected to be lower than SPFH4 values. 
The difficulty with this definition is that, particularly in systems with separate storage cylinders, the 
measured hot water energy is sensitive to tank losses; cold water feed temperatures and usage  
pattern [60]. (It should also be said that at the time of the first phase of the field trials there was no 
consensus as to monitoring standards and the work emerging from the SEPEMO project was yet to 
be published). In DECC’s first RHPP data analysis [47] the system efficiency data from the first 
phase EST trial was redefined as SPFH5 (see Figure 4). 

The system efficiency data derived from the phase 1 measurements from GSHP installations  
is summarized in Figure 5 in the form of a histogram. The sample size finally reported was reduced 
to 49 GSHP and 22 ASHP after some data was rejected for quality control reasons. The mean GSHP 
system efficiency was reported as 2.39 and the range as 1.55–3.47. The corresponding results for 
ASHP were a mean of 1.83 and range of 1.2–2.2. 

Of the ten key findings stated in the final report of this first UK national field trial [70] those that 
received the most attention were “The system efficiency figures for the sample of ground source heat 
pumps were lower than those monitored in similar European field trials” and “Heat pump 
performance is sensitive to installation and commissioning practices.” [70]. The first of these 
findings is evident from comparisons with trials in Germany, Switzerland and Denmark [59]. The 
second finding is also clear if one considers the differences between the equipment rated COP values 
stated by manufacturers and the measured efficiencies. Installed seasonal efficiencies were expected 
to be lower but not by so much or with such a large range. Although the performance of some systems 
was good, and comparable with other European reports, a mean value of 2.31 is low in relation to 
the EU benchmark for renewable systems of 2.5. An independent study [60] that collected data in 
the following year reported similarly disappointing system efficiencies (along with slightly higher 
SPFH4 values) from a sample of 10 small RSL properties in Harrogate that used the same heat pump:  
mean 2.21; range 2.12–2.33. 
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Figure 5. GSHP system efficiency (SPFH5) data reported from Phase 1 of the national 
heat pump field trials. Data from [70].  

 

2.2.2. National Field Trial Results (Phase 2) 

Some of the systems in the phase one trial could arguably be regarded as faulty or even failures 
and unduly skewing the results and so should have been excluded from the final results presented.  
The counter-argument is that the sample represented industry practice and what users were 
experiencing. In any case, the large range of system efficiencies indicated poor design and 
installation practice in all but the upper quartile of installations. The Department of Energy and 
Climate Change (DECC) initiated a programme of detailed data analysis in cooperation with the EST 
and heat pump installers in 2010 to identify likely technical factors in the poor performing systems [71]. 
The main consequences of this were further development of the Microgeneration Installation 
Standards [72] that we discuss later in this paper and, concurrently, initiation of a second national 
field trial. 

The second phase of the national field trials sought to take advantage of what had been learnt from 
the detailed technical analysis [71] and saw implementation of a set of intervention measures at 32 
of the original sites identified as poorly performing. Some well-performing sites from phase 1 were 
also included in the sample. The sample comprised 21 GSHP installations and 15 ASHP. The level 
of instrumentation was increased so that it was possible to separate out SPFH2, SPFH4 and system 
efficiency (SPFH5) values for nearly all the systems. The intervention measures were classified as 
major (12 sites), medium (9 sites) or minor (11 sites). Major interventions included replacement of 
a heat pump and repairs to a ground loop. Medium interventions included installation of a new hot 
water tank, new radiators and circulating pumps. Minor interventions included additional insulation 
and modified control settings [65]. 

Results from a further year of monitoring were presented in the form of SPFH2 and SPFH4 (DECC 
having adopted the latter metric for comparisons with other heating systems) and these are 
summarized for the GSHP systems in Figure 6 [64]. The mean SPFH2 value for the GSHP sites was 
3.1 and the mean SPFH4 value (20 of 21 sites) was 2.82. When monitored SPFH2 values were 
compared with the EU benchmark (2.5) 20 of the 21 GSHP sites was found to exceed this. Of the 
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sites that had either major or medium interventions made, 17 of the 20 showed noticeable 
improvements in system efficiency. Three showed small deterioration in system efficiency (the 
results are not broken down into GSHP or ASHP and so it is difficult to comment further). Of the 
sites where minor or no interventions were made there were small changes in system efficiency but 
a similar number showed improvement as showed deterioration [65]. The range of results remained 
significant and suggests that installation and design practice remained variable. User behavior was 
found to be significant in some cases (related to hot water usage). Although it was only possible to 
upgrade a relatively small number of the monitored systems to the new requirements, the measures 
addressed in the revised installer standards were judged to be validated by the improved results [64]. 

Figure 6. Seasonal Performance Factor data (SPFH2 and SPFH4) reported from Phase 2 
of the national field trial (after implementation of improvement measures). Data from [64].  

 

2.2.3. Initial RHPP Performance Data 

The RHPP programme was a means of providing capital grants to householders and RSLs for 
renewable heating equipment in anticipation of the RHI tariff scheme. Monitoring of heat pump 
installations was incorporated into the programme and built on the methodology developed in the 
earlier national field trials. Householders were incentivized to participate in the monitoring exercise  
by modest additional grant payments. The result has been that a significantly larger sample has been 
included in the monitoring exercise (124 GSHP in the sample after data quality control).  
Performance data from December (Testing showed December was reasonably representative of  
heating season behavior without temperature correction [47]) of the first phase of the programme  
(August 2011–March 2012) was presented later in 2013 [47]. System efficiencies (i.e., SPFH5, 
calculated with some assumptions about hot water losses) from this report are shown along with the 
EST trial phase 1 data in Figure 7. The SPFH4 data is shown in histogram form in Figure 8 along with 
data from the national field trial phase 2. 

There are some differences in the approach taken to monitoring and data analysis in the RHPP 
data compared to the earlier monitoring programmes besides the fact that the sample size is larger. 
Detailed diagnoses of poorly performing systems were not attempted in the same way as Phase 2 of 
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the field trials. Hence, although installers were active in correcting faults, these were not prompted 
by interventions recommended following analysis of monitoring data. The seasonal performance data 
such as that presented in Figures 7 and 8 is consequently representative of industry design and 
installation practice in 2012–2013. 

Figure 7. Seasonal Performance Factor data (SPFH5) reported from December 2013 
RHPP programme data [47] and compared with the Energy Saving Trust (EST) national 
field trial Phase 1 data [71]. Data from [47,71]. 

 

Figure 8. Seasonal Performance Factor data (SPFH4) reported from December 2013 
RHPP programme data [47] and compared with the EST national field trial Phase 2 data [64]. 
Data from [47,64]. 

 

The December 2013 RHPP data [47] is indicative of some improvement in seasonal performance 
in that both the mean SPFH4 and SPFH5 efficiencies are increased relative to those found in both 
phases of the earlier EST national field trials. The mean SPFH4 was found to be 2.92 (2.82 in phase 2) 
and the mean SPFH5 to be 2.74 (2.39 in phase 1). However, the ranges of the efficiencies continue to 
be significant—a long tail with relatively few values being evident at the lower end of the  
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range—although this may reduce when a whole season of data is included in the analysis and further 
quality checks are made. Comparisons with the EU renewable energy benchmark (SPFH2 > 2.5) and 
estimates of carbon emissions and energy cost reduction relative to other heating systems were also 
presented. Of the GSHP installations, 84% were shown to be above the EU threshold. Using analysis 
similar to that noted in Section 2.1, 64% of the GSHP systems would have shown reduced fuel costs 
relative to natural gas heating systems. The percentage of systems resulting in cost reductions was 
increased for other fossil fuels. The percentage of systems showing reduced carbon emissions relative 
to natural gas heating was 88%—and higher when compared to other fossil fuels [47]. 

2.3. Grant Recipient Characteristics, Experiences and Behavior 

All the support programmes providing grants to individual householders (Clear Skies, LCBP and 
RHPP) have collected user data from grant recipients. These data have included feedback about the 
operation of the programme and satisfaction with the system along with information that 
characterizes the property, type of system and location [26]. In the first national field trials the EST 
and Open University researchers (Caird et al. [73,74]) sought to investigate the relationships between 
operating efficiency and the behavior and characteristics of the users by employing questionnaires 
and carrying out in-depth interviews with householders. The population consisted of 78 users of 
which 48 were private households and 30 were social housing tenants. Fifty of the properties had 
GSHP systems and the remainder used ASHPs. The study of ten social housing installations in the 
later Harrogate study [75] included user surveys using a similar questionnaire and interview approach. 

Overall levels of satisfaction with the heat pump systems in the EST field trial (phase 1) were 
good: 83% of users agreed or strongly agreed that the system made their home warm and 
comfortable; 86% of users said the system met their domestic hot water requirements [73]. Although 
these levels of overall satisfaction were high, responses to detailed questions showed only 63% of 
users were satisfied with the level of support they received from the suppliers of the system and only 
62% were satisfied with the running cost savings. This dissatisfaction is to some degree a reflection 
of the technical problems and poor efficiencies measured during the first phase of the trial [70]. 

There were several questions in the survey used by Caird et al. [cite references] where responses 
noticeably differed according to whether the users were social housing tenants or private 
householders. Ownership status, in itself, was not necessarily an indicator of cause as ownership also 
correlated with property and system characteristics—Social housing properties were smaller, had a 
higher proportion of radiators and lower building fabric standards. A greater number of social 
housing properties were retrofit with heat pumps rather than being new properties. Private houses 
tended to be newer, better insulated and a higher proportion had under-floor heating. Private 
householders also interacted with the purchasing, installation and commissioning processes in a 
different manner to social housing tenants. Private householders tended to be involved with 
information collection and decision-making earlier in the process whereas, in the case of social 
housing installations, the landlord procured the system. 

One aim of Caird et al. [73] was to try and establish any correlations between user characteristics, 
behavior and system performance. To this end, they categorized installations according to whether 
their system efficiency fell below 2, in the interval 2–2.5, or above 2.5 and examined the correlation 
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with type of heat pump and ownership status. Their most significant finding was that 95% of the best 
performing systems were in private households. This was partly a reflection the characteristics of the 
systems in that a higher proportion of private households had GSHP and under-floor heating. 
However, Caird et al. [73] also point out that there was a higher level of knowledge and 
understanding of the systems among private households: 82% of users of the higher performing 
systems stated they had either “a fair amount” or “a lot” of knowledge and understanding of the heat 
pump system and only 4% of social housing tenants stated they had a “lot” of knowledge [73]. 

A significant cause of dissatisfaction amongst users in the EST field trial was the difficulties  
in understanding the system operating instructions and uncertainty in how best to operate the  
controls [73]. Forty four percent of all heat pump users said they were uncertain how best to operate 
the controls and this was expressed almost as equally by private householders (17 of 32) as social 
housing tenants (15 of 32). Responses to these questions where one element of the survey that 
differentiated GSHP negatively was in that 22 of those dissatisfied were users of GSHP systems and 
10 were users of ASHP. 

Other behavioral factors that were investigated included user choices about operating 
temperatures, window opening and system time control. Users were typically advised to leave the 
system on (enabled) at all times. This is firstly reflected in the fact that 76% of all users left the 
system on all day and night. This proportion was higher among private householders (85%) and 
GSHP users (85%). This practice is reflected in the operation of the systems with efficiency greater 
than 2.5 in that all of these systems were operated (enabled) continuously. Practice was more varied 
amongst social housing tenants and ASHP users. Although 71% of social housing tenants said they 
left the heating on for long periods of the day only 55% left it on all night and 59% when out of the 
house compared to 82% and 87% of private householders respectively. Open user responses noted 
by Caird et al. [73] suggest housing managers sought to advise tenants to leave the system on but this 
operating pattern was not universally accepted—most likely as it was contrary to experience with 
previous heating systems. This issue seems conflated with the reportedly poor written instructions that 
users received. As a consequence of the survey responses the EST field trial report concluded that 
user behavior did have an impact of performance levels and that there was a need for clearer and 
simpler user advice [70]. Similar dissatisfaction with operating instructions and variability in 
operating behavior and window operation were observed in the Harrogate study [76]. 

The RHPP programme collected feedback from participants through online questionnaires [77].  
The body of user data was substantial as a consequence of the fact that all recipients had to complete 
the questionnaire online in order to claim the grant payment. This resulted in 804 sets of GSHP user 
data collected soon after installation of the system (phase 1 of the RHPP program) and placed some 
emphasis on the motivation for the purchase, experience of installation, technical support and 
operating instructions. A follow-up online questionnaire was completed by 544 GSHP users after the 
completion of the first heating season with an alternative set of questions more concerned with 
operating experience and behavior [77]. 

The levels of overall satisfaction with renewable heating systems in the programme (GSHP, 
ASHP and biomass boilers) were high. User satisfaction with GSHP systems was 90% in the  
follow-up responses. This indicates some improvement over the user experiences in the first EST 
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field trial. However, the responses to questions about initial faults and failures and difficulties in 
understanding how to get the best from the systems indicated there was further room for improvement 
on the part of installers and manufacturers. Of the grant recipients with GSHP systems, 61% reported 
that they needed additional advice after installation. Twenty-two percent of GSHP system users 
reported manufacturing or installation faults [77] (levels very similar to those with ASHP or biomass 
boiler installations). Although user satisfaction overall was high and no similar data for more 
conventional heating systems is available, these levels of difficulty of operation and initial faults 
seem high. 

Although overall satisfaction with the temperatures achieved was high (95% with GSHP systems) 
there are some interesting trends in reported uncomfortably cold or hot periods. Air-source heat pump 
users reported slightly more hours being too cold at night: 13% compared to 9% for GSHP users.  
This may reflect some drop-off in ASHP heating capacity in the particularly cold 2013 winter [77]. 
Only 1% of ASHP or biomass boiler users reported being hot. Of GSHP users, 3% reported being 
too hot on the coldest nights. Some responses indicated GSHP users behaved differently to users of 
other systems. Users were asked to indicate up to three types of action they took when they felt too 
hot. These responses are shown in Figure 9. When comparing behavior between users of different 
heating system types, relatively few GSHP users changed the timing of system operation or turned 
the system off (15% and 9% respectively). Users of biomass boilers changed timing and system-off 
periods more noticeably (44% and 40% respectively). More GSHP users respond by opening 
windows and doors during periods when they are too hot (30% and 15%) than users of biomass 
boilers (11% and 7% respectively). Although the number of users in the sample affected is small, 
overheating suggests energy demand could be further reduced by better space temperature control. 

Figure 9. User responses to overheating reported from online follow-up questionnaires 
in the first phase of the RHPP programme [77]. Adapted from [77]. 

 

Other user data collected in the first phase of the RHPP programme [77] included information 
about the type of property, user income level and regional location. These data give some indication 
of the nature of the GSHP market at that time. The RHPP programme was conceived as a precursor 
to the RHI tariff programme and so RHPP user data is probably representative of initial RHI 
programme participants. Although some of the programme funds were ring-fenced for RSLs (who 
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showed some preference for ASHP rather than GSHP systems [78]) the number of systems in private 
ownership was very much higher in the RHPP programme than previous programmes such as  
LCBP [26]. This is reflected in the property size and income level data: both being higher than 
reported in the LCBP. Regression analysis showed that both property size and income levels were 
furthermore higher amongst GSHP users than either ASHP or biomass users [77]. The average 
number of rooms in houses with GSHP systems was 4.1 and the average household income was 
£61,500 (UK median number of bedrooms was 3 [79] and average earnings in this period were 
£27,000 [80]). The average household income of ASHP users in the programme was £10,000 lower. 
Compared to the other renewable heating technologies it was found significant that more GSHP 
installations were in new properties built for older householders planning to stay in the property for 
many years [77]. The characteristics of such users and their properties is in contrast to those of the 
many social housing properties and users that received GSHPs in larger numbers in earlier 
programmes and in the streams of funding within the RHPP available to RSLs. This suggests 
something of a bi-polar nature to the market at present with relatively few systems being taken up by 
middle-income homeowners in average size properties. 

The RHPP user data shows some regional variation in the uptake of the renewable heating 
technologies supported by the programme. To be eligible to receive a grant, users had to be off the 
gas grid. This firstly means that most installations are further from the central axis of England, further 
from the central urban belt in Scotland and more frequently occur in the southwest and eastern 
England, Wales and the border and highland regions of Scotland. Air-source heat pumps installations 
have been geographically widely dispersed. However, the mapping data [77] shows something of an 
inverse relationship between biomass boiler and GSHP adoption. For example, in parts of Scotland 
there is good availability of biomass fuel and GSHP installations are much less common than biomass 
boilers. Conversely, in the east of England there is very little forestry and so a higher density of 
GSHP installations and many fewer biomass boiler installations were reported. 

3. Technology Adaptations and Development 

One of the key findings of the first phase EST national field trial was that “the system efficiency 
figures of the sample of ground source heat pumps were lower than those monitored in similar 
European field trials” [70]. This finding led to questions as to whether this was related to poor design 
and installation practice, or whether there were peculiarities of the UK situation—such as geological 
conditions, housing and heating system design or climate—that meant the technology would not 
perform as well as reported elsewhere [81]. Although behavioral factors had some impact this was 
not sufficient to explain the wide range in performance. A further detailed technical study was carried 
out by DECC and the monitoring contractors in the following year with the aim of identifying faults 
and sensitivity to variations in design and installation practice [70]. Technical issues were identified 
with particular sites that were the most likely causes of poor performance. Some of these issues were 
factors in multiple sites. The technical issues identified can be grouped—in roughly descending order 
of likely impact on efficiency—as follows [71]: 
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(1) Under-sizing of the heat pump; 
(2) Under-sizing of the ground heat exchanger; 
(3) Poor insulation standards (pipes and tanks); 
(4) Flow temperature unnecessarily high; 
(5) Excessive pump usage (time control or number of pumps); 
(6) Poor control. 

The most noticeable and recurring consequence of under-sizing of either the heat pump in relation 
to space heating demand or under-sizing the ground loop was excessive use (without the user being 
aware) of supplementary electric resistance heating—either built into the heat pump equipment or a 
separate tank immersion heater. The similar but smaller-scale study in Harrogate highlighted poor 
control as the most likely technical cause of poor performance [76]. 

Some of the problems enumerated above had been largely avoided in the first projects in small 
social housing projects with the “heatplant” package discussed earlier [37]. In these systems, the heat 
pump capacity was well matched to the design heating loads of the houses in question. This meant 
developing a new heat pump with a capacity that was noticeably lower (3.5 kW and later 5 kW) than 
equipment available from other parts of Europe at the time. The ground loop in these installations 
was sized rather conservatively. Excessive use of electric heating was avoided as no “cassette” 
electric heat was built into the heat pump or included elsewhere in the heating circuit. The heat pump 
had been designed to operate in dual mode and deliver hot water at 65 °C so that resistance heating 
of the hot water tank was not usually necessary. Although these systems used radiators, retrofit of 
insulation in many cases meant that they could be generously sized. Controls were very similar to 
the two-channel devices familiar in UK gas fired boiler systems and, by relying on a room sensor, 
achieved closed-loop control and so some minimization of flow temperatures according to variations 
in both climate and user behavior. 

3.1. Technical Performance 

Gleeson and Lowe [59] attempted to systematically compare the first phase EST field trial data 
with efficiencies reported in other European countries but faced some difficulty due to the differing 
system boundaries adopted in different trials. (The UK data was inevitably lower due to the large 
system boundary than adopted elsewhere). One set of Swedish data [82] from systems retrofit in 
older homes reported SPFH4 values in a similar range to those in the UK trials (a mean of 2.6 and 
range 2.4–2.9) but most trials, even after allowances for differences in system boundaries were 
considered, indicated noticeably better efficiencies were being achieved elsewhere in western 
Europe. One comparable Danish field trial of 138 GSHP in a mix of new and retrofit installations [83], 
reported a mean SPFH4 value of 3.03 being achieved. A 2010 Swedish trial [84] reported results in 
terms of SPFH3 with a mean value of 3.26 and range of 2.6–3.6. Higher values have been reported 
for a survey of retrofit installations in 36 German homes [85]: a mean SPFH3 of 3.88 and range 3.1–5.1. 
The highest SPFH4 values were reported in a trial of installations in 56 new German homes [86] 
where a mean of 3.75 was found. The low performance reported in the first phase EST trials led to 
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Gleeson and Lowe [59] suggesting the outlook for carbon reduction from heat pump installation in 
the UK was uncertain. 

Taken together, the European field trials considered by Gleeson and Lowe [59] showed that 
features found to broadly correlate with good performance were: (i) low temperature heat emitters; 
(ii) capacity chosen to minimize resistance heating, and; (iii) a higher proportion of space heating 
demand compared to hot water demand. This has been largely confirmed in the detailed analysis of 
the UK field trial data [71] that led to new rules being established for system capacity and heat emitter 
selection [72] (see Section 3.2). Improvements due to these revised standards should be reflected  
(not all systems were implemented after the change in standards) in the later field trial and RHPP 
data and some progress towards European performance levels is evident. For example, the mean 
SPFH4 value of approximately 3 shown in the RHPP data (see Figure 8) is similar to that in the Danish 
trials (3.03) [59,83]. Nevertheless, the higher seasonal performances reported in the German trials 
suggests there is room for further improvement in the UK context. 

Some authors have suggested that “poor quality” installation and building construction (in relation 
to the best European standards) have been to blame [81]. It is clear that building fabric insulation 
levels and airtightness have a direct relationship to absolute capacity requirements. However, it is 
less clear how this affects the ratio of heat output to power input. Gleeson and Lowe examined this 
issue briefly and compared home heating demands in the different trials on a unit area basis. In the  
German trials of new housing installations heating demands varied between 85 kWh/m2/year and  
340 kWh/m2/year [59]. This range overlaps with that typical in UK housing (mean of 90 kWh/m2/year  
in 2004). This is a reflection of the fact that, although UK insulation standards are lower, the climate 
is also milder than either Scandinavia or Germany. Consequently, it is hard to see “poorer insulation” 
as a significant issue in itself. 

3.2. Standards Development 

One of the main outcomes of the first phase EST field trial [71] was the identification of a need 
for better heat pump installer training, installation standards and design guidance adapted for the UK 
context. DECC established a working committee, drawn from the heat pump industry, to address 
many of the issues surrounding design and installation of domestic heat pump systems. This led to 
revision of the MCS GSHP installation standard MICS 3005 [72] and production of supplementary 
standards and guidance on ground heat exchanger sizing [87], heat emitter selection [88] and 
hydraulic design [89]. The standards relating to heat pump sizing and heat emitter selection are common 
to both ASHPs and GSHPs. Development of the standards was supported by separate technical 
studies of the effects of thermostatic radiator valves [90], buffer tanks and cycling behavior [91]. The 
installation standards seek to address the problems of excessive use of electric backup heating, poor 
ground heat exchanger design, unnecessarily high temperatures and excessive pump energy use that 
were identified in the detailed analysis of the field trial data and enumerated above. 

Revision of the MCS heat pump installation standard (MIS 3005 version 3.1) [72] introduced  
a requirement to match the heat pump capacity to 100% of the house design heat loss (for  
mono-energetic systems). This is a rather different approach to that taken in other parts of Europe 
where common practice is to size to allow the final 10%–20% of peak load to be met by electrical 
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resistance heating. The latter practice can be more optimal in terms of capital cost and not very 
damaging to running costs if the number of hours in the year when peak loads are approached is 
small. The relationship between heat pump capacity and design load depends on how loads are 
calculated and the design temperatures chosen. In the revised UK standard 99th percentile coldest 
temperatures from typical year climate data are defined and so, arguably, there may be short periods 
where heat pump capacity is exceeded. The argument for taking this conservative approach is that it 
is simply defined and also robust given the uncertainties in heating load calculation and given that 
any resistance heating use is very detrimental to carbon efficiency because of the UK’s relatively 
high electricity carbon factor. 

Evidence that ground heat exchangers were too small also emerged from the national field trials. 
For some time there had been a concern that there may not have been any (domestic) sizing tools 
available to GSHP installers that had been specifically evolved for the UK. Whilst generic sizing 
software such as EED [92], GLHEPro [93] and GLD [94] had been available and quite capable of 
generating suitable design data given appropriate input of local ground properties, these were largely 
beyond the reach of many small domestic installers operating under the UK MCS scheme, whether 
in terms of cost, or complexity. Several of the European heat pump manufacturers were offering their 
own dedicated software, but it was not clear whether this had been checked or modified for UK 
conditions. The other European standard that was in existence is VDI-4640 [95], but there were also 
concerns as to whether this was applicable to all locations in the UK, or met with newly specified 
UK design requirements. 

For ground heat exchanger sizing it was decided to develop a paper based (i.e., non-software) 
methodology that would cover boreholes, horizontal EU style collectors and Slinkies, for sizes up to  
45 kW [96]. The adoption of a non-software approach avoids the issue of trying to support different 
operating systems on different proprietary software, all at different version levels. The methodology 
was designed to cover all UK climate and geological conditions, ranging from the Scottish off-islands 
to as far south as the Isles of Scilly. The philosophy that has been adopted is that, provided an installer 
follows this sizing methodology, a conservative GSHP design should result. For installers that have 
better “knowledge” and/or access to other recognized tools, it is possible that more cost-effective 
designs can be developed. The tables were developed using GLHEPro [93] and EED [92]  
for boreholes, and CLGS [97] and GLD for horizontal and Slinky systems. The outcomes were  
cross-checked with VDI-4640 [95], and a few cases of heat pump manufacturers’ software. In the 
final manifestation, three sets of tables are available (boreholes, horizontal pipe, Slinkies) for the 
range 1200–3600 of full load equivalent operating hours. Each graph in the standard provides ground 
extraction thermal capacity plotted against ground equilibrium temperature, and ground thermal 
conductivity. For the three different types of ground heat exchanger, the configuration is defined in 
some detail, e.g., borehole spacing, pipe diameters, trench spacing etc. 

Excessive circulating pump energy demands were identified, in certain monitored systems, of 
significantly undermining energy performance [64,71]. This was a combination of excessive pump 
size, poor or non-existent hydraulic design of the ground loop array and also poor control of the 
running period. The problem of excessive pump power was partly addressed by the requirement 
introduced into the MCS installation standard [72] that pump power should not exceed 3% of the 
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heat pump’s thermal capacity. This was intended to encourage better hydraulic design and selection 
of efficient pumps. Design guidance on hydraulic performance was also incorporated into the 
standards by providing engineering data in graphical form for a range of pipe sizes and different  
anti-freeze fluids. A flow chart based approach to hydraulic design is provided, based around the 
pressure drop values given in the tables. By simple iteration it is possible to arrive at a ground loop 
layout that achieves turbulent flow in the active ground loop elements whilst minimizing circulating 
pump power, and also meeting the MCS target for the additional parasitic energy. The design 
methodology and pressure drop tables are also provided [89] as an addendum to the MCS Heat 
Installation Standard [72]. 

Pump energy demands are also a function of the length of time they are made to run. The RHPP 
data showed that faulty circulating pump operation (or poor control design) continued to be an issue. 
DECC engineers accordingly devoted some effort to automatically detecting pump operation and 
identifying problem systems by analyzing the streams of monitoring data. They took a similar 
approach to analyzing hot water production demands. Although the fault detection algorithms no 
doubt need further development, making intelligent use of performance and energy data could 
address some of the variations in performance levels that persist in the recent data (e.g., sites shown 
in the lower quartile of Figure 7). Carrying out fault detection and diagnosis by remote data collection 
is very challenging as installation of additional monitoring equipment has shown to be highly error 
prone (a high proportion of monitoring equipment in the RHPP was found not to comply with the 
specification and resulted in rejection of the data) but also requires handling and processing of large 
amounts of data [47]. We suggest that a useful approach would be for heat pump equipment to 
include factory-installed monitoring equipment and to have local data processing and fault diagnosis 
capabilities. Such approaches (along with automated commissioning) are taken in some non-domestic 
heating and cooling equipment [98] and have been shown to be applicable to domestic heat  
pumps [99] but with an emphasis on running faults rather than energy performance. This functionality 
may also enable better after-installation care on the part of installers/suppliers—something user 
surveys have highlighted as needing improvement—and may also improve user confidence. 

3.3. System Dynamics and Control 

One of the noticeable differences between the sample of GSHP in German new houses [86]  
noted earlier and discussed by Gleeson and Lowe [59], and those in the UK field trials are the total 
floor areas. The floor areas in the German sample ranged from 90 m2 to 360 m2 with a mean value 
of 189 m2. This is noticeably larger than the 91 m2 average of the UK properties. As the UK field 
trials included a number of relatively small social housing properties that had been retrofitted with 
GSHP, a significant number of properties had floor areas smaller than the national average. Small 
floor area has a number of implications in terms of system design and building thermal behavior. 
Small property size (either in terms of floor area or perimeter) tends to mean that domestic hot water 
demand is a higher proportion of the whole i.e., the heat pump will operate for a large proportion of 
running hours with high delivery temperatures. It also means that heat emitters tend to be radiators 
as under-floor heating has a limited specific output and heat losses are more proportional to perimeter 



210 
 
length rather than floor area. Having said this, it should be noted that there were some properties in 
the UK field trials that were small retrofit projects with radiators that performed relatively well. 

A further point of difference between some of the UK properties in the heat pump trials and those  
in other parts of Europe was the relatively high thermal mass of the traditional wall construction.  
Boait et al. [76] pointed out, in their study of small social housing properties in Harrogate, that the 
masonry construction results in a noticeably higher thermal time constant and this has implications 
for the design of the heating system controls. This generally makes the control problem more 
challenging but also gives rise to energy savings opportunities where night set-back operation is 
introduced [76]. These energy saving opportunities are missed if users are told to operate the  
system continuously. 

A further consequence of property size being relatively small is that casual heat gains associated 
with occupant activity (e.g., operating appliances) are more significant in relation to the system 
capacity. Similarly, the action of opening a door or window introduces instantaneous heat losses that 
are more significant than in a larger property—the most modern and efficient of which are likely to 
have mechanical ventilation and heat recovery and so lower and more constant ventilation heat loses. 
The control systems in the houses of the Harrogate study used an open-loop principle where heating 
output was adjusted in response to the return heating water temperature and did not have any form 
of room sensor (the particular Swedish heat pump manufacturer’s normal recommendation). In 
situations where a casual heat gain causes local and short term overheating, where users have been 
instructed to leave the heat pump running continuously, and where the control system is not 
responsive, users must resort to opening windows to reduce the temperature but at the expense of 
unnecessary heat loss. This form of response to overheating seems to be reflected in the RHPP 
programme user behavior noted above in relation to Figure 8, in that opening doors and windows in 
response to overheating was much more common among users of GSHP systems than users of 
biomass boilers. It should be noted that not all the GSHP systems in the trials had the same form of 
open-loop control as in the Harrogate study. Some did incorporate room sensors and some of these 
are known by the authors to be among the systems that performed well, but, as control system type 
or strategy was not systematically reported or studied in the trials, it is difficult to draw firm 
conclusions. The issue of variation in technical performance of the control systems is also conflated 
with the dissatisfaction amongst a significant number of users with the operating instructions/training 
provided [73]. We consequently suggest that there is scope for further research into the optimal form 
of heat pump system control in the UK context—possibly relying on more intelligent algorithms but 
also offering interfaces that are more intuitive to users. 

A further technical issue related to system control is that of dynamic cycling behavior of heat 
pumps and the application of buffer tanks [91]. In domestic heat pumps the predominant capacity 
control mechanism is simple cyclic switching of the compressor. When the heat pump is at rest, 
refrigerant pressures tend to equalize and the lubricating oil tends to settle. Consequently, in the 
dynamic start-up phases of operation the system operates inefficiently until the proper pressures are 
established and the compressor runs with less than ideal lubricating conditions. If cycling is excessive 
(in terms of cycle duration or a high number of cycles per hour) this results in a deterioration of SPF 
but also some concern as to reduced compressor life. One approach to maximizing cycle times is to 
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include a buffer tank at the outlet of the heat pump from which the heating system draws warm fluid 
as demanded and to which the heat pump adds heat according to tank temperature. It is evident from 
the UK trials that industry practice as to the inclusion of buffer tanks varies considerably. The value 
of configuring the heating system in this way, and the relationship to TRV operation, was 
investigated following the first phase of the UK field trials in a combined modeling and experimental 
study [100]. This study showed that operation of TRVs in systems with small numbers of radiators 
could exacerbate frequent cycling in some situations and that a small buffer tank could be beneficial. 
Higher frequency cycling was shown to result in modest reductions in system efficiency. A further 
benefit of buffer tanks is that it allows more flexible design of the heating system control strategy in 
that the output of the heat pump is separated from the operating temperature and flow (e.g., 
circulating pump operation) of the heating distribution system. The use of buffer tanks is therefore 
an issue that bares further investigation in the context of optimal control. 

An alternative approach to capacity control is to vary the speed of the compressor—sometimes 
referred to as inverter control. This approach is more expensive (in terms of the heat pump package) 
than simple cyclic controls but in other unitary refrigeration equipment has met with successful 
efficiency improvements. However, this technology has not penetrated the UK domestic GSHP heat 
pump to any noticeable extent, unlike the ASHP market where inverter models are more prevalent. 
Wider exploitation of inverter drive technology could also help in a UK context in that it should 
enable lower start-up currents [4] but may require further development to ensure presentation of 
better harmonic characteristics to the power grid [101]. 

4. Discussion 

Policy measures supporting the uptake of renewable energy technologies usually take the form of 
packages that include a balance of capital grants, tariff mechanisms, quotas, public procurement and 
mandatory regulation [102]. A particular feature of the UK microgeneration support strategy is the 
various forms of supplier obligation programmes that have operated through energy supply 
companies. Although only a small portion of the programme funds have been directed to GSHP 
installations they have, nevertheless, represented a significant source of funding for the industry. 
These programmes have been particularly beneficial in funding larger-scale social housing projects. 
Registered Social Landlord clients could continue to be an important sector of the domestic GSHP 
market but, as current support programmes are very market oriented, the industry faces increasing 
competition from ASHPs in this sector. 

The most recent form of supplier obligation scheme is the Energy Company Obligation (ECO).  
This scheme has not, to date, resulted in the same opportunities for GSHP installers or promoted 
renewable technologies to the same extent as the earlier CERT programme. The scheme, in view of 
the fact that the costs are visibly added to consumer energy bills, has been subject to political 
pressures and has recently been cut back by one third [103]. The scheme currently focuses on 
domestic insulation provision (with emphasis on social housing) and has introduced funding for 
district heating connections. Although this emphasis is arguably well founded in terms of marginal 
cost and marginal carbon reduction it can be seen, nevertheless, as a missed opportunity for support 



212 
 
of geothermal heat pump uptake. Funding for larger-scale social housing projects that include GSHP 
may require RSLs to resort to more innovative funding mechanisms. 

The current UK government has introduced a marked swing from historic energy efficiency policy 
towards a strongly market-based approach [18]. Since the end of the RHPP programme, capital grants 
have stopped and support will rely on a renewable heat tariff mechanism (the RHI). Capital support 
for GSHP and other renewable technologies will be available to householders through the UKs 
“Green Deal” programme which provides up-front capital loans rather than grants and these are 
repaid through the homeowners’ energy bills [104]. In this scheme, the technical suitability of a 
particular energy efficiency or renewable technology measure is ranked according to the results of an 
individual property energy assessment and the costs are offset by renewable heat or feed-in tariff 
payments over the life of the system. No significant data is currently available to indicate the success 
or failure of this novel approach. This approach is clearly highly sensitive to individual attitudes, for 
example, attitudes to debt, likely energy costs and the individual’s long-term property ownership 
plan. At the time of writing we must conclude that the level of support for GSHP installations that 
may come from these programmes is highly uncertain. 

It is, perhaps, surprising that there is little evidence that the UK Building Regulations [105] that 
determine allowable levels of energy efficiency and carbon emission rates have not had any impact 
on the uptake of domestic GSHP technology—in spite of the higher standards that have been 
prompted by the EU Energy Performance of Buildings Directive (EPBD). Essentially domestic 
building designers are still able to show compliance by suitable choice of insulation and inclusion of 
a condensing gas boiler. There has been limited uptake of solar thermal technology in the new 
building stock provided by large-scale suppliers but no other renewable technologies. Small 
developments and individually commissioned properties seem to be the only exceptions and are 
relatively few in number. That new houses be “zero carbon” (zero carbon is defined with respect to 
installed heating, hot water and lighting demands in this context.) by 2016 has been a stated UK 
policy for some time. Two sets of standards have been developed by government in the interest of 
moving energy performance in this direction: the mandatory Building Regulations—which are to be 
revised again in 2016—and a set of voluntary standards known as the Code for Sustainable Homes 
(CSH) that are aspirational and go beyond the mandatory standards [106]. These latter standards 
could be adopted by individual contractors voluntarily but also specified as an additional planning 
requirement by local authorities—a power granted under the Planning and Energy Act 2008. 

The higher-level CSH standards (code levels 5 and 6) require, in practice, that renewable 
technology be deployed in some form [107]. If the mandatory Building Regulations were to enforce 
the energy/carbon efficiency standards set out in the higher levels of the CSH when they are revised  
in 2016, this may force an increased rate of uptake of a range of renewable heat technologies 
including GSHP. However, recent UK government consultation (led by the Department of 
Communities and Local Government, DCLG rather than the DECC) that has been notionally 
motivated by a desire for simplification of regulation has changed expectations. It is consequently 
proposed to have a regulatory regime focused entirely on the building regulations and eliminate the 
CSH standards [108]. It is further proposed to repeal the provisions of the Planning and Energy Act 
2008 so that local authorities are no longer able to insist on higher energy performance standards or 



213 
 

 

levels of renewable energy deployment (a change of possibly greater significance in the non-domestic 
GSHP sector). Housing developers may furthermore be given the option to invest in off-site 
renewable energy sources rather than integrate renewable technologies into the house design to show 
compliance with the “zero carbon” requirement. At this point it is unclear what these proposals may 
amount to in house design trends but, if such proposals are adopted, it could be a missed opportunity to 
drive further uptake of renewable technologies. 

Renewable energy policy in the UK has firstly been set out with a 2020 milestone in mind [28]. 
This has been mostly driven by the timeline set out in the EU RES directive that has prompted 
policies concerned specifically with renewable heating for the first time. Following the national 
binding targets for long term carbon emissions reduction introduced by the Climate Change Act 
2008, policy and planning (for all sectors) has focused on 2030 and 2050 milestones. Policy advice 
and setting and monitoring of targets have become the responsibility of the independent Committee on 
Climate Change (CCC) who initially set out four carbon budgets for the years up to 2027 [109]. Recent 
carbon reduction and energy supply planning has also turned to 2030 and 2050 timeframes [110]. Much 
of this planning and the underlying modeling is based on the electricity grid being steadily 
decarbonized and provision of heat moving from fossil fuels to electrically driven heat pumps. The 
current CCC “medium abatement” scenario is for 6.8 million heat pumps to be in use by 2030 [109]. 
This is predicated on heat pumps being a competitive and consumer-appealing technology after 2030 
so that the majority of new homes have heat pumps. 

The optimism of this view of long-term heat pump deployment was reflected in the national 
renewable energy strategy published in 2009 but with respect to the 2020 milestone. These proposals 
formed the basis of the UK National Renewable Energy Action Plan (NREAP) submitted to the 
European Commission in response to the requirements of the RES directive in 2010 [111]. The UK 
NREAP makes a commitment to deployment of GSHPs that is derived from a projection of  
330,000 units being installed by 2020 [112]. This estimated deployment appears to be based on an 
installation growth rate of slightly more than 50% per year leading up to 2020. Domestic GSHP 
installations were expected to mostly occur in the off-gas-grid and new housing sectors and financial 
support was expected to be at a similar level to that of the CERT programme. Since the NREAP was 
submitted in 2010, circumstances have changed considerably in that the economic downturn has 
severely limited new house building and the nascent UK heat pump industry capacity has faltered. 
Furthermore, it is clear that the ECO supplier obligation scheme will not provide the support for GSHP 
installations that CERT did [42,43]. Consequently it is hard to see that either the new housing market 
will have developed or industry capacity grown to the levels reflected in the UK NREAP. Poor progress 
along the trajectory set out in the plan was pointed out in the most recent report on the EurObserve’ER 
data [13]. The renewable thermal energy contribution from geothermal heat in 2012 was reported to 
be 23 ktoe, which is significantly lower than the 174 ktoe target for 2012 included in the UKs  
NREAP [111]. 

Deployment of GSHP systems under the RHPP programme focused on off-gas-grid retrofit 
applications. Where existing electrical resistance heating was replaced by heat pumps (either ASHP 
or GSHP) there has been no evidence of detrimental impact on local power distribution networks. 
However, in most of the UK’s long term carbon/energy transition plans (2030 and 2050 timeframes) 



214 
 
electrification of heating by large scale uptake of heat pumps is seen as a key element [113] and so 
impact on the national power grid and demand profiles is a genuine concern [114]. Incorporating 
large numbers of heat pumps into the UK power distribution system has to be seen in the context of 
many factors that are driving change and innovation in the UK power generation and distribution 
industry and alongside wider scale distributed generation (e.g., domestic PV) and adoption of electric  
vehicles [114]. Whole system national modeling studies [110] have shown that heat pumps can play 
an important role in facilitating demand management in that they offer opportunities for energy  
storage [110]. It therefore seems important that the heat pump industry is responsive to this 
requirement and enables intelligent interaction between the grid and heat pump installations and 
designs heating systems that include appropriate levels of thermal storage [115]. 

5. Conclusions 

Deployment of domestic geothermal heat pumps in the UK has grown from a handful of systems 
installed in the late 1990s to approaching 18,000 at the time of writing. The industry has passed 
through an embryonic stage until 2003 and has grown approximately linearly in the 2003–2013 
period with the support of a variety of grant programmes. The UK’s adoption of domestic GSHP 
technology has lagged that of many other EU countries which is mostly a reflection of the well 
developed gas grid and consumer preference for high temperature hydronic heating and hot water 
generation. The dominance of gas fueled heating is reflected in the national skills base and  
consumer awareness. 

Some of the barriers to deployment of GSHPs have been addressed by the technology being 
promoted through a national microgeneration grant programme that has disseminated information 
and initiated the development of installation standards and product certification. The industry has 
been able to organize and represent itself through the formation of a national trade association that 
is active in standards and training development as well as dissemination of information. 

Support programmes that have been either focused on householders or have operated on a larger 
scale through energy supplier obligations have provided funding for over half of the domestic GSHP 
installations to date. However, funding of installations outside of the support programmes has 
dropped significantly during the recent economic downturn. We suggest, therefore, that the industry 
has yet to reach a stage of firm and sustainable growth and remains highly dependent on support 
programmes. In the near future (2014–2017) this will only be the tariff-based Renewable Heat 
Incentive and associated Green Deal programmes, the success of which—in that this market-based 
approach is sensitive to consumer attitudes, market conditions and fuel price changes—is highly uncertain. 

Our review of data produced by earlier energy supplier obligation programmes shows that they 
have been very effective in providing support for GSHP installations and assisting in growth of the 
industry. GSHPs installed in the social housing projects funded through the supplier obligation 
programmes have made a contribution to alleviating fuel poverty. Supplier obligation programmes 
have supported the installation of approximately twice the number of heat pumps as the householder 
grant programmes although the latter have probably been more successful in promoting the 
technology and providing consumer information.  
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The UK has operated a series of relatively large-scale national heat pump field trials. These 
initially indicated the industry was delivering too many installations that were performing poorly 
relative to efficiency levels reported in other European countries. The trials have provided good 
evidence for the development of improved installation standards and given some insight into the 
technical issues that were not being addressed consistently. The most recent monitoring data shows 
that performance has been improved such that there can be high confidence that GSHP can contribute 
real carbon emission savings and running cost reductions. Average seasonal efficiencies are still short 
of the best European standards. We have identified a number of areas where technical improvements 
could be made and highlighted the need for further research into control of heat pumps in small 
houses with high thermal mass that are typical of the UK retrofit market. Research that has drawn on 
UK user responses has shown there is a need for users to receive better information about system 
operation and for control systems that are more intuitive. 

UK carbon emissions reduction and renewable energy plans are based on electrification of the 
domestic heat sector through the adoption of heat pumps. The long-term prospects for GSHP 
adoption are, on the face of it, very favorable. However, progress with extensive adoption of heat 
pumps through the 2020s, when the electricity grid should have made some progress towards 
decarbonization, is dependent on having a sustainable installation industry that is considerably larger 
than now exists. It will correspondingly be important that the installation industry is sufficiently 
supported in the years approaching 2020 that both consumer and investor confidence grows. The 
absence of a supportive supplier obligation scheme makes growth in the run-up to 2020 very difficult 
to predict. The failure to show year-on-year increases in the rate of installation means that matching 
the levels of deployment envisaged in the UK NREAP will make the obligations of the RES directive 
very difficult to meet. We suggest that progress towards sustainable growth in the GSHP industry 
before 2020 may not be possible without further regulatory measures implemented through vehicles 
such as the Building Regulations or the type of explicit directives that have ensured uptake of 
condensing boilers and fluorescent domestic lighting in the recent past. This need for regulatory 
measures to provide sufficient assurance of long-term growth was highlighted in the detailed  
bottom-up modeling prepared for the CCC [113]. One regulatory measure that could be considered 
would be to follow the example of the Swedish building regulation implemented in 1984 that required 
all new heating systems to be designed to operate at low temperature (55 °C) [116]. This opened a 
path for later deployment of heat pumps in Sweden when the technology became more  
consumer-appealing and cost effective. This measure would have little cost impact in well-insulated 
homes in the UK, where radiator sizes are small in any case, and would also benefit condensing 
boiler operation in the medium term. 

Although the new RHI programme payments for renewable heat from GSHPs will go some way 
to leveling the playing field in terms of financial payback, and there are opportunities in the  
off-gas-grid sector, GSHP technology will face strong competition from ASHPs. Although social 
housing development has played a significant role in the growth of the GSHP industry, recent 
evidence suggests there may be an increasing preference for ASHPs amongst such developers [78]. 
Recent grant uptake also suggests that larger new up-market housing may play a more significant 
role in the domestic GSHP market. For GSHP technology to be appealing to home owners and 
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developers the industry will need to demonstrate that higher efficiencies can be consistently assured 
and make progress in reducing the capital costs and complexities (both technical and contractual) 
associated with ground heat exchanger installation. Technology such as automated monitoring and 
fault detection may assist in ensuring consistent performance. However, achieving higher levels of 
efficiency, lower fault levels and higher consumer satisfaction at the same time as industry growth, 
will require more comprehensive and better integrated industry training to be fully established and 
standards to be consistently met. 
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Deep Geothermal Energy Production in Germany 

Thorsten Agemar, Josef Weber and Rüdiger Schulz 

Abstract: Germany uses its low enthalpy hydrothermal resources predominantly for balneological 
applications, space and district heating, but also for power production. The German Federal 
government supports the development of geothermal energy in terms of project funding, market 
incentives and credit offers, as well as a feed-in tariff for geothermal electricity. Although new 
projects for district heating take on average six years, geothermal energy utilisation is growing 
rapidly, especially in southern Germany. From 2003 to 2013, the annual production of geothermal 
district heating stations increased from 60 GWh to 530 GWh. In the same time, the annual power 
production increased from 0 GWh to 36 GWh. Currently, almost 200 geothermal facilities are in 
operation or under construction in Germany. A feasibility study including detailed geological site 
assessment is still essential when planning a new geothermal facility. As part of this assessment, a 
lot of geological data, hydraulic data, and subsurface temperatures can be retrieved from the 
geothermal information system GeotIS, which can be accessed online [1]. 

Reprinted from Energies. Cite as: Agemar, T.; Weber, J.; Schulz, R. Deep Geothermal Energy 
Production in Germany. Energies 2014, 7, 4397-4416. 

1. Introduction 

The importance of renewable energy is growing since it is evident that fossil fuel supplies are 
finite, politically vulnerable and responsible for climate change. Geothermal energy enjoys a 
special position amongst the renewable energy sources because it is available all year round, at any 
time of the day, and can therefore be used for base load energy, for both heat and power 
production. This paper focuses on deep geothermal energy resources in Germany. In contrast to 
shallow geothermal energy, deep geothermal energy can be used directly—with a much higher 
energy output and without the need to install a heat pump to raise the temperature. 

In Germany, geothermal energy is defined as energy stored beneath the surface of the solid 
earth in the form of heat [2]. Although the last volcanic activities ceased in Germany 
approximately 10,000 years ago, there are many places where deep geothermal energy is available 
as an environmentally friendly alternative to fossil fuels. Its use helps to reduce the emission of 
greenhouse gases and to diversify the overall energy supply mix of Germany. The development of 
geothermal energy is supported by the German Federal Government in terms of project funding, 
market incentives and credit offers, as well as a feed-in tariff for geothermal electricity. 

Unfortunately, the national geothermal resources are limited to intermediate and low enthalpy 
resources. All present-day geothermal installations use fluids with temperatures evidently below 180 °C. 
Nevertheless, an economic sector is developing rapidly to exploit the geothermal potential of these 
low enthalpy resources, which are typically located in deep sedimentary basin and graben 
structures. The most important geological settings for geothermal energy in Germany are deep 
Mesozoic sediments, which can be found in the North German Basin, the Upper Rhine Graben, and 
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the South German Molasse Basin (reference [3] and references therein). Extensive, permeable and 
water-bearing sediments (aquifers) of at least 20 m thickness are referred to as geothermal reservoirs. 

The average geothermal gradient, the increase in temperature per depth unit, is 32 K/km [4]. In 
some areas the gradient can reach values as high as 100 K/km. Aquifers at depths less than 400 m 
and temperatures below 20 °C are not considered as deep in the context of geothermal energy 
resources. Aquifers with thermal waters below 60 °C are usually used for spas in Germany. The 
usage of thermal waters in spas is generally realised with a single production well (singleton) and 
flow rates rarely above 15 L/s. Hence, these systems rely on the natural recharge of the aquifer. 
District heating stations usually require temperatures above 60 °C and much higher flow rates. 
Geothermal district heating is realised with two or more geothermal wells with at least one 
production well and one injection well (Figure 1). The re-injection of cooled geothermal fluids is 
necessary to maintain the pressure in the reservoir and in order to avoid the contamination of 
surface waters or shallow aquifers with high salt loads or even toxic fluid constituents. The flow 
rates for the primary cycle range from 35 L/s to 150 L/s. Combined geothermal heat and power 
production requires similar flow rates and additionally temperatures of at least 110 °C for 
economical operation. Modern conversion techniques such as the Organic Rankine Cycle or the 
Kalina cycle make it possible to generate power from fluids even below 100 °C. However, 
geothermal electricity production is still more expensive due to high investment costs than 
production by conventional coal fired or nuclear power plants in Germany. Geothermal power 
production is therefore not economical viable without the German Renewable Energy Sources Act 
(EEG) and the guaranteed feed-in-tariffs for renewable electricity producers. Currently, geothermal 
power plant operators receive 0.25 €/kWh. Petrothermally produced electricity is even worth 
0.30 €/kWh, but no petrothermal-only project has been realised yet in Germany. The government 
plans a revision of the EEG for 1 August 2014. It is intended to abandon the petrothermal bonus of 
0.05 €/kWh and to introduce obligatory direct-marketing for operators. The beginning of  
direct-marketing depends on the installed capacity. Longer adaption periods will be arranged 
for small facilities with less than 500 kW output. The additional costs for direct-marketing of 
geothermal electricity shall be compensated by increasing the feed-in-tariff from 0.25 €/kWh to 
0.252 €/kWh. The direct-marketing concept increases financial risks but offers the chance to 
increase revenues if operators can raise power production at times when electricity prices at the 
European Power Exchange (EPEX SPOT SE) are higher than the monthly average. 

Today, combined heat and power production takes place in the alpine foreland (South German 
Molasse Basin) and along the upper Rhine valley (Upper Rhine Graben) due to the high geothermal 
potentials in these areas (Figure 2). Factors which have a major influence on the revenue 
include the achievable flow rates per well, the temperature and the attainable prices on the heat 
market. Factors which have a major influence on the costs include the exploration and drilling of 
reservoirs. Like other renewable energy technologies, geothermal projects also face elevated levels 
of financing risk due to high upfront costs. However, there are additional risks specific to 
geothermal. The drilling phase is much more capital intensive than all the previous phases, while 
still fraught with uncertainty. If the target formation of geothermal drilling turns out to be unsuitable 
for the project aims, a significant amount of investment is lost. Therefore, each geothermal project 
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needs to be planned individually and must consider the great variation in the geological conditions 
of the deep subsurface. 

Figure 1. Diagram of a doublet for hydrothermal exploitation. 
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Figure 2. German regions with hydrothermal resources (proven and assumed) and 
associated temperature ranges. Map adapted from Suchi et al. [5] (copyright 2014 
Leibniz Institute for Applied Geophysics (LIAG)). 

  

2. Concepts of Geothermal Energy Production 

2.1. Hydrothermal Systems 

Hydrothermal systems make use of hot water in deep aquifers to produce geothermal energy. 
The conventional exploitation technique requires a production well to tap the hot water and a  
re-injection well for water disposal (Figure 1). The water is pumped to the surface where the stored 
heat is directly used or transferred to a secondary cycle (e.g., a district heating system) via a heat 
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exchanger. In cases where the thermal water is characterised by a high level of salinity or gas 
concentration it is necessary to maintain the primary circuit under pressure in order to avoid the 
precipitation of minerals and resultant scaling. 

Through a second well the cooled down water is then re-injected back into the same aquifer but 
at a specific distance to the source in order to keep up the productivity of the aquifer and to prevent 
a thermal breakthrough. This configuration, consisting of one production and one injection well, is 
called a doublet, however, there is also the possibility to extend the system by further wells of both 
types in order to enhance the performance of the installation. 

Hydrothermal systems include aquifers which are classified on the basis of the water 
temperature: hot (above 100 °C), warm (between 60 °C and 100 °C) and thermal (at least 20 °C). 
Besides the temperature of the groundwater the productivity and injectivity of the wells are important 
parameters for the economic operation of geothermal plants. 

Faults or fault zones can be attributed to hydrothermal systems as well. These geological 
structures promise a high geothermal potential [6] due to the fact that faults can represent 
connections to deep and hot rock formations and allow deep groundwater to migrate to shallower 
depths. In some cases faults and associated rising fluids even reach earth`s surface and can be 
exploited for balneological applications like for example in the city of Aachen where over 30 hot 
springs with water temperatures of up to about 70 °C can be found along two lineaments. In order 
to use these geological features as geothermal reservoirs in a safe and economic way further 
research has to be carried out to gain knowledge of the characteristics of different fault types like 
predominant stress and geological conditions, geochemical processes or the degree of permeability. 

2.2. Petrothermal Systems 

In the case of petrothermal systems thermal energy stored in deep rocks itself is exploited 
without any need of natural water-bearing rock formations. The most important parameter for 
petrothermal systems is the temperature at depth. Therefore regions with positive temperature 
anomalies are of particular interest for the exploitation of geothermal energy because sufficient 
temperatures can be achieved in shallower depths resulting in lower drilling costs. 

In applications like Hot-Dry-Rock-Systems (HDR) or Enhanced-Geothermal-Systems (EGS) 
deep hot horizons (usually the crystalline basement) at depths of more than 3000 m with 
temperatures in the order of 150–200 °C are used as a heat exchanger to extract energy from the 
rock mass. Although the upper parts of the crystalline basement are thought to be fractured and 
show a certain level of permeability, it is necessary to enhance the network of fractures by 
stimulation procedures to create a heat exchanger of adequate size for an economic operation. This is 
usually accomplished by injecting large volumes of water after drilling the first well to increase 
permeability and migration paths by expanding natural and creating additional fractures (hydraulic 
stimulation). After successful stimulation a second well is drilled into the fractured zone in order to 
enable a circular flow: water pumped down the injection well absorbs heat from the hot rock while 
flowing through the fracture network and is produced from the production well. Like already 
mentioned in the section on hydrothermal systems precipitation of minerals in the usually 
oversaturated water can be limited by maintaining the cycle at elevated pressure. These systems are 
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usually designed for the generation of electricity. The Leibniz Institute for Applied Geophysics 
(LIAG) is currently investigating the petrothermal potential of a 10 km × 12 km area in the 
Erzgebirge (Saxony) [7]. The idea is to develop the first petrothermal project in Germany. 

Petrothermal systems can also be exploited by deep borehole heat exchangers (BHEs) installed 
in wells with depths ranging from 400 m to about 3000 m. Deep BHEs are closed systems in which 
a heat transfer medium (e.g., ammonia) is pumped down the annular space of a coaxial pipe 
system and gets heated by thermal conduction from the surrounding rock on its way down to the 
bottom of the heat exchanger. Via an insulated inner pipe the heated medium is brought back to 
surface where the thermal energy is extracted and used for supplying heat. 

Operating deep BHEs in Germany exist in Arnsberg (North Rhine-Westphalia) with a total 
depth of 2835 m heating a spa, Prenzlau (Brandenburg, 2786 m, used for district heating) and 
Heubach (Hesse) providing heat for industry (773 m). 

3. Key Parameters 

A profound geothermal resource assessment requires a detailed knowledge of the geologic 
setting as well as thermal and hydraulic properties of the geothermal reservoir. The most relevant 
thermal parameter is temperature. Although the vertical temperature profile is approximately linear 
in many sedimentary settings, there are many locations where the vertical temperature increase is 
not linear due to strongly varying thermal conductivities within the sedimentary column or due to 
groundwater advection. The product of the geothermal gradient and the thermal conductivity 
relates to the heat flow density according to the Fourier equation of conductive heat transfer: 

gradq T= ⋅  (1)

The heat flow density q quantifies the amount of heat per surface area and time. Its value is 
approximately 70 mW/m2 on average in Germany [8]. Without utilisation of geothermal 
energy, this amount of energy is lost to space. The largest contribution to the terrestrial heat flux is 
related to the decay of radioactive isotopes in crustal rocks. Another major contribution is the 
remaining heat from the formation of the Earth. 

Records of subsurface temperatures exist from approximately 11,000 wells. Equilibrium 
temperature logs and reservoir temperatures are considered to be the best available data, which 
require no corrections. Because of the periodic monitoring of some production wells over many 
years, reservoir temperatures are available in time series; the fluctuation of these temperatures is 
mainly less than 1 K. Bottom-hole temperature (BHT) data are recorded in almost all industrial 
boreholes at the deepest point of the well immediately after drilling has stopped. The temperature 
field around a borehole is usually disturbed by mud circulation related to the drilling process. A 
number of methods to extrapolate from BHT to the undisturbed temperature have therefore been 
developed based on various assumptions about the cooling effect of the circulating mud and the 
thermal behaviour of the borehole and the surrounding rock [4,9,10]. 

The average surface temperature in Germany is 8.2 °C. The highest temperature ever measured 
in a German borehole is 253 °C at a depth of 9063 m (KTB, Upper Palatinate). Figure 3 shows the 
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subsurface temperature at 2000 m below sea level (mbsl) and 4000 mbsl. The maps represent 
horizontal sections of a geostatistical 3D temperature estimate based on measured data [4]. 

Figure 3. Maps of subsurface temperature distribution (mbsl: meters below sea level). 

 

Permeability and hydraulic conductivity describe the ability of a porous medium to let a viscous 
fluid pass through. The permeability characterizes the conductive properties of the rock matrix, 
only. The hydraulic conductivity characterizes the conductive properties of the system, including 
the specific weight and viscosity of the fluid. Hydraulic conductivity K and permeability k are 
related to each other by following equation: 

gK k⋅=  (2)

where g is the acceleration due to gravity,  is the fluid density, and μ is its dynamic viscosity. The 
viscosity has a strong influence on the hydraulic conductivity. The viscosity of water essentially 
depends on the temperature while the influence of the pressure is rather small. For example, the 
hydraulic conductivity of an aquifer halves if temperature drops from 100 °C to 45 °C. Direct use 
applications generally require a hydraulic conductivity of at least 1 × 10 6 m/s. 

Porosity and permeability data are available from drill core samples. Hydraulic tests estimate the 
transmissivity T, which is by definition equal to the integration of the hydraulic conductivities 
across the aquifer thickness H: 

i

n

i
i HKT ⋅=  (3)
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T is measured in m2/s. It is possible to derive the transmissivity of porous aquifers from 
permeability data if the density and dynamic viscosity of the fluids are known [3]. A transmissivity 
of 5 × 10 5 m2/s, a porosity of 20% and an aquifer thickness of 20 m are considered as minimum 
values in order to achieve sufficient flow rates. 

The productivity index (PI) is also frequently used to describe the hydraulic properties at a 
geothermal site. The PI comprises hydraulic properties of the tapped aquifer and well specific 
properties. The production index characterizes the production rate in relation to the pressure 
drawdown. A pressure drawdown of 1–3 MPa is typical for geothermal facilities [11]. In the case of 
injection wells, the injection index II is the analogue to the production index. It describes the 
injection rate in relation to the rise in pressure. 

4. Project Planning 

The successful development of a geothermal project requires detailed planning, a competent 
project management, and an effective cooperation of experts from many different fields. In 
Germany, a geothermal project for district heating takes six years on average. However, development 
time can vary, depending on the federal regulatory requirements, availability of a drilling rig and 
other factors. It can be divided into a series of development phases before the actual operation begins: 

(1) Preliminary Study (6–12 months) 

• Definition of project objectives 
• Data compilation 
• Technical draft 

(2) Feasibility Study (12–24 months) 

• Data acquisition 
• Quantification of exploration risk 
• Financial analysis 

(3) Exploration (18–24 months) 

• Obtaining permits 
• Seismic exploration 
• First drilling 
• Hydraulic tests and well stimulation 
• Decision on strike 

(4) Field Development (18–24 months) 

• Second drilling 
• Hydraulic tests 
• Construction of surface facilities 
• Securing licence area at the local mining authority 

(5) Start-up and Commissioning (3–6 months) 
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4.1. Preliminary Study 

The preliminary study of a geothermal project must point out the main objectives and possible 
barriers and risks. A compilation and analysis of available data on the geological setting is the 
starting point of each preliminary study. 

Because it is always possible that the prospectivity of a geothermal reservoir penetrated by a 
borehole is worse than expected or even unsuitable, investors and project operators try to assess the 
exploration risk and insure against it if possible. The exploration risk therefore has to be precisely 
defined and used to quantify the probability of the economic success of a project. The exploration 
risk is defined as the risk of penetrating a geothermal reservoir with one (or more) borehole(s) with 
inadequate quantity or quality. 

The quantity is defined here by the installed capacity of a geothermal plant: 

( )F F i oP c Q T T= ⋅ ⋅ ⋅ −  (4)

where: 
P Capacity W 

F Fluid density kg·m 3 
cF Specific heat capacity at constant pressure J·kg 1·K 1 
Q Flow rate, production rate m3·s 1 
Ti and To Input and output temperature of the geothermal plant K 
The key parameters for the estimation of the capacity are production rate Q and temperature 

Ti (the temperature at the wellhead), which crucially depends on temperature TA in the aquifer. The 
production rate depends on the hydraulic conductivity of the tapped aquifer, the depth of the water 
table, the nominal output of the downhole pump, and the well design. While the first two 
parameters depend on the local geological setting, the latter two parameters are subject to technical 
and economic limits. 

The quality of a geothermal reservoir mainly concerns the chemical composition of the fluid. 
Fluids may contain high content of dissolved gas and high salt loads. Materials exposed to 
hydrothermal fluids could be affected by corrosion. Depending on technology and selected 
materials, most fluid compositions encountered in Germany are manageable for geothermal 
exploitation. However, very strong saline fluids could pose a serious problem to the process of heat 
extraction due to precipitation of solids. Very high salt loads up to 330 g/L have been encountered in 
deep Mesozoic sandstones of the North German Basin. Fluids of deep aquifers in the Upper Rhine 
Graben exhibit generally lower salt concentrations. Here, highest salinity values observed are below 
150 g/L. Most waters of the Upper Jurassic karst aquifer of the South German Molasse Basin have 
salt loads below 1 g/L [12]. 

For assessing the exploration risk the project operator defines limits for TA and Q, above which 
a well can be considered a success. For a geothermal well, the probability of success can be 
estimated by determining the probability of each risk separately and by multiplying the single risks 
for flow rate and temperature [13]. The experience from other geothermal facilities in the same 
region also provides valuable information on the feasibility of a geothermal project. A major source 
of public data relevant for geothermal exploration in Germany can be found in the national 
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geothermal information system GeotIS, which can be accessed online [1,3]. Basically, GeotIS is 
the digital version of a geothermal atlas. It offers a compilation of data and information about deep 
aquifers in Germany for possible geothermal use. Extent, depth and temperature of relevant 
geologic formations are presented for those regions of Germany most relevant to geothermal 
exploration. Surface and subsurface temperatures are provided where a sufficient amount of data is 
given. Both, temperature and geologic data have been compiled to state-of-the-art 3D-models. 
Views of the 3D content can be retrieved interactively by generating temperature plots on 
stratigraphic surfaces (Figure 4) or geologic cross sections (Figure 5). 

Figure 4. Screenshot of geothermal information system (GeotIS) showing an example 
of an interactive cross section through the eastern part of the North German Basin. Well 
locations (red) visible on the map strip are projected onto the cross section. Filled 
circles indicate wells with temperature data. A mouse-over-feature gives additional 
details of the well on the map strip and temperature values on the cross section. Colours 
of stratigraphic units, vertical exaggeration and z-axis can be adjusted by the user. 

 

The mouse pointer can be used to obtain a temperature prediction including an uncertainty range 
of any point in space of the subsurface. Maps of formation permeability are available as part of the 
information system for many regions of geothermal interest. Furthermore, data such as the 
locations of wells or seismic profiles can be displayed. In Germany, geothermal resources belong to 
the mining estate and the legal standard is the Federal Mining Law. The land owner is not the 
presumptive owner of deep geothermal. Exploration claims and exploitation permits (in German: 
“Erlaubnisfeld” and “Bewilligung”) are granted by the State mining authorities. A query about 
existing claims, permits, and special federal laws relevant for geothermal projects is therefore one 
of the first things to do. 
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Figure 5. Screenshot of GeotIS with a map of the subsurface temperature at the top of 
the Upper Jurassic formation (Malm) south of Munich (Bavaria). Bold black lines mark 
the location of faults in the Molasse Basin. The temperature scale adjusts automatically 
to the existing range of values in the selected area. A mouse-over-feature gives 
temperature values or the name of a well (not shown in this example). The superimposition 
of temperature, depth contours, fault lines and topographic features simplifies the first 
assessment of potential geothermal project locations. 

 

Based on the expected geothermal potential and the general objectives, the preliminary study 
also provides a rough technical concept that outlines how geothermal energy is brought to the 
surface and distributed to the users. If it is planned to supply geothermal heat to residential or 
commercial buildings then existing and new district heating networks are as important to consider 
as a realistic estimate of the future demand and revenue. Peak demands in periods of extreme cold 
weather usually need to be backed by gas boilers. 

The installation of a power plant results in additional costs but may help to compensate the 
seasonal fluctuations of the heat demand. Since the EEG guarantees feed-in-tariffs for geothermal 
electricity of currently 0.25 €/kWh, many geothermal facilities with reservoir temperatures above 
110 °C combine heat and power production in Germany. Besides the potential revenues for 
electricity and heat, estimates of the costs for drilling and surface installations, access to further 
governmental incentives as well as interest rates on loans are also important aspects within the 
scope of the financial concept of a preliminary study. Both, prospective costs and revenues depend 
on site- and project-specific conditions. 

4.2. Feasibility Study 

The feasibility study continues and deepens the analyses of the preliminary study as it addresses 
the same questions but provides much more details. Seismic data, well profiles and borehole logs 
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could be purchased in order to refine subsurface models. The depth level, size and hydraulic 
properties of the target formation need to be estimated and the uncertainty of this estimate 
quantised. An assessment of possible environmental impacts is also part of the feasibility study. A 
solid financial concept provides figures on estimated revenues, capital expenditures and operational 
expenditures. Capital expenditures include exploration, insurance to cover exploration risk, drilling, 
hydraulic testing/stimulation, and surface installations. Operational expenditures include operating 
staff, monitoring, maintenance, consumables, electricity, and provisions for depreciation. The 
decision to realise a project involves the general cost structure and an analysis of the levelised cost 
of energy of a geothermal facility. The calculation of the levelised cost of energy is based on the 
total costs throughout the economic lifetime of a geothermal plant in relation to the provided energy. 
It is therefore a commonly applied approach to compare different energy provision technologies with 
each other and with the prices that are paid on the energy markets. 

Finally, the feasibility study outlines the exploration phase and provides a general project 
schedule. Mobilising capital and securing governmental support are important steps at this stage. 
Geothermal projects are usually developed by municipal or private companies in Germany. Within 
the frame of the market incentive programme (MAP) the German government offers low-interest 
loans (soft loans) and redemption grants to companies and municipalities. Since 2006 private 
insurance companies provide policies covering the exploration risk. The first private insurance 
worldwide covering the exploration risk related to geothermal drilling has been procured for the 
facility at Unterhaching [13]. Such policies mitigate the risk for investors. The project planner 
proposes to insure against failure of the drilling and stimulation activities, and defines lower limits 
for reservoir temperature or flow rate (or both). It is also possible to arrange for partial 
compensation in case of sufficient but lower than expected flow rates or temperatures. The 
insurance rate depends on geological setting, reliability of available data, involved risk, coverage 
extent, insurance sum, project location, and capital costs. The approval of a geothermal drilling 
plan relies on independent expertise. Insurance companies frequently ask the LIAG to assess the 
probability of success of geothermal projects. The LIAG provided more than 50 expert reports for 
investors and insurance companies since 2002. 

4.3. Exploration 

When the feasibility study turned out to be promising, then the next step is the commissioning of 
a company for the project management. In Germany, it is highly recommended to organise 
information events for the local public beforehand in order to mitigate initial concerns about new 
infrastructure. Before exploration can begin, the project planner needs to apply for an exploration 
claim at the State mining authority. In order to obtain the exploration claim, it is required to prepare 
an operating plan and to inform the State mining authority on all intended exploration methods. In 
Germany, 3D seismic surveys are common practice for the exploration of geothermal resources in 
sedimentary settings. These 3D seismic surveys are conducted by specialised firms. Seismic data 
and lithologic well profiles are the best basis for the development of stratigraphic 3D models. Even 
the reprocessing of older 2D seismic data can provide valuable information. Seismic surveys may 
also reveal structural information on permeable joints in rock masses without bedding. The results 
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of the seismic survey are also used to find the optimal drilling site and drill paths. The next step is 
the invitation to bid for the first wellbore. After its completion, hydraulic tests reveal if sufficient 
high yields can be achieved with a reasonable drawdown. Stimulation measures may help to 
improve the hydraulic properties of the well. Temperature measurements and a detailed analysis of 
the fluid chemistry provide further important data. They are needed for decisions on the right 
technology of the power plant, the dimensioning of the surface installations and the materials used. 
If the first borehole fails to meet the criteria outlined in the project objectives, the investors may 
stop the project or drill a side-track. They might also find a substitute geothermal project with 
lower requirements. If the project continues the project planner develops a work plan and applies 
for an exploitation permit at the State mining authority. The term is usually for 50 years but a 
prolongation is possible. 

4.4. Field Development 

The development phase starts with the invitation to bid for the second wellbore. The technique 
of directional drilling enables drilling from a single site, intersecting near vertical faults, 
penetrating the target formation in low angles, and achieving the optimal distance of the landing 
points of the production and injection well. If the distance in the reservoir is too small the fluid 
temperature cannot be maintained over the entire lifetime of the system. On the other hand, the 
distance in the reservoir should not be too large in order to maintain a sustainable yield of the 
production well. 

Productions tests, stimulation measures if needed, and interference tests between the two 
boreholes complete the drilling and testing activities. The decision on which well to use for 
production and injection is based on temperature and hydraulic data. A higher temperature at the 
production well increases the energy output. A greater transmissibility is advantageous for the 
injection well because cooling a geothermal fluid increases its viscosity. The planning of production 
and reinjection strategies of a geothermal plant is supported by numerical reservoir models. 

The next step comprises the construction of the geothermal plant, the installation of pipelines 
from the well heads to the geothermal plant, and the connection to a district heating network. The 
development of geothermal district heating networks is often accomplished in subsequent stages. 

The commissioning is the final phase before the geothermal plant starts to supply heat and 
electricity to the clients on a regular basis. It can take several months to check all components, 
resolve technical problems, and to optimise operation. 

5. Environmental Impact 

There will be an initial environmental impact as the geothermal plant is set up. The 
construction of roads, pipelines and buildings requires energy related to transport and 
manufacturing of materials. The drilling, testing and stimulation of wellbores also requires energy and 
causes noise. Since geothermal wells are often drilled in urban areas, efficient noise protection walls 
are mandatory. The impact on the environment caused by drilling and construction works normally 
ends once all facilities are built. 
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The development of enhanced geothermal systems involves hydraulic stimulation which could 
cause seismicity. The high-pressure injection of water during stimulation lowers the threshold 
value for rupture by reducing the effective frictional resistance along fault planes. Within 
sedimentary settings, this induced seismicity is rather low and rarely causes irritation. However, 
hydraulic stimulation in crystalline bedrocks is more likely to cause sensible seismic events. The 
extent of surface effects and possible damages of a seismic event can be related to the ground 
velocity at the surface. The German standard DIN4150 considers a peak ground velocity of 5 mm/s 
as non-hazardous for almost all building categories. 

Induced seismicity can also occur during operation of a geothermal plant. The largest seismic 
events have been reported for the geothermal plant at Landau. After two years of stable operation, 
two seismic events with magnitudes of 2.4 and 2.7 in August 2009 resulted in the obligation to 
reduce primary circulation although no significant damage occurred. Smaller induced seismicity 
has been reported for the geothermal plant at Unterhaching (Bavaria). Here, seismicity was 
probably related to the injection of water into a fault system. Induced seismicity resulting from 
thermal stress generated by re-injection of cooled water is subject to current research. 

The amount of land necessary for the construction of a geothermal plant is generally small 
compared to other renewable energy technologies. Drilling geothermal wells requires space for a 
drilling pad large enough to allow the manoeuvring of the drilling rig and to store drill pipe, casing, 
and other equipment. Typically, drilling pads for deep geothermal projects require a total area of 
4000–5000 m2. After completion of drilling and site restoration the land use footprint depends on the 
type of geothermal facilities installed. A district heating station requires much less space than a 
combined heat and power production unit with air-cooled condensers. 

6. Geothermal Installations 

6.1. Overview of Geothermal Installations in Germany 

Although only low and intermediate enthalpy resources are available in Germany, some regions 
are quite suitable for generating geothermal heat for direct use or even for power production. 
Germany uses its low enthalpy resources predominantly for spas, space heating, and district heating. 
Intermediate enthalpy resources are mainly used for district heating and in some cases even for 
power production. Figure 6 gives an overview on the location of geothermal facilities in Germany. 

There are 23 facilities with an installed capacity above 1 MW which supply heat for district 
heating networks and/or produce electricity for the national grid (see Table 1). The map and the table 
have been derived from the GeotIS [1], which contains more detailed information and data on 
geothermal power plants, heating stations and spas in Germany that are in operation or under 
construction. For each installation, details such as installed capacity or mean power production are 
provided. Statistics on geothermal power and heat production are available on an annual basis. 
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Figure 6. Geothermal installations in Germany. 

 

Currently, seven of the plants listed in Table 1 produce about 35.5 GWh/a of geothermal power 
with a total installed capacity of 27.1 MW (Figure 7). Compared to 2012, the capacity for power 
generation has more than doubled. In the case of heat production 18 of the plants mentioned above 
with an installed capacity of approximately 200 MW provide 530 GWh/a for district heating 
networks (in some cases combined with power generation). Together with 167 spas located 
predominantly in Southern Germany the total annual geothermal heat production in Germany sums up 
to about 920 GWh/a at an installed capacity of nearly 250 MW (Figure 8). 
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Table 1. Selected operating parameters of major geothermal installations in Germany. 
TVD: true vertical depth. 

Location 

Installed 

capacity (MW) 

Production 

(GWh/a) 
Wellhead 

temperature 

(°C) 

Production 

rate (L/s) 

Depth  

(m TVD) 
Stratigraphy 

Reporting 

year 
Power Heat Power Heat 

North German Basin 

Neubrandenburg * - - - - 65–78 11–28 1268 Rhaetian 2011 

Neustadt-Glewe - 4.0 - 17.6 97 11–35 2450 Rhaetian 2012 

Waren - 1.3 - 3.1 63 17 1565 Rhaetian 2012 

Upper Rhine Graben 

Bruchsal 0.4 - 1.2 - 123 24 2542 
Middle 

Bunter 
2013 

Insheim 4.3 - 14.2 - 165 65 3800 Basement 2013 

Landau 

(Palatinate) 
3.0 5.0 13.2 3.0 159 40 3291 

Bunter, 

Basement 
2012 

South German Molasse Basin 

Aschheim - 9.8 - 48.7 85.4 39–75 2630 Malm 2013 

Dürrnhaar ** 5.5 - - - ca. 135 ca. 130 4114 Malm - 

Erding - 10.2 - 37.6 62–63 6–36 2359 Malm 2013 

Garching - 8.0 - 10.2 74 100 2226.3 Malm 2012 

Kirchstockach ** 5.5 - - - 138.8 ca. 120 3881.6 Malm - 

München (Riem) - 12.0 - 48.0 94.5 35–85 2747 Malm 2011 

Oberhaching - 38.0 - 48.8 127.5 137 3755.2 Malm 2013 

Poing - 9.0 - 37.0 76.2 100 3049 Malm 2013 

Pullach *** - 11.5 - 45.7 104 and 80 55 and 23 3505 Malm 2013 

Sauerlach **,*** 5.0 4.0 - - ca. 140 110 4480 Malm - 

Simbach-Braunau - 7.0 - 48.0 80.5 61.1 1941 Malm 2013 

Straubing - 2.1 - 2.9 36.5 17.5 824.8 Malm 2011 

Traunreut ** - 7.0 - - ca. 108 50 4645.8 Malm - 

Unterföhring - 9.5 - 29.0 86 ca. 75 1986 Malm 2012 

Unterhaching 3.4 38.0 6.9 107.6 123.3 120 3590 Malm 2013 

Unterschleißheim - 8.0 - 40.1 78 65–93.3 1960 Malm 2013 

Waldkraiburg - 16.4 - 2.8 109 20 2718 Malm 2012 

Total 27.1 200.7 35.5 530.1 - - - - - 

* heat storage facility; ** recent commissioning; and *** triplet. 
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Figure 7. Geothermal power production in Germany. 

 

Figure 8. Geothermal direct use (spas and district heating) in Germany. 

 

6.2. Geothermal Installations in Northern Germany 

In this part of Germany thick Mesozoic sandstone formations represent the most important 
aquifers for geothermal utilisation. These include sandstones of the Lower Cretaceous, Middle 
Jurassic as well as reservoirs in the Rhaetian and Liassic sandstones and the Middle Bunter. These 
formations are widespread and show, especially in north-eastern Germany, favourable properties 
regarding porosity, permeability and temperature. Besides, the Rotliegend sandstones and the 
Schilfsandstein of the Middle Keuper are considered as locally promising target horizons for 
geothermal exploitation [14–17]. 

The most important geothermal projects in north-eastern Germany include the heating plants in 
Waren and Neustadt-Glewe as well as the heat storage facility in Neubrandenburg which exploit 
the sandstones of the Rhaetian/Liassic aquifer complex. 
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6.3. Geothermal Installations in the Upper Rhine Graben 

The geological formations of the Upper Muschelkalk and the Bunter show the highest potential 
for hydrogeothermal utilisation in the Upper Rhine Graben. In addition, the Hauptrogenstein (Middle 
Jurassic) located in the southern part of the graben and a Tertiary sequence in the northern part 
provide suitable conditions for geothermal exploitation. A relatively high temperature gradient 
indicates the upwelling of deep waters (with high salinity) along fault zones and fissures. This 
advantageous condition allows the generation of power at all of the larger geothermal facilities 
located in the Upper Rhine Graben (Bruchsal, Insheim, and Landau (Palatinate); compare Table 1). 

6.4. Geothermal Installations in the South German Molasse Basin 

The Malm (Upper Jurassic) represents by far the most important water-bearing horizon in 
southern Germany. Due to the fact that the high permeability of the partially karstified Malm 
limestones and dolomites allows high production rates (>100 L/s) from depths exceeding 4000 m 
this geological formation is today the main target for geothermal exploitation in the South German 
Molasse Basin. The temperature of the usually low mineralised waters is bound to the depth of the 
Malm horizon which crops out in the north in the Swabian and Franconian Alb but declines to 
depths below 5000 m when approaching the Alps [18]. For this reason geothermal power 
generation using thermal water with temperatures up to 140 °C is only possible to the south of 
Munich whereas farther to the north the main utilisation is aimed at supplying energy for district 
heating networks. Because of the geological conditions and the proximity to a large number of 
potential consumers, the area around Munich is one of the best developing regions of Germany in 
terms of geothermal utilisation. The Pullach geothermal plant has been extended from a doublet to 
a triplet with a reversal of an injection well to a production well. With the recent commissioning of 
Dürrnhaar, Kirchstockach, Sauerlach (triplet) and Traunreut the number of operating geothermal 
facilities in Bavaria amounts to 17 plants whereof four are generating geothermal power (see Table 1). 
Further projects are already in the stage of construction. 

Despite the high density of geothermal installations around Munich there is almost no mutual 
interference between neighbouring installations. Dussel et al. [19] simulated hydraulic and thermal 
effects in the reservoir for the proposed lifetime of 50 years on the basis of a numeric  
thermo-hydraulic 3D model. They predict temperature changes after 50 years of operation in the 
vicinity of injection wells, only. Hydraulic interferences are generally low. The maximum effect 
between to installations has been estimated with up to 0.3 MPa. 

7. Summary and Outlook 

Presently, there are 180 geothermal direct-use installations in operation. The installations 
comprise district heating, space heating in some cases combined with greenhouses and thermal 
spas. Most of the district heating plants are located in the Bavarian part of the Molasse Basin. 
From 2003 to 2013, the annual power production increased from 0 GWh to 36 GWh. At the end of 
2013, geothermal power generation in Germany reached an installed capacity of 27.1 MWe. 
However, most geothermal energy is used for heating. From 2003 to 2013, the annual production of 
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geothermal district heating stations increased from 60 GWh to 530 GWh. In 2013, the total 
installed capacity for geothermal heat production reached 250 MW. Buildings are responsible for 
about 40% of final energy consumption in Germany. There is still an enormous potential for 
geothermal direct use installations. Deep geothermal energy accounts for 0.62‰ of total heat 
supply and 6.92‰ of heat supply from renewable energy sources. Geothermal power production is 
growing rapidly but on a very small level. It merely accounts for 0.06‰ of total power production 
and 0.23‰ of green power production in Germany. 

Ganz et al. [20] expect that due to an exciting new project development in Southern 
Germany, the installed capacity of geothermal power production will exceed 50 MWe by 2015 and 
the installed capacity of deep geothermal heat use may reach 300 MWt in 2015 with an annual heat 
production of about 1075 GWh. Information on geothermal energy use in other countries can be 
found in Ganz and Schulz [21] and Ganz et al. [22]. 

The GeotIS provides up-to-date figures on geothermal facilities and annual geothermal energy 
statistics for Germany, which are used for national energy statistics on renewable energy, as well as 
in international reports [22]. 

Petrothermal energy is of high potential in Germany and could play an important role in German 
energy production in the long term. A German petrothermal system is currently developed in 
Saxony. The LIAG has performed a 3D seismic survey in a 10 km × 12 km area in the year 2012 to 
explore a petrothermal reservoir in a granitic body located in the Erzgebirge. The objective is to 
develop a detailed 3D model of the subsurface down to a depth of 6 km and to identify and 
characterise potentially permeable fracture zones as targets for a geothermal borehole using a 
petrothermal system. 

A detailed geological site assessment is still essential when planning a new geothermal 
facility. As part of this assessment, a lot of geological data, hydraulic data, and subsurface 
temperatures can be retrieved from GeotIS. The public system offers a wide range of tools to 
visualise key parameters in regional contexts. It helps to identify promising locations for 
geothermal projects and provides relevant information and data for preliminary and feasibility 
studies. However, it is important to note that GeotIS does not replace local feasibility studies. 
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Differences in Public Perceptions of Geothermal Energy 
Technology in Australia 

Simone Carr-Cornish and Lygia Romanach 

Abstract: In Australia, geothermal energy technology is still considered an emerging technology 
for energy generation. Like other emerging energy technologies, how the public perceive the 
technology and under what conditions they are likely to accept or oppose the technology, remains 
relatively unknown. In response, this exploratory research utilised online focus groups to identify: 
(1) the extent of agreement with geothermal technology before and after information, including 
media reports focusing on a range of the technology’s attributes; and (2) how the characteristics of 
individuals with different levels of agreement vary. After information, within the sample of 101 
participants, fewer reported being unsure, the minority disagreed and the majority agreed. Overall, 
the preference was for projects to be located away from communities. Participants that disagreed or 
were unsure, were more likely to report lower subjective knowledge of the technology, lower 
perceived benefits and higher risks, and were less likely to believe people in their community 
would have the opportunity to participate in consultation. These characteristics suggest there are 
advances to be made by analyzing what contributes to different levels of acceptance. The findings 
also suggest that the location of projects will be an important consideration and that the conditions 
of acceptance are likely to vary amongst community members. 

Reprinted from Energies. Cite as: Carr-Cornish, S.; Romanach, L. Differences in Public Perceptions 
of Geothermal Energy Technology in Australia. Energies 2014, 7, 1555-1575. 

1. Geothermal as an Emerging Energy Technology in Australia 

Over the last two decades, there has been increasing interest in the mitigation of climate change 
through the use of low emission energy technologies. However, like many new and emerging 
technologies, there has also been considerable public opposition to many of the low emission 
energy technologies being developed [1]. Apart from well known opposition to nuclear power 
plants [2], substantial opposition has been expressed in relation to wind farms [3], carbon capture 
and storage technology [4] and geothermal energy projects [5]. Furthermore, there has been 
increasing recognition by policy-makers and technology developers that not only a lack of opposition 
but societal acceptance [6] and support at the local level [1] are essential for successful deployment. 
Geothermal energy technology is an emerging energy technology in Australia and therefore it is 
relatively unknown how the Australian public is likely to respond to the proposed development of 
this technology in Australia. 

Additionally, Australia has substantial geothermal resources however, there has been limited 
demonstration of how these resources can be used for power generation [7]. To date, Australia’s 
only geothermal power plant is one that has serviced the remote town of Birdsville, Queensland 
since 1992, providing approximately 25% of the town’s electricity (80 kW) [8]. However, Australia 
also has some relatively unknown direct-use applications. For example, Perth, Western Australia, 
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has several school and community pools heated by the Perth Basin resource. Tourist spas have also 
been established, including a facility accessing the Peninsula Hot Springs in Victoria, and another 
in Queensland that draws from the Great Artesian Basin. More recently, Australian companies have 
been developing Enhanced Geothermal Systems for larger-scale power generation. These systems 
consist of hot rocks and the addition of water and/or permeability to extract the heat. With this 
development, the federal government’s Bureau of Resources and Energy Economics forecasts that 
the use of geothermal resources for energy generation may increase to 8% of total electricity 
generation in Australia by 2050 [9]. 

Due to its limited use in Australia there has been very little research to understand the extent to 
which Australians agree with the use of geothermal energy technology and under what conditions  
the technology would be accepted. In 2011, the Commonwealth Scientific and Industrial Research 
Organisation conducted a survey of 1907 Australians which found that just over one-quarter of 
respondents (27%) reported no knowledge of geothermal, with only 38% of respondents reporting 
their knowledge as moderate to high [10]. Although self-reported knowledge was low, over half of 
respondents (57%) agreed with the use of geothermal energy technology in Australia, though 31% 
reported to be unsure. To contrast, in 2011 a survey of Canadians (n = 1548) found 65% had heard 
of geothermal [11], whereas in a 2007 Eurobarometer survey found that only 44% of Europeans 
were aware of geothermal as an alternative energy source [12]. 

A recent report published on the public acceptance of geothermal electricity production in  
Europe [13] offered practical insights. The insights were drawn from the German media and six 
case studies of perceptions of projects (one from France, one from Italy and four from Germany). 
The analysis of media suggested four critical sources of social resistance: environmental issues, 
missing-involvement (engagement) issues, financial issues and the NIMBYism-syndrome. The 
reactions of stakeholders reported on by each case study were mostly favourable. However, the 
majority of the cases demonstrated that the citizens of nearby communities often had limited 
knowledge of geothermal technology or the specific project. Depending on the project this was due 
to different factors, for example, limited communication efforts or that communications failed to 
reach the majority of the citizens. In such cases the lack of involvement contributed to uncertainty 
about the project, negative perceptions and even opposition. Additional factors of influence 
included local economic and political factors and experiencing seismicity. 

Also emerging from CSIRO’s research program were responses collected from workshops with 
members of the public in Australian capital cities during 2008 to 2009 [14]. Again, participants 
rated themselves as having low levels of knowledge of geothermal energy technology. Despite the 
low levels of knowledge and concerns about water usage and seismic activity, participants were 
overall supportive of using geothermal energy technology in Australia, partly due to identifying 
geothermal as a renewable energy source. Similarly, both acceptance and concern have been 
evident in how projects have been received to date. For example, direct-use applications, such as 
heated pools and day spas, have received little attention, however, intense community concern was 
reported in relation to a proposed geothermal power plant near Geelong in Victoria [15]. 

To understand how the technology will be perceived as its profile increases in Australia and 
what factors will potentially characterise acceptance or concern, this research aimed to identify:  
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(1) the extent of agreement with geothermal technology before and after information, including 
media reports focusing on a range of the technology’s attributes; and (2) how the characteristics of 
individuals with different levels of agreement vary. The provided information, included sources 
that are readily available on the internet, such as media reports on the technology. Based on 
existing research of societal acceptance of low emission energy technologies, it was anticipated that 
acceptance was likely to differ depending on an individual’s knowledge of the technology [16], 
how individuals perceive the benefits and risks of such technology [17], the location of energy 
projects, local community views of such projects [18], and individuals’ demographics [19]. 

1.1. Knowledge of the Technology 

The role of knowledge is widely investigated in technology acceptance studies with previous 
research indicating that subjective and objective knowledge about an energy technology can have 
different effects on technology acceptance [16]. While some studies, considered in a review by  
Huijts et al. [16] reported positive interactions between objective knowledge and acceptance in the 
context of carbon capture and storage (e.g., [20]), hydrogen technology (e.g., [21,22]), Ellis et al [23] 
found little evidence of a relationship between objective knowledge of wind power and its acceptance. 

Other research has found technology acceptance to be influenced by subjective and not objective 
knowledge, for both genetically modified foods [24] and rooftop solar photovoltaic systems [25].  
Such findings highlight that acceptance is informed by more than objective facts about the 
technology. In addition, individuals will not necessarily develop an in-depth understanding of every 
technology and other factors, such as benefit and risks perceptions, are likely to play a key role in 
technology acceptance of energy projects. 

1.2. Perceived Benefits and Risks of the Technology 

Perceptions of benefits and risks of a technology are critical to the public’s support of a 
technology’s implementation [17]. Previous research has shown that individuals are more likely to 
support a technology when they perceive that the benefits of such technology outweigh the  
risks [16,17] and this has been demonstrated in the context of controversial technology such as 
nanotechnology, biotechnology and stem cell research [26]. Furthermore, emerging technologies 
are often inherently uncertain and therefore their associated risks can be largely unknown [27]. 

Risk perception is a social construct and thus previous research has shown that individuals are 
likely to react to hazards differently, with each individual’s characteristics or specific technical 
knowledge resulting in quite different judgments about benefits and risks [27,28]. Likewise, the 
perceptions of the benefits of energy technologies depend on factors such as individuals’ level of 
trust in institutions [16], their subjective knowledge, values and beliefs [25], and therefore 
individuals might perceive the same benefits differently. For example, a previous study about 
societal acceptance of carbon capture and storage found that while some people evaluated the 
benefits as being greater than the risks, others evaluated those same risks as being greater than the 
benefits [29]. Similarly, Cacciatore et al. [30] found that individuals that could make a link 
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between the concept of nanotechnology and examples of how the technology could be applied were 
more likely to take risks into account. 

Energy technologies also present a complex combination of benefits and risks at both the local and 
global level, for example, there is disparity between local risks and global benefits for nuclear  
energy [31] and carbon capture and storage [29]. Previous research into public perceptions of 
geothermal energy in Australia has shown similar results, as concerns about geothermal energy 
technology are mostly local: water usage and seismic activity instigated by geothermal drilling [14]. 
Whereas benefits of geothermal energy technology commonly identified by the community, such 
as low emission energy have an effect at a larger scale, either nationally or globally. 

1.3. Project Location and Procedural Justice 

Historically, geothermal energy projects have demonstrated that closeness to the end-use 
application is critical to achieving efficient heat transfer when projects are intended for direct-use 
or combined direct-use and electricity generation. Research into societal acceptance of energy 
projects has suggested that the location of energy technology demonstrations can impact 
acceptance, with concerns that such projects might threaten the locality or its safety [18]. In the 
context of renewable energy projects, this concept is usually referred as the “Not In My Backyard” 
(NIMBYism) phenomenon. The assumption underlying NIMBYism is that individuals hold more 
negative attitudes when the project is proposed for their local residential area than they would 
normally [18]. However, further research has suggested that opposition towards a particular 
technology is broader than proximity alone and involves a “range of social and personal factors 
affecting human interactions with social and political institutions” [32]. As argued by  
Devine-Wright [18], a multidimensional framework concept is required to understand how 
contextual, social, economical and personal factors shape public perceptions of energy technologies. 

Research has also shown that it is important to engage with the public in the early stages of 
technology development [29,33]. Early engagement with the community, through a variety of 
mechanisms has emerged as the best approach to facilitate meaningful participation, to empower 
the community and to build trust of the institutions deploying the technology. An effective engagement 
process happens when the decision process is judged to be fair, also known as procedural justice [34]. 
For example, in the context of carbon capture and storage, Bradbury et al. [35] found that the 
public was concerned about whether the project implementation would be fair and transparent, 
including having mechanisms for voicing concerns. 

1.4. Demographics 

Several studies have reported demographics interacting with the acceptance of energy 
technologies. For example Carr-Cornish et al. [36] segmented a sample of responses from an 
Australian population and found that the segment that preferred renewable energy were more likely 
to consist of individuals that were female and have low to moderate household incomes. Whereas 
individuals in the segment that supported a range of technologies, were more likely to be male, 
tertiary educated, middle aged, with moderate to high household incomes. A study that reported 
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explicitly on geothermal, found that gender impacted support for a geothermal facility on the Greek 
island of Nisyros, where women were less likely to support the technology than men [19]. In 
addition, previous studies have indicated that women tend to show more concern with the risks 
associated with technologies than men [37]. 

2. Method 

The exploratory research questions of this study were addressed using online focus groups and a 
mixed methods approach. The mixed method approach afforded both in-depth explorations of 
participants’ perceptions through typed dialogue, as well as questionnaires which allowed 
comparison of participants’ responses [38]. Online focus groups were utilised because, as with 
offline focus groups, discussion is immediate, free-flowing and allows for affect—it also allowed 
participants to attend who may not have been able to travel to a physical focus group setting [39]. 
The sample could also be accessed in a timely manner and a complete record of the discussion data 
was immediately available for analysis. 

2.1. Sample 

A total of 136 individuals participated in the online focus groups, combined these participants 
had similar age, gender and location characteristics to that of the Australian population. However, 
the sample reported on in this paper consisted of the 101 participants that completed at least 95% of 
both pre- and post-questionnaires. The remaining sample had characteristics which were consistent 
with the Australian population, providing a relatively representative sample, although some 
demographics were over- or under-represented [40] and the data collection method was biased 
toward internet users. For example, participants ranged from 20 to 68 years, with a mean age of  
43 years (SD = 12.91) higher than the national median of 37 years. The Australian population 
consists of 49% males and 51% females, and the same proportion of male and females were 
sampled. While participants reported a range of education levels, 35% of the survey sample had  
a bachelor/honours degree, compared to14% of the Australian population [40]. Similar to the 
Australian population, participants were from a range of employment situations with 39% of 
participants employed full-time (40%; [40]). Participants’ incomes ranged from less than $20,000 
to $150,000 or more, and the median was $60,000 to $79,999, which is slightly higher than the 
national average of $58,375. At least one participant was from each of Australia’s states and 
territories except Western Australia. The distribution was similar to the population; 36% of 
participants were from New South Wales, 29% from Victoria, 25% from Queensland, 4% from 
South Australia, 3% from Tasmania, and 1% respectively from the Australian Capital Territory and 
the Northern Territory. 

2.2. Material 

The online focus groups were conducted using an online qualitative research (OQR) platform, 
called Revelation Next [41]. At the start and end of the online focus groups participants were 
asked to complete a questionnaire which included measures such as agreement with the use of 
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geothermal energy technology in Australia; self-rated knowledge of geothermal; perceptions of the 
benefits and risks of geothermal energy; preferences for project location and procedural justice; and 
demographic information—specifically age, gender, education, employment and income. Amongst 
other institutions, trust in the research organisation (CSIRO) conducting the study was also 
measured to provide insight into participants’ perceptions of the research process. 

Agreement with the technology was measured by asking “Please select the option that best 
matches how strongly you agree or disagree with using the following energy sources and 
technologies in Australia”. A range of technologies were listed and responses to geothermal were 
reported in this study. Participants could respond from 1—strongly disagree, 3—neither disagree 
nor agree, to 5—strongly agree and “I have no idea”. This measure was adapted from a survey by 
Hobman et al. [10] of the Australian public’s preference for energy sources and related 
technologies. To compare participants with different attitudes toward the use of geothermal energy 
technology, the attitude measure was re-coded into three attitude groups: “Disagree”, “Unsure” and 
“Agree”. The “Disagree” group included participants with ratings of 1—strongly disagree and  
2—disagree. The “Unsure” group included participants with ratings of 3—neither disagree nor 
agree or “I have no idea”. The “Agree” group included participants with ratings of 4—agree and 
5—stongly agree. 

Self-rated knowledge was measured by asking participants to “Please rate your knowledge from  
1—no knowledge to 5—high knowledge of the following energy sources and technologies in 
Australia”. Again a range of technologies were listed and responses to geothermal were reported in 
this study. The self-rated measure of knowledge was also adapted from Hobman et al. [10]. 

To measure benefits and risks, participants were asked to rate their agreement with five benefit 
statements and four risk statements. Specifically participants were asked: “Please select the option 
that best matches how strongly you agree or disagree that the development of geothermal resources 
in Australia will”: e.g., “Reduce greenhouse gas emissions” and “Induce earthquakes”. Responses 
could range from 1—strongly disagree, 3—neither disagree nor agree, to 5—strongly agree. This 
question was informed by research of the actual benefits and risks of geothermal energy  
technology [7] and followed methodology previously used in risk assessment research [17]. 

Two questions were asked to measure participants’ preferences regarding project location. At 
both the start and finish a question was asked of the distance projects should be from built-up areas. 
Participants were asked: “Please indicate the distance a geothermal project should be from built-up 
areas in your community (e.g., houses, businesses)”. The response options were: less than 1km, at 
least 1 km, at least 5 km, at least 10 km, at least 50 km, at least 100 km and greater than 100 km. 
Only in the end questionnaire participants were asked about how concerned they would be if a 
project was proposed for their community. Participants were specifically asked: “On a scale of 1 
(not at all concerned) to 5 (very much concerned) please select the number that best matches how 
you would feel if a geothermal project was proposed within 1km of built areas in your local 
community”. These measures were adapted from the Special Eurobarometer 364 [42] on public 
awareness and acceptance of carbon capture and storage. 

In the final questionnaire participants were also asked about procedural justice, the extent they 
believed they could participate in decisions about a project. They were asked: “Please rate from 1 
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(not at all) to 5 (very much) the extent to which you believe people in your community would have 
the opportunity to participate in decisions about geothermal energy projects”. Also, to measure 
trust in a range of institutions, including CSIRO, participants were asked: “Please rate from 1 (not 
at all) to 5 (very much) the extent to which you trust [institution specified] to provide honest 
information about geothermal resources and projects in Australia”. 

Between completing the pre- and post-questionnaires participants were asked to view and 
discuss their reaction to four pieces of information about geothermal energy technology that are 
currently available on the internet. A geothermal energy researcher with industry experience, 
assisted with the identification of relevant materials. Participants were first presented with an 
overview of the technology and Australia’s industry. This was done by providing participants with 
a CSIRO authored factsheet [43] about the technology and a YouTube video recording of a 7 min 
TV news segment that aired on the Australian Broadcasting Commission (ABC) in 2011 [44]. 
Following this, participants were presented with two articles, one that was positively framed and 
focused on the potential for enhanced geothermal systems and a second that was more negatively 
framed and focused on the hydraulic fracturing aspect of enhanced geothermal systems. The 
predominately positive news article was “Enhanced geothermal systems: Have a little faith” and 
published on the renewable energy news website, Renewable EnergyWorld.com [45]. The more 
negatively framed article was “France fractured by fracking-like geothermal projects” and 
published online in The Age [46]. 

2.3. Procedure 

A market research firm was used to recruit participants for the nine online focus groups. Each 
focus group was moderated by one of two CSIRO researchers and the initial group was moderated 
by both to ensure consistency of approach. All groups followed the same procedure though the 
order in which the positive and negative news articles were presented varied to negate the news 
articles having a primacy or recency effect on responses. From the 101 participants that completed 
the questionnaires, 60 viewed the positive article first and 41 viewed the negative article first. The 
groups commenced when participants responded to their email invitation to log into the 
Revelation Next platform. To maintain their privacy they used only their first name or an alias. 
The groups ran for approximately 2 h in which participants completed seven activities. First 
participants completed the questionnaires as presented in Table 1 followed by Activity 2 which was 
a written discussion of their awareness of geothermal energy. Activity 3 to 5 all involved the 
provision of information and discussion. Activity 6 was the final discussion, which was followed 
by a questionnaire. 
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Table 1. Online focus group activities, including information provided and discussion prompts. 

Activity schedule Purpose Questions 

1. Pre-questionnaire 
Collect quantitative data on existing 
attitudes and demographics 

See Section 2.2. Materials 

2. Initial group discussion 
Collect qualitative data on existing 
attitudes towards geothermal energy 

Please write down what comes to your 
mind when you think about geothermal 
energy 

3. What is geothermal energy? 

Provide information about technology. 
Participants were asked to read the 
CSIRO factsheet and view the ABC 
news segment 

Facilitated discussion.  
- Was this information new to you?  
- Was this information clear?  
- What particular points are most 

relevant to you?  
4/5. Geothermal projects  
2012 article 

Provide information on the risks and 
benefits of geothermal technology 
presented in media articles. One 
article was positively framed and one 
article was negatively framed 

Facilitated discussion.  
- What did you think about the 

information presented in the article?  
- What do you think the project and 

technology discussion in that article? 

5/4. Geothermal projects  
2013 article 

6. What do you think? 
Explore participants’ overall  
opinions and attitudes towards 
geothermal technology 

Facilitated discussion.  
Given the information you have been 
provided on geothermal technology, the 
industry in Australia and examples from 
around world, overall:  
(a) What do you think about Australia’s 

effort to date to develop geothermal 
resources?  

(b) What would be important to you if 
geothermal projects are implemented 
across Australia? 

7. Post-questionnaire 
Collect quantitative data on 
participants attitudes after  
provision of information 

See Section 2.2. Materials 

All of the questionnaire responses and discussion interactions were collected securely online. 
The questionnaire responses were analysed using the Statistical Package for the Social Sciences 
(SPSS) version 20. Descriptive statistics were used to identify the distribution of responses. To 
compare responses collected at the start with those at the end, two-tailed paired sample t-tests were 
used. Analysis of variance (ANOVA) was used to compare the responses of each attitude group 
(“Disagree”, “Unsure”, “Agree”) on continuous variables and cross-tabulations with Pearson’s  
chi-squared tests were used to make comparisons on categorical variables. Differences were 
considered significant at p < 0.05. Qualitative data from the facilitated discussion were 
thematically coded using NVivo 10, a form of Computer Assisted Qualitative Data  
Analysis Software. 
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3. Results 

Overall the questionnaire responses confirmed that there was considerable agreement with the 
use of geothermal energy technology in Australia. On the recoded scale of 1—disagree to  
3—agree, the mean measure of agreement was high at both the start, 2.58 (SD = 0.50) and end, 
2.67 (SD = 0.60), to the extent there was no significant difference, t(99) = 1.38, p = 0.171. 

Also, the perceptions of those that viewed the positive article first were similar to those that 
viewed the negative article first. For example, at the start the mean agreement of these groups was 
only marginally significant, t(83) = 2.034, p = 0.045 and at the end the difference was definitely not 
significant, t(64) = 1.855, p = 0.068. Additionally there was no statistically significant difference in 
the mean change of participants that viewed the positive article first, t(59) = 1.230, p = 0.224 or of 
those that viewed the negative article first, t(39) = 0.684, p = 0.498. Trust in CSIRO increased 
significantly during the process from 3.94 (SD = 0.952) at the start to 4.18 (SD = 0.833),  
t(99) = 3.129, p < 0.05. This increase suggests that providing both negative and positive 
information from media sources did not have an adverse effect on the trust participants had in the 
organisation conducting the research. 

Although there was no significant change in mean ratings of participants’ agreement with the 
technology, the proportion of participants that either disagreed, were unsure or agreed with the 
technology did significantly change [ 2(2, N = 100) = 10.71, p = 0.005]. Shown in Table 2 is the 
percentage of participants that reported disagree, unsure and agree at both the start (last column) 
and end (last row). At the start, participants were either unsure of the technology or agreed with the 
technology, however, by the end there was more variation in responses; a small percentage of 
participants disagreed, fewer participants were unsure, and more agreed. 

Table 2. Attitudes toward geothermal energy technology being used in Australia. 

Start 
End 

Disagree Unsure Agree Total 
Disagree – – – – 
Unsure 5% (5) 13% (13) 24% (24) 42% (42) 
Agree 2% (2) 6% (6) 50% (50) 58% (58) 
Total 7% (7) 19% (19) 74% (74) 100% (100) 

Consistent with participants’ attitudes that were measured through the questionnaire, qualitative 
responses collected in the last facilitated discussion (Activity 6), confirmed that although mean 
agreement was high, participants expressed a range of agreement levels with use of the technology 
in Australia. For example, the following quote reflects strong agreement: 

I’m pleased that Australia is making some effort to explore and develop its geothermal 
resources, but I’d like to see more action given our enormous potential for energy derived through 
geothermal technology. I sense we are somewhat lagging other parts of the world in this respect, 
which is disappointing. 
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The following quotes demonstrate expressions of agreement, but with conditions, such as safety, 
no hydraulic fracturing and measured funding: 

I think that Australia can play a significant role in the development of geothermal energy and 
should continue to do so if it can be proven to be ‘safe’. To me, I am very happy to see geothermal 
projects in Australia, but importantly for me, we must not implement fracking or anything similar. 
Geological disturbance must be avoided; we simply don’t know the potential long term 
consequences on geological disturbance. 

It should be slowly funded as it is until we know we are not throwing money down a hole. 

Some participants indicated they did not have enough information to form a judgment and that 
they perceived the need for more research: 

I struggle with this right now, simply because we have incomplete information. If this were to be 
implemented here in Australia, I would want to know that there was going to be no disastrous or 
potentially disastrous results. In theory it’s a great idea, and one that appears to be a long term 
supply, but none of that will matter if we end up with earthquakes and poisoned water! 

Expressions of disagreement emphasised the need for more research and also alternative 
technologies: 

I think a lot more testing, scientific discussion and research is required before Australia can 
step into this kind of technology. I feel there are several easier, sustainable and less dangerous 
alternatives to geothermal energy systems available to us at the moment. Let’s utilise these  
options first. 

3.1. Self-Rated Knowledge 

Figure 1 shows the mean self-ratings of knowledge for each attitude group, both at the start and 
end of the processes. Overall the mean rating significantly changed from the start to the end,  
t(97) = 16.440, p < 0.001. The mean at the start was low, 1.89 (SD = 0.93) and at the end the mean 
was moderate, 3.65 (SD = 0.79). The mean self-ratings were significantly higher for participants 
that agreed with using the technology in Australia compared to those that were either unsure or 
disagreed, at both the start, F(1, 99) = 25.971, p < 0.001, and end, F(2, 95) = 5.012, p < 0.05. 

Similar to the questionnaire responses, the qualitative responses collected in the first facilitated 
discussion (Activity 2) confirmed that the majority of participants stated limited to moderate 
awareness of the technology, especially in Australia. The quotes below reflect a participant 
expressing low awareness and another expressing moderate awareness: 

Until the opportunity has opened for this discussion, I wasn’t aware that Australia was involved 
in any projects to develop any business opportunities or were conducting public company business. 

This is a subject that I have only heard about in the past two or three years, so I’m still learning 
the intricacies about it. 
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Figure 1. Mean self-ratings of knowledge of geothermal by attitude group. 

 

Participants also showed interest in being better informed: 

I’m really interested to learn more about it, because it’s important to advocate for the 
development and implementation of safe sustainable energy sources. 

No, I don’t feel well informed at all. It is a shame that it is not more widely discussed/debated as 
is coal seam gas and coal extraction for electricity. 

Participants reported to recognise the technology from a range of information sources, most 
often from a media source: 

I have heard it discussed in the media, but I am not sure if it’s operational or how widespread it is. 

I have seen a bit about if overseas on some of the grand design shows on the ABC they have 
used it as heating for their homes instead of other sources it is interesting. 

3.2. Agreement with Benefits and Risks 

The questionnaire results showed that different perceptions of the benefits and risks of the 
technology were linked with different levels of agreement with the use of the technology. At the 
start of the online focus groups, the mean ratings of four benefit and two risk statements were 
significantly different between participants that were unsure with the use of geothermal technology 
in Australia and those that agreed. The significant differences were identified using analysis of 
variance (ANOVA) and the results for benefit statements were: F(1, 98) = 16.360, p < 0.001 for 
“have benefits that outweigh the risks”; F(1, 99) = 27.558, p < 0.001 for “benefit future 
generations”; F(1, 99) = 23.110, p < 0.001 for “reduce greenhouse gas emissions”; and  
F(1, 99) = 25.347, p < 0.001 for “improve energy security”. The results for the risks statements 
were: F(1, 99) = 4.856, p < 0.05 for “induce earthquakes”; and F(1, 98) = 4.763, p < 0.05 for 
“negatively impact on groundwater”. 

Figure 2 illustrates how the mean ratings of benefits by participants in agreement with the 
technology were consistently higher and risks were significantly lower, when compared to the 
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responses of the participants that were unsure about the technology. Two risk statements that did 
not show any statistically significant differences were: F(1, 98) = 0.199, p = 0.657 for “have risks 
that are unknown” with a mean of 3.41 (SD = 0.805); and F(1, 99) = 0.181, p = 0.671 for “increase 
the price of electricity” with a mean of 2.86 (SD = 0.861). One statement about benefits also did 
not show any statistically significant differences: F(1, 98) = 1.289, p = 0.259 “have benefits that are 
unknown” with a mean of 3.51 (SD = 0.611). 

Figure 2. Mean ratings of benefits and risk by attitude group at the start. 

 

Figure 3 shows the mean ratings of benefits and risks for each attitude group in the  
post-questionnaire. Similar to the pre-questionnaire, there were significant differences:  
F(2, 96) = 24.721, p < 0.001 for “have benefits that outweigh the risks”; F(2, 96) = 23.779,  
p < 0.001 for “benefit future generations”; F(2, 97) = 7.945, p < 0.05 for “induce earthquakes”; 
F(2, 97) = 11.997, p = 0.001 for “reduce greenhouse gas emissions”; F(2, 97) = 112.976, p < 0.001 
for “negatively impact on groundwater”; and F(2, 96) = 12.976, p < 0.001 for “improve energy 
security”. Additionally there was a significant difference in agreement with ‘have risks that are 
unknown’, F(2, 98) = 4.275, p < 0.05. There were no significant differences between the responses 
of each attitude group to: F(1, 98) = 0.49, p = 0.952 for “have benefits that are unknown” with an 
overall mean of 3.53 (SD = 0.881); and F(1, 97) = 2.627, p = 0.077 for “increase the price of 
electricity” with an overall mean of 2.84 (SD = 0.987). Overall, similar to the pre-questionnaire, 
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participants’ that agreed with the use of the technology compared to participants that were unsure 
or disagreed rated the benefits of using the technology higher and the risks lower. 

Figure 3. Mean ratings of benefit and risk statements by attitude group at the end. 

 

During the final facilitated discussion (Activity 6), when participants were asked to share their 
perspectives on the technology being used in Australia, a range of benefits and risks were 
discussed. The potential for seismic activity best illustrated in the quotes below: 

Possible seismic activity, as reported from international projects and negative effect on the  
Artesian Basin. 

NO FRACKING. The method to get through the rock has to be safe and sustainable. The 
projects have to be far enough away from cities and the populous so that it does not cause injury or 
environmental concerns. 

There were mixed responses to the implications for ground water, some participants did not 
foresee negative effects, others did: 

The water gets pumped in, it comes out hot, then gets pumped back in cold. It is great that the 
water can be reused—there is always a worry for water shortages. 
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I would treat it in a similar manner to coal seam gas production. I would not want it near 
residential areas or homes. It would need to be shown to be safe: i.e., no chance of it producing 
seismic activity or polluting groundwater or the environment. 

Participants also perceived benefits such as low emissions, an abundant supply and potential  
cost savings: 

I think Australia needs to do more to develop its geothermal resources. We can’t keep going the 
way we are. Putting aside the greenhouse emissions and environmental factors, we Aussies are 
struggling with our power bills that keep rising. 

A common conclusion amongst participants was that the benefits outweighed the risks: 

Clean renewable resource that we could all benefit from. More jobs and a better economy. With 
the way electricity prices are going up we have to do something. I really think the benefits outweigh  
the negatives. 

Another frequent conclusion was that the technology had potentially hazardous unknown risks: 

I think Australia is right to be cautious for now. At least until we know more about the risks  
and benefits. 

3.3. Project Location and Procedural Justice 

As shown in Figure 4, participants reported similar preferences at the start and end of the 
process regarding the distance geothermal projects should be from built-up areas in their 
community. To meet the minimum distance preference of approximately half of the sample (55% 
in the start questionnaire; 57% in the end questionnaire) projects needed to be ‘at least 50 km’ and 
to meet the minimum distance preference of three-quarters of the sample (78% in the  
pre-questionnaire; 71% in the post-questionnaire) projects needed to be ‘at least 100 km’. Regarding 
the differences between groups, at the start, the participants from the ‘Unsure’ and ‘Agree’ attitude 
groups rated their distance preferences similarly, 2(2, N = 101) = 6.30, p =0.327. At the end the 
preferences were more distinct for each attitude group, though the differences were not significant, 

2(2, N = 100) = 20.20, p = 0.063. 
At the end of the focus group process participants were asked to rate their concerns if a 

geothermal project was proposed within 1km of built-up areas in their local community. Mean 
ratings of concern varied significantly between participants that disagreed, were unsure and agreed 
with the technology’s use in Australia, F(2, 97) = 9.478, p < 0.001. The mean rating of participants 
in the “Disagree” and “Unsure” attitude groups were higher, 4.71 (SD = 0.286) and 4.63  
(SD = 0.684), compared to the participants of the “Agree” group, 3.66 (SD = 1.114). 

The facilitated discussion (Activity 6) captured some of the participants concerns about the 
technology and the possibility of it being used close to communities: 

I don’t think this technology should be utilised at all let alone in any populated area. 

Some participants were more accepting of the technology though maintained the technology 
should be away from their community: 
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Definitely would not be happy if it was proposed in my area. I’m not sure how far away would 
make me feel better. 

Others reported to be potentially comfortable with projects being in or near their community, 
though they had conditions such as safety and being consulted: 

Provided I was consulted along the way and I was sure it was completely safe—go ahead! 

After reading all the information I think I would be ok if they were to start a project in my area,  
I am not sure how far they should be, far away enough that there is minimal noise, traffic 
congestion, and an eyesore to the environment? 

Figure 4. Percentage of agreement with distance of geothermal projects from built-up 
areas in the community.  
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The final questionnaire results also showed that participants have concerns about the procedural 
justice elements of such projects. Participants were asked to rate from 1 (not at all) to 5 (very 
much) the extent to which they believed people in their community would have the opportunity to 
participate in decisions about geothermal energy projects. This question emphasises the 
participants’ belief in having the opportunity to participate, whether participants would actually 
participate, would be subject to additional factors regarding the particular project and community. 
The difference in responses between attitude groups was significant, F(2, 96) = 6.132, p < 0.05. 
The mean rating of participants in the “Disagree” and “Unsure” groups were low, 2.00 (SD = 1.000) 
and 2.63 (SD = 1.116), whereas the mean response of the “Agree” group was moderate,  
3.19 (SD = 1.276). Similarly, in the last facilitated discussion (Activity 6) participants indicated the 
need for more information to be available to the public: 

Similar to the first handout, concise information of what Geothermal energy is. Also a table to 
highlight the benefits versus the negatives. With the negatives, it will be useful to describe how they 
can be prevented, mediated or dealt with. More media coverage will be useful, as it will reach out 
to more Australian public. Knowledge eases concerns. 

Others emphasised addressing the risks, including hydraulic fracturing and involve  
the community: 

I would be concerned on the fracking issue so wouldn’t want it in my backyard unless all 
concerns were addressed. 

If implemented, it would be important to involve (and actually involve and listen to, not just pay 
lip service!) local communities who are affected by having drilling near them. There would need to 
be strict regulation of the companies who explore and initiate drilling of sites, to make sure the 
sites are environmentally sound. 

However, I do think that the area that is used to obtain the geothermal energy should be 
benefited the most from it, I don’t like the way that big mining companies take all the profits 
offshore or away from the area’s that they get there resources from. 

3.5. Demographics 

Based on their attitude toward the technology, participants were compared across age, gender, 
education and income. There was only a significant difference for gender. The difference was 
significant both at the start, 2(1, N = 100) = 11.45, p < 0.001, and end, 2(1, N = 100) = 6.86,  
p < 0.05. Figure 5 shows that there were a similar proportion of males to females, and that 
consistently, those that were unsure or disagreed were more likely to be female, whereas 
participants that agreed were more likely to be male. 
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Figure 5. Gender by attitude group. 

 

4. Discussion 

The findings from this research appear consistent with previous studies about societal 
acceptance and awareness of geothermal energy technology in Australia [10,14]. This study, 
specifically found that at the start, prior to additional information, participants were either unsure of 
the technology or agreed with the technology. However, after the provision of information, a 
greater number of participants agreed with the use of the technology in Australia, fewer 
participants were unsure but a small number of participants disagreed with its use. 

Additionally the study considered whether individuals that disagreed, were unsure or agreed 
with the technology’s use in Australia had varying characteristics. Overall, participants that agreed 
with the technology both at the start and end of the online focus groups were more likely to be male, 
rate their knowledge as high, report stronger agreement with the technology’s benefits and less agreement 
with the risks. They also indicated the technology could be located closer to their community, with 
only 34% of those respondents requiring geothermal projects to be located over 100 km as opposed to 
63% of unsure respondents, or 100% of those who disagreed with the use of geothermal energy. In 
addition, respondents who agreed with the technology reported less concern about the  
technology being proposed for their community and believed they would be able to participate in the 
decision-making process. 

The findings were consistent with previous research that suggests men are more likely to agree 
with the use of geothermal energy technology [19] than women, and that in general women are 
more inclined to be concerned with the risks of technology [37]. Also consistent with existing 
research reviewed by Huijts et al. [16], participants who reported higher subjective knowledge 
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were more likely to agree with using the technology in Australia. Furthermore, after information 
there was an increase in both self-rated knowledge of the technology and agreement with the use of 
the technology. 

Similar to the risk assessment literature, the findings showed that support for geothermal energy 
technology is dependent on an individual’s perception of the technology benefits outweighing the  
risks [16,17,26]. The questionnaire results showed that after the provision of information, 
participants in the “Disagree”, “Unsure” and “Agree” groups significantly differed in response to 
the statement ‘that risks are unknown’, confirming Slovic’s [27] work on the implications of risk 
uncertainty for emerging technology. The risks participants focused on were consistent with the 
information presented, however, they were also consistent with the risks previously identified by 
Dowd et al. [14] and Reith et al. [13] and included seismicity, water usage and pollution. Similar to 
previous research of the acceptance of carbon capture and storage, benefits identified by participants 
were mainly global in nature such as geothermal being a low emission energy technology [29,31]. 
The change in ratings of benefits and risks, before and after information, demonstrated how 
individuals can change their perceptions due to available information, including knowledge of 
advances in the technology. 

Consistent with previous research regarding the potential location of energy technologies [18] the 
majority of focus group participants would prefer that geothermal projects be located at least 100 km 
away from their community. This finding suggests the important role community engagement could  
have for direct-use or combined direct-use and electricity generation projects, which need to be proximal 
to the end-use application. Additionally, the “Disagree” and “Unsure” participants also reported less 
agreement with the notion that people in their community would have an opportunity to participate in 
decisions about such projects. This finding is consistent with previous research [13,29,33] and 
indicates the importance of early and transparent engagement as a means for overcoming 
community preconceptions and addressing concerns. 

Overall this research demonstrates how acceptance of emerging energy technology can be 
further understood by comparing the characteristics of individuals with different levels of 
acceptance and at least two other directions for future research are evident. The first is to further 
explore the effect of information provision and framing on technology acceptance, investigating the 
influence of information source and trust, as well as the effect of messaging framing about benefits, 
risks and project location. While the second avenue for future research is limited in Australia due to 
the lack of commercial hot rocks geothermal plants, future research could extend the findings of 
this study by surveying both individuals that have had exposure to the technology and those who 
have not. Similar to Reith et al. [13] such analysis would explore the effect of exposure to the 
technology on risks and benefits perceptions as well as on technology support. 

5. Conclusions 

This study explored the level of agreement with the use of geothermal energy technology in 
Australia and how perceptions are impacted by media reports of the technology that are readily 
available on the internet. In conclusion the findings suggest that while the majority of participants 
agreed with geothermal technology use in Australia and agreement increased after information, 
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concerns about the potential risks of the technology are present and the dominant preference is for 
the technology to be deployed away from communities. The reluctance to have the technology near 
communities could present a challenge for direct-use and combined direct-use and electricity 
projects which need to be located close to the end-use application. Participants concerns were not 
addressed at the time they were raised, which may have contributed to participants that were 
initially unsure or in agreement with the technology, disagreeing with the technology at the end. 
However, individuals do not have the opportunity to have their concerns addressed while reading 
news media or other content that is readily available on the internet. Thus the results highlight the 
importance of responding to uncertainty about the technology’s risks and suggest a role for  
policy-makers and industry in engaging with Australians ahead of large-scale demonstration of  
the technology. 
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Geophysical Methods for Monitoring Temperature Changes 
in Shallow Low Enthalpy Geothermal Systems 

Thomas Hermans, Frédéric Nguyen, Tanguy Robert and Andre Revil 

Abstract: Low enthalpy geothermal systems exploited with ground source heat pumps or 
groundwater heat pumps present many advantages within the context of sustainable energy use. 
Designing, monitoring and controlling such systems requires the measurement of spatially 
distributed temperature fields and the knowledge of the parameters governing groundwater flow 
(permeability and specific storage) and heat transport (thermal conductivity and volumetric thermal 
capacity). Such data are often scarce or not available. In recent years, the ability of electrical 
resistivity tomography (ERT), self-potential method (SP) and distributed temperature sensing 
(DTS) to monitor spatially and temporally temperature changes in the subsurface has been 
investigated. We review the recent advances in using these three methods for this type of shallow 
applications. A special focus is made regarding the petrophysical relationships and on underlying 
assumptions generally needed for a quantitative interpretation of these geophysical data. We show 
that those geophysical methods are mature to be used within the context of temperature monitoring 
and that a combination of them may be the best choice regarding control and validation issues. 

Reprinted from Energies. Cite as: Hermans, T.; Nguyen, F.; Robert, T.; Revil, A. Geophysical 
Methods for Monitoring Temperature Changes in Shallow Low Enthalpy Geothermal Systems. 
Energies 2014, 7, 5083-5118. 

1. Introduction 

Geothermal heat pumps have a lot of advantages over standard heating and/or cooling systems 
such as gas or oil boilers and cooling machines which render them sustainable [1,2]. They allow 
large primary energy savings (e.g., [3,4]), strong reductions of CO2 and other greenhouse gases 
emissions ([2,5] and references therein), and the use of energy stored in the subsurface (soil or 
groundwater). With regards to air-source heat pumps, geothermal heat pumps have the advantage 
of the ground temperature, which is far more constant than air temperatures. This energy is 
considered to be renewable as long as it is used reasonably and rationally (e.g., [6] and references 
therein). For instance, among shallow and deep geothermal resources, geothermal heat pumps 
accounted for 47.2% of thermal energy use and 68.3% of the total installed capacity in the World in 
2010 [7]. Geothermal energy resources therefore constitute an essential field of research and 
development in the diversification of energy resources to hinder global warming (e.g., [8]). 

Two main techniques exist to exploit shallow geothermal energy systems. In closed systems, 
heat is collected through a heat exchanger (vertical or horizontal), generally plastic pipes with a 
circulating fluid. This technology is generally referred as ground source heat pumps (GSHP). Such 
systems can be used for heating in winter and cooling in summer, suing the heat stored in the 
ground. Such a closed system is called borehole thermal energy storage (BTES). In open systems, 
groundwater circulates between production and injection wells and/or towards surface water. This 
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is referred as groundwater heat pumps (GWHP) [9]. This kind of system requires a relatively high 
permeability to allow large pumping volumes. When heated or cooled water is infiltrated directly in 
the aquifer, one can take advantage of this energy storage as long as hydrogeological requirements 
are met (a weak hydraulic gradient for example). In this specific case, we rather speak of (seasonal) 
aquifer thermal energy storage (ATES) systems [4]. 

Very low-temperature systems (<30 °C) are generally located at depths between 0 and 100 m.  
They are thus much more easily accessible and involve lower implementation costs than deeper,  
high temperature, systems. The cost difference is essentially due to the drilling costs. Moreover, 
very low-temperature reservoirs, such as shallow aquifers, are relatively abundant in alluvial or 
coastal plains where urban development is concentrated. From 0 to less than 100 m depth, 
groundwater has an average temperature ranging from 5 to 30 °C and may be used for domestic or 
industrial cooling and/or heating (e.g., [10,11]). 

Designing such systems requires a multidisciplinary approach including geological and 
hydrogeological studies. The most common approach is to model the subsurface using a coupled 
groundwater, heat flow and transport simulator. However, such models require the knowledge of 
the parameters governing groundwater flow (e.g., hydraulic conductivity and specific storage) and 
heat transport (e.g., thermal conductivity, volumetric heat capacity, flow rate). In situ tests, such as 
thermal response tests [12,13] or laboratory measurements [14] are sometimes possible, but the 
values obtained may deliver only well-centered information or may not always (if not at all) be 
representative of in situ conditions at a larger scale. Such data are often scarce if not missing and 
authors often have to rely on standard calculation charts, values found in the literature, or simply 
default values implemented in standard software (e.g., [15–18]). In addition, the heterogeneity of 
the material properties and their potential anisotropy, which are difficult to detect with standard 
integration methods, make the problem more complex. The direct consequence is a lower 
confidence in the predictions of models leading to inadequate design of the heat pumps. 

Besides the characterization of shallow geothermal systems themselves (e.g., for dimensioning 
purposes), the impact on the evolution of groundwater temperatures is also an important research 
topic both economically and environmentally. From an environmental point of view, the 
exploitation of geothermal heat pumps yields cold and hot plumes [19–21] which may influence 
aquifer properties such as groundwater chemistry (e.g., [22–24]) and microbiology [25]. Moreover, 
geothermal systems can only be qualified as renewable if there is a global annual thermal 
equilibrium. These potential environmental effects must be (and will increasingly be) studied 
because they can have strong economic repercussions such as lowering the global life of the system 
with side effects such as aquifer freezing and scaling on heat exchangers and wells [6,26,27]. From 
an economical point of view, a better knowledge of the thermal affected zone (TAZ) [28,29] can 
prevent shallow geothermal systems competing with each other (thermal feedback or thermal 
recycling) [30,31] or better, to take benefit of multiple ATES systems with mutual energy storage 
zones to enhance the global systems efficiency [22]. 

Haehnlein et al. [6,11] pointed out that while policies exist in some countries to limit the 
temperature difference caused by the use of geothermal systems, the development of anomalies is 
rarely monitored. With the growth of the demand for renewable energy (more than 200 new ATES 
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systems are currently being installed each year in The Netherlands, for example) [22], we can 
expect that regulations will become more severe and control of installations more common. New 
monitoring technologies will therefore be needed to better conceptualize, design, and then control 
shallow operating geothermal systems. 

Thermal tracing experiments have been performed for decades in hydrogeology [32–34]. Such 
experiments are used to improve the characterization of hydrogeological parameters (e.g., hydraulic 
conductivity and hydrodynamic dispersivity tensors), but the same methodologies may also be used 
to study the thermal properties of shallow geothermal systems [35–37]. However, the heterogeneity 
of geothermal and hydrogeological systems may be too complex to be fully captured by classic 
thermal or solute tracer experiments alone [38,39], with only punctual measurements in wells. 

In this context, new technologies are clearly needed to monitor the spatial and temporal 
distributions of temperature in the shallow geothermal system (Figure 1) to: (1) better design the 
geothermal system and the monitoring network, (2) prevent any thermal feedback/recycling, and 
(3) image and control the thermal affected zone. Among these technologies, we will emphasize in 
our review three emerging geophysical techniques to monitor geothermal systems (Figure 1). The 
first one is called electrical resistivity tomography (ERT) or electrical resistivity imaging (ERI). It 
provides 2D or 3D tomograms of the resistivity distributions of the subsurface. Time-lapse 
variations of the electrical resistivity can be used to map changes in temperature. The second 
approach is the self-potential method (SP), which is used to map or monitor the electrical potential 
at the ground surface or in wells. The self-potential anomalies can be associated with ground water 
flow and temperature variations. The last method is the use of an in situ fiber optic distributed 
temperature sensor (DTS). This method provides linear measurements of temperature with 
centimeter resolution in boreholes with a precision of around 0.1 °C. 

Figure 1. Emerging geophysical technologies to measure the temperature distribution 
in the subsurface due to heat injection in a fully non-invasive manner (electrical 
tomography and self-potential) to spatially continuous measures in boreholes 
(distributed fiber optics). 
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The paper is organized as follows: first, we describe the principles of the three methods with a 
focus on the information provided in the framework of geothermal systems, hypothesis made and 
set up. Then, a review of the literature for the three methods with emphasis on practical 
consideration and limitations is made. The paper ends with conclusions, perspectives of 
development and applications of these methods to geothermal heat pump systems. 

2. Electrical Resistivity Tomography 

Electrical resistivity tomography (ERT) is a method that images the bulk electrical resistivity 
distribution of the subsurface (Figure 2) in two, three, or four dimensions (the three dimensions of 
space plus time when monitoring is performed) from the meter to the hundreds of meter scale 
depending on the electrode spacing. When conducted from the surface only, the method is  
non-invasive. Electrical resistivity is a property depending on several textural properties of the 
porous material (such as porosity and pore shape), the presence of clay minerals (mineralogy and 
weight fractions), the properties of the pore water (saturation, salinity), and environmental 
variables such as temperature [40–42]. As a consequence, ERT is often used to infer these 
subsurface properties but require being able to separate the different contributions affecting the 
measurements. Quantitative interpretation remains indeed difficult without additional information, 
generally in the form of a few additional in situ measurements or/and the use of additional 
geophysical methods (for instance GPR or induced polarization). Electrical resistivity tomography 
(ERT) has proven its efficiency to image and/or monitor spatial phenomena [43] such as salt water 
intrusions [44,45], variations in moisture content (e.g., [46,47]), biodegradation of hydrocarbons 
(e.g., [48,49]) and salt tracer experiments (e.g., [50,51] and references therein). An in-depth review 
of electrical properties of rocks can be found in Schön [52] or Revil et al. [53], whereas a 
description of electrical methods can be found in Binley and Kemna [54]. 

The tomography of Figure 2 shows a background snapshot of the resistivity distribution at a site 
in an alluvial plain [55]. The changes in resistivity reflect changes in the lithology. To obtain such 
an image, a series of electrical current injections into the soil was performed, generally between 
two electrodes called current electrodes and the resulting electrical potential difference was 
measured simultaneously between two other electrodes, called potential electrodes. Given Ohm’s 
law, the ratio between the measured difference of electrical potentials and the known current 
intensity equals the electrical resistance. A value of electrical resistance is therefore assigned to the 
used quadrupole and the process is repeated automatically hundreds to thousands of time along a 
profile (or a panel for cross-borehole application) to acquire a full data set. Electrical resistance is 
not an intrinsic property of earth because it is linked to the volume of subsurface that is scanned by 
electrical current lines. The resistance data set must be inverted to find an inverse model of 
electrical resistivity distribution that explains collected data. This inverse model is the electrical 
image/tomogram that is then interpreted physically in terms of temperature using a petrophysical 
transformation (see Section 2.2). A common way to solve such inverse problems [54] is to add a 
regularization constraint to the least-square problem [56]. The problem is then to minimize, 
through an iterative process, an objective function of the form: 
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In the above equation, m represents the (unknown) model vector (i.e., a vector containing the 
resistivity values for the cells used to discretize the subsurface), d(d,m) is a measure of the data 
misfit (difference between the measured and modeled data according to a given norm), the model 
functional m(m,m0) defines desired model constraints and can include a prior resistivity model m0, 
and  is the so-called regularization parameter, which balances the two terms. This regularization 
parameter can also be optimized in the inversion process. Minimizing the objective function with 
respect to the model vector m is a non-linear problem in ERT. The solution of this problem can be 
achieved using an iterative process such as the Gauss-Newton algorithm. 

Figure 2. Background tomography obtained using 28 electrodes in two boreholes.  
The inverse model shows resistivity values varying between 100 and 200 ·m.  
The panel seems slightly heterogeneous and reflects lithological changes. Dots show  
the position of borehole electrodes. Average groundwater temperature is around 13 °C 
(modified after [55]). 

 

2.1. Time-Lapse ERT 

Bulk electrical resistivity of saturated soil/rock samples decreases with temperature [40,41,57].  
This correlation reflects the change in conductivity of water contained in the pores but also in the 
surface conductivity of grains. These effects are linked to the modification of viscosity with 
temperature which modifies the mobility of charge carriers. By extension, the temperature changes 
observed on operating GWHP/ATES systems [4] are typically in the range of temperature changes 
that could be detected by ERT (~2 °C and more, see [55]). 
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During a monitoring study, we acquire at least one snapshot, which is linked to a background or 
reference state, such as the one shown in Figure 2. Data acquisition is then repeated over time with 
the same sequences, parameters and so on. Data sets are finally inverted and compared to the 
reference image to visualize resistivity changes over time. These changes are in turn connected to 
the physical process we want to follow (temperature changes in our case, Figure 3). One advantage 
of such time-lapse ERT over static ERT is that it can be used to monitor processes involving only 
one or a few of the parameters influencing electrical resistivity. This makes the interpretation of 
time-lapse ERT more easily quantitative. 

Figure 3. Tomographies of changes in bulk electrical resistivity after injecting hot 
water (3 m3/h at a mean temperature of 38 °C). The background tomography is the one 
shown in Figure 2. Hot water injected in a well located at 8m upgradient, on the whole 
aquifer thickness, can be seen as negative resistivity changes (blue). It is preferentially 
found in the deeper part of the aquifer because groundwater flows preferentially in this 
high hydraulic conductivity zone (gravel). This figure compares time-lapse inversions 
using the standard smoothness constraint regularization (left), minimum gradient 
support (middle) and geostatistical inversion (right) (modified after [65]). 

 

In most monitoring studies, temperature effects are undesirable and therefore, often considered 
as noise that may create artefacts and misinterpretation of the resulting images. As a result, 
temperature corrections in time-lapse (monitoring) series may be necessary to correct electrical 
resistivity tomography results in order to avoid misinterpretation when explaining resistivity 
changes linked to other physical processes such as changes in contamination or porosity [40,58–60]. 

With time-lapse data sets, we are interested in imaging the changes in electrical 
conductivity/resistivity with respect to a reference in time. Generally, the process of inversion is 
adapted in order to improve inversion results [61]. Three main procedures, with several variants, 
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exist to invert for time-lapse ERT data [62]: namely independent inversion, difference inversion, 
and time-constrained or reference model inversion. 

In independent inversion, inversion results obtained separately are simply subtracted [63], which 
should eliminate systematic errors but amplify uncertainties in the data. The difference inversion 
scheme [50,64] formulates the problem in terms of variations for both data and model, i.e., the data 
differences are inverted to calculate the model changes to apply to the reference state. This process 
eliminates the systematic errors on the data linked to modeling, measuring device or contact 
resistances. The background state is used as a starting model for subsequent time-lapse, which 
generally leads to a fast convergence of the algorithm. 

For temporally constrained schemes, a regularization operator is added in the time dimension  
(under the form of a reference model) in addition to the space dimensions, to minimize changes 
between successive tomograms [66,67]. This provides a 4D inversion scheme, which has proven to 
be efficient in tracer tests [68]. 

According to the location of electrodes on the field, the inversion is made using a true 3D 
model. The subsurface is divided in cells in the three dimensions and the model is inverted 
considering current flow in all directions [69]. When the collected data results from electrodes 
situated on a plane, the inversion generally uses a 2.5D scheme, where the resistivity distribution is 
considered as constant in the direction perpendicular to the section [70]. The latter inversion 
scheme may yield inversion artefacts when used in time-lapse mode. Indeed, in the case of a 
moving plume of heat, it may be imaged before crossing the ERT section because it already 
influences current lines. This phenomenon is known as the shadow effect [71,72]. 

To compare the successive models in the monitoring study, it is important that all data sets be 
inverted with the same level of data misfit corresponding to the expected noise level and the same 
approach to optimize the regularization parameter of Equation (1). Indeed, over-fitting the data  
may create artefacts of inversion in the corresponding image, whereas the contrary would result in 
an over-smoothed inverted section [73]. Similarly, using different approaches to optimize the 
regularization parameter (L-curve, fixed, iteratively decreasing) may introduce undesired artifacts. 

Another issue is the assessment of the propagation of noise in the inversion. Robert et al. [51] 
proposed the use of two background data sets corresponding to a common state of the subsurface to 
study this phenomenon. They inverted one data set with the inversion of the other as reference.  
The resulting changes in resistivity are small and the maximum change is considered as the limit to 
interpret resistivity change. Hermans et al. [74] estimated the level of noise with reciprocal 
measurements and generated 100 new data background data sets. Then, they evaluated the mean 
and standard deviation of the 100 inverted electrical resistivity models and proposed a conservative 
cut-off (two times the maximum standard deviation) to interpret time-lapse images. Hermans et al. [55] 
used a simple physical interpretation to assess the error level. They expected only decreases in 
resistivity in their time-lapse sections. However, increases up to 3% were observed. They thus 
considered the changes between 3% and +3% has not interpretable and chose 3% as the limit of 
quantification for ERT in their specific case. This corresponded to a change in temperatures of 1.2 °C. 

A major drawback of traditional ERT inversion is the smoothing effect induced by the 
regularization operator. To avoid this, coupled hydrogeophysical inversions are possible [39,75,76]. 
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Resistance data are directly incorporated in the inversion of (thermo-) hydrogeological data, which 
avoids the inversion steps. Besides, many efforts have been made in the last decade to improve 
static ERT inversion by incorporating prior information in the inversion process. New constraints 
have been developed including blocky inversion [77], minimum gradient support [78], structural 
inversion [79], geostatistical inversion [44] or guiding images [80]. These constraints have proved 
to be efficient in many field cases (e.g., [81]). 

Except for the reference model constraint used in the spatio-temporal and difference inversion 
scheme, few specific regularization operators have been developed for time-lapse ERT inversion. 
Globally, the same constraints as for static image could be used. Nguyen et al. [65] proposed to 
adapt minimum gradient support (MGS) and geostatistical inversions for time-lapse inversion. 
Figure 3 proposes a comparison of these approaches with standard smoothness constraint within 
the context of difference inversion. The models were inverted with the same error level to the same 
inversion error. Data correspond to the heat tracing experiments performed by Hermans et al. [55] 
in an alluvial aquifer with cross-borehole ERT. Hot water was injected in a well located 8 m 
upgradient on the whole thickness of the aquifer. The results obtained with the standard smoothness 
constraint (Figure 3, left) showed a good agreement with direct and DTS measurements. Hot water 
flows preferentially in the deeper part of the aquifer (gravel) due to its higher hydraulic 
conductivity. In this case, MGS yields focused resistivity changes and avoid smoothing (Figure 3, 
middle), which is efficient to image transport in fractures, karsts or along faults, but not really 
appropriate in an alluvial aquifer where flow is supposed to be relatively homogeneous. 
Geostatistical inversion in time-lapse allows integrating direct measurements in boreholes, such has 
DTS temperature logs, to build the regularization operator (Figure 3, right). Since, spatio-temporal 
variograms are possible [82], this could be included in a 4D inversion scheme as well. The 
geostatistical inversion reduces the smoothing effect of standard inversion to the suggested 
correlation length and is the most coherent with observed temperatures. 

Qualitatively, the three inversions proposed in Figure 3 are similar. They enable to locate the 
zone of preferential flow path, related with stronger decrease of resistivity [55]. However, 
quantitatively, the variations in resistivity are slightly different which would in turn modify the 
estimation of temperature. It is thus important to consider the regularization operator which best 
fits the flow process. Direct measurements are helpful in this process. Even if those issues (noise 
and inversion) are not specific to the monitoring of temperature, they may play an important role in 
the future in the development of time-lapse ERT, and may thus influence its use within the context 
of geothermal systems. 

2.2. Petrophysical Considerations 

In the framework of ERT, the aim of the petrophysical relationship is to quantify the link 
between bulk electrical conductivity and temperature. The bulk electrical conductivity b is 
generally expressed as a function of porosity  and tortuosity (often joined in a term called the 
formation factor F), saturation Sw, fluid electrical conductivity f and surface conductivity s due to 
electrical conduction in the electrical double layer coating the surface of the grains in contact with 
water [83]: 
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where n, the saturation exponent, is an empirical exponent close to 2. Surface conductivity is 
related to the cation exchange capacity of the matrix and is significant for shaly and clayey 
sediments. Description of experimental models investigating this term can be found in Waxman 
and Smits [42] or Revil et al. [41,84]. Archie’s law (Equation (3)) describes the relationship 
between F and the connected porosity  with a power law through the porosity-exponent m [85]: 

1 m

F
φ=  (3)

The formation factor F may vary spatially (both laterally and with depth), depending on the 
lithology. Revil [83] showed that it may be reasonable to take m = n. In this case Equations (2) and 
(3) becomes: 

1−= +m m
b f s  (4)

where  is the water content. Revil [83] showed that the surface conductivity can be related to the 
cation exchange capacity or the specific surface area of the material. Both parameters can be easily 
measured in the laboratory for core samples. Surface conductivity can also be determined through 
induced polarization measurements, which can be measured with the same instrument used to do 
resistivity measurements [86]. 

In saturated conditions (Sw = 1), Equation (2) simplifies to: 

= +f s
b F Fφ

 (5)

When surface conductivity is negligible, bulk electrical conductivity is directly proportional to 
fluid electrical conductivity: 

f
b F

=  (6)

When limited temperature intervals are considered (a few tens of degrees), a linear dependence 
between water electrical conductivity and temperature can be assumed, it is called the ratio model. 
Equation (7) expresses the linear relation around a temperature of reference Tref [40,87]: 
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m T T  (7)

where f,T is the fluid electrical conductivity at temperature T (in °C), f,Tref is the fluid electrical 
resistivity at the temperature of reference Tref (typically 25 °C), and mf,Tref is the linear temperature 
dependence of electrical conductivity with temperature (expressed in °C 1). Equation (7) 
corresponds to a first-order Taylor expansion of the conductivity dependence with temperature 
around the reference temperature. The value of mf,25 can be experimentally determined and varies 
according to the composition of the fluid. A value between 0.018 °C 1 and 0.025 °C 1 is often 
found [40]. 
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Surface conductivity variations with temperature can be expressed by similar equations, with a 
different fractional change per degree Celsius ms,Tref (°C 1): 

,
,T

s,T

( ) 1
ref

ref

s T
s refm T T= − +  (8)

Hayley et al. [40] applied this model on the temperature range 0–25 °C and found ms,25 around 
0.018 °C 1 and mf,25 equal to 0.0187 °C 1. These values are similar and lead globally to a linear 
temperature dependence for the bulk electrical conductivity. It signifies that Equation (7) is also 
valid for bulk electrical conductivity which varies linearly with temperature. This is generally 
acceptable for temperature intervals below 40 °C but may be wrong for higher temperature 
intervals [41]. 

In the case of ERT monitoring studies, we measure bulk electrical resistivity at different time 
steps and compare it to a reference state, called the background. If we take the ratio of Equation (5) 
between a specific time-step (state 2) and the reference background (state 1), we have: 

1
1

1

12
2

+
=

+

s
f

b

sb
f

φ

φ

 (9)

and the relation is not dependent on the formation factor but on porosity only. This can be done 
only if the formation factor is supposed to be independent from electrical conductivity and constant 
in time which is generally true. If surface conductivity can be neglected, Equation (9) simplifies 
further to: 

11

2 2

= fb

b f

 (10)

Through Equation (10), we see that the variation in bulk electrical conductivity in the saturated 
zone is related only to a variation of the fluid electrical conductivity. When we consider 
temperature variations, Equation (10) is also valid when surface conductivity is non-negligible if 
the temperature linear dependence of water and surface conductivity are the same [41]. Indeed, in 
this case the variations of water, surface and bulk electrical conductivity have the same slope, 
which allows writing Equation (10) as well. 

Equation (10) may be interesting to use to derive subsurface temperature from water 
conductivity. Indeed, in many cases, temperature measurements will be only accessible through 
groundwater inside boreholes and the fractional change per degree will be determined from a water 
sample. In Equation (10), b1 and b2 are determined using ERT after inversion of resistance data 
and f1 can be measured on a sample from formation water of the aquifer before the experiment 
(calibration process). The only unknown in Equation (10) is thus the fluid electrical conductivity at state 
2 f2, which can be expressed as: 

2
2 1

1
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f f

b

 (11)
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If we assume that the salinity of the fluid remains constant during the experiment, the water 
electrical conductivity depends only on temperature. 

Introducing Equation (7) into Equation (11), we can express the temperature T (in °C) according 
to bulk electrical conductivity of the background and of the considered time-lapse section, to water 
electrical conductivity at the temperature of reference and at the temperature of the background and 
to the fractional change per degree Celsius: 

12,
0

,25 1 ,25

1 1= − +fb T

f b f

T T
m

 (12)

where b2,T represents the bulk electrical conductivity at the time-step for which we try to 
determine the temperature and T0 = 25 °C. 

In Equation (12), the ratio 1

,25

f

f

is only dependent on the temperature and the fractional change 

per degree Celsius. We can thus deduce the absolute temperature in the aquifer according to the 
initial temperature T1: 
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Equation (13) is similar to Equation (7) expressed for the bulk electrical resistivity at two 
different temperatures. The result of applying these petrophysical relationships to changes in ERT 
can be seen in Figure 4. 

The developments above consider that changes in bulk electrical conductivity are only related to 
direct temperature changes. It does not take into account modifications in equilibrium and kinetics 
that may arise with an increase in temperature. 

Figure 4. Time-lapse tomography of changes in temperature derived from ERT using 
Equation (13) on Figure 3, left. The image of temperature is limited to the saturated 
zone, because Equation (5) is not valid in the unsaturated zone (modified after [55]). 
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3. Self-Potential Method 

The self-potential method is a passive geophysical method that is sensitive to the generation of 
electrical current densities in the ground. The method consists in mapping or monitoring passively 
electrical potentials on the ground surface or in wells using a set of non-polarizing electrodes  
(e.g., Cu/CuSO4 or Pb/PbCl2 electrodes). One of these electrodes is used as a reference, preferably 
located far from the area that is being monitored. The instrument used for the measurement is a 
voltmeter with a sensitivity of at least 0.1 mV and an input impedance of 10 to 100 M  or higher. 

These currents include, within the context of geothermal systems, the streaming current 
associated with the flow of the ground water and the thermoelectric current associated with a 
temperature gradient. The sum of these two terms corresponds to the total source current density Sj : 

ˆ
S V TQ C T= + ∇j u  (14)

where u (in m·s 1) denotes the Darcy velocity, ˆ
VQ  (in C·m 3) denotes the excess of electrical 

charge at saturation that is carried along with the flow of the pore water,  denotes the  
(saturation-dependent) electrical conductivity of the porous material, and TC  is the thermoelectric 
coupling coefficient defined below. For pH values between 5 and 8, Jardani et al. [88] found that 
the ˆ

VQ  is controlled by the permeability at saturation k (in m2) and they developed the following 
empirical relationship [89]: 

10 10
ˆlog 9.2 0.82 logVQ k= − −  (15)

In conductive materials, the source current density Sj  is responsible for an electrical field and 

the tangential component of this electrical field is measured at the ground surface. With respect to 
the macroscopic electrical field, the generalized Ohm’s law for the total current density j (A·m 2) is 
written as: 

S=j E+ j  (16)

where = −∇E  denotes the electrical field and  the self-potential field, and  denotes the bulk 
electrical conductivity of the porous material. From Equations (14) and (16), the streaming 
potential and thermoelectric coupling coefficients Cs and CT are defined by: 

0, T 0
SC

h = ∇ =

∂=
∂ j

 (17)

0, 0
TC

T = =

∂=
∂ j u

 (18)

and are expressed in V·m 1 and V·K 1 (or V·°C 1) respectively, where h is the piezometric level.  
In Equation (18), the thermoelectric coupling coefficient is only properly defined in absence of flow 
and when the total current density is zero. An experimental procedure is described in Leinov et al. [90].  
In a recent work, Revil et al. [91] obtained a value of the thermoelectric coupling coefficient of  

0.5 mV·°C 1. The negative polarity implies that positive temperature anomalies (increase in 
temperature) should be associated with negative self-potential anomalies. 
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Equation (16) is combined with a conservation equation for the electrical charge that is written 
as 0∇⋅ =j  in the quasi-static limit of the Maxwell equations [92]. The combination of these 
equations yields the following elliptic partial differential equation for the self-potential  (in V): 

( ) Sσ∇⋅ ∇ = ∇⋅ j  (19)

The right-hand side of Equation (19) corresponds to the self-potential source term  
associated with the Darcy velocity, with the temperature distributions, and with the heterogeneity 
in the distribution of the volumetric charge density, thermoelectric coupling coefficient, and 
electrical conductivity. 

Figures 5 and 6 show the simulation of the self-potential signals associated with the passage of 
an electrical potential anomaly in a preferential flow channel. We can see a negative self-potential 
anomaly at the ground surface indicating the presence of the thermal anomaly (Figure 5). This 
anomaly is highly correlated to the temperature changes (Figure 6). 

Figure 5. Time-lapse simulation of electric potential in a tank, relative to the 
background, following the hot injection. 3D illustration of growth of the negative  
self-potential anomaly in the channel at the surface, due to the temperature distribution 
in the channel in the subsurface (modified after [93]). 
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Figure 6. Simulated temperature and electric potential changes relative to background 
along Profile 1 (see position in Figure 5) following the injection of hot water in an 
upstream reservoir. (a) Simulated temperature change relative to background. The 
temperature anomaly is confined primarily to the permeable channel; (b) Simulated 
electric potential change relative to background following the hot injection. The electric 
potential anomaly is negative, achieves a peak amplitude of approximately 13 mV, 
and is confined primarily to the permeable channel; (c) Simulated relationship between 
temperature change and electric potential change along profile 1. The relationship is 
linear and has a slope of 4.9 mV·K 1, which is approximately equivalent to the 
thermo-electric (intrinsic) coupling coefficient of CT = 5 mV·K 1 incorporated into the 
model, indicating the potential anomaly is due to the temperature change in the tank for 
this simulation (modified after [93]). 
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4. Distributed Temperature Sensing 

Distributed temperature sensing is based on Raman scattering effect in fiber optic cables.  
Raman scattering is an inelastic scattering resulting from the interaction of an incident ray of light 
with the electrons in the molecular bond. Inelastic interaction means that the frequencies of 
incident and scattered photons are different (Figure 7). Frequency shifts correspond to the vibration 
frequencies of the electrons. Two states are possible: photons scattered to lower frequencies, 
corresponding to energy absorbed by the molecules, are called Stokes lines, whereas photons with 
higher frequencies, corresponding to a loss of energy from the molecules are called anti-Stokes 
lines. A detailed description of the effects can be found in Selker et al. [94]. 

Figure 7. Sketch of the Raman scattering effect in fiber-optic. Incident light is scattered 
due to the interaction of photons with electrons. The Anti-Stokes amplitude varies with 
temperature. Note that Brillouin scattering [94] has been ignored on the sketch. 

 

The temperature dependence of Raman scattering is linked to frequency relations between 
incident and scattered photons. When temperature increases, the number of electrons in high energy 
states increases, too. Consequently, the ratio of anti-Stokes photons relative to Stokes photons will 
be higher. The ratio Rr of anti-Stokes to Stokes intensity in the back-scattered light is [95]: 

4

expS
r

A

hcR
kT

υΔ= −  (20)

where S and A are Stokes and anti-Stokes wavelengths, c is the speed of light in vacuum,  is the 
frequency shift with incident light, h is the Planck’s constant, T is the absolute temperature (in 
Kelvin) and k is the Boltzman constant. This ratio is dependent on the temperature at the position 
corresponding to the two-way travel time only (it means that it is independent of light intensity). 
Practically, the diffusion of light and the measuring time result in an integrative rather than 
punctual measure of temperature. To achieve a high spatial resolution, the speed of light must be 
precisely known. Commercial fibers generally have a speed around 0.2 m/ns. It means that to 1 m 
of fiber corresponds 5 ns of signal to analyze with a delay of 10 ns/m for the backscattered signal to 
arrive (two-way travel time) at the measuring device. To avoid dispersion of light effects, the first 
and last parts of the signal are trimmed, leading to signal loss. This is a bigger issue for small 
spatial measuring interval, since the ratio trimmed signal over total signal is higher. The signal 
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strength of Stokes and anti-Stokes photons is also a limit on the precision of the method.  
Longer integration times, averaging several pulses, will increase the number of photons and thus 
the resolution of the method (from around 0.1 °C down to 0.01 °C). The use of DTS to determine 
temperature will thus always be a compromise between, temperature precision, spatial and  
time resolutions. 

Tyler et al. [96] provide guidelines for the use of DTS to measure temperature in hydrological 
studies. DTS allows achieving meter to centimeter resolution over long distances in 1D but requires 
the installation of boreholes. The measured temperature is that of the groundwater in open systems 
(Figure 8). 

Figure 8. Comparaison of DTS and ERT-derived temperatures in borehole during heat 
tracing experiment (Figure 4). The agreement is very good which validates the ability 
of ERT. The difference in the upper part of the aquifer likely results from convection in 
the borehole. This effect is less important in ERT which provide a temperature on an 
integrated volume (modified after [55]). 

 

Tyler et al. [96] also point out the importance of the calibration procedure to obtain accurate 
temperature data, taking into account signal attenuation (cables and connections dependent) and 
temperature offset (laser and sensor dependent). This is generally done using an ice bath at constant 
temperature (0 °C). Compared to thermocouples and traditional temperature loggers, DTS systems 
offer the advantage of providing distributed measurements of temperature using a single cable, 
making its implementation easier. If the measuring device is considerably more expensive in the 
case of the DTS relative to the thermocouple where a simple voltmeter is sufficient, the cost and 
installation of the DTS sensors is significantly lower per meter of installation.  

5. Previous Works 

5.1. Using ERT to Monitor Temperature Changes 

ERT has already been applied to study heat reservoirs where hydrothermal fluids generate high 
resistivity contrasts due to their temperature often exceeding 150 °C. In those situations, ERT can 
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detect the reservoir itself, map preferential flow paths, and be useful to characterize rock  
properties [97–100]. Recently, several studies were carried out to image volcano hydrothermal 
systems with very long resistivity cables, showing that ERT is a reliable tool to detect hydrothermal 
features [101,102]. 

However, to our knowledge, few studies have used time-lapse ERT to estimate the temperature 
distribution during heat injection and storage experiment. The first geothermal test using 
geoelectrical methods was conducted by Benderitter and Tabbagh [103]. They carried out an 
experiment where the injection of heated water (40 °C) in a 4 to 7 m deep confined aquifer was 
monitored with DC resistivity measurements. The first potential electrode was fixed and used as a 
reference; the second one was covering the research area. At the time, the authors produced 
qualitative anomaly maps using percentage changes in electrical potential. These maps were 
interpreted using electrical forward modelling calculated for simple geometric subsurface models 
determined according to the injected volume and the expected temperature. They explained the 
existence of an electrical anomaly in bulk electrical resistivity ( 33%) as the result from the 
injection of heated water (40 °C). 

During the nineties, the development of automated acquisition systems resulted in a strong 
increase in the use of geoelectrical tomography methods in many contexts. Ramirez et al. [104] 
used cross-borehole time-lapse ERT to monitor a steam injection during a restoration process.  
Electrical resistivity being influenced by temperature and saturation effect, it was not possible to 
derive directly temperature from their measurements. Resistivity was initially expected to increase 
due to water displacement related to steam injection (decrease in saturation). However, a global 
decrease in resistivity was observed on the field. This change is explained by an increase in the 
conductance of exchange cations of clay minerals and increase in the ionic content of water. An US 
patent was even delivered for the application of the method for relatively high temperature variations 
in clayey soils [105]. 

LaBrecque et al. [106] monitored temperature changes within the context of Joule heating 
combined to vapour extraction during a remediation process with cross-borehole time-lapse ERT. 
They compared their results with temperature measurements but did not proceed to a conversion of 
ERT results into temperature. They analysed the variation in conductivity between background and 
time-lapse series in a partially saturated clay layer. During the first part of the monitoring, the mean 
temperature increased by 17 °C, and the corresponding conductivity change was coherent with 
expectations. Then, the temperature reached 100 °C and the change in conductivity was slightly 
smaller than expected by temperature effects only. It was explained by a decrease in saturation. At 
the end of heating, conductivity values were much below the background values showing an 
important loss of water produced by desaturation. 

The two examples above show attempts to estimate the temperature effects on electrical 
resistivity in deposits dominated by clay, where the cation exchange capacity is responsible for the 
major part of electrical conductivity during strong heating procedure. At the opposite,  
Hermans et al. [74] went back to the idea developed by Benderitter and Tabbagh [103] to monitor 
changes in temperature related to the injection of heated water in aquifers. They successfully 
monitored with a surface profile the 3 days of injection of heated water (48 °C) at a relatively low 
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rate (87 L/h) in a homogeneous sandy aquifer (10.5 °C, 2.5 m thick). Surface time-lapse ERT 
proved to be able to qualitatively follow such experiments by highlighting heat flow and diffusion 
around the well. Quantitatively, ERT-derived temperatures were similar to temperatures predicted 
by a thermo-hydrogeological model developed by Vandenbohede et al. [36]. However, a correction 
term accounting for the discrepancy between formation and injected (tap) water conductivity had to 
be calculated. This experiment proved that ERT also has a potential for temperature monitoring of 
clay-free sediments with low temperature variations. These conditions are typical of shallow  
open-loop geothermal systems. 

Hermans et al. [55] extended this work for deeper and more complex reservoirs by 
implementing a new experiment in a heterogeneous sandy gravel alluvial aquifer (7 m thick). A 
heat injection (3 m3/h of formation water heated at 38 °C during 24 h) and pumping experiment  
(30 m3/h, 13 °C) was designed with a cross-borehole ERT panel crossing the main direction of 
flow. The ERT-derived temperatures in the panel (maximum change about 8 °C) were coherent 
with DTS temperatures and groundwater temperature loggers, allowing a spatially and temporally 
distributed quantitative estimation of temperature within the aquifer. ERT results, consolidated by 
an important amount of direct measurements, confirmed the heterogeneous nature of the aquifer 
(e.g., preferential flow paths). ERT proved its ability to detect temperature changes below 1.5 °C 
and then to follow lower incremental changes. The design of cross-borehole experiment allows 
more flexibility regarding the depth of the reservoir and the resolution since a major drawback of 
surface ERT is the loss of resolution/sensitivity with increasing depth [51,107]. 

Firmbach et al. [108] studied heat transport with ERT in an experimental box (1 m × 0.4 m × 0.4 m) 
with various levels of saturation. This experimental design enables to control temperature and heat 
fluxes within the box. The qualitative correlation between electrical resistivity and temperature was 
confirmed for two different media, but they did not provide a quantitative use of ERT to  
derive temperatures. 

Qualitative and quantitative temperature monitoring have presently only been successfully 
attempted in favourable conditions (shallow aquifers) regarding the resolution/sensitivity of ERT 
and its depth of investigation. However, plenty of studies showed the ability of ERT in general to 
follow dynamic processes in less favourable conditions. As an example, Kemna et al. [50] and then  
Müller et al. [107] successfully used ERT in the Krauthausen test site in Germany to follow 
different types of tracer migration within a 10m thick heterogeneous and layered sandy aquifer. 
Supper et al. [109] demonstrated the ability of the method to study seasonal variations in 
permafrost. Auken et al. [110] showed the ability of 3D surface ERT to qualitatively detect 
changes in groundwater chemistry linked to the injection of CO2 (gas) in an aquifer to simulate 
CO2 leakage in the framework of CO2 geological storage. Firstly, the resistivity of groundwater 
decrease linked to the increasing water mineralisation caused by CO2 dissolution. Then, the 
resistivity started to increase when some scaling occurred (e.g., calcite). The authors confronted 
their 3D images with lots of ground truth data and showed that 3D time-lapse images reproduced 
well the affected areas. 

Robert et al. [51] were able to qualitatively follow the injection of a salt solution in a fractured 
area in carboniferous limestone. With the help of two parallel surface ERT profiles, they managed 
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to find the groundwater flow direction and the preferential flow paths at a depth of 20 m by taking 
great care during the experiment dimensioning and the data acquisition. 

These studies present all the ability of non-invasive techniques such as ERT to follow dynamic 
processes occurring in aquifers with different geological conditions but also different depths that 
could be met during geothermal site prospection/characterization. 

5.2. Petrophysical Considerations Regarding Electrical Conductivity 

Equation (13) is the key to provide a quantitative estimation of temperatures using electrical 
resistivity temperatures. In addition to ERT measurements, it requires one to determine the 
fractional change per degree Celsius. A common practice is to collect a sample of formation water 
and to verify the linear relationship in the laboratory. The value of mf,25 is generally around 0.02. 
The representativeness of such a lab experiment may be questionable since the conditions are not 
representative of the subsurface systems. The test is sufficient to estimate the increase of electrical 
resistivity due to the viscosity effect. However, in presence of chemical and kinetics effects, the 
results may depend on the duration of the test (how quickly the temperature increases) and may 
neglect reactions occurring between the pore water and the solid matrix. These effects are not 
expected to be important for low temperature systems (<30 °C), at least for short experiments. 

Another parameter to determine in Equation (13) is the initial temperature in the aquifer T1, in 
geothermal studies, such values will generally be available through direct measurements. Applying 
Equation (13) to a whole ERT section requires a few assumptions. First, it requires determining an 
initial temperature everywhere in the section. The aim of ERT being to provide a spatial 
distribution of temperature, such value is generally not available. It is thus necessary to consider a 
constant temperature in the aquifer or to propose an interpolation or geostatistical estimation of the 
temperatures based on available measurements in boreholes. 

Another assumption is that mf,25 is constant everywhere in the section. As stated previously, mf,25 
is mainly related to the variation of viscosity of water and should not largely vary. However, small 
changes are possible, related to the chemistry of the pore water, and thus to its specific electrical 
conductivity f,25. However, considering a unique reservoir with relatively constant properties and 
the range of variations of mf,25, taking a constant value should not lead to strong discrepancies. This 
should be more deeply investigated for contrasted reservoirs such as polluted sites or  
coastal aquifers. 

Static ERT provides an estimate of electrical resistivity, but it is rarely able to provide 
quantitative estimates of indirect parameters because it depends on many factors (Equation (2)). 
When considering temperature estimates in saturated soil/rock, the hidden assumption is often that 
the specific electrical conductivity of water does not vary with time. If it is not the case, a 
correction term must be applied before deriving temperatures. The process is similar to temperature 
corrections applied to time-lapse ERT results when monitoring other phenomena [40,58–60]. 

As an example, Hermans et al. [74] had to correct their ERT-derived temperatures because a 
difference in specific electrical conductivity existed between formation and injection waters.  
They calculated the correction term using a simulation of the injection process, injecting less 
conductive water into the aquifer. A side effect of the correction term was to partly counterbalance 
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the smoothing effect of ERT inversion. Such methodology has to be applied when it is not possible 
to use formation water for injection. In practice, even if formation water is reinjected, scaling may 
occur in the heat exchange process and such corrections might have to be made. 

It must also be kept in mind that changes in temperature may have side effects that are not taken 
into account in Equation (12). Indeed, an increase in temperature does not influence water electrical 
conductivity only, it also influences chemical and physical processes such as reaction constants or 
kinetics of reaction (e.g., [22,23]). 

Hermans et al. [111] observed that for a longer term experiment, Equation (13) was not able to 
reproduce correctly temperatures even if electrical resistivity were correctly retrieved as shown by 
electromagnetic logs. This behavior was subsequently investigated in the laboratory by  
Robert et al. [112]. Sand and water samples were collected on the site investigated by  
Hermans et al. [74] to reproduce the heat and storage experiment in a saturated soil column. 

The heating experiment consisted of increasing the temperature of the column from 20 °C 
(ambient temperature) to 60 °C, whereas the temperature of injection on the field was about 50 °C. 
The experiment was performed on a column filled with formation water in equilibrium with the soil. 

The monitoring of the column shows an increase in conductivity with the increase of 
temperature. Figure 9 compares the observed behavior during the test and the expected behavior 
according to Equation (13). Up to 30 °C, the increase in conductivity is coherent with the proposed 
law. Then, the error becomes more and more important; the measured resistivity is too low 
compared to the expected one. The reason for this behavior lies in the decrease in solubility of 
calcium carbonates, corroborated with chemical analysis of water samples taken before and after 
the experiment. 

Figure 9. The calculated bulk electrical conductivity (Equation (7)) is not coherent with 
the measured conductivity due to chemical reactions in the sample (modified after [112]). 
The missing data correspond to a bad electrical contact on one electrode of the column. 
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An effect of temperature can also appear on the linear relationship between water electrical 
conductivity and temperature (Figure 10). A test was performed on a sample with a tendency to 
precipitate calcium carbonate. Up to 40 °C, a linear relationship is coherent as the samples show a 
constant slope. Above 45 °C, the increase in electrical conductivity is smaller than expected, this 
yields a decrease in mf,25 with temperature. In such case, mf,25 is dependent on the temperature and 
Equation (18) becomes non-linear which makes more difficult the prediction of temperature  
from ERT: 
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Using electrical resistivity to estimate temperatures is thus possible. However, it is necessary to 
verify if the assumptions made to model the petrophysical relationship are rational. Otherwise, one 
needs to further model chemical reactions to correct for these effects. This is not a simple task since the 
problem of retrieving the temperature from resistivity changes may become non-linear (Equation (21)). 

Figure 10. Water electrical conductivity increases with temperature but with a non-
linear behaviour. Consequently, the fractional change per degree Celsius mf is not 
constant with temperature. 
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5.3. ERT Survey Design 

A distinction has to be done between surface and cross-borehole ERT. Surface ERT is particularly 
suited for monitoring application. It is non-invasive since it only requires electrodes at the ground 
surface. However, surface measurements suffer from poor resolution at depth [45,113,114] even if 
Robert et al. [51] successfully managed to follow a salt tracer in fractures at a depth of 20 to 30 m. 
Hermans et al. [74] propose guidelines deduced from their study case to design surface arrays for 
monitoring studies. Using 62 electrodes with an electrode spacing a, they successfully imaged a 
heat plume 3.33a thick, 4a wide and at a depth of 4a. The minimum temperature variations 
detected is dependent on the propagation of noise which was evaluated to about 10%. 

Cross-borehole ERT enables to maintain sufficient resolution at depth. Electrodes can be fixed 
at the outer edge of the borehole or mounted on cables with the borehole fluid ensuring electrical 
contact (require a screen all along the borehole). In the latter case, the fluid contained in the 
borehole influences the measurement (borehole fluid effect, see [115]). The sensitivity is maximum 
near the borehole and decrease in the middle of the section. A minimum aspect ratio (equipped length 
over distance between boreholes) has to be maintained to ensure enough resolution in this part of 
the model. Using 13 electrodes in each borehole with an electrode spacing a, Hermans et al. [55] 
imaged a heterogeneous heat plume 5a thick and 4a wide, with an aspect ratio (ratio of the distance 
between boreholes over length equipped with electrode) of 0.75. 

As an imaging technology resulting from a deterministic regularized inversion process, ERT is 
subject to limitations due to resolution patterns [116]. For surface ERT, the resolution pattern is 
strongly depth-dependent and the ability of the method to image temperature variations will rapidly 
decrease with depth. For cross-hole ERT, difference may appear in zones close to boreholes 
compare to the centered part of the channel. Those aspects have to be taken into account in the 
interpretation of tomograms transformed with petrophysical models. 

5.4. Sensitivity of Self-Potential Signals to Temperature 

We first describe a sandbox experiment to estimate the amplitude of the self-potential anomalies 
associated with a heat source in absence of ground water flow. The sandbox was filled with a silica 
sand and demineralized water. We used two non-polarizing Pb/PbCl2 (Petiau) electrodes and an 
MX20 voltmeter (sensitivity 0.1 mV, internal impedance 100 M ) for the self-potential 
measurements. The reference electrode (ref) was located on the corner of the sandbox and its 
temperature was monitored over time (19.2 ± 0.1 °C). The other electrode was used to scan the 
electrical potential at the surface of the sand. The measurements were done in such a way that the 
temperature of the scanning electrode was kept constant in order to avoid artefacts in the 
experiment due to the difference of temperature between the scanning and the reference electrodes. 
Thermal probes and a digital thermometer were used to measure the temperature distribution. The 
thermal probes were inserted at a depth of 20 ± 1 cm prior the beginning of the experiment with a 
spacing of 5 cm (see Figure 11). The temperature was measured with an accuracy of 0.2 °C. 
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Self-potential and temperature data were gathered 5 min prior the introduction of the heat source 
to get reference profiles. The reference temperatures were 20.8 ± 0.1 °C. An amount of 9 g of a 
chemical heater was introduced in the tank at t = 0. The chemical heater was put dry at the bottom 
of a tube (2 cm in diameter) with dry sand above and a cap at the bottom. The tube was poured in 
the sandbox at a depth of 20 cm (see positions in Figure 11). These experiments will be referred as 
Experiments #1 and #2, respectively. The cap was pushed and the chemical heater poured in the 
sandbox and the tube removed. The chemical heater is a Flameless Ration Heater (FRH), which is a 
water-activated exothermic heater. The exothermic chemical reaction is: 

Mg + 2H2O  Mg(OH)2 + H2 + Heat (22)

with about 350 kilojoules of heat produced per kg. Then the temperature was monitored (at a depth 
of 20 cm) and the self-potential profiles were repeated for 80 min. We also monitored potential 
changes in the electrical conductivity of the pore water close to the chemical heater. Once corrected 
for temperature, we found no notable changes in the pore water conductivity. 

A negative self-potential anomaly was observed above the heat source. Modeling indicates that 
the thermoelectric coupling coefficient was 0.5 mV per °C. This indicates that heat pulses can be 
measured non-intrusively and the result in self-potential signals can be inverted to retrieve some 
characteristic of the heat source or material properties such as the thermal diffusivity of the material. 

We describe now a field example showing how self-potential and resistivity can be used in 
concert to locate a heat source in the ground. This heat source corresponds to a shallow coal seam 
fire located near Denver (CO, USA). The burning front is located in the Gorham subbituminous 
coal formation, located at a depth of about 10 m (Figure 12). Revil et al. [91] obtained new  
self-potential (with an anomaly of 50 mV) and resistivity data along the profile shown in  
Figure 12a,b. These data were analyzed jointly to localize along a single profile the position of the 
burning front (Figure 12c). This case study shows how self-potential and resistivity can be used to 
localize and eventually monitor a shallow heat source. 
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Figure 11. Distribution of temperature (at a depth of 20 cm), self-potential (at the top 
of the tank) at a given time after the introduction of the heat source QH at a depth of 20 
cm in a sandbox. We have removed the temperature and self-potential distributions 
recorded prior the introduction of the heat source (modified after [91]). 
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Figure 12. Self-potential (SP) and resistivity data. (a) Self-potential data (79 stations 
performed at the ground surface) showing a self-potential anomaly at about 175 mV 
over the burning area; (b) Electrical resistivity tomogram (714 apparent resistivity  
data, Wenner- , 79 electrodes, inverted with a Gauss-Newton algorithm with isotropic 
smoothing). Note the low resistivity anomaly (2 ·m) at about 175 m below the 
negative self-potential anomaly ( 50 mV); (c) Burning front index based on the  
self-potential and resistivity values. High values correspond to a high probability zone 
in terms of recovering the position of the burning front. The depth of the maximum of 
the NBI coincides with the depth of the coal bed (approximately 10 m) (modified after [91]). 

 

5.5. Using DTS to Measure Temperature 

DTS systems were first used for fire or pipeline monitoring and used existing communication 
utilities rather than dedicated cables. However, in the last decade, the development of designed 
measuring systems in hydrogeology and geothermal systems has grown. 

In the last decade, the method gained popularity among scientists concerned by hydrology. One 
of the main utilization of DTS in environmental hydrological studies concerns the surface 
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water/groundwater interface. Groundwater temperature being almost constant with time, 
groundwater inflows may be detected with decrease in stream temperature in summer and increase 
in winter. Selker et al. [117] used the Raman-backscatter DTS along multimode fiber-optic cable 
with a temperature precision of 0.01 °C every meter to estimate stream temperature dynamics and 
groundwater inflows. Such a resolution is obtained by integrating signals over one hour time 
period. They used their results to derive groundwater temperatures and relative groundwater 
inflows. Lowry et al. [118] investigated groundwater discharge in a wetland stream using DTS. 
They repeated measurements every 15 min to propose a high resolution spatio-temporal monitoring 
of temperatures with the fiber buried in streambed sediments. They observe that temperature anomalies 
correlated with groundwater discharges with constant position in time. DTS temperatures correlated 
well with temperature data loggers. 

DTS was also used to derive seepage rates in streams by determining the vertical temperature 
profiles. Vogt et al. [119] used DTS to get high resolution vertical temperature profiles in surface 
water sediments in order to derive seepage rates over depth and time. They wrapped the fiber 
around a PVC tube installed in the streambed sediments, as recommended by Selker et al. [94]. 
This configuration enables to refine the spatial resolution to about 5 mm instead of 1m which is the 
standard order of magnitude. Similarly, Mamer and Lowry [120] studied groundwater discharge to 
streams using paired fiber-optic cables. They propose a set up where two cables are parallel, one on 
the top of the other with a small vertical separation and tested this configuration in 10 m long 
sandbox. The overlapping time series measurements are then used to estimate fluxes along the 
stream longitudinally with the amplitude-shift method. 

Applications in lakes, although more complex due to surface discharge area, exist too.  
Sebok et al. [121] used DTS to map spatial and temporal changes in temperature on a lakebed area 
to confirm the presence of a relatively high discharge of groundwater. The cable was spread out an 
area of 25 m × 6 m. The measurement through the seasons showed that the extent of the discharge 
zone was changing as well as its position relative to the shore. They also used a looped layout for 
multilevel lake temperature measurements. 

The use of DTS in such applications has become standard. Consequently, many efforts are now 
done for the improvement of processing and interpretation of the spatio-temporal data sets.  
Lauer et al. [122] tested the fiber-optic DTS method to detect groundwater discharge to streams to 
assess uncertainty and limit of detections of the method. They implemented artificial upstream 
discharge in a stream with controlled inflow rates and temperatures. The sensitivity of the method 
appeared to be relatively high since DTS was able to detect discharge of 2% of natural flow. 
Krause and Blume [123] determined the impacts of seasonal variability in signal strengths and 
monitoring modes on the accuracy of fiber-optic DTS systems used to analyze thermal patterns in 
aquifer-river interfaces. They found that the stability in signal strength was better in winter and that 
two-way single ended averaging surveys were the best suited for monitoring.  
Mwakanyamale et al. [124] used fiber-optic DTS temperature measurements and propose a new 
approach combining spectral analysis and discriminant analysis to process DTS data and detect 
zones of exchange between surface water and groundwater more objectively. Blume et al. [125] 
compare upscaling approaches utilizing lacustrine groundwater discharge rates derived from  
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fiber-optic DTS measurements. The major issue for lacustrine groundwater discharges lies in the 
identification of 2D patterns. Two transfer functions integrating DTS transects were developed and 
compared to a simple exponential decline of discharge rates perpendicular to the shoreline. 

Ciocca et al. [126] used a fiber optic system to estimate soil moisture in alysimeter experiment.  
They used the metal around the fiber optic cable as an electrical resistance heater to generate heat 
pulse. The temperature of the soil was then monitored with DTS to derive the thermal 
conductivities of the soil. The latter were used to estimate water content through a calibrated 
petrophysical relationship that was compared to standard measurements of soil moisture with a 
relatively good agreement in wet conditions. 

However, application of DTS in hydrogeology is not limited to surface or near-surface  
applications. Borehole applications, that are logistically similar to open loop systems, are also 
common. Hurtig et al. [127] reported one of the first utilization of DTS in hydrogeology. Cables 
were placed into a 40 m deep inclined borehole during injection of hot and cold water. With 
temperature profiling, a fracture was detected at the position of a sharp decrease in temperature. 
Macfarlane et al. [128] evaluated aquifer properties by heating fluid and stimulating flow (forced 
gradient) between wells. Temperatures were recorded using DTS in transient thermal conditions in 
injection and production wells, with short screen intervals. This thermal tracer test highlighted a 
zone of higher hydraulic conductivity between injection and pumping wells. Yamano and Goto [129] 
used DTS for long-term monitoring (6 years) of a deep borehole to investigate an active fault in 
Japan. They used a spatial resolution of 1 m with an expected resolution of 0.1 K. They coupled 
temperature measurement with cold water injection to detect leakage zones. Leaf et al. [130] 
monitored advective heat movement in borehole dilution tests with DTS. They tested several 
thermal tracer dilution experimental designs (continuous, pulse injection, single and multiple 
locations). Large screened intervals enabled them to use vertical temperature profiles as an 
indicator of vertical heterogeneity in the aquifer and of inflows from fractures and porous media. 
Read et al. [131] performed heat transport tests in fractured media using DTS for temperature 
monitoring in injection and pumping wells. They monitored thermal dilution tests to detect  
cross-flowing fractures and assess the cross flow rate. A cross well thermal tracer test was performed 
to identify the connection between boreholes through the fracture network. Banks et al. [132] used 
fiber-optic DTS to measure temperature profiles in open groundwater wells in fractured rock. They 
used electrical heating cables to heat the water in the well and create a temperature difference with 
the surrounding aquifer. Temperature profiles were used to identify active fracture zones within the 
aquifer. In open systems, the use of DTS to measure the temperature variations allows avoiding or 
at least minimizing forced convection effects in boreholes, which can occur when performing 
multilevel well sampling. 

It is only very recently that such measures began to be made to characterize and eventually 
design geothermal systems, in particular for closed loop systems. Fujii et al. [133] first proposed to 
study thermal response test (TRT) with distributed temperature measured by optic fiber. However, 
they located the fiber outside of the U-pipe used for TRT. This configuration is not optimal because 
it is difficult to control the closeness of the fiber with the U-pipe in the ground material.  
Fujii et al. [134] included DTS measurements as a part of a thermal response test to determine 
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ground thermal conductivities from 1 to 2 m thick layers. This time the cables are located inside the 
U-pipe. They show the reliability of the technique for the interpretation of thermal response test. 
Acuna et al. [135] similarly performed a distributed thermal response test with the fiber optic 
cables enclosed in the U-pipe. Such measures have helped to demonstrate and quantify a significant 
difference between the average thermal resistance of drilling obtained by thermal response tests 
and estimated thermal resistances along the drilling using distributed measurements. 

With some adaptations, the use of DTS for deep geothermal systems is also possible.  
Reinsch et al. [136] installed a fiber-optic cable behind the cemented annulus of the casing of a 
high temperature geothermal well. Repeated measurements were used to detect mechanical, 
thermal and chemical degradation of the fiber. At high temperature, geothermal fluids may contain 
hydrogen which degrades the fiber and distort the optical signal through absorption. Mechanical 
stress may generate bending loss in the signal. Those conditions required to use specific cables with 
polyamide and hermetic carbon coatings. The measurements showed that the cable was damaged at 
several positions during installation but without preventing temperature measurements. 

There is no limitation in the possible utilizations of the DTS technology. Selker et al. [94] 
reported several applications, including temperature measurements in a decommissioned mine shaft 
in Czech Republic and air-snow and air-water interfaces studies. Yilmaz and Karlik [95] 
incorporated DTS measurements for the monitoring of power cables. 

6. Conclusions 

Groundwater contributes to a major part in the production of geothermal energy, rather directly 
(GWHP or ATES systems) or indirectly (GSHP or BTES systems), by taking advantage of its 
inherent temperature stability for the operation of heat pumps. Very low temperature systems  
(<30 °C) are generally located at depth between 0 and 100 m, thus they are much more easily 
accessible and involve lower implementation costs than deeper high temperature systems (i.e., 
drilling costs). Moreover, very low temperature reservoirs, such as shallow aquifers, are relatively 
abundant in alluvial or coastal plains where urban development concentrates. At these depths, the 
subsurface is very heterogeneous and complex to characterize. The relatively wide range of natural 
variations both in terms of thermal and hydraulic properties makes designing efficient geothermal 
systems and predicting its impact on the environment challenging tasks. 

In this context, new technologies are clearly needed to monitor the spatial and temporal 
distribution of temperature in the reservoir to: (1) better design the geothermal system and the 
monitoring network; (2) prevent any thermal feedback/recycling; and (3) image and control the 
thermal affected zone. Three emerging geophysical techniques in this field have been reviewed in 
this paper: electrical resistivity tomography (ERT) also known as electrical resistivity imaging 
(ERI) which allows to obtain 2D or 3D images of the temperature variations in the subsurface non-
invasively; self-potential method (SP) which is a very fast method to map anomalies of the ambient 
electrical potential at the surface corresponding to temperature anomalies in the subsurface; and 
fiber-optic distributed temperature sensor (DTS) which provides linear measurements of 
temperature with centimetric resolution in boreholes. Whereas the latter provides a direct 
estimation of the temperature with little uncertainties, it requires the installation of boreholes to set 
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up the fiber optics. The former two methods are mature enough to estimate temperature variations 
with respect to a given background in an almost non-invasive manner in the short term. 

Challenges remain in terms of improving ERT imaging through advanced inversion algorithm 
and further strengthening the petrophysical relationships needed to obtain temperature changes for 
long term experiment. In this regard, research perspectives should focus on the incorporation of 
chemical and kinetic effects in the interpretation of the geophysical data. 
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On the Design and Response of Domestic Ground-Source 
Heat Pumps in the UK 

Chris Underwood 

Abstract: The design and response of ground source heat pumps coupled to vertical closed loop 
arrays in UK domestic applications are investigated in this article. Two typical UK house types are 
selected as the vehicle for the study and a detailed dynamic thermal modelling method is used to 
arrive at time-series heating demands for the two houses. A new empirical heat pump model is 
derived using experimental data taking into account the deteriorating performance of the heat pump 
during periods of light load. The heat pump model is incorporated into an existing numerical 
ground model and completed with a classical effectiveness type heat exchange model of the closed 
loop array. The model is used to analyse array sizing and performance over an extended time 
period, as well as sensitivity of the design to soil conductivity and borehole heat exchanger 
resistance and sensitivity to over-sizing and part-load behavior of the heat pump. Results show that 
the UK’s standard for ground source design (the Microgeneration Certification Scheme) may lead to 
under-estimated array sizes and that heating system over-sizing and deleterious part-load heat 
pump performance can add up to 20% to the electrical consumption of these systems. 

Reprinted from Energies. Cite as: Underwood, C. On the Design and Response of Domestic 
Ground-Source Heat Pumps in the UK. Energies 2014, 7, 4532-4553. 

1. Introduction 

During the first phase of recent UK field trials on 81 domestic air- and ground-source heat 
pumps the median seasonal performance factor (SPF) of the sample of 54 ground source heat 
pumps was found to be 2.2 [1]. (In this context, the seasonal performance factor is taken to mean 
the heat delivered to the space heating and domestic hot water service over a complete annual 
operating cycle divided by the corresponding electricity required by the heat pump and its 
associated source and sink circulating pumps.) The performance was well below expectations and 
was attributed to a multitude of factors including system sizing, type of source, building efficiency, 
user behavior and installation practices. Following the first phase of these trials, several site 
interventions were planned and improvements to the Microgeneration Certification Scheme (MCS) [2] 
were made to inform future users of heat pumps on procedures for design and installation. The 
interventions ranged from minor measures (e.g., adjustments to controls) to major interventions (in 
some cases, involving a re-installation of the heat pump or radiators where they were considered 
inappropriately sized). Following the interventions, a sample of 32 improved installations were 
monitored for one further year of which 21 were ground source heat pumps. The median SPF for 
this sample was found to be 3.1 [3]. Whilst the improvement in seasonal coefficient of performance 
to 3.1 is welcome, it is still short of the potential for these systems. Most of the domestic heat 
pumps available at present use a remarkably similar kit of parts. These include brazed plate heat 
exchangers for the evaporator and condenser (which tend to give better heat exchange “pinch” than 
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the first-generation shell and tube heat exchangers), scroll fixed-speed compressors and mechanical 
(“thermostatic”) expansion devices. A buffer water store on the heating side is usually included 
either as part of the heat pump package or plumbed-in separately and the control of the heat pump 
is usually by means of a heating thermostat mounted in the heating flow from the heat pump 
(though often in the heating return especially when a buffer tank is not used). Therefore, it is to be 
expected that variations of the kind identified in [1,2] are most likely to be due to design, 
installation and operational issues rather than issues concerned with the heat pump itself. 

The UK experiences a quite different climate than that experienced in continental regions in that 
its weather is governed by maritime conditions with mild winters and frequent episodes of abrupt 
variations in weather from day to day. Partly because of this, lower standards of thermal insulation 
tend to be used in UK building construction than is the case in colder climatic regions. It is also 
generally accepted that the UK lags behind continental Europe and America in its exploitation of 
ground source heat (though the recent introduction of tariff incentives is likely to see that situation 
change quite abruptly in the coming years). The UK’s geological formations (many of which are at 
least moderately water-bearing) are also quite different to many of the well-drained sites in 
America where closed loop ground source heat pumps have been widely used and reported. To 
account for this, reference will be made in this work to a new and large data set of ground 
formation conductivities from a large number of sites across the UK. Thus, UK conditions for the 
use of ground source heating offer a number of unique features which make detailed research and 
evaluation particularly timely. 

In this work, the impact of heat pump capacity and ground array design for domestic ground 
source heat pumps operating in UK conditions are explored in detail with a view to establishing 
design criteria that might lead to improvements in operating performance. This will be achieved 
through the following objectives: 

• Detailed dynamic modelling of two typical UK house types of differing sizes and  
energy demands. 

• Development of a new empirical heat pump model which accounts for the degradation in  
part-load operating performance evident in these systems. 

• Design of vertical ground loop arrays using the simulated house energy demands and the new 
heat pump model. 

• Investigations into the sensitivity of the array designs to variations in soil and borehole heat 
exchanger properties and an analysis of the robustness of the designs over an extended 
operating time horizon (5 years). 

• Investigations into the sensitivity of the seasonal heat pump electrical energy use and house 
comfort conditions to the under-sizing and over-sizing of the heating system. 

Previous Work 

Bagdanavicius and Jenkins [4] modelled electrical energy demands for a community of 96 two, 
three and four-bedroom houses with the assumption that all of the houses used a ground source heat 
pump sized according to the MCS heat pump standard [2]. They found domestic hot water energy 
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use to have a major bearing on results but their results were restricted to just one winter week. In an 
experimental study, Blanco et al. report on the performance of a variable speed compressor-driven 
heat pump at domestic scale [5]. Variable speed heat pumps are yet to be widely adopted at 
domestic scale and are likely to bring part-load performance improvements as well as dispensing 
with the need for sink-side buffer heat storage. They found that, on average, the electrical 
consumption when operating with heating temperatures of 35 °C was 29% lower than when 
operating at 45 °C. Wood et al. carried out an experimental investigation into a vertical ground 
array consisting of single “U-tubes” cast into 10 m-deep piles [6]. They used 21 such piles making 
an overall array size of 210 m and demonstrated a typical heating delivery rate of 6 kW with a 
seasonal performance factor of 3.62. So called “energy piles” can provide strong economic 
advantages compared with conventional vertical ground source arrays though this method of 
foundation construction is seldom used in house construction. Boait et al. investigated the 
performance of a group of bungalows equipped with ground source heat pumps [7]. They obtained 
results that were consistent with the first phase of the Energy Saving Trust’s trials mentioned 
earlier [1] and, again, revealed performances that were below observations from other field trials 
carried out elsewhere in continental Europe. This conclusion is also comprehensively arrived at by 
a detailed analysis of a number of European field trials on both air- and ground-source heat pumps 
carried out by Gleeson and Lowe [8]. One of a number of reasons for the performance shortfall 
mentioned in the Boait et al. study was the limited availability of very low capacity heat pumps for 
small well-insulated UK dwellings (such as bungalows) meaning that the larger capacity heat 
pumps that are used tend to operate for long periods at light load. However the overarching finding 
from all of these sources is that the reasons for the disappointing UK performances are complex 
and multi-faceted and further work is needed. 

In conclusion, evidence is beginning to emerge which suggests that domestic ground source heat 
pumps in the UK are performing below expectations and below comparable installations in other 
parts of Europe. It appears that there are many reasons for this but a key consideration would 
appear to be the capacity of the heat pumps used in the UK in relation to the pattern of domestic 
energy demand. Matters are complicated by the requirement to generate domestic hot water 
through the summer months when space heating is usually not required. This is often at 
temperatures that are higher than would be required for space heating due to the need to ensure safe 
hygiene standards in hot water storage and plumbing systems (though this can be conveniently 
addressed with minimal loss in performance through the use of a two-zone de-
superheater/condenser [5,9]). 

2. Energy Demand Modelling in a Sample of UK Houses 

2.1. House Type Selection and Seasonal Modelling 

Nearly 55% of the 2.8 million UK houses surveyed in 2010 and reported in the National Energy 
Efficiency Data Framework (NEED) [10] had gross floor areas of between 51 m2 and 100 m2 and 
the next largest group (29%) had gross floor areas of between 101 m2 and 150 m2. The mean gas 
consumptions of these two groups in 2010 were 13,200 kWh and 18,000 kWh, respectively, which, 
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with a well-maintained gas boiler efficiency of 0.85, can be considered to translate to thermal 
energy demands of 11,220 kWh and 15,300 kWh, respectively. Two house types with gross floor 
areas of 75 m2 and 125 m2 were therefore chosen to fall within this range. It was assumed that the 
first of these would be a two-story mid-terrace house and the second would be a two-story detached 
house. Simplified seasonal energy demand modelling was carried out using BREDEM 2012 [11]. 

Briefly, BREDEM 2012 [11] “Building Research Establishment Domestic Energy Model” is a 
calculation procedure to estimate all forms of energy consumption in houses. It is a monthly 
calculation method based on monthly-averaged weather data. The house to be modelled is split into 
two zones—a main living zone (usually the living room or main reception room) and the rest of the 
house forms a second balance zone. A simple time-constant-based model is used to estimate 
heating energy use whereas regression-fitted models based on observations of a large number of 
UK house types are used to calculate hot water and electrical equipment energy demands. Though 
the electrical demands are of no direct interest in the present work, they are indirectly used to 
provide information on internal heat gains which are used to adjust space heating demands. Mainly 
because of the regression models for energy uses that would otherwise be very difficult to calculate 
theoretically, BREDEM 2012 [12] tends to give highly representative and accurate results over 
longer-term averaging periods in strictly UK conditions but is not suitable for energy studies over 
short time periods. The methods described in BREDEM 2012 [11] form the primary methods used 
in all UK domestic energy planning and design evaluation work. 

Adjustments were made to house layout, glazing and construction details such that results from 
the BREDEM modelling provided values that were similar to the two mean gas consumptions from 
the NEED data [10] with the intention of arriving at two “very typical” UK house types as judged 
by energy demand performance. The details arrived at in this way are consistent with houses that 
were either constructed or fully refurbished to standards prevailing at about the beginning of  
this century. 

Thermal properties and other details of the two house types can be found in Appendix A  
(Tables A1 and A2). 

Results of the BREDEM modelling using a London site selection for both houses are 
summarized in Table 1. The totals given in Table 1 can be seen to be of the order of the NEED 
results mentioned above and can thus be considered to be representative of commonly occurring UK 
house types of this scale. 

Table 1. Simulated annual energy demand for two typical UK house types. 

House Type Space Heating (kWh) Domestic Hot Water (kWh) Total (kWh) 
Mid-terrace 7,764 2,983 10,747 
Detached 13,556 3,377 16,933 
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2.2. Dynamic Thermal Modelling 

The BREDEM results give a good representation of annual energy demand in UK housing 
which is why the methods used are linked to the Standard Assessment Procedure (SAP) for the 
purposes of energy efficiency policy development, design and planning applications in the UK. The 
method is, however, limited in that for the detailed analysis of renewable, low carbon and other 
complex microgenerators, more granular time-series results of energy demand data are required (e.g., 
half-hourly or hourly data) whereas BREDEM is only able to provide results at monthly 
(minimum) intervals. For loads that can be considered to follow a daily average pattern such as 
domestic hot water this is of no consequence but for the dominant energy demand due to space 
heating which varies due to both climate and user activity this is a serious limitation. Indeed the 
need to achieve a better understanding of the response of the heat pump and heating system with 
the dynamics of the building were emphasised by Boait et al. in their field trial study [7]. The two 
house types were thus remodeled using a dynamic thermal modelling procedure and the results 
compared for accuracy with the BREDEM reference results. 

Re-modelling of the space heating energy use for both houses was carried out using a superset 
of bespoke building energy modeling components developed for Simulink in the Matlab 
environment—the Simulink HVAC (heating, ventilating and air conditioning) Blockset. Details of 
the blockset library can be found in Appendix B (Figures B1 and B2) and details of the mathematical 
derivations of the most relevant blocks used in the present work can be found in the literature [12,13]. 
All dimensional and other details as were used in the BREDEM modelling were also used in the 
dynamic thermal modelling (Appendix A). A current test reference year weather file for London 
was used from the Chartered Institution of Building Services Engineers (CIBSE) Future Weather 
Years set [14]. (Note that monthly-average values from this weather file were also used in the 
earlier BREDEM modelling.) 

For domestic hot water energy, the original BREDEM monthly predictions were broken down 
into daily average values. The operating daily schedules were then applied which consisted of one 
2 h heating period each weekday morning following by one 7 h heating period during each 
weekday evening. On weekend days, one single 16 h heating period was applied. The domestic hot 
water loads were allocated to the morning and evening periods in the ratio of 1:2, respectively (this 
pattern was assumed to apply on both weekdays and weekend days). 

Annual total energy demands predicted using the dynamic thermal model were found to be  
10,529 kWh for the mid-terrace house and 16,994 kWh for the detached house which agree very 
favourably with the totals from the reference model (BREDEM) given in Table 1. The annual 
distributions of these demands generated using the Simulink dynamic thermal model are plotted 
(including hot water demands) in Figure 1. 
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Figure 1. Simulated distributions of energy demand due to heating and hot water. 

 

3. Development of a Ground-Source Heat Pump Model 

One of the stated objectives of this work is to take account of the decline in heat pump 
performance when operating at part load. Conventionally, a heat pump model capable of describing 
part load performance would require being fully dynamic and, consequently, very computationally 
demanding. A simpler model is needed particularly when the heat pump merely forms part of a 
more extensive modelling problem (i.e., treatment of the ground array as discussed in the next 
section). Historically, a simple (and conditionally accurate) modelling approach often used is the 
so-called “catalogue fit” model. In this, one or more dependent variables (such as electricity 
consumption and coefficient of performance) are fitted to a manufacturer’s performance data set 
using multiple-regression, e.g., [15–17]. These models are accurate (at least as far as that particular 
manufacturer’s product is concerned) but are limited in that the various standards from which these 
data are prepared assume static operation at the declared boundary conditions specified in the 
catalogue. In other words, they assume that the heat pump operates at full continuous capacity at 
the stated conditions. In practice, heat pumps like other energy generating plants will operate 
according to some control conditions and will spend large parts of the operating cycle at part load. 
When operating intermittently to meet a varying load under a thermostat, the first few seconds or 
minutes of operation as the heat pump starts is merely recovering losses prior to raising the heating 
temperature to a point where it can contribute to the prevailing load. Thus, in this initial phase of 
operation, the energy delivered by the heat pump constitutes a loss. This loss accumulates 
according to the number of thermostat starts the heat pump makes over a full operating cycle. Since 
most domestic heat pumps in use today for space heating are controlled by thermostats, losses can 
be significant and clearly become amplified when the heat pump capacity is larger than it needs to 
be (i.e., when it is over-sized). To capture this behaviour whilst also retaining a simple model 
structure, an empirical model is developed based on a domestic-scale laboratory pilot. 
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3.1. Description of the Heat Pump Test Rig 

The heat pump test rig consists of a conventional domestic scale water-to-water heat pump using 
refrigerant R410A with a rated (nominal) heating capacity of 9.5 kW. The heat pump was 
controlled using a thermostat (with an adjustable set-point) mounted in the heating system return 
connection at the inlet to the heat pump. Detailed physical information about the heat pump can be 
found in Appendix C (Table C1). 

The heat pump is sourced from three 100 m (deep) plus one 65 m (deep) vertical closed loop 
borehole heat exchangers giving a total array capacity of 365 m. All four heat exchangers are 
connected in parallel and each can be individually isolated to enable a variable capacity array. Each 
borehole heat exchanger comprises a 32 mm high density polyethylene U-tube inside a 130 mm 
diameter borehole with the inner spaces grouted using thermally-enhanced bentonite. The array lies 
in Coal Measures and a thermal response test carried out shortly after installation gave a mean soil 
conductivity of 2.45 W·m 1·K 1 and a borehole thermal resistance of 0.162 m·K·W 1. The 
undisturbed soil temperature was 12.7 °C. The source fluid is water-ethylene glycol mixture (10% 
ethylene glycol by volume). 

The heat pump outputs to four equally-sized double panel convector-radiators which provide 
heating to the local laboratory environment. Each has a rated emission of 1.07 kW with reference to 
a mean water temperature of 40 °C and a local air temperature of 20 °C. Though the heat pump 
does not have a buffer tank, the heating system has a significant amount of “natural” buffering due 
to a low-loss header and significant runs of larger diameter (32 mm) steel piping upstream of the 
heating system. It is estimated that, collectively, these features provide approximately 50 L of 
system-side buffering that would not normally be present in a domestic installation. 

Instrumentation consisted of a current clamp and voltage transducer on the incoming electrical 
connections to the heat pump. The power factor was measured separately using an electric circuit 
analyser and found to have an average value of 0.924 with very minimal variance. Source and sink 
heats were measured using a pair of resistance-wire temperature detectors and time-of-flight 
ultrasonic flow meters on both sides of the heat pump. Compound measurement uncertainties were 
assessed to be on average ±0.8 kW on heating loads (typically <10% of measured heat) and  
±0.12 kW on active electricity use (typically <5% of measured electricity use). The laboratory air 
temperature was measured using several K-type thermocouples and subsequently averaged at each 
reporting time row. 

3.2. Experimental Procedure 

Forty-eight heat pump capacity tests were carried out using the following variations in  
plant configuration: 

• 100 m, 200 m, 300 m and 365 m of source array capacity. 
• 1, 2, 3 and 4 convector-radiators turned on. 
• Nominal heating thermostat set point temperatures of 38 °C, 40 °C and 50 °C. 
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All variables were monitored at 5 s intervals and averaged in sets of six for reporting at 30 s 
intervals. The first and final rows of data during each on-phase were discarded in order to remove 
data spikes arising from incompleteness in the data during a reporting interval in which the 
thermostat’s status changed. Individual borehole tests were carried out on separate days to allow for 
soil stabilization between tests and the first thermostat cycle of results between convector-radiator 
adjustment events were discarded to allow for heating system stabilization. Note that the test heat 
pump in this case is monovalent and the logged electrical consumption includes the source pump 
but not the sink (heating system) pump. Thus, when used for seasonal performance evaluations, the 
results based on the present work would lead to a seasonal performance factor that has become 
referred to in some of the literature as “SPFH2” [3,8]. 

3.3. Results and Model-Fitting 

It is well established that the performance of a heat pump depends inter alia on the source and 
sink temperatures. In addition, the part-load ratio (P) of the heat pump is defined here as the ratio 
of actual heating delivered to the maximum heating delivered. This can be determined from the 
results in one of two ways. Either by calculating the total heating delivered over time (in kWh) and 
dividing by the continuous average heating that would have been delivered over the same time 
period if the heat pump had not been operating intermittently; or by calculating the radiator 
emission from the measured heating water temperatures and laboratory air temperature. (Both 
methods were used and differences between them were found to be minor.) 

To identify the influence of the array capacity and P on the heat pump performance, each set of 
test results was averaged and the heat pump coefficient of performance plotted against P for each 
discrete array capacity. Results, given in Figure 2, show a strong influence of both of these 
variables on performance. It is particularly noted that the heat pump performance falls sharply at P 
values of 0.5. Therefore, the fitted model was selected to account for variations in source and sink 
temperature, array capacity and P. For convenience, the source and sink temperature were reduced 
to a temperature differential, Tsosi, between heat pump outlet sink water temperature and heat 
pump outflow source fluid temperature. Thus, for individual fitting over each array capacity, there 
will be two dependent variables; P and Tsosi. 

Two alternative model forms were tested; bi-linear (Equation (1)) and bi-quadratic (Equation (2)): 

( ) ( )1 1 1 1 sosi= + × × + × ΔCoP a b P c d T  (1)

( ) ( )2 2
2 2 2 2 2 sosi 2 sosi= + × + × × + × Δ + × ΔCoP a b P c P d e T f T  (2)

(in which a1...d1 and a2...f2 are regression constants). 
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Figure 2. Part load performance results from the heat pump test rig. 

 

Results of multiple-regression fitting over all viable data using both models are summarized in 
Figures 3 and 4. For the bi-linear model, most of the target/model error values across all data are 
within ±10%. There is no improvement in goodness-of-fit when adopting the slightly more 
complex bi-quadratic model and the target/model error values here are mostly contained within the 
higher error range of ±20%. Hence, the bi-linear model is adopted in this work. Multiplying out 
Equation (1) gives the following for which values of the fitted constants, A, B, C, and D, for all 
array capacities investigated can be found in Table 2: 

sosi sosi= + × + × Δ + × × ΔCoP A B P C T D P T  (3)

Figure 3. Bi-linear model fitting results. (a): Regression plot; (b): Target-model errors (%). 
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Figure 4. Bi-quadratic model fitting results. (a): Regression plot; (b): Target-model errors (%). 

 

Table 2. Fitted coefficients for the heat pump model. 

Array Size (m) A B C D 
100 2.852525 2.868282 0.017015 0.037951 
200 7.936727 1.206375 0.154520 0.067780 
300 3.315421 2.816345 0.021494 0.042534 
365 3.188746 3.414232 0.017961 0.062144 

4. Ground Array Modelling 

The closed loop vertical array was modelled as a conventional heat exchanger problem using 
Kays and London’s classical “number of transfer units” (NTU) method [18]. This involved 
calculating the number of heat exchange transfer units from which the array effectiveness could be 
determined (Equations (4) and (5)): 

array
array

bhx f,array pf,array

L
NTU

R m c
=  (4)

( )array 1 expE NTU= − −  (5)

Note that the specific heat capacity of the array fluid, cpf,array, is calculated using the properties of 
ethylene glycol solution at the user-defined ethylene glycol concentration. In the present work, the 
concentration was set at 20% (by volume). The heat exchange (i.e., array) effectiveness is defined 
as the heat transfer achieved divided by the maximum theoretically possible heat transfer. Thus, the 
array outlet temperature can be calculated at each time row in the simulation from Equation (6): 

( )f,array,out array,soil f,max array1 1 /T T T P E= + Δ × −  (6)

(where Tarray,soil is the current time row average of the soil temperature along the paths of the array  
heat exchangers). 

For the soil domain, a three-dimensional (in space) dynamic numerical solution of the Energy 
Equation was used through a uniformly discretized grid cast throughout a defined soil domain.  
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Full details of this model can be found in [19]. The house time-series energy demands described in 
Section 2.2 are read into this model and used to calculate the energy balance on the new heat pump 
model described in Section 3.3 and the array model described above. This leads to a heat pump 
source flux at each time row which is then uniformly imposed on the defined array path in the soil 
domain model. In effect, this amounts to imposing a variable line source of heat on the numerical 
soil domain model. 

The soil domain model used a 50 m × 50 m × 150 m (deep) domain size with a uniform 1 m grid 
mesh size. The grid mesh size was found to be acceptable for long time horizon simulations (such 
as in the present work) but a smaller size is needed for short-time simulations (a further discussion 
about this can be found in [19]). The domain size was found to give good results for up to 5 years 
of simulation duration. A comparison with a 100 m × 100 m × 150 m domain size was made and 
differences in results in the key variable of heat pump electricity usage were found to be negligible  
(the larger domain requiring almost five-times the computation effort as the smaller domain).  
A uniform undisturbed earth temperature distribution (see Section 5) was imposed throughout the 
domain as an initial condition and the boundaries of the domain were held at these values. A 
uniform time step of 1 h was used. The computation time on a quad-core workstation was found to 
be 4.7 h of simulation time per 1 s of computer elapsed time. The entire ground, heat pump and array 
model was implemented as a bespoke Matlab function. 

5. Results and Discussion 

Reviews of soil properties based on thermal response tests carried out in the UK have received 
attention recently. Underwood [19] reported on 13 such tests from a variety of sites giving lower 
quartile, median and upper quartile soil thermal conductivities of 2.40 W·m 1·K 1, 2.47 W·m 1·K 1 
and 3.08 W·m 1·K 1, respectively and lower quartile, median and upper quartile borehole 
resistances of 0.152 m·K·W 1, 0.162 m·K·W 1 and 0.216 m·K·W 1, respectively. Banks et al. [20] 
reported on a much larger sample of 61 UK sites. Correspondingly, conductivities were found to be  
1.86 W·m 1·K 1, 2.25 W·m 1·K 1 and 3.00 W·m 1·K 1, respectively, and borehole thermal 
resistances of 0.09 m·K·W 1, 0.11 m·K·W 1 and 0.14 m·K·W 1, respectively [20]. There are some 
similarities in the conductivity results between the two sources though there are differences 
between borehole resistance values most likely due to different methods being used to arrive at the 
results from basic measurements (extraction using a bespoke optimisation algorithm in [19] and 
extraction by conventional line source theory in [20]). Since [20] represents the larger sample of 
data, these results will be used in the evaluative modelling that follows. In addition, the undisturbed 
ground temperatures at the lower quartile, median and upper quartile of 11.7 °C, 12.3 °C and  
13.2 °C [20] are used. 

5.1. Array Design 

The median soil property and borehole resistance data reported in [20] were used for initial  
array design: 
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Soil thermal conductivity: 2.25 W·m 1·K 1 
Borehole thermal resistance: 0.11 m·K·W 1 
Undisturbed soil temperature: 12.3 °C 

In addition, the volume heat capacity for the soil was assumed to be 2.4 MJ·m 3·K 1 which is 
appropriate for a wide range of soil and rock types. Reference is made to the house design heat 
losses detailed in Appendix A, Table A2; a notional design coefficient of performance of 2.82 as 
suggested by the Energy Saving Trust’s most recent field trials [3]; and the array design look-up 
tables contained in the Microgeneration Certification Scheme (MCS) [2]. Using this information, 
recommended array designs of 83 m for the mid-terrace house and 138 m for the detached house 
were arrived at. These array sizes would therefore be used in normal practice. 

For design evaluation, simulations using the foregoing data together with the time-series energy 
demands detailed in Section 2.2 were carried out for both house types based on a range of array 
sizes starting with the MCS values of 83 m and 138 m for the respective house types. Results in the 
form of alternative heat pump seasonal performance factors (SPF) are summarized in Table 3. Note 
that seasonal performance factors used in the present work are what have become referred to in 
some of the literature as “SPFH2” [3,8]. They are applicable to a monovalent heat pump (including 
source fluid pump) electricity use but exclude the heating system (sink) pump. For all simulations, 
the heat pump heating water outlet temperature set point was fixed at 42 °C which is within the 
range of the test results described in Section 3.2 upon which the heat pump model is based. It was 
assumed that all space heating and domestic hot water loads are delivered at this temperature from 
the heat pump buffer store of capacity 50 L. No allowance has been made in the present work for 
additional direct electric heating due to periodic hot water pasteurization (if used). 

Table 3. Design array sizes and corresponding heat pump SPFs. 

Array Size (m) 
Mid-Terrace House Detached House 

SPF Improvement SPF Improvement 
83 (MCS, [2]) 3.05 - - - 

138 (MCS, [2]) - - 3.02 - 
200 3.32 8.9% 3.14 4.0% 
300 3.38 1.8% 3.33 6.1% 
400 3.35 - 3.31 - 

Comments: The performances based on array sizes recommended by the MCS are broadly 
consistent with the median performance of the actual installations monitored by the Energy Saving 
Trust [3] after improvements had been made (i.e., 3.1). For both house types, there are 
improvements of up to around 10% in the heat pump SPF by increasing the array size significantly. 
For the mid-terrace house, increasing the array size by a little over 100 m beyond the value 
recommended by the MCS gives a performance improvement of 8.9% whereas a further increase 
by 100 m results in a much lower improvement of 1.8% and there is no improvement at higher 
array sizes. Therefore, a design array size of 200 m would seem appropriate for this case. For the 
detached house, there is a performance improvement of 4% when increasing from the MCS 
recommended array size to 200 m and the improvement increases to 6.1% when increasing from 
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200–300 m after which there is no further improvement with increasing array size. Thus, a 300 m 
array would seem to be the appropriate choice here. 

In the subsequent analyses, the array size for the mid-terrace house will be set at 200 m and, for 
the detached house, 300 m. 

5.2. Sensitivity to Time Horizon 

To test the designs over an extended operating period, the array sizes and other design 
conditions set out in Section 5.1 were applied to five-year simulations for each house. It was 
assumed that the annual demand patterns (Figure 1) remained the same in each year. Results of the 
daily minimum array inlet temperatures over the five-year duration are provided in Figures 5 and 6 
for both houses. Results of the daily mean heat pump coefficient of performance over the same 
duration are given in Figures 7 and 8 also for both houses. 

Comments: As is to be expected, there is a decline in minimum array fluid temperature over the 
extended operating time horizon though the rate of decline reduces over time particularly after the 
first year. What is important with these array designs is that the array fluid temperature for both 
houses barely falls below 4 °C which suggests that fresh water (rather than ethylene glycol 
solution) might safely be used with corresponding performance, cost and environmental 
advantages. The trends in heat pump coefficient of performance (Figures 7 and 8) show a small 
decline over the five-year period as the ground temperature reduces and a more pronounced decline 
in the middle period of each year. This is because light loads are being met at these times (i.e., 
domestic hot water only) with the consequence that the heat pump is operating highly 
intermittently. (A key assumption in the modelling is that the thermostatically-controlled heat 
pump operates at the same set point temperature (42 °C) at all times for both heating and hot water 
delivery and so the heat pump performance is governed by intermittent operation and seasonal 
variations in the source temperature.) Equally, though the performance is inferior at this time of the 
year, the heating delivered (and therefore electrical energy consumed by the heat pump) will be 
lower than in winter and this mitigates the inferior heat pump performance to some extent. The 
decline in heat pump performance over the five-year horizon is more pronounced with the  
mid-terrace house than with the detached house and the detached house exhibits a more 
pronounced dip in summer heat pump performance. The reason for this is that the domestic hot 
water loads are similar for both houses whereas the detached house has a significantly higher heat 
load due to space heating. The correspondingly larger array size for the detached house recovers 
better in summer when demands are light than the mid-terrace house which has the smaller array 
size. However, a lower pattern of P for the detached house due to higher heat load but only 
marginal increases in summer hot water load results in a lower summer CoP than experienced by 
the mid-terrace house. Again, because relatively low amounts of energy are generated in summer, 
the inferior heat pump performance is mitigated to some extent. 
  



320 
 

 

Figure 5. Minimum daily array inlet temperatures (mid-terrace house). 

 

Figure 6. Minimum daily array inlet temperatures (detached house). 

 

Figure 7. Mean daily heat pump CoP (mid-terrace house). 
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Figure 8. Mean daily heat pump CoP (detached house). 

 

5.3. Sensitivity to Soil Conductivity and Array Resistance 

To evaluate the sensitivity of the designs to variations in soil conductivity and borehole heat 
exchanger resistance values, a simulation was conducted using alternative soil conductivities of  
1.86 W·m 1·K 1 (i.e., the lower quartile value from the Banks et al. review [20]) and a further 
simulation was conducted using this lower conductivity and a higher borehole resistance value of 
0.216 m·K·W 1. In the choice of the latter value, the upper quartile resistance from [19] was used 
instead of from [20] since the range of values in [19] was wider. Results of the original seasonal 
performance factors compared with the new values arising from these changes in soil and borehole 
properties are given in Table 4. 

Comments: The results show that the performance is not significantly affected by a “typical” 
range of soil and resistance properties found in UK conditions. Here, the results appear to be more 
sensitive to borehole resistance than soil conductivity though it should be stressed that this 
illustration involved a relatively minor reduction in conductivity and a substantial (near doubling) 
increase in borehole resistance. However, it is becoming clear that the range of soil conductivities 
across many UK applications is relatively low and this prompts the need to consider carefully 
whether expensive thermal response testing is needed in every case when ground geology is known 
with a reasonable degree of confidence. It should also be pointed out that, in most cases, the 
existence of groundwater flows (not considered in this work) will actually improve performance. 

Table 4. Sensitivity to variations in soil conductivity and borehole resistance. 

Property Choices 
SPF 

Mid-Terrace House Detached House 
Median (design) values 3.32 3.33 

Reduced k 3.31 3.33 
Reduced k & increased Rbhx 3.17 3.26 

  



322 
 

 

5.4. Sensitivity to Heating System Sizing 

A final analysis was carried out into the impact of heating system sizing. First, the simulation was 
re-run with P (in Equation (3)) fixed at a constant value of 1. This will show how much additional 
energy is required due to the deleterious part-load performance of the heat pump thus revealing the 
potential for improved control over the heat pump at light loads. Second, the simulation was re-run 
for both houses with the heating system capacity (Table A2, Appendix A) reduced by 20%, and then 
increased by 20% and 40%. 

Results, compared with the original design results for reference, are given in Table 5. Also 
included are the averages of the comfort (operative) temperature of the whole house averaged over 
all periods when the space heating system is active only. Note that the operative temperature as 
used here is the average of the internal air and mean radiant temperatures. 

Table 5. Sensitivity to heating system sizing and comfort. 

Capacity Options 
Mid-Terrace House Detached House 

SPF kWh·m 2 TOP (°C) SPF kWh·m 2 TOP (°C) 
Perfect tracking 3.56 36.1 19.97 3.75 33.0 19.74 

Design 3.32 38.6 19.97 3.33 37.1 19.74 
20% under-sizing 3.34 35.9 18.68 3.35 34.5 18.46 
20% over-sizing 3.31 40.8 20.61 3.31 38.9 20.54 
40% over-sizing 3.30 42.4 21.19 3.29 40.3 21.04 

(kWh·m 2: annual electricity usage due to heat pump and source fluid pump divided by house gross floor area). 

Comments: A 40% heating system over-sizing margin will not translate to a 40% increase in 
energy because the heating system controls will act to regulate the system to the required comfort 
conditions. However, oversizing will lead to an increase in energy because an over-sized control 
system will not be able to track the required control condition perfectly. In particular, the use of 
simple proportional controls used in domestic “thermostatic” radiator valves will exhibit offset (a 
sustained difference between set point and actual value). Thus, an over-sized system will lead to an 
increase in both energy use and comfort temperature. Consequently, the seasonal performance 
factor is not significantly affected by over-sizing (or under-sizing), however the electricity 
consumed has increased in all over-sizing cases. If the heat pump was able to operate over all load 
patterns without loss in performance it would operate with a SPF in excess of 3.5 for both houses. 
This falls to around 3.3 for both houses when its part load behavior is accounted for and the 
electrical consumption increases by 7% (mid-terrace house) and 12% (detached). If the heating is 
oversized by up to 40% the energy consumption over a heat pump well matched to the load at all 
times will increase by almost 18% (mid-terrace house) and 22% (detached house). These should be 
considered as viable targets for further improvements in domestic heat pump performances in the 
UK where evidence of equipment over-sizing is plentiful. A particularly notable result in Table 5 is 
revealed that when the heating system is under-sized by 20% the energy use falls whilst comfort 
remains very close to acceptable limits. Note here that the area-weighted target comfort 
temperature for both houses based on 21 °C in the main living space and 18 °C in all other spaces 
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is 18.5 °C—almost precisely met on average by a heating system that is under-sized by 20%. The 
reason for this is that conventional heating sizing is carried out using steady-state calculations at 
boundary conditions that, in many winters, will never be realized or if they are, will be of short 
duration. There is a compelling case for the use of dynamic thermal modelling for the sizing of 
complex systems such as heat pumps and other microgenerators. 

6. Conclusions 

The aim of this work was to investigate the impact of heat pump capacity and ground array 
design for domestic ground source heat pumps operating in UK conditions with a view to 
establishing design criteria that might lead to improvements in operating performance. 

The work has been largely based on numerical modelling supported with the introduction of a 
new empirical heat pump model which takes into account the decline in heat pump performance 
during periods of light load. Results have been drawn from two exemplar houses which have been 
configured to be typical of common terraced and detached houses in the UK and use has been made 
of an existing numerical model of a closed loop vertical ground array. 

The results of this work suggest vertical ground loop array sizes for the two typical house types 
investigated of around 2.5 m of array length per m2 of house gross floor area. The recommended 
allowance using the Microgeneration Certification Scheme recommendations would be around  
1.1 m/m2. Furthermore, the array sizes proposed in this work show that it will be possible to 
operate the array safely using fresh water rather than ethylene glycol solution (or some other form of 
antifreeze) which is beneficial for performance, cost and the environment. 

As data on ground thermal conductivities in the UK start to become more abundant, it is 
becoming clear that many sites have mean conductivities of around 2–2.5 W·m 1·K 1 and modest 
variations about this figure have little effect on heat pump performance. However, the more 
uncertain values of borehole heat exchanger resistance do have an influence on performance. 

The impact of both deteriorating part-load performance of thermostatically-controlled ground 
source heat pumps and heating system over-sizing (by up to 40%) has been shown to increase 
energy use by up to 18%–22% for the two typical house types considered. 

Evidence in this work points to a strong potential for a better matching of the capacity of ground 
source heat pumps to the required building load pattern through the use of dynamic thermal 
modelling instead of conventional steady-state design methods. 

Further work is needed in the following areas: 

• Development of verifiably accurate and easy-to-use tools for the design and seasonal 
performance evaluation of ground source heat pumps suitable for use by practitioners. 

• Consideration of the impact of groundwater flow over closed loop arrays in UK conditions. 
• Investigations into variable speed drives, electronic expansion devices and improved 

controls for domestic scale heat pumps. 
• Development of alternative dynamically-based methods for system design and capacity-

sizing as an alternative to conventional steady-state sizing methods. 
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Glossary 

a1...d1 Regression constants 
a2...f2 Regression constants 
A...D Regression constants 

CoP 
Coefficient of performance (dimensionless)—instantaneous or short-time average heat 
output divided by instantaneous or short-time average heat pump plus source fluid 
pump electrical consumption. 

cpf,array Specific heat capacity of array fluid (J·kg 1·K 1) 
Earray Array (heat transfer) effectiveness 
k Soil mean thermal conductivity (W·m 1·K 1) 
Larray Total array length (m) 
mf,array Array fluid mass flow rate (kg·s 1) 
NTUarray Array number of (heat) transfer units 
P Part load ratio (current heating demand divided by seasonal maximum heating demand) 
R Correlation coefficient 

SPF 
Seasonal performance factor (dimensionless)—seasonal heat pump heating energy 
divided by seasonal heat pump plus source fluid pump electrical consumption 

Rbhx Borehole heat exchanger thermal resistance (m·K·W 1) 
Tf,array,out Array fluid outlet temperature (°C) 
Tarray,soil Average soil temperature along the entire array path (°C) 
TOP Room space operative temperature (°C) 

Tf,max Maximum (design) array inlet/outlet fluid temperature difference (K) 

Tsosi 
Heat pump nominal temperature lift (difference between the heating outlet temperature 
(K or °C) and the source fluid outlet temperature (K or °C) 

Symbols used in Tables A1 and A2 

MT mid-terrace 
DET detached 
GFA gross floor area 
LS main living space 
B balance of ground floor space 
FF first floor 

Appendix A. Seasonal Energy Demand Modelling 

Table A1. Seasonal house energy modeling—main parameters. 

Type 
Areas (m2) Footprint 

Orientation Windows Glazing (m2 *) Roof GFA LS Width (m) Depth (m) 
MT 75 12 6.1 6.1 N-S Clear double 10.4 Pitched 
DET 125 20 7.9 7.9 N-S Clear double 17.2 Pitched 

* Based on the UK Standard Assessment Procedure: 0.1382 × GFA  0.027. An additional allowance of one single 

door (rear) and one single door (front) of 2 m2 (each) is added to the window areas. 
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Table A2. Seasonal house energy modeling—thermal properties. 

U-values (W·m2·K 1) Design Temperatures (°C) 
Ventilation (h 1) Design Loss (kW *) 

Wall Roof Gr-floor Window LS B FF 
0.45 0.35 0.45 2.2 21 18 18 0.5 3.09 
0.45 0.35 0.45 2.2 21 18 18 0.5 5.95 

* Design heat loss with an external design temperature of 3 °C. Calculations include a pre-heat margin 
of 25% and were carried out in accordance with the methods set out in the CIBSE Guide. The standards 
are those that would be expected of UK houses either constructed or refurbished at around 2002. 

Appendix B. Dynamic Thermal Modelling—Simulink HVAC Blockset 

The Simulink HVAC Blockset is a generic Simulink library that can be used to construct 
detailed dynamic models of buildings including HVAC plant and controls and certain embedded 
renewable energy systems. Several such libraries exist for modelling energy in buildings such as 
SIMBAD [21] and CARNOT [22] but the advantage of the HVAC Blockset used here is that all 
component models are fully dynamic, enabling more accurate control and system response 
modelling to be carried out. (The HVAC Blockset used here is made freely available by the author 
for other users.) Note that only certain component model selections were used in the present work 
as detailed below. 

Components used to remodel the two house types: 

Building envelope: Plant and controls: Utility: 
Zone heat balance Generic emitter 2 Schedule 4 

Exposed element Detector 3 Solar simulator 5 

Internal element Control valve 3  
Window PID controller 3  

Ventilation 1   

1. Infiltration due to wind and stack effect during winter with closed windows. The block was 
set to open windows by 50% of their opening capacity when internal temperatures reached 
26 °C and by a further 50% to fully-open when temperatures reached 28 °C (i.e., in summer 
when the heating is off). 

2. The “generic emitter” was used to represent panel convector-radiator heating. 
3. The “detector”, “control valve” and “PID controller” blocks were combined to represent 

“thermostatic” radiators valves attached to each zone radiator. Only the proportional term of 
the PID controller block was enacted. The detector was set with a long time constant (3 min) 
to help represent the long time delay in these valves. (Note that the widely-used term 
“thermostatic” is a misnomer in this context since these control valves actually modulate the 
hot water flow rate in practice.) 

4. Separate “schedule” blocks were used to represent switching of occupant activity and  
plant activity. 

5. The “solar simulator” was used to generate in-plane irradiances on each exposed window 
and opaque surface. 



326 
 

 

Figure B1. Simulink HVAC Blockset. 

 

The highest level of the Simulink model created for the mid-terrace house is shown as an 
example in Figure B2, showing all parent blocks and information flows between them. The three 
main blocks at the centre represent the parent blocks of the living room (top), balance of ground 
floor spaces (middle) and first floor (bottom). Beneath these parent blocks are all the component 
blocks (and their information flow connections) for the room elements, zone energy balance, 
ventilation, heating system and heating controls. The large block to the left in Figure B2 is the 
parent block which contains all microclimate modelling (i.e., a file-read utility which reads in 
weather data and solar simulating blocks for all orientations forming the mid-terrace house). 

For further details of the individual block descriptions and derivations, see [12,13]. 
Note that the other blocks shown in the generic library and not specifically referred to above 

were not used in the present work. Furthermore, the heat pump model in the generic library (which 
is a simple manufacturer’s catalogue-fit type model) was not used in the present work either. 
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Figure B2. Top-level block diagram model for the mid-terrace house. 

 

Appendix C. Details of the Test Ground Source Heat Pump 

Table C1. Details of the test heat pump. 

System Component Parameter Value 

Compressor 

Type Scroll 
Refrigerant R410A 

Electrical supply 1-phase, 220 V 
Displacement 5.34 m3·h 1 

Evaporator and condenser 

Type Brazed plate 
Plate material Corrugated stainless steel 

Number of plates 13 
Plate width 118.4 mm 
Plate height 440 mm 

Plate spacing 2.24 mm 
Plate thickness 0.4 mm 

Volume, refrigerant side 0.57 L 
Volume, water side 0.66 L 

Expansion device Type Mechanical, thermostatic 
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Temperatures and Heat Flows in a Soil Enclosing a Slinky 
Horizontal Heat Exchanger 

Pavel Neuberger, Radomír Adamovský and Michaela Še ová 

Abstract: Temperature changes and heat flows in soils that host “slinky”-type horizontal heat 
exchangers are complex, but need to be understood if robust quantification of the thermal energy 
available to a ground-source heat pump is to be achieved. Of particular interest is the capacity of 
the thermal energy content of the soil to regenerate when the heat exchangers are not operating. 
Analysis of specific heat flows and the specific thermal energy regime within the soil, including 
that captured by the heat-exchangers, has been characterised by meticulous measurements. These 
reveal that high concentrations of antifreeze mix in the heat-transfer fluid of the heat exchanger 
have an adverse impact on heat flows discharged into the soil. 

Reprinted from Energies. Cite as: Neuberger, P.; Adamovský, R.; Še ová, M. Temperatures and 
Heat Flows in a Soil Enclosing a Slinky Horizontal Heat Exchanger. Energies 2014, 7, 972-987. 

1. Introduction 

The basic low-potential sources of energy for heat pump evaporators used for heating and 
cooling are air, water, and ground, i.e., soil. When air is used, the installation of the energy system 
is easier and cheaper. A disadvantage here is the lower amount of energy savings resulting from the 
lower seasonal performance factor (SPF). The use of surface or ground water as the source for heat 
pumps is very advantageous in view of the energy effect of the system. Installations of such 
systems, however, are limited especially by environmental requirements for the protection of such 
water sources. Soil or rock mass appears efficient, especially in relation to the ambient temperature. 
In winter, the mass temperature is higher than the ambient temperature and, conversely, lower in 
summer. This mass and ambient temperature ratio is useful in winter when the heat pump is 
employed for heating and in summer for cooling. The performance and economic comparison of 
air, soil and rock mass acting as low-potential sources of energy for heat pumps has been addressed 
by Petit and Meyer [1]. They state that the highest performance is achieved with vertical rock mass 
exchangers. Horizontal ground heat exchangers deliver a better heating factor and the best 
economic parameters of all three sources of energy. Air has received the worst rating as the source 
of energy for heat pumps. 

Lund et al. [2] prepared an overview of the use of geothermal energy for direct consumption in  
78 countries. The total installed thermal power capacity of geothermal sources amounted to 48,493 
MW in 2009. Those sources delivered 423,830 TJ of heat energy per year. Approximately 47.2% of 
that energy was acquired from ground-to-water heat pumps. The total installed output of  
ground-to-water heat pumps was 33,134 MW in 2009. The number of installed energy systems 
with ground-to-water heat pumps in 2009 was double and quadruple compared to 2005 and  
2000, respectively. 
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Heat from the soil or rock mass is removed using horizontal or vertical heat exchangers. Vertical 
ground heat exchangers deliver a high efficiency in performance and have the minimum 
requirements for the ground area. However, they present an investment that is considerably higher 
than that of horizontal heat exchangers, due to design and installation of vertical borehole heat 
exchangers. Horizontal ground heat exchangers represent a compromise between high efficiency 
and investment costs of the heat exchanger. They are available in three basic configurations: linear, 
spiral and coil type [3]. The 30–50 mm pipes of these heat exchangers are buried at a depth of  
1.5–2.0 m under the surface, depending on the thermal characteristics of the ground mass. The 
results of measurement of ground mass temperature [4] have indicated that the area up to 1 m deep 
is highly sensitive even to short-term variations of weather. In the summer months (July–September), 
the density of transferred heat flow from the ground mass surface to deeper strata amounts to  
3.6 W m 2. At the end of September, the temperature gradient drops to zero and the heat flow 
reverses. Heat is transferred towards the surface of the mass. 

A number of publications have explored the experimental as well as numerical analyses over the 
last several years. De Swardt and Meyer [5] compared two low-potential sources of energy for heat 
pumps: air and water from the community water mains. Water mains may be regarded as a 
horizontal ground heat exchanger. The results demonstrated lower consumption of electricity and 
higher seasonal performance factor when mains water was used. The Research Center for Energy 
and Environment in Lecce [6] verified the basic configuration of horizontal ground source heat 
exchangers. Throughout the year the researchers there measured the temperatures of the soil and 
the thermal output discharged by the heat exchangers. The results of the test showed that the 
primary parameters fundamentally affecting heat transfer in the soil are the thermal conductivity 
coefficient of the soil and the speed at which the heat-transfer fluid flows through the pipes of the 
heat exchanger. The spacing of the heat exchanger pipes and the depth at which they were laid did 
not play a significant role.  

Song et al. [7] analysed the most important parameters affecting the thermal conductivity 
coefficient of the soil. Their experiments have shown that within the temperature range of 10–40 °C 
in a dry state the thermal conductivity coefficient of the soil is 0.55–0.6 W·m 1·K 1; with normal 
moisture content the average is 2.3 W·m 1·K 1 and with wet soil the figure is 2.7 W·m 1·K 1. 
When the moisture content of the soil increases, the coefficient also increases to a certain specific 
figure. When the moisture content rises above this specific level, the thermal conductivity coefficient 
of the mass is almost constant. The differing thermal conductivity coefficients of water in a liquid 
state (0.58 W·m 1·K 1) and of ice (2.25 W·m 1·K 1) show that the properties of the frozen soil are 
different. Experimental measurements [7], for example, have shown that the thermal conductivity 
coefficient of clay at plus-zero temperatures is 1.616 W·m 1·K 1, but while the clay is frozen it is 
2.454 W·m 1·K 1. Leong et al. [8] have demonstrated a strong correlation of heat pump 
performance to moisture content and mineralogical composition of the ground mass. The findings 
of their experiments have proven that any reduction of moisture in the ground mass below 12.5% 
has a devastating impact on the performance of the heat pump. Ground mass moisture above 25% 
significantly improves the heat pump performance, albeit moisture levels in excess of 50% have an 
insignificant impact on the pump performance. The effect of the flow of the heat-transfer fluid in 
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the pipes of the heat exchangers on the heat-transfer process in the soil is described by Tarnawski [9]. 
He has conducted computer simulations of horizontal linear heat exchangers installed at depths of 
0.5 m and 1.0 m in single and two overlapping layers. He states that with the laminar flow of the 
heat-transfer fluid the heat-transfer process depends on the flow rate and the pipe diameter, as well 
as on the density, thermal conductivity and specific heat capacity of the heat-transfer fluid. He also 
states that heat transfer between the fluid and the pipe wall is more intense at lower temperatures 
and concentrations of the water and anti-freeze mixture, with shorter heat exchanger pipes, wider 
pipe diameters and faster fluid flow rates. He also confirms that horizontal ground heat exchangers 
have little impact on thermal degradation of the ground mass. 

Researchers at the Department of Earth Resources Engineering at Kyushu University in Japan [10] 
checked various configurations of slinky-type horizontal heat exchangers. They checked heat 
exchangers with a loop diameter of 0.8 m, pipe diameters of 0.034 m and 0.024 m and with a 
spacing of 0.4 m, 0.6 m and 0.8 m; in order to assess the heat-transferring process between the soil 
and the heat exchanger pipes they used the ratio t/q , where t = /tk – t0/ (K), tk (°C) is the average 
temperature of the heat-transfer fluid, t0 (°C) is the temperature of the reference soil measured at a 
distance of at least 5 m from the heat exchanger and at the same depth as the heat exchanger, and q  
(W m 1) is the specific thermal output of the ground source heat exchanger. They also used the 
finite element method and FEFLOW simulator to simulate the thermal output of a horizontal 
slinky-type ground source heat exchanger. During the simulation, attention was focused on the 
energy balance on the surface of the soil, the temperatures of the heat-transfer medium and the 
surrounding soil. The accuracy of the simulation model was confirmed by calculations and the 
results of the test. 

Rezaei et al. [11] investigated the effect of surface cover on soil containing a horizontal heat 
exchanger on temperature distribution and heat flows discharged to the soil. When the surface of 
the soil is covered by an insulating layer of recycled tyres, the heat flux discharged from the soil 
during winter increased by 17%. 

Researchers at the Department of Civil, Geological and Mining Engineering, École 
Polytechnique de Montréal [12] presented a new analytical model of a ground source heat 
exchanger based on the line source of heat method applicable for all types of horizontal ground 
source heat exchangers, including spiral and slinky heat exchangers. The model also takes account 
of possible changes in the water phase in the soil around the pipe of the horizontal heat exchanger. 
This model monitors the impact that the length of the pipe, the depth it is placed at and the spacing 
of the heat exchanger pipes have on the discharged thermal output and the risk of the soil thawing 
around the heat exchanger pipes. 

Slinky-type horizontal heat exchangers require much smaller area of land. So it is assumed a 
greater interest in their implementation. Another motive for pursuing this type of horizontal 
exchangers, compared to linear horizontal exchangers is the relative lack of published knowledge.  

The aim of our work was to monitor temperatures and analyse temperature changes in soil 
enclosing a slinky horizontal heat exchanger. Also, to assess the potential regeneration of the 
energy potential of the soil when the heat exchangers are not operational, and to determine the 
specific heat flows and specific thermal energy discharged from the soil. 
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2. Material and Methods 

2.1. Theoretical Analysis 

The basic equation for heat transfer by a cylindrical linear source in a solid mass was published 
by Carslaw and Jaeger [13]. Their aim was to determine the temperature t at any point at a distance 
of r from the linear source at the time  after the source was started up. The equation at the 
coordinates x, y, z has the following basic form: 
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In Equation (1): 

C: volumetric specific heat capacity of mass (J m 3 K 1); 
: thermal conductivity coefficient of mass (W m 1 K 1). 

For the following conditions the authors give Equation (1) in the form: 

( )uEqtt
πλ40 =−  (2) 

Equation (2) applies for the following conditions: 

∗ at time  = 0 t = t0 for all r values (at the beginning of the measurement the temperature 
of the soil is constant at all distances from the linear source of heat); 

∗ for r   t = t0 for all  values (the distance from a linear source of heat approaching 
infinity, the temperature of the soil is constant independently of the operating line 
source). 

In Equation (2): 

t0: constant temperature of thermally unaffected mass (°C); 
q: constant discharged (supplied) specific heat flux (W m 1); 
E(u): exponential integral function u. 

If the specific thermal resistance of the heat exchanger pipes Rp (K·m·W 1) is taken into 
account, Equation (2) becomes: 

( )uEqqRtt p πλ40 +=−   (3)

After the heat exchanger has been started up, the pipes start to discharge heat from the soil in a 
radial direction into the heat-transfer medium in a pipe. After a certain amount of time, the heat 
exchanger begins to react to the temperature of the soil surface. The temperature of the soil surface 
thus becomes the dominant boundary condition. It may take several months for this to take effect 
with horizontal ground source heat exchangers. 

To determine heat conduction through a semi-defined mass with a number of pipes the resources 
methods and the principles of superposition of the temperature field as described by Šorin [14] and 
later applied in the fundamental publication by Banks [15] should be used. This method is based on 
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the above assumption that after a certain amount of time a pipe at a depth of z discharges heat flux 
q  corresponding to heat flux q  on the surface of the soil. When the superposition method is used, 
the heat flux q  on the surface of the soil is expressed with an imaginary pipe at a distance of z 
above the surface of the soil. According to Banks [15], Equation (3) then becomes: 

)(
4

)(
40 uEquEqRqtt pk ′−+=−

πλπλ
ττ

τ  (4)

where: 
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In Equations (4) to (6): 

rp: is the outer radius of the heat exchanger pipe (m); 
: time after starting the heat exchanger (s); 

tk: average temperature of the heat-transfer fluid (°C). 

When using a logarithmic approximation, according to Banks, Equation (6) then becomes: 
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where 0.5772–Euler constant. 
The thermal resistance of the heat exchanger pipe Rp may be expressed using the equation: 

αRRR tp +=  (8) 

In Equation (8): 

Rt: thermal resistance of conduction through pipe wall (K·m·W 1);  
R : thermal resistance of convection between pipe wall and heat-transfer fluid (K·m·W 1). 

The calculation of the thermal resistances Rt and R  is shown in the article by Šedová et al. [16]. 

2.2. Measurement Methods 

The ground source heat exchangers tested are sources of energy for three heat pumps. Prior to  
10 July 2012 these were 2× IVT Greenline HT PLUS E17 (Industriell Värme Teknik, Tnanas, 
Sweden) with a heat output of 16.2 kW and 1× IVT Premiumline X15 with a heat output of 11.7 kW. 
The IVT Premiumline X15 heat pump was replaced on 10 July 2012 with an IVT Premiumline 
EQ13 with a heat output of 13.3 kW. Heat output is determined at temperatures of 0/35 °C. These 
and another three heat pumps are used to heat the administrative building and operational halls of 
VESKOM s.r.o., based in Dolní M cholupy. 

A plan of a horizontal slinky-type ground source heat exchanger is shown in Figure 1. The heat 
exchanger was made from PE 100RC 32 × 2.9 mm polyethylene tubing (Luna Plast a.s., Ho ín, 
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Czech Republic) resistant to point loads and cracking. It is not laid in a sand bed. The heat 
exchanger pipes, 200 m in total length, are installed at a depth of 1.5 m in 53 loops twisted into a 
circle with a loop spacing of 0.38 m. The soil to a depth of approximately 2 m consists of  
dark-brown sandy loam soil, coarse gravel, rubble and brick fragments. The sensors for measuring 
the temperature of the soil were installed at a distance of 4 m from the start of the heat exchanger. 
The heat transfer fluid flowing through the heat exchanger is a mixture of 33% (volumetric) 
ethanol and 67% water. 

Figure 1. Plan of slinky-type heat exchanger and location of temperature sensors 
(exchanger dimensions in millimeters).  

 

t: temperature sensor located at a depth of 1.5 m in the vicinity of the heat exchanger; tR: 
reference temperature sensor located 1.0 m from the heat exchanger at a depth of 1.5 m; t02: 
temperature sensor located at a depth of 0.2 m above the heat exchanger; tR02: reference 
temperature sensor located 1.0 m from the heat exchanger at a depth of 0.2 m; t1: temperature 
sensor for measuring the temperature of heat transfer fluid exiting the evaporator of the heat 
pump; t2: temperature sensor for measuring the temperature of heat transfer fluid entering the 
evaporator of the heat pump; C: measure the volumetric flow of heat transfer fluid. 

The temperatures of the soil were measured using PT 1000A RTD temperature sensors 
(manufactured by Greisinger Electronic GmbH, Regenstauf, Germany) and recorded in 15-min 
intervals. The ambient temperatures te were measured at a height of 2 m above the ground and at a 
distance of 20 m from the horizontal ground source heat exchangers. MTW 3 electronic heat 
consumption meters (manufactured by Itron Inc., Liberty Lake, WA, USA) were used to measure 
the total heat flow discharged by the horizontal heat exchangers. Electronic meter heat 
consumption works on the principle of integration of the heat transfer fluid flow and heat transfer 
fluid temperature difference between the inlet and the outlet of the evaporator of the heat pump. 

The thermal characteristics of the soil, thermal conductivity coefficient  (W·m 1·K 1), 
volumetric specific heat capacity C (J·m 3·K 1) and temperature conductivity coefficient a (m2·s 1) 
were determined using an Isomet 2104 (manufactured by Applied Precision, Bratislava, Slovakia) 
at temperature t (°C) and volumetric moisture w (%). Isomet 2104 is a portable instrument designed 
for the direct measurement of the thermal conductivity and specific volumetric heat capacity. For 
the measurement uses replaceable needle or a flat probe with integrated memory and the known 
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calibration constants. Soil moisture in the ground heat exchanger was measured PR2—Profile Probe 
(manufacturer Delta-T Devices, Cambridge, UK). 

The primary aim was to monitor the temperature of the soil and the environment during the 
heating period and the period of stagnation of ground heat exchanger. Furthermore, to determine in 
the following heating season (with valid recorded data) temperature of the heat transfer medium 
and the specific heat dissipated from soil. 

3. Results and Discussion 

The results of the measurement of the thermal characteristics of the soil are given in Table 1. 
The measurements were taken directly in the soil, when the heat exchanger was idle during the 
summer, on 6 June 2012. The thermal characteristics are within a range corresponding to Cambisol, 
the most widespread type of soil [17] in the Czech Republic. 

Table 1. Thermal characteristics of the soil. 

Depth 
(m) 

t 
(°C) 

w 
(%) 

 
(W·m 1·K 1) 

106·C 
(J·m 3·K 1) 

10 6·a 
(m2·s 1) 

0.06 13.36 36.65 1.21 2.08 0.583 
0.22 12.76 26.25 1.29 2.15 0.602 
0.30 12.42 30.70 1.35 2.11 0.640 
0.60 12.66 31.55 1.24 1.82 0.678 
0.90 12.73 29.30 1.48 2.15 0.688 
1.20 12.65 31.60 1.39 2.08 0.672 
1.50 13.64 39.00 1.58 2.24 0.704 
1.60 13.83 - 1.57 2.16 0.727 

t: temperature of the soil; w: volumetric moisture; : thermal conductivity coefficient; C: volumetric 
specific heat capacity; a: temperature conductivity coefficient. 

This article presents results of the tests of a horizontal slinky-type ground source heat exchanger 
performed between 7 September 2011 and 22 April 2013. The graph in Figure 2 shows the average 
daily temperature trends of the soil t and the temperature of the surrounding air te when the heat 
exchanger is operational in the period  7 September 2011–16 September 2012. The temperatures t02 
(°C) and reference temperatures tR (°C) of the soil are not shown for reasons of clarity. These 
dependences may be expressed using an equation based on the equation for the free undamped 
oscillation of a mass point [18]: 

( )ϕτ +⋅ΩΔ+= sin.Attt  (9) 

where: 
t: temperature (°C);  
t : average temperature (°C);  

AtΔ : oscillation amplitude around temperature t (°C); 
τ : number of days from start of measurement (days); 
ϕ : initial phase of oscillation (rad); 

: angular velocity = 2· ·365 1 (rad·day 1). 
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Figure 2. Temperatures of a soil containing a slinky heat exchanger from 7 September 
2011 to 16 September 2012. 

 

This is the non-linear regression of y to x, and is therefore used to determine the degree of 
dependence between two random variables of the determination index 2

yxI (-), [19].  

The trend in the temperature of the soil mass and that of the surrounding air when the heat 
exchanger is operational may be expressed using following equations: 

)88.1sin(303.7646.10 +⋅Ω⋅+= τt   )975.0( 2 =τtI  (10) 

)24.2sin(762.9897.102,0 +⋅Ω⋅+= τt  )958.0( 2
2,0 =I  (11) 

)919.1sin(287.7646.10 +⋅Ω⋅+= τRt  )981.0( 2 =τRt
I  (12) 

)493.2sin(839.10928.11 +⋅Ω⋅+= τet  )778.0( 2 =τetI  (13) 

The period in question (376 days) may be divided up into the heating part of period A  
(7 September 2011–26 April 2012, 233 days) and that part of the period in which the system was 
idle B (27 April 2012–16 September 2012, 143 days). In part of period B the energy potential of the 
soil regenerates for the next heating season. The temperatures measured and Equations (10) and (12) 
show that the temperature difference t = tR  t was insignificant in both parts of the period,  

tp,A = 0.1 ± 0.7 K, tp,B = 0.1 ± 0.3 K. The negligible temperature difference t is, however, 
affected by the position of the reference temperatures sensor in the soil a mere 1 m from the heat 
exchanger. One important finding is that during part of period A the temperature of the soil  
around the heat exchanger was above zero. Lower temperatures of the soil result in  
lower-temperature evaporation in the evaporator, which may have an adverse effect on the heat 
pump performance factor. 

The minimal temperature of the soil mass in vicinity of the heat exchanger tmin = 0.83 °C was 
determined as the average of four temperatures measured between 10:00 to 11:00 am 13 February 
2012 (  = 160 days). The minimal average daily temperatures of the soil in the vicinity of the heat 
exchanger tmin. day = 1.27 °C also occurred on 13 February 2012.  
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The temperature of the soil t02 at a depth of 0.2 m above the heat exchanger is influenced 
particularly by the temperature and speed of the surrounding air, the intensity of incident solar 
radiation, and falls of rain and snow. The heat flux discharged by the heat exchanger also has a 
massive effect on the temperature, however. This is confirmed by Equations (10), (11) and (13). 

is applicable for the average temperature of the soil at a depth of 0.2 m and  
 for the oscillation amplitude. The initial phase of temperature oscillation at a 

depth of 0.2 m ( 02 = 2.24 rad) is influenced by the surrounding environment ( e = 2.493 rad). In 
the vicinity of the heat exchanger and at the reference point the difference in the initial phases  
(  = 0.039 rad) may be considered insignificant. 

The minimal average daily temperatures calculated from Equations (10) to (13) are shown in 
Table 2. 

Table 2. Calculated minimal average daily temperatures. 

Temperature 
Minimal temperature 

(°C) 
Time of heat exchanger operation 

 (days) 
te 1.09 129 
t02 1.14 144 
t 3.34 164 
tR 3.36 164 

te: average daily temperature of the surrounding air; t02: temperature of the soil at a depth of 0.2 m;  
t: average daily temperature of the soil at a depth of 1.5 m; tR: average daily reference temperature of the 
soil at a depth of 1.5 m. 

From the summary in Table 2 it is apparent that the minimal temperatures occur in a logical 
sequence. The graph in Figure 3 displays the results of measuring the temperature of the soil in the 
vicinity of the heat exchanger t, the ambient temperature te and specific heat qd discharged from the 
soil in the heating season 17 September 2012–22 April 2013. The temperatures of the soil in the 
vicinity of the heat exchanger and the ambient temperatures are given by the equations: 

( )073.2sin666.7325.8 +⋅Ω⋅+= τt   )961.0( 2 =τtI  (14) 

( )559.2sin348.9049.10 +⋅Ω⋅+= τet  )558.0( 2 =τetI  (15)

)993.1sin(971.6064.9 +⋅Ω⋅+= τRt  ).I(
Rt 97402 =τ  (16)

During the heating period 17 September 2012–22 April 2013, t = tR – t = 1.2 ± 0.6 K.  
The temperature difference is thus slightly higher than in the previous heating season  
7 September 2011–26 April 2012, when it was tp,A = tR – t = 0.1 ± 0.7. It is assumed that the 
cause of higher temperature difference is lower average temperature te (about 1.53 K) in the heating 
period 17 September 2012–22 April 2013 than in the period 7 September 2011–26 April 2012. 
There is thus a higher heat transfer of the earth mass, resulting in a lower average temperature of 
the soil mass t (about 2.79 K). 

As Equation (14) only portrays the temperatures of the soil in the vicinity of the heat exchanger 
during the heating season, the average daily temperature t is lower than in Equation (10), which 
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also includes the idle period. The oscillation amplitudes tA around the temperature t are almost 
the same in both equations. The same is true of Equations (13) and (15) describing the ambient 
temperature te. However, the oscillation amplitudes show greater differences. 

In Equation (15) the determination index is <0.8, which is below the normal level of 
dependence. The lower determination index is caused by the considerable dispersion of the  
ambient temperature. 

As in the 2011–2012 heating season, during this period the temperature of the soil in the vicinity 
of the heat exchanger was above zero. The minimum temperature of the soil mass in vicinity of the 
heat exchanger tmin. = 0.44 °C was determined as the average of four temperatures measured from 
8:00 to 9:00 am 2 April 2013 (  = 197 days). The minimal average daily temperature of the soil  
tmin.day = 0.83 °C occurred on 28 March 2013. During the 2012–2013 heating season the minimal 
temperature of the soil in the vicinity of the heat exchanger occurred 37 days later than in the  
2011–2012 heating season. The graphs in Figure 2 and Figure 3 show that the ambient temperature 
dropped in a single wave in the 2011–2012 heating season, after the heat exchanger had been 
operational for approximately 153 days.  

Figure 3. Temperatures of the soil and heat discharged to a soil containing a slinky heat 
exchanger in the heating season 17 September 2012–22 April 2013. 

 

The temperature of the soil in the vicinity of the heat exchanger subsequently also fell to the 
minimum. In the 2012–2013 heating season the ambient temperature dropped to higher than in the 
previous heating season in three waves. It was not until after the third wave that the temperature of 
the soil fell to the minimum with a relatively large discharge of heat.  

The energy potential regeneration capacity when the heat exchanger is idle may be gauged on 
the basis of the starting and final temperatures of the soil in the vicinity of the heat exchanger over 
several heating seasons. In particular, a reduction in the temperature of the soil at the start of the 
heating season would be a clear sign of the gradual reduction of the energy potential of the mass 
and also therefore of the amount of time the mass could be used to power a heat pump. The energy 
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potential of the soil could be increased during the summer by
 
modulating the operation of the heat 

pump, i.e., by the site cooling and the generated heat accumulating in the soil. The measurements are 
given in Table 3. 

Table 3. Average daily temperatures of the soil at the start and end of the heating seasons. 

Phase of heating season Heating season Date t (°C) t (K) 

Start of heating season 

2010–2011 30 August 2010 18.40 
0.04 

2011–2012 7 September 2011 18.44 
1.54 

2012–2013 17 September 2012 16.90 

End of heating season 

2010–2011 22 March 2011 4.45 
1.58 

2011–2012 22 March 2012 6.03 
0.73 

2012–2013 22 April 2013 5.30 
t: temperature of the soil; t: temperature difference. 

The differences in the temperature of the soil at the start and end of the heating seasons are 
within the range of measurement accuracy. The results of more than three years of validation 
indicate that the slinky-type horizontal ground heat exchanger can be considered as stable energy 
source for heat pumps. 

The heat qd (Wh·m 1·day 1) discharged by the ground source heat exchanger is displayed in  
the columns in Figure 3. Average value of heat discharged during the period in question was  
26.57 Wh·m 1·day 1; the maximum was 109.93 Wh·m 1·day 1. During the entire heating season of  
217 days, 1 m of heat exchanger pipe discharged 5831.54 Wh·m 1 of heat to the soil. A water 
storage tank was connected to the condenser of the heat pump, meaning that it is impossible to 
assess the direct link between the heat discharged and the temperature of the surrounding air.  

During the heating period 17 September 2012–22 April 2013 the average temperature of the heat 
transfer fluid at the outlet of the ground heat exchanger was 4.17 °C, minimal temperature was  
0.39 °C. The average temperature of the heat-transfer fluid at the heat pump outlet was 2.52 °C;  
the minimal temperature was 2.02 °C. 

An example of average thermal outputs q  (W·m 1) discharged to the soil by the heat exchanger, 
the temperature t (°C) of the soil in the vicinity of the heat exchanger and the ambient temperature 
te (°C) is shown in the graph in Figure 4. During the 24 h of that day 1 m of heat exchanger pipe 
discharged 109.87 Wh·m 1 to the soil. The average specific thermal output of the heat exchanger was 
q  = 4.58 W·m 1; the maximum was 8.21 W·m 1. The circulation pump pumping the ground source 
heat exchanger’s heat-transfer fluid worked at a higher rate (1.72·10 4 m3·s 1) at the intervals  
3–7 a.m., 5–10 p.m. and at 12 a.m. (a total of 12 h). The pump was switched off or worked at a 
lower rate at the intervals 1–2 a.m., 8 a.m.–5 p.m. and at 11 p.m. (also a total of 12 h). Although the 
operation of the circulation pumps was influenced by the accumulation of heat from the heat pump 
condenser, the graph in Figure 4 clearly shows a link between the specific heat flux q  (W·m 1) 
discharged by the ground source heat exchanger and the ambient temperature te (°C). The 
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temperature of the soil in the vicinity of the heat exchanger reacts to changes in specific thermal 
output only within the range t = 4.48 ± 0.4 °C. 

Figure 4. Temperatures of the soil and specific thermal output of the heat exchanger on 
a typical winter day 8 December 2012. 

 

Validity of the Equation (7) designed for the linear type of heat exchanger, was in case of 
example depicted in Figure 4 verified for the Slinky-type heat exchanger. Towards determination 
of flow type of the heat transfer fluid, form of the criteria equation and calculation of the heat 
transfer coefficient  between the tube wall of heat exchanger and heat transfer fluid was used 
Reynolds and Nusselt criteria. The Reynolds criterion Re (-) of the heat-transfer fluid was in the 
range (586.6–1544.4). Computation of the Nusselt criterion Nu (-) is based on the equation given 
by Prof. Schramek [20], which is applicable for the laminar fluid flow in the pipe: 
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In Equation (17): 

Nu: Nusselt criterion (-); 
: convective heat-transfer coefficient between the wall of the heat exchanger pipe and the  

heat-transfer fluid (W·m 2·K 1); 
dh: hydraulic diameter of pipe (m); 

k: thermal conductivity coefficient of heat-transfer fluid (W·m 1·K 1); 
Pr: Prandtl criterion (-); 
L: length of heat exchanger pipe (m). 

Equation (17) shows Nu within the range (4.507–4.508). Spitler [21], using the GHELPRO 
software for laminar calculation of the thermal resistance between heat transfer fluid and the inner 
wall of the exchanger tube in laminar flow conditions (Re  2,100), achieves Nu = 4.364. 
Determining the thermal conductivity of the soil for the Equation (7) we used the established 
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relationship between change of the thermal conductivity  (W·m 1·K 1) and volumetric moisture of 
soil mass w (%), the soil type Cambisol in the area. For the estimated volumetric moisture soil 
mass, in vicinity of the heat exchanger, w = 35%–45% (control measurement), the thermal 
conductivity of the soil, for a given soil type Cambisol, is in the range of  = 1.45–1.61 W·m 1·K 1. 
In the calculation of the Equation (7) is considered  = 1.54 W·m 1·K 1. 

The temperature difference (t0  tk) (K) computed from Equation (7) and the measured 
temperatures are within the range (t0  tk) = 0.85 ± 0.90 K. If the secondary circulation of the  
heat-transfer fluid caused by the centrifugal force generated by the curvature of the pipe is taken to 
the account, the heat-transfer coefficient  calculated from Equation (17) is multiplied by the pipe 
curvature coefficient [22]: 

r
d

R ⋅+= 77.11ε  (18) 

In Equation (18): 

d: diameter of heat exchanger pipe (m); 
r: loop radius of heat exchanger (m). 

The curvature coefficient R calculated from Equation (18) is 1.0944. Curvature thus increases  
the heat-transfer coefficient  by approximately 10%. The temperature difference is then  

(t0  tk) = 0.92 ± 0.90 K. Both these differences (t0  tk) (K) show that Equation (7) may be 
applied with sufficient accuracy to slinky-type heat exchangers.  

The thermal resistance of convection R  (m·K·W 1) between the wall of the pipe and the  
heat-transfer fluid is, together with the thermal conductivity coefficient of the soil  (W·m 1·K 1), a 
crucial factor affecting heat flux q  (W·m 1) discharged to the soil. If R  (m·K·W 1) increases 
excessively, q  (W·m 1) is reduced and the temperature of the heat-transfer fluid tk (°C), may drop 
to unfavourable minus temperatures. In the horizontal heat exchanger (measurement 8 December 
2012) in question the relatively high R  value (0.165–0.166) m·K·W 1 is due to the low  
heat-transfer coefficient  (73.28–73.81) W·m 2·K 1 caused by the laminar flow of the  
heat-transfer fluid. A better turbulent flow will be achieved by increasing the flow rate, although 
this consumes more energy to drive the circulation pump, which reduces the SPF (seasonal 
performance factor). It seems more effective to reduce the concentration of anti-freeze in the  
heat-transfer fluid. Reducing this concentration would reduce kinematic viscosity, which, 
especially at low temperatures, would have a positive impact on Re (-) and thus also on Nu (-) and 
R  (-). According to The Engineering ToolBox [23], the freezing point of the heat-transfer fluid 
(33% C2H6O + 67% H2O) is 17.4 °C. The results of our measurements showed that the minimal 
temperature of the heat-transfer fluid at the outlet of the heat pump was  

2.02 °C. Therefore, for the heat exchanger in question a lower concentration would be more 
suitable, e.g., 20% ethanol, when the freezing point of the mixture is 9.0°C. At the same 
volumetric flow of the heat-transfer fluid (8 December 2012 measurement) the thermal resistance 
R  (-) would be (0.145–0.146) m·K·W 1. Convective heat transfer coefficient  may increase for 
13.62%. Decrease of concentration of ethyl alcohol in heat transferring liquid from 33% to 20% 
results in rise of specific heat capacity for 5.41% as well as rise of density for 1.22%. This will 
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positively influence thermal output of ground heat exchanger. Xu and Spitler [24] state that with a 
20% concentration of propylene glycol in the heat-transfer fluid and with a fluid temperature of 5 
°C, the Re (-) figure would be a mere 39% of the figure achieved at the same flow rate and at a 
temperature of 20 °C. 

4. Conclusions 

The temperature trends in soil containing a slinky heat exchanger, the temperature of the 
reference mass and the ambient temperature as shown in the graphs in Figures 2 and 3 may be 
expressed using Equations (10)–(16). During the entire heating season (217 days) the amount of 
heat discharged to the soil through 1 m of heat exchanger pipe totalled a relatively significant 
5831.54 Wh·m 1. Therefore, if the total length of the heat exchanger pipes is 200 m, 1166.30 kWh 
was discharged to the soil in the heating season. The maximum specific thermal output of the heat 
exchanger was 12.33 W·m 1. The meaning of work for design practice and implementation of 
Slinky-type horizontal heat exchangers can be summarized in the following points: 

• The results of the test showed that in both the heating seasons in question the temperatures of 
the soil in the vicinity of the heat exchanger were above zero. The temperatures of the  
heat-transfer fluid at the heat pump outlet also dropped to below zero in the second half of 
the heating season (minimum 2.02 °C);  

• The results of more than three years of validation indicate that the slinky-type horizontal 
ground heat exchanger can be considered as stable energy source for heat pumps. The 
temperature difference at the beginning and end of the heating seasons (Table 3) did not 
exceed 2 K in the four years that measurements were taken; 

• Equation (7), designed for a linear heat exchanger, may also be used for slinky-type heat 
exchangers with a sufficient degree of accuracy. 

• The thermal performance of horizontal ground heat exchanger has a dominant influence to 
thermal conductivity of the soil  and thermal resistance R  between the pipe wall and the 
heat transfer fluid; 

• The maximum specific thermal output of the heat exchanger was 12.33 W·m 1;  
• The temperatures of the heat-transfer fluid at the heat pump outlet proved that the 

concentration of ethanol (33%) in the heat-transfer fluid is unnecessarily high. High 
concentration of ethanol is due to the higher value of kinematic viscosity and a lower value of 
thermal conductivity of heat transfer fluid the predominant cause of laminar flow of heat 
transfer fluid, and high values of thermal resistance of convection R  (m·K·W 1) between the 
tube wall and the heat transfer fluid; 

• Further research phase of horizontal ground slinky-type heat exchanger will focus on: 
∗ Creating a mathematical model of the temperature field in the ground mass exchanger; 
∗ Verification of lower concentrations of ethanol in the heat transfer fluid to the heat  

exchanger performance; 
∗ Verification of use of ground heat exchanger for cooling the building in summer on the 

energy potential of the soil mass and heat transfer rate in the heating season. 
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Thermoeconomic Analysis of Hybrid Power Plant Concepts 
for Geothermal Combined Heat and Power Generation 

Florian Heberle and Dieter Brüggemann 

Abstract: We present a thermo-economic analysis for a low-temperature Organic Rankine Cycle 
(ORC) in a combined heat and power generation (CHP) case. For the hybrid power plant, thermal 
energy input is provided by a geothermal resource coupled with the exhaust gases of a biogas 
engine. A comparison to alternative geothermal CHP concepts is performed by considering 
variable parameters like ORC working fluid, supply temperature of the heating network or 
geothermal water temperature. Second law efficiency as well as economic parameters show that 
hybrid power plants are more efficient compared to conventional CHP concepts or separate use of 
the energy sources. 

Reprinted from Energies. Cite as: Heberle, F.; Brüggemann, D. Thermoeconomic Analysis of 
Hybrid Power Plant Concepts for Geothermal Combined Heat and Power Generation. Energies 
2014, 7, 4482-4497. 

1. Introduction 

For low-enthalpy geothermal resources binary power plants like the Organic Rankine Cycle 
(ORC) or the Kalina Cycle (KC) are suitable [1,2]. Combined heat and power generation (CHP) is 
a promising approach to improve the economic conditions for geothermal energy generation. An 
additional heat supply could be realized in various types of power plant configurations. In general, 
serial or parallel circuit of power and heat generation are considered [3]. Furthermore, innovative 
concepts like hybrid power plants are a promising approach to increase the thermodynamic and 
economic efficiency. For this purpose, geothermal power plants are typically coupled with an 
alternative energy source like a biogas cogeneration unit, solar thermal panels, solid biomass or 
fossil fuels [4–11]. In climatic zones where solar thermal systems are not practical, but renewable 
CHP is still favoured, a hybrid power plant consisting of a geothermal heat source and a biogas 
engine seems to be a suitable concept. In this paper different configurations for hybrid power plants 
based on ORC-technology are compared to conventional geothermal CHP and separate use of the 
energy sources. For geothermal water temperatures of 120 °C, the electricity produced  
annually, second law efficiency and economic parameters are calculated. Sensitivity analyses are 
performed concerning ORC working fluid, supply temperature of the heating network and 
geothermal conditions. 

2. Methodology 

The annual power output for the considered CHP concepts is calculated using quasi-steady-state 
considerations, consisting of ORC process simulations and approximation of the annual duration 
curve of the heat demand. The most efficient power plant configurations are identified based on 
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second law efficiency, internal rate of return and cumulative cashflow. Therefore, thermodynamic 
and economic boundary conditions are defined. 

2.1. Process Simulations 

Geothermal CHP for low-enthalpy resources is investigated in parallel or serial configuration of 
power unit and heat generation. A scheme of both power plant concepts is shown in Figure 1.  
For serial circuit, a bypass pipe provides sufficient geothermal water temperatures in case of high 
supply temperatures of the heating network and low ambient temperatures, respectively.  

Figure 1. (a) Scheme of geothermal CHP in parallel circuit; (b) Scheme of geothermal 
CHP in serial circuit with bypass pipe. 

 

A hybrid power plant for CHP is also feasible in parallel and serial configuration. Figure 2 
shows the parallel power unit and heat generation circuit. According to heat demand the 
geothermal water mass flow is split and the ORC operates under partial load. A higher geothermal 
water temperature at the inlet of the ORC-unit is obtained by utilizing the exhaust gases of the gas 
engine. The engine coolant provides heat for the heating network in a first step. If necessary, a 
higher amount of heat or higher supply temperatures are obtained in a second heat exchanger. The 
serial configuration of the hybrid power plant is analogue to the serial geothermal CHP in Figure 
1b. Finally, a separate use of geothermal heat source and biogas cogeneration unit is examined. In 
this case, the exhaust gases of the gas engine are simply used for heat generation instead of 
coupling with the geothermal water. 
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Figure 2. Scheme of geothermal hybrid power plant in parallel circuit. 

 

The ORC is calculated using the software Cycle Tempo [12] and fluid properties are based on 
REFPROP 9.1 [13]. According to Figure 3a the ORC working fluid is forced by the pump to a 
higher pressure level (1 2) followed by the coupling with the geothermal heat source, in the 
preheater (2 3) first, and then in the evaporator (3 4). A saturated cycle is assumed, so in state 
point 4 no superheating arises. For the considered working fluids R245fa (1,1,1,3,3-
pentafluoropropane), isopentane and isobutane, all so-called dry fluids, there is no danger of 
turbine erosion due to the positive slope of the dew line in the T,s-diagram. In the next step the 
working fluid is expanded in the turbine (4 5). The condensation (5 1) closes the cycle. Figure 
3b shows exemplarily the changes of states in a T,s-diagram for an ORC using the working fluid 
isopentane. In Table 1 the boundary conditions of the ORC like isentropic efficiency of the rotating 
equipment i, temperature difference at the pinch point TPP in the condenser and evaporator, 
cooling temperature at the inlet TCW,in and temperature difference of the cooling water TCW are 
outlined. Due to a high content of dissolved salts in the geothermal fluid, mineral deposits could 
occur for low temperatures. To avoid such scalings in the heat exchangers, in particular the 
preheater, the reinjection temperature of geothermal water is set to 60 °C. Regarding the hybrid 
power plant, the biogas cogeneration unit (a GE Jenbacher JMS 620 GS-B.L.) is coupled with the 
geothermal heat source. All relevant parameters of the gas engine like electric power Pel, thermal 
power Q, outlet temperature of cooling water TCW,out, mass flow of cooling water CW or outlet 
temperature of the exhaust gases TEG,out are shown in Table 2. 
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Figure 3. Scheme of ORC-unit (a) and corresponding T,s-diagram for ORC with the 
working fluid isopentane (b). 

 

Table 1. Boundary conditions for the ORC power plant. 

Parameter Unit  
Isentropic efficiency of the ORC-turbine i,T  % 80 
Generator efficiency G  % 95 
Isentropic efficiency of the ORC-pump i,P  % 75 

TPP,EVP  K 5 
TCW,in  °C 15 

TCW  K 5 

Table 2. Operational parameters of the biogas cogeneration unit (JMS 620 GS-B.L.). 

Parameter Unit  
Electrical power output Pel  kW 2717 
Thermal power output Q  kW 1315 
Engine coolant outlet temperature TCW,out  °C 87.8 
Engine coolant inlet temperature TCW,in  °C 65.5 
Engine coolant mass flow rate CW  kg/s 19.9 
Exhaust gas outlet temperature TEG,out  °C 463.9 
Exhaust gas mass flow rate EG  kg/s 4.35 

In the case of heat generation, a heating network which supplies a settlement of 8000 inhabitants 
is considered. A distribution of 30% single-family houses and 70% multi-family houses is 
assumed. The heat demand for each housing unit is calculated based on load profiles for typical 
climatic patterns (zone 13) according to VDI 4655 [14]. For a thermal power higher than 6000 kW 
a peak load boiler is considered. In total a thermal energy of 23.9 GWh is coupled to the heating 
network. For a quasi-steady-state calculation of power and heat generation, the annual duration 
curve is approximated by 10 load steps, which correspond to the averaged ambient temperature of 
the typical climate patterns (see Figure 4). In addition, a linear dependence of supply and return 
temperature of the heating network on ambient temperature between 14 °C and 16 °C is taken into 
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account. The maximum supply temperature is 90 °C and the minimal value is 60 °C. The 
temperature difference between supply and return temperature is set constant to 20 K. 

Figure 4. Annual duration curve of the heating network and approximation by load 
steps corresponding to the averaged ambient temperature of the considered  
climatic patterns. 

 

As a fixed criterion for the process simulations, the heat demand is fully covered by all CHP 
concepts. Hence the annual amount of produced electricity is suitable to compare the considered 
concepts under thermodynamic aspects. 

2.2. Second Law Analyses 

Next to the annual amount of produced electricity, the second law efficiency II is calculated.  
In case of single power generation or consideration of the ORC-unit in a CHP-system, the net 
power output PNet is divided by the exergy flow rate of the geothermal water GW: 

Net
II

GW

P
E

η =  (1)

The exergy flow rate of the geothermal source is obtained by multiplying the specific exergy e 
with the mass flow rate of geothermal water GW. For the analysis, the specific exergy e is based on: 

)s(sThhe 000 −−−=  (2)

emE GWGW =  (3)

The state variables T0, p0 and s0 are related to ambient conditions. In case of CHP the numerator 
of Equation (1) is extended by the exergy flow rate of the heating network HN and in case of a 
hybrid power plant the exergy flow rate of the biogas BG has to be considered in the denominator 
according to Equation (4): 
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Net HN
II

GW BG

P E
E E

η +=
+

 (4)

To calculate the exergy flow rate of the biogas BG, the molar exergy of the biogas Em,BG is  
defined as: 

0
1 1

ln
N N

m,BG i m,i m i i
i i

E x E R T x ( x )
= =

= +  (5)

Here Rm is the universal molar gas constant, ix  describes the molar fraction for each component 
and Em,i is the molar exergy of each component according to Baehr and Kabelac [15]. A gas mixture 
of 65% methane and 35% carbon dioxide is assumed. In the following, second law efficiency for a 
certain power plant concept is calculated by evaluating each load step and finally rating according 
to the annual contribution. 

2.3. Economic Analyses 

For a comprehensive analysis of different plant concepts or potential ORC working fluids an 
additional economic evaluation is of steadily growing importance [7,16–18]. In this study 
cumulated cashflow and internal rate of return are calculated as economic parameters. According to 
Equation (6) the cashflow Cf for a period is calculated by the difference between revenues R and 
total costs C. Therefore Cf describes the inflow of available funds within a certain time period t: 

t t tCf R T= +  (6)

Equation (7) shows the cumulated cashflow Cfcum at a certain point in time T, which is obtained 
by summarizing Cf of previous time periods: 

0

T

cum t
t

Cf Cf
=

=  (7)

In addition, the internal rate of return IRR is calculated for the considered power plant concepts. 
This parameter is the interest rate r, at which the net value of the investment is equal zero:  

0
0

0 1
T

t
t t

t
C ( R C ) ( r )−

=
= − + − ⋅ +  (8)

For the economic evaluation of the power plant concepts the specific costs listed in Table 3 are 
estimated. Drilling costs of 18 million € and insurance of 2 million € are assumed [19]. Costs for 
operation and maintenance, including personnel costs, are set to 4% of the total investment costs 
for a separate use of geothermal heat source and biogas engine [7]. In case of a hybrid concept, this 
value is reduced to 2% due to the cost savings in personnel and administrative costs. The lifetime 
of the power plant is 30 years and the interest rate is 6.5% [20]. The credit period is 12 years and the 
rate of borrowed capital is 80%. For the biogas cogeneration, maize silage (30 €/t) is assumed as energy 
source [21]. The length of the heating network is 8 km. The heating price is 0.05 €/kWh [22]. German 
feed-in tariffs for geothermal power generation (0.25 €/kWh) and biomass power generation  
(0.11 €/kWh) are considered [23]. Furthermore, an electricity price of 0.12 €/kWh for auxiliary 
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power requirements, like working fluid pump, downhole pump, condensation system or table-top 
coolers for the engine coolant in the summer period, is assumed [22]. The annual price increase for 
electricity and heat supply as well as the considered inflation rate is 2%. 

Table 3. Specific costs for power plant units and components. 

Parameter Unit  
ORC power plant [2] €/kWel 3500 
Table-top cooler [24] €/kWth 14.8 
Heating network [25] €/km 500,000 
Peak load boiler [26] €/kWth 200 
Biogas engine [27] €/kWel 225 
Heat exchanger hybrid power plant [26] €/m2 125 

3. Results and Discussion 

In the standard case, a mass flow rate of 100 kg/s and a temperature of 120 °C are assumed for 
geothermal fluid. This corresponds to the characteristic conditions of the Southern German 
Molasse Basin near Munich. R245fa is chosen as ORC working fluid. In the thermodynamic 
results, thermal and electric power of the units are present depending on different load steps. In 
addition, the annual amount of generated electricity and the second law efficiency is shown. The 
economic results compare the cashflow and IRR for the considered power plant concepts. Finally, 
the economic effects of varying selected boundary conditions are discussed. 

3.1. Thermodynamic Results 

Regarding a geothermal CHP in parallel circuit, the heating network has to be fully supplied by 
the geothermal water. For a hybrid power plant the heat demand could partly be covered by the 
engine coolant. Furthermore, the power generation of the ORC-unit is more efficient due to the 
temperature increase of the geothermal water by coupling with the exhaust gases of the gas engine. 
In this context, for a geothermal CHP in parallel circuit, the electric power of the ORC-unit Pel,ORC 
as well as the total thermal power of the heating network Pth,HN depending on the assumed load steps 
are shown in Figure 5a. In addition, the part of thermal power supplied by geothermal water QGeo 
pointed out. For geothermal CHP the heat demand is supplied completely by the geothermal fluid. 
Therefore in Figure 5a the values for Pth,HN and QGeo are equal. For higher load steps the thermal 
power of the heating network decreases and a higher amount of thermal energy is coupled to the 
ORC. As a result the power output of the ORC increases. In Figure 5b these parameters are shown 
for a hybrid power plant in parallel circuit, extended by electric power of the gas engine Pel,GE and 
part of thermal power supplied by engine coolant QEC. In case of the hybrid power plant, the biogas 
engine operates 8000 h/a with a maximum electrical power of 2717 kW. The electrical power of 
the ORC-unit increases for higher load steps which correspond to higher ambient temperatures and 
less heat demand. The engine coolant supplies the heating network partly for all load steps. Finally, 
for load steps 8 to 10, corresponding to 2952 h/a, the heating network is fully supplied by engine 
coolant. In this period, the geothermal water is not required for heat generation. Therefore, the 
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complete geothermal mass flow rate can be coupled to the ORC-unit for power generation. In 
addition, in case of a hybrid power plant, geothermal water temperature is increased. As a result, 
higher process pressures of the ORC can be reached and the efficiency of the ORC-unit is about 
3% higher. In this context, the ORC pressure at condensation and evaporation for the geothermal 
CHP and the hybrid power plant are listed in Table 4. 

Figure 5. Electrical and thermal power of the power plant units (a) Geothermal CHP in 
parallel circuit; (b) Hybrid power plant in parallel circuit. 

 

Table 4. Condensation and evaporation pressure. 

Parameter R245fa-GeoCHP R245fa-Hybrid Isopentane-GeoCHP Isopentane-Hybrid 
p1 (bar) 1.47 1.47 0.90 0.90 
p2 (bar) 6.53 6.94 3.67 3.85 

The annual amount of generated gross electricity for all considered power plant concepts is 
shown in Figure 6. In case of the hybrid power plant, a distinction is made between ORC-unit and 
gas engine. The generated electricity of the gas engine is equal for the hybrid concepts and separate 
use. In case of the hybrid power plant in parallel circuit, the highest amount of generated electricity 
per year is obtained. In comparison, a separate use of geothermal water and biogas engine leads to 
a 4.7% lower amount of generated electricity. This difference is due to the efficiency increase of 
the ORC-unit by increasing the geothermal water temperature within the hybrid concept. The 
hybrid power plant in serial circuit leads to an 11% lower amount of electricity compared to the 
parallel circuit. In case of the serial circuit, a higher geothermal mass flow is needed to obtain the 
required supply temperature and heat load. For the first load step, 39.6% of the geothermal water 
mass flow are required to supply the heating network, while in parallel circuit only 18.5% are 
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sufficient. This difference occurs up to load step 7 and leads to a significantly lower electricity 
generation for the serial circuit. In case of geothermal CHP, the electricity generation is up to 23% 
lower compared to the hybrid power plant in parallel circuit. Due to the heat supply which has to be 
fully covered by the geothermal heat source, a considerable reduction occurs. CHP in parallel 
circuit is 11.3% more efficient compared to CHP in serial circuit. 

Figure 6. Annual amount of generated electricity for the investigated power plant concepts. 

 

Figure 7 presents the second law efficiency for the analyzed concepts. In general, the results are 
consistent with the annual amount of generated electricity. The most efficient concept is the hybrid 
power plant in parallel circuit. A separate use of geothermal heat source and biogas cogeneration 
unit is 2.1% less efficient. In case of hybrid power plants as well as for geothermal CHP concepts, 
parallel circuit is more efficient compared to serial circuit. The efficiency increase is between 5.2% 
and 10.4%. A comparison under thermodynamic aspects based on second law efficiency seems to 
be more appropriate, since the additional use of biogas as energy resource is considered. 
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Figure 7. Second law efficiency for the considered power plant concepts. 

 

3.1.1. ORC Working Fluid 

Regarding second law efficiency, the choice of working fluid has a minor role in these systems. 
Exemplarily in Figure 8 second law efficiency for R245fa, isobutane and isopentane are shown for 
separate use, hybrid power plant and geothermal CHP in parallel circuit. 

Figure 8. Second law efficiency for different ORC working fluids and selected power  
plant concepts. 

 

separate use 

HYBRID- parallel 

HYBRID - serial

CHP - parallel 
CHP - serial

0

5

10

15

20

25

30

35

40

45

50

se
co

nd
 la

w
 e

ff
ic

ie
nc

y 
(%

)

separate use HYBRID- parallel CHP - parallel 
0

5

10

15

20

25

30

35

40

45

50

se
co

nd
 la

w
 e

ff
ic

ie
nc

y 
(%

)

 R245fa
 Isobutane
 Isopentane



356 
 

 

R245fa as ORC working fluid leads to the most efficient power plant concepts. The ORC-unit 
with isopentane is up to 1.5% less efficient. In case of isobutane the differences are below 0.5%. 
Therefore the choice of working fluid is more dependent on fluid properties, component design, 
Global Warming Potential and safety issues than system efficiency. 

3.1.2. Geothermal Conditions 

In respect to the geothermal resource, the mass flow rate and the temperature are the most 
important parameters. In case of typical geothermal conditions of the Upper Rhine Rift Valley with 
a geothermal water temperature of 160 °C and a mass flow rate of 65 kg/s, second law efficiency 
for the investigated power plant concept is shown in Figure 9. With increasing geothermal 
temperature, the second law efficiency of the ORC-unit is rising. In the context of a hybrid power 
plant in parallel circuit, this increase is 10.7% due to the raise of geothermal water temperature 
from 120 °C to 160 °C. For geothermal CHP the second law efficiency of the ORC-unit increases 
from 34.4% to 42.3%. A comparison between the different power plant concepts at higher 
geothermal water temperature shows qualitatively the same results. The hybrid power plant in 
parallel circuit is the most efficient concept and in general hybrid power plants are favorable 
compared to geothermal CHP. However, the differences in efficiency of parallel and serial circuit 
are less pronounced. Due to higher geothermal water temperature a lower partial flow rate is 
needed to obtain the required supply temperature for the heating network. Comparing again the 
first load step between the hybrid power plant and the geothermal CHP in parallel circuit, here 
24.2% of the geothermal water mass flow are required to supply the heating network in serial 
circuit, while in parallel circuit 15.6% are sufficient. Therefore, compared to the serial circuit, the 
parallel configuration is only 2.1% more efficient in case of geothermal CHP and 2.6% for the 
hybrid concept. Compared to the low-temperature case the efficiency increase for a hybrid power 
plant in relation to separate use is similar with 2.9%. In both scenarios, an increase of geothermal 
water temperature due to the coupling with the exhaust gases of the gas engine affects the 
efficiency of the ORC-unit in a positive manner. In this context, the second law efficiency 
increases in the range of 2.6% and 3.1%. 

3.1.3. Supply Temperature of the Heating Network 

The supply temperature of the heating network plays an important role in the energy conversion 
system. Exemplarily, a raise of the maximum supply temperature to 130 °C (at ambient 
temperature below 14 °C) is examined. The minimum supply temperature for ambient 
temperatures higher than 16 °C is 80 °C. Again a linear function for supply temperature depending 
on ambient temperature is assumed. Figure 10 shows the electrical and thermal power for a hybrid 
power plant in parallel circuit. In comparison to a maximum supply temperature of 90 °C (see 
Figure 5b) for load steps 1 to 4, the engine coolant cannot be used for heat generation. In addition, 
a full supply of the heat demand by the engine coolant is only possible for 2064 h/a, in load steps 9 
to 10, respectively. As a result, the amount of generated electricity is reduced by 5.3 MWh/a and 
the second law efficiency decreases by 1.5%. 
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Figure 9. Second law efficiency for the investigated power plant concepts considering 
geothermal mass flow rate of 65 kg/s and geothermal water temperature of 160 °C. 

 

Figure 10. Electrical and thermal power of the power plant units for a maximum supply 
temperature of the heating network of 130 °C. 

 

3.2. Economic Results 

For an economic evaluation of the examined CHP concepts, investment, operation and 
maintenance as well as fuel costs have to be considered. On the other hand, the revenues from 
feeding electricity into the grid and heat sales have an effect on the energy cost balance and 
economic parameters like the cumulated cashflow and IRR. The cumulative cashflow for the 
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selected power plant designs is shown in Figure 11. A construction time of 2 years is assumed, the 
related investment costs are evenly distributed. In general, during operation the curve of the 
cumulated cashflow shows unsteadiness. The first change occurs 10 years after initial operation of 
the power plant. This is due to the assumed payback period. A second one is observed for 20 years 
of operation and is related to the end of the guaranteed electricity feed-in tariffs. Regarding the 
investment cost, hybrid power plants are the most expensive concept, at 35.5 million €. A separate 
use leads to cost savings of 0.6 million·€ and a geothermal CHP to cost savings of 1.6 million €. The 
hybrid power plant in parallel circuit leads with 46.5 million € to the highest accumulated cashflow at 
the end of the complete lifetime. A significantly lower cumulated cashflow is obtained for separate 
use, mainly caused by the higher costs for operation and maintenance and lower efficiency. For the 
last 10 years the total cost balance even shows negative cashflows. At the end of the life time a 
cumulative cashflow of 12.5 million € is reached. Also in the economic analysis, a serial circuit for 
hybrid power plants as well as for geothermal CHP leads to lower results compared to parallel 
circuit. In case of the hybrid circuit a 28.3% lower cashflow is observed and for geothermal CHP 
the reduction is 33.5%. Geothermal CHP in parallel circuit is almost competitive compared to a 
hybrid power plant in serial circuit. The accumulated cashflow after 30 years of operation is only 
7.5% lower. The described economic relationships are confirmed by the IRR. The highest value 
with 6.3% is obtained for hybrid power plant in parallel circuit, followed by the serial concept with 
4.7% and the geothermal CHP in parallel circuit. Lowest IRR are calculated for geothermal CHP in 
serial circuit (2.7%) and separate use (2.4%). 

Figure 11. Cumulated cashflow for the considered power plant concepts. 

 

In Figure 12 the cumulated cashflow for an alternative working fluid (isopentane instead  
of R245fa), a higher maximum supply temperature (130 °C instead of 90 °C), higher operation and 
maintenance costs for the hybrid power plant (4% of the total investment costs instead of 2%) and 
different geothermal conditions (TGW = 160 °C; GW = 65 kg/s instead of TGW = 120 °C; GW = 100 
kg/s) are shown in addition to the hybrid power plant in parallel circuit. 
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Figure 12. Cumulated cashflow for the variable boundary conditions. 

 

According to the second law efficiency economic parameters are not affected significantly by 
the choice of working fluid. Isopentane as ORC working fluid leads to a 3% lower accumulated 
cashflow at the end of the lifetime compared to the use of R245fa. The IRR is 6.2% instead of 
6.3%. The supply temperature of the heating network has a more obvious effect on economics. 
Since a higher rate of heat demand has to be supplied by the geothermal heat source, the electricity 
generation is decreased by 2.4 GWh/a in case of an increase of the maximum supply temperature 
range from 90 °C to 130 °C. This leads to a reduction of the cumulated cashflow of 27.6% after  
30 years of operation. The IRR is 4.6%. For a geothermal water temperature of 160 °C and a mass 
flow rate of 65 kg/s the cumulated cashflow is almost doubled at the end of the lifetime. Compared 
to the low-temperature case, a more efficient ORC-unit with higher capacity can be realized. In 
case of 120 °C and 100 kg/s an ORC-unit of 2.5 MW electrical power output results, while 3.8 MW 
are obtained for a heat source with 160 °C. Therefore, the reduction of geothermal water mass flow 
can be overcompensated by the increase in temperature. In case of the hybrid power plant in 
parallel circuit, 10 GWh/a more electricity are generated and the IRR is increased to 9.97%. An 
increase of operation and maintenance costs lead to a considerable reduction of the economic 
parameters for the hybrid power plant. However, for an equal cost rate of 4% regarding operation 
and maintenance the cumulated cashflow at the end of the lifetime is still 23% higher compared to 
a separate use of the geothermal resource and the biogas CHP-unit. 

4. Conclusions 

Hybrid power plants are promising concepts for geothermal CHP. Comparisons to the separate 
use prove the advantages of coupling a geothermal resource and biogas engine. A higher efficiency 
of the ORC-unit is obtained due to the increase of geothermal water temperature by the exhaust 
gases. A parallel circuit of power and heat generation is favourable. Compared to conventional 
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geothermal CHP, the second law efficiency is increased by up to 8.0% and the accumulated 
cashflow at the end of the lifetime is 50% higher. In relation to separate use, the hybrid power plant 
is 2.1% more efficient and a higher amount of electricity by 943.3 MWh/a could be generated. In 
addition, advantages regarding costs for operation and maintenance lead to significant economic 
differences. The cumulative cashflow at the end of the lifetime is more than tripled. Sensitivity 
analyses show a small influence on efficiency and economic parameters for the choice of the ORC 
working fluid. In contrast, a higher supply temperature of the heating network leads to a reduced 
implementation of the biogas-cogeneration unit in the hybrid power plant and a 27.6% lower 
cumulated cashflow after 30 years of operation is observed. In case of an increase of the 
geothermal water temperature from 120 °C to 160 °C, second law efficiency is increased by 22.9% 
and cumulated cashflow is almost doubled. For further work, dynamic simulations are performed, 
under consideration of part load behavior of pump and turbine as well as variable pinch points in 
the heat exchanger. 
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Thermal-Economic Modularization of Small, Organic 
Rankine Cycle Power Plants for Mid-Enthalpy  
Geothermal Fields 

Yodha Y. Nusiaputra, Hans-Joachim Wiemer and Dietmar Kuhn 

Abstract: The costs of the surface infrastructure in mid-enthalpy geothermal power systems, 
especially in remote areas, could be reduced by using small, modular Organic Rankine Cycle 
(ORC) power plants. Thermal-economic criteria have been devised to standardize ORC plant 
dimensions for such applications. We designed a modular ORC to utilize various wellhead 
temperatures (120–170 °C), mass flow rates and ambient temperatures ( 10–40 °C). A control 
strategy was developed using steady-state optimization, in order to maximize net power production 
at off-design conditions. Optimum component sizes were determined using specific investment cost 
(SIC) minimization and mean cashflow (MCF) maximization for three different climate scenarios. 
Minimizing SIC did not yield significant benefits, but MCF proved to be a much better 
optimization function. 

Reprinted from Energies. Cite as: Nusiaputra, Y.Y.; Wiemer, H.-J.; Kuhn, D. Thermal-Economic 
Modularization of Small, Organic Rankine Cycle Power Plants for Mid-Enthalpy Geothermal 
Fields. Energies 2014, 7, 4221-4240. 

1. Introduction 

Rural areas worldwide, particularly in developing countries, often lie outside the reach of grid 
power supplies. In these regions, electricity tends to be supplied via diesel engines which require 
expensive fuel and are sources of atmospheric pollution. Some rural areas have mid-enthalpy 
geothermal resources under various geological conditions, whether these are shallow/deep, 
magmatic/amagmatic or identified/hidden. These kinds of resources comprise 70% of the world’s  
total geothermal resources that are suitable for electricity generation [1]. A geothermally driven, 
decentralized power plant may, therefore, offer a viable and ecologically sound option for 
producing electricity in suitable rural and remote regions, such as the Chena Hot Springs in  
Alaska [2]. Nonetheless, certain requirements must be met. The plant must be capable of meeting 
small, modulating electricity loads with continuous annual growth and as such it has to be flexible 
in terms of incremental capacity expansion and frequency control, and have a short construction 
period to advance energy production, and cash flow starts [3]. It should be able to function efficiently 
at various different resource and ambient temperatures, and adapt to wellhead temperature changes 
during power production. 

The subject presented in this paper is the development of a modular standardized power plant. 
Modularity and standardization are expected to lead to cost savings, due to reductions in plant 
engineering, assembly and installation time and maintenance. These are also expected to improve 
quality and reliability of the cycles. For example, Volkswagen has managed to save $1.7 billion 
annually through effective product architecture and component commonality [4]. 
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In this study, the subcritical Organic Rankine Cycle (ORC) system is used as a technology to 
convert mid-enthalpy geothermal energy into electricity. It is a well-proven technology that has 
been in commercial use since the beginning of the 1980s [5]. Cycle simplicity and component 
availability are the main advantages with this technology, particularly in remote area applications. 
Supercritical ORCs were developed recently in order to achieve higher cycle efficiencies; however, 
they are not yet sufficiently reliable for widespread use in remote areas. The theoretical advantages 
of mixture working fluid ORCs have been demonstrated. Nonetheless, pure working fluid ORC 
power plants remain the most economical and proven technology [5], though they still offer potential 
for technical improvement. 

An example of potential improvements could include advances in component technology, such 
as turbines with variable nozzle-vanes [6], speed pumps and fans; these would allow the cycle to 
adapt to a wide range of operating conditions. A control strategy to operate a geothermal ORC 
system at various wellhead and ambient temperatures has been proposed in [7]. However, the size 
of the ORC components was not optimized regarding the operation in a wide range of operating 
conditions. Another study dealt with power plant sizing, taking into consideration wellhead 
temperature decline during operation, but the control was not optimized [8]. The system is thereby 
a supercritical ORC with variable speed pump, constant turbine-nozzle and constant fan-speed. The 
authors of [5] concluded that plant design should be based on the lowest temperature of the 
geothermal wellhead. 

In this study, we propose a thermal-economic modularization technique for a subcritical  
geothermal ORC, which operate under variable wellhead and ambient temperatures, considering 
both sizing and control aspects. Off-design steady-state optimization was developed using 
Covariance Matrix Algorithm-Evolutionary Strategy (CMA-ES) to achieve the maximum net 
power output. Modularization was tested in three different climate types temperate, tropical, and 
dry, using two main functions: specific investment-cost (SIC) minimization and mean cash-flow 
(MCF) maximization. 

2. System Description and Methodology 

Figure 1 shows the layout of the power system under investigation. The aim of this paper is to 
propose a methodology for sizing a standardized, modular geothermal ORC power-plant. 
Consequently, Figure 1 does not describe the system in detail, but rather offers a generic layout. 
The system consists of six main components, namely evaporator, recuperator, condenser, fan, 
pump, and turbine. The recuperator helps maintain a high injection temperature; it increases 
thermal efficiency, and reduces the thermal condenser load. The heat exchangers are represented by 
a counter-flow shell/tube configuration, with working fluid flowing in the shell of the evaporators 
and in the tube of the air-cooled condensers. The pump is centrifugal with a variable speed drive. 
The turbine is equipped with nozzle-vanes, which are also controlled with an electric drive. 

Isobutane was used as a working fluid in the system. Working fluid selection is an essential and 
initial step of the ORC design process, but it is not the main concern of this work. Isobutane was 
chosen because it has the highest energetic efficiency in medium well-head temperature range [9],  
low global warming potential, low ozone depleting potential, and good market availability. 
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Figure 1. Diagram of a recuperative small, modular geothermal Organic Rankine Cycle 
(ORC) with adaptive control. 

 

The ORC system considered in this paper is subcritical vapor-cycle, in which heat from a 
geothermal geofluid is used to heat and evaporate Isobutane. The working fluid vapor then drives 
the turbine for power generation, and then gets condensed in the air-cooled condenser. The liquid 
Isobutane is collected in a hot-well and then pumped back to the evaporator to repeat the cycle. 

The modular power-plant is designed to work at geothermal wellhead temperatures of 120–170 °C, 
which is considered a suitable temperature range for Isobutane and also represents typical  
mid-enthalpy geothermal fields. Currently, more than 150 geothermal binary units with an average 
capacity between 1 MW and 3 MW are installed world-wide [10]. The design capacity of the 
modular plant is defined as 1000 kWe. The thermodynamic cycles of the system are shown in 
Figure 2. 

In order to maximize the amount of energy recovered from the geothermal heat and 
simultaneously consider the installation cost, component size must be optimized. Operation 
parameters of the ORC should consider the daily and annual course of ambient temperatures, and 
should be regularly adjusted in the event of changes in wellhead temperature and geofluid  
flow rate. 

Figure 2. (a) P-H diagram and (b) T-S diagram of the system for isobutane. 

(a) (b) 
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Consequently, a good design will include the following steps: 

1. Thermodynamic optimization for a given design-point: normal (design) wellhead and 
ambient temperature. The components will then be sized using optimum thermodynamic 
parameters. 

2. Mapping the power plant net-power at operation points from the design conditions. This 
results from an optimal control strategy that maximizes the net power output. 

3. Simulation of annual electricity production. Performance is then evaluated using constant 
exergy input for each off-design condition. The variation of the ambient temperature was 
examined for three different climate types. 

4. Steps 1–3 are repeated for each design-point, and finally the optimal design-point is 
selected using thermo-economic criteria. Cost correlations of each component are 
implemented to evaluate the component sizes. 

Each step is described in Section 4. The component modeling, which is the basis for all 
subsequent evaluation steps, will be addressed in the following section. 

3. Component Modeling 

3.1. Heat Exchangers 

The models were implemented in Matlab (The MathWorks, Natick, MA, USA) and the fluid 
properties computed using Refprop 9.0 (NIST, Gaithersburg, MD, USA). The heat exchangers 
models were used in two modes: sizing and simulation. These are represented as counter-flow heat 
exchanger, as shown in Figure 3. In order to consider the property variations of the working fluid 
and the secondary fluid (geofluid), the entire length of the heat exchangers was divided into three 
zones with variable lengths of each zone: liquid zone (Liq), two-phase zone (TP), and vapor zone 
(Vap), with respect to the working fluid. 

The heat exchangers were modeled using two energy balance equations. One is the the geofluid 
heat flow rate. The example following is used for the overall evaporator: 

( ) ( )wf 4 3 g p,g g,in g,outm h h m c T T⋅ − = ⋅ ⋅ −  (1)

The other equation is the heat transfer equation, which uses the weighted temperature difference 
and an overall heat transfer coefficient. The example following is also shown for the evaporator: 

( )wf 4 3 WTD tot WTDm h h U A T⋅ − = ⋅Δ  (2)
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Figure 3. Three-zone heat exchanger model (evaporator). 

 

The weighted temperature difference, TWTD is calculated based on heat transfer coefficients 
and areas of each zone of the exchanger. It is represented by the following equation: 

WTD
l l tp tp v v

QT
U A U A U A

Δ =
+ +

 (3)

Being the partial heat transfer coefficient, for example at the liquid zone, give by: 

( )
1

l fouling
,l wall ,l

ln1 1
2

o io

i i o

D DAR DU R
D L k

−
⋅= + + +

⋅ ⋅
 (4)

where AR is the area ratio of outer to inner heat transfer area, which is unity for shell/tube heat 
exchangers. Rfouling is the thermal resistance associated with fouling in the heat exchanger tubes  
(Rfouling = 1.3 × 10 4 m2·K·W 1, experiment data for geothermal brine [11]). For the evaporator, the 
heat transfer area dedicated to liquid zone, Al is computed as the similar equation form is applied 
for the two-phase and vapor zone. The inner tube was assumed to be a standard stainless-steel with 
the geometry described in Table 1. Simplified layouts of the heat exchangers are illustrated in 
Figure 4. 

( ) ( )( )
( ) ( )
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h h
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−
= = − +

− − −

− −

 
(5)

Table 1. Geometrical dimensions of heat exchangers. 

Component Type D0 [mm] t [mm] PT [mm] Ntube Npass L [m] 
Width 

[m] 
Evaporator shell/tube 15.875 1.651 20.64 variable 1 variable - 
Recuperator shell/tube 31.75 2.11 39.69 variable 1 variable - 

Condenser (1 cell) fin/tube 25.4 3.3 63.5 192 3 9.14 3.05 
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Figure 4. (a) Layout of shell/tube exchanger (evaporator and recuperator); (b) Layout 
of fin/tube exchanger cell (air-cooled condenser). 

(a) (b) 

The geometrical dimensions are listed in Table 1. The cooling-system consisted of parallel  
air-cooled condenser cells that were modeled as a three-zone fin/tube heat exchanger. The fin 
density was assumed with 393 fins per meter, the fin height was 15.9 mm, and each cell contained 
3 induced-draft fans. The dimensions of the heat exchanger model are summarized in Table 1.  
The variables for the condenser were the cell numbers and fan capacity. 

3.1.1. Evaporator and Recuperator Heat Transfer Coefficients and Pressure Drops 

Forced convection heat transfer coefficients for single-phase fluid (liquid/vapor) are evaluated 
by means of the generic correlation: 

( )i j
l/v l iRe PrC k D= ⋅ ⋅ ×  (6)

where the influence of temperature-dependent viscosity-effects was neglected. The constant, C, and 
exponents i and j were identified according to the Sieder-Tate correlation [12]. 

The overall boiling heat transfer coefficient was estimated by the Mostinski, and Palen 
correlations for enhanced heat transfer, due to convection around the bundles, and established for 
boiling in horizontal tubes without dependency on surface roughness. This heat exchange 
coefficient is considered to be constant during the whole evaporation process and is calculated by: 

( )8 2.3 2.333 3.333 2
ev critical sat p bundle l eff1.167 10 250 /p T F F k D W m K−= × ⋅ Δ × × +  (7)

Parameters Fp and Fbundle were calculated using equations found in the literature [12]. The 
pressure drops are calculated using the Prandtl-Karman equation as follows: 

2
2

2
G Lp f

D
⋅Δ = ×Φ

⋅ ⋅
 (8)

where f is dependent on flow velocity and tube/shell roughness. For flow inside the tube, f is 
calculated using the explicit Swamee-Jain correlation [12]. The two-phase multiplier 2 is 
approximated with the Grant correlation, for two-phase flow crossing tube-bundles [13]. 
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3.1.2. Air Condenser 

The single phase working-fluid heat transfer coefficient was calculated in the same manner as in 
Equation (5). The condensation heat transfer coefficient is estimated using the Dobson-Chato 
correlation [14], developed for the case of smooth of horizontal tubes: 

( )0.8 0.4
cd l l l i0.89

tt

2.220.023 Re Pr 1 k D
X

= ⋅ + ×  (9)

The partial heat transfer coefficient was computed using Equation (4) with AR = 21.4, the Gas 
Processors and Suppliers Association (GPSA) standard. The fouling thermal resistance was 
assumed with Rfouling = 1.7 × 10 4 (GPSA assumption). Heat transfer and pressure drop on the air-
side are also approximated based on a GPSA correlation [15]: 

0.54 2
a a0.019 /G W m K= ⋅  (10)

( ) ( )
210 1.8

a,outa row
a a,out 212

Fa,av 21

1.175 10
10 C

C

VG Np
D

−

°
°

⋅ ⋅ ⋅Δ = +
⋅

 (11)

For the calculation of the consumed fan power, a fan efficiency of 70%, and an electrical motor 
efficiency of 92% were assumed. 

3.2. Feed-Pump 

The feed-pump and its characteristics are approximated by using the affinity law and the  
second-order pump characteristics, which can be expressed in the following equations: 

22

V 0
0 p=0

n Vp p
n V=Δ = Δ −  (12)

The efficiency is calculated from the volumetric flow and rotational speed at the design-point 
and operating-point, assuming 0 = 0.8: 

0

P0
P P0

0

P0

1 1
1 exp

1

a

b

V n
V n

V nc
V n

⋅− −
⋅

= − −
⋅ −
⋅

 (13)

where constants a, b, and c are defined as 1.8, 0.58, and 0.68, respectively [16]. 

3.3. Turbine 

A radial turbine was used because it has a better efficiency for small ORC applications 
compared to axial turbines due to the smaller tip-clearance [17]. In order to calculate the mass flow 
rate in the ORC during operation, the empirical Stodola steam cone rule is applied in the form of: 
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T T in in
11m C p= ⋅ ⋅ −  (14)

where  = pin/pout is the pressure ratio and T is the turbine nozzle position. The turbine constant CT 
can be thought of as an equivalent area and has the unit square meters. In off-design operation, the 
equivalent area was adapted by varying T using variable inlet nozzle guide-vane. The guide vanes 
are moved in such a way that the flow area between the vanes changes. Thus, the inlet flow area  
is changed. 

In high-pressure ratio operation, where the turbine is choking, the pressure ratio factor 1 1−  

is near unity and, therefore, can be neglected. These equations have been widely used to describe 
the relation between flow and pressure. Efficiency of the turbine under off-design condition is 
calculated as: 

5T T0 / Vou cF F= ⋅ ⋅  (15)

The designed turbine efficiency was 0.75. The first correction factor was related to the variation 
of u/co, ratio of radial velocity to spouting velocity. Spouting velocity, 

is2oc h= ⋅ Δ , is defined as 

that velocity has an associated kinetic energy equal to isentropic enthalpy drop. At the best 
efficiency point the value of u/co is found at 0.7 [17]. The second correction factor was associated 
with the variation of the volumetric flow rate from the design value. The two correction factors 
were then observed in Figure 5b, which is typical for radial turbine characteristics. The design 
point was pointed at a velocity ratio of 0.7 and volumetric flow rate of 100%. 

Figure 5. (a) Stodola’s cone rule as a function of nozzle position; (b) Typical turbine 
efficiency characteristics [18]. 

(a) (b) 

4. Results 

Small, modular, subcritical ORCs should deliver good performance under a wide range of  
operating conditions. Consequently, the optimal component size of the plant needs to be 
determined. The optimum design-point was found using numerical simulation for operating 
conditions as follows: 

Tμ
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( )g,in120 170T C≤ ° ≤  

( )a,in10 40T C− ≤ ° ≤  

( )g,out70 T C≤ °  

(16)

Considering the main component characteristics described in the previous section, there were 11 
design variables to be optimized: 

1. Dshell,ev, Dshell,re, Lev, Lre: diameter and length of the shell-and-tube heat exchangers  
(i.e., evaporator and recuperator). 

2. Ncell, PF: cell numbers and fan capacity for air-cooled condensers. These parameters are a 
function of the condenser load and the air-outlet temperatures. 

3. CT, his0, 5,designV : inlet area constant, isentropic enthalpy drop, and outlet-volumetric flow 

rate at the design-point. The two latter parameters were used to define the pitch diameter. 
4. V=0pΔ , P0V : the shut-off pressure head when the flow is zero which is typically 1.25 times of 

the design-head, design volumetric flow rate. 

The objective of the modularization was to find the optimal configuration of these design 
variables. Conventional power-plants, such as gas turbines and diesel engines are designed to 
deliver a specific power output at specific heat source and heat sink temperatures, such as flame 
and ambient temperatures. Inspired by this approach, two-dimensional optimization was 
introduced; these are normal (design) wellhead temperature (Tg0) and ambient temperature (Ta0). 
The 11 design variables then were a product of the sizing for the design-point (Tg0-Ta0).  

4.1. Component Sizing for Normal-Design: Thermodynamic Optimization 

In order to size the components, the thermodynamic cycle must be determined first. Thus, a 
thermodynamic optimization was carried out to maximize the net power output. The normal 
(design) condensation temperature is defined as: 

1,design a0 ITDT T= +  (17)

In low temperature power-plants, lowering condensation temperature benefits power output [19]. 
An initial temperature difference (ITD) of 14 K was selected as the lower bounding value for 
practical application [20]. 

Isobutane can be categorized as a dry fluid (i.e., negative slope of saturated vapor line); hence,  
at design condition, saturated vapor is the best turbine inlet parameter [21]. The optimal 
evaporation temperature (OET) as normal (design) evaporation temperature is obtained by solving: 

( )g0 4,design pp,ev p,wf 4,design 4,design
4,design 1,design

4,design 4,design 1,design

1 ln 0
2

T T T c T T
T T

T T T
− − Δ∂ − + =

∂
 (18)

The analytical OET results had an accuracy of 2.3%, compared to the numerical OET [21]. The 
design pinch-point was 5 K for both the evaporator and recuperator. The normal wellhead 
temperature varied from 120 °C to 170 °C, and the normal ambient temperature varied from  
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10–40 °C, with a step of 10 °C, and 12 random points (6 × 6 grid + 12). The sizing results for 
each normal (design) wellhead temperature are listed in Table 2. The net efficiency is defined as 
ratio of net power (gross power deducted by feed-pump and fan power) to the heat input. 

Table 2. Thermodynamic design of ORC cycles, showing range of optimal sizing results. 

Tg0 120 130 140 150 160 170 
Evaporation temperature (sat.) 
(°C) 80–87 85–93 91–101 99–111 111–122 115–121 * 
Condensation temperature (°C) 4–54 4–54 4–54 4–54 4–54 4–54 
Geofluid mass flow rate (kg·s 1) 31.3–95.7 24.8–68.8 20.2–51.1 16.7–38.7 12.9–28.1 10.3–21.8 
Isobutane mass flow rate 
(kg·s 1) 15.6–50.2 14.8–43 13.9–37.4 13–32.8 12.5–27.1 12.8–27.1 
Gross power (kW) 1000 1000 1000 1000 1000 1000 
Net efficiency (%) 5.1–13.9 5.9–14.5 6.7–15.2 7.6–16 8.8–18.1 8.8–20.6 

* The pinch-point was adjusted to set the geofluid after the evaporator to 70 °C. 

After determining the optimum thermodynamic cycle conditions, the components were sized. 
The size of the rotating components (i.e., feed-pump, turbine) was derived using the 
thermodynamic parameters. The heat exchangers were sized as follows. 

1. Evaporator: Evaporation was realized using two parallel evaporators, with one shell/one 
tube pass configuration. During very low load (<50%) operation, one of the evaporators 
was fully closed. Both evaporators were sized by determining the shell diameter, and the 
number of tubes was calculated using “tube counts” based on standardized design parameters 
described in Table 1. The baffle-spacing was constrained below the shell diameter and 
maximum-spacing in order to avoid instability caused by vibration. After calculating overall 
heat transfer coefficients and the total heat transfer area, tube length was computed. By 
setting the allowable pressure drop on the shell side, the optimum design (or equivalently, 
shell diameter) with smallest area was selected. This design procedure was also applied to 
the recuperator. 

2. Condenser: An important preliminary step in the condenser design process is outlet air 
temperature. This parameter has a major effect on exchanger economics [12]. Increasing the 
outlet air temperature reduces the amount of air required, which reduces the fan power and, 
therefore, operating cost. However, it also reduces the air-side heat-transfer coefficient and 
the mean temperature difference in the exchanger, which increases the size of the unit and, 
therefore, the capital cost. Consequently, optimization with respect to outlet air temperature 
(or equivalently, air flow rate) was considered an important aspect of air-cooled  
condenser design. 

The optimum condenser air-outlet temperature (or equivalently, pinch-point) was calculated by 
minimizing the annual cost function. First derivative of this function with respect to air-outlet 
temperature determines the minimum annual cost. It can be written as follows: 
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( ) ( )cd F cd F F el
a0,out

CRF 0.01 0.03 0C C C C CF P C
T

∂ ⋅ + + ⋅ + ⋅ + ⋅ ⋅ =
∂

 (19)

Air-cooled heat exchanger investment cost Ccd and fan investment cost CF are described in 
Table 3. The annualization factor, CRF (Capital Recovery Factor) is defined as: 

( )
( )

1

1 1

y

y

i i
CRF

i

+
=

+ −
 (20)

Heat transfer coefficient and pressure drop were computed from the ratio of design mass flow 
rate to the reference, which was mass flow rate at air velocity of 3.5 m·s 1, as recommended in the 
literature [12]. The maintenance cost was assumed to be 1% of the fin/tube heat exchangers cost 
and 3% of fan-motor cost [22]. CF (capacity Factor) of 0.7, y of 30 years, i of 12%, and electricity 
price Cel of 0.15 $·kWh 1 were assumed. 

Increasing the outlet air temperature increases heat transfer area required and conversely, 
reduces fan power consumption, as shown in Figure 6a. This trade-off resulted in an optimum 
annual cost of 130-20 (Tg0-Ta0) at air-outlet temperature of 30.4 °C, approximately 10 K above the 
inlet air temperature (Figure 6b). Once the optimum air-outlet temperature was established, the heat 
transfer area (or equivalently, number of cells) and fan capacity were determined. 

Table 3. Component cost as function of size. 

Component Cost correlation Reference
Evaporator 85.0658668,13 A⋅+  (Carbon-shell/Stainless-tube) [22] 
Recuperator 8.0579256,11 A⋅+  (Carbon-shell/Carbon-tube) [22] 

Air-cooled condensers A⋅6.5  [23] 

Fans ( )2
F F F F1887.5 159.95 3.53 281.25D D P N+ ⋅ + ⋅ + ⋅ ⋅  [23] 

Feed-pump ( )0.7
P4900 30P⋅  [24] 

Turbine + generator ( ) ( )0.72.1 3 2 491, 200 50,800 62, 700 680,900 10pitch pitch pitch TD D D P⋅ + ⋅ + ⋅ + ⋅  [25] 

Labor 0.3 Total component cost×  - 

Figure 6. Size optimization based on annual cost of condensers at 130-20 (Tg0-Ta0) design-point. 

(a) 
 

(b) 
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4.2. Off-Design Mapping 

The off-design performance of the plant may be assessed using the Second Law of 
thermodynamics by comparing the actual net-power output to the maximum theoretical power that 
could be produced (energy) from the given geothermal fluid. This involves determining the energy-
rate carried into the plant with the incoming geofluid [10]. In order to proportionally evaluate the 
off-design performance of each design-point, the geofluid mass flow rate at off-design conditions is 
computed using constant energy rate of 2000 kW at ISO standard ambient temperature of 15 °C: 

[ ]
( ) [ ]( )g,in-off

g,in 15 g,in 15

2000 kW
288.15 KC C

m
h h s s° °

=
− − −

 (off-design) (21)

In order to obtain optimal operating point under off-design conditions, a three-variable control 
strategy was used. First, evaporation pressure was controlled by the turbine nozzle-opening T. 
Second, superheating/turbine inlet temperature was controlled by pump-speed np (isobutane mass 
flow rate), and third, condensation temperature by the fan-speed nF (air volumetric flow rate). 
Constant sub-cooling was imposed by making use of the static pressure head between the pump 
and the liquid hot-well (Figure 1). Using this control strategy for a modular ORC system, the net 
power output was maximized while keeping the injection temperature above scaling temperature to 
avoid scaling, which is described as: 

( )T P Fg,out 70
max

T C
W W W

≥ °
− −  (22)

Scaling temperature is a site-specific problem. It depends on the chemical composition of the 
geothermal fluid most commonly silica and calcite, and temperature and pressure of the fluid. If the 
injection temperature of the geofluid falls below this temperature, there is the risk that scales might 
form in the heat exchanger or the piping system. A minimum bound of 70 °C was selected for this 
study, based on several works for mid-enthalpy geothermal resources [2,3,26]. 

The off-design simulation procedure was realized using a set of three heat balance equations, 
which were solved by using the Trust-Dogleg Region solver. The heat balance equations are: 

1 re re,newf Q Q= −  (function of wfm , 2p , 2h , 3T , 5T , 5p ) 

2 ev ev,newf Q Q= −  (function of g,inm , g,inT , wfm , 3T , 3p , 4h ) 

3 cd cd,newf Q Q= −  (function of Fn , a,inT , wfm , 1T , 6T , 6p ) 
(23)

Where f1 was determined using the three-zone recuperator model, f2 the evaporator model, and f3 
the condenser model. Pressure drop in the evaporator was minimized to maintain evaporation 
temperature drop below 5 K. The equations were solved for given operation parameters to simulate 
the power-cycle. In order to find the optimum operation parameters for each operating condition, 
CMA-ES was implemented [27]. 

After sizing the components for a design-point, the control variables turbine nozzle, pump and 
fan rotational speed are optimized to achieve maximum net power output during off-design 
operating conditions (Figure 7a). The system is assumed to be steady-state for the cycle simulation. 
The net power output of the plant at 36 off-design wellhead and ambient temperatures (Figure 7c) 
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was evaluated. Gridfit algorithm [28] was then used to interpolate the profiles to produce a 2-D net 
power output surface contour, as shown in Figure 8. 

Figure 7. (a) Off-design optimization procedure for a design-point (Tg0-Ta0) and 
operating condition ( gm ,Tg,in, Ta,in); (b) Design-point grid; and (c) Off-design grid. 

(a) 

(b) 

 
(c) 

Both design points had constant exergy input, which translated to higher geofluid mass flow rate 
at lower wellhead temperatures, as previously described in Equation (20). The maximum net power 
output (978 kW) occurred at Tg,in = 120 °C, Ta,in = 10 °C for 130-20 (Point A, Figure 7b). While 
maximum net power output (1025 kW) occurred at Tg,in = 160 °C, Ta,in = 10 °C for 160-20  
(Point B, Figure 7b). It can be observed contradictory net power-output trend between the two 
design points. For 130-20, by increase of geofluid temperature, the net power output decreases, 
especially at lower ambient temperature. In contrary, for 160-20, the net power output showed an 
opposite trend. This was affected mainly on the turbine isentropic efficiency characteristic at  
off-design. The nominal (design) isentropic enthalpy drop was lower and the nominal volumetric 
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flow rate was higher for 130-20. Hence, if the plant was operated at higher wellhead temperature 
which has higher enthalpy drop and lower flow rate, the turbine isentropic efficiency would steeply 
deteriorated (see Figure 5b). 

It is also important to note the different net-power dependencies on ambient temperature. When 
investigating at a constant Tg,in at the optimum point, the net power output decreased by 65.1% for 
130-20 and 44.5% for 160-20 between 10 °C and 40 °C. 

Figure 8. Off-design maps of net power output for (a) 130-20; (b) 160-20. 

(a) (b) 

4.3. Annual Simulation and Thermo-Economic Selection 

The system is assumed to be at steady-state for the annual simulations, and the heat loss in each 
component is neglected. The cycle performance is calculated in each time step of 1 h. The  
steady-state approximation is considered to be reasonably accurate since ambient temperature 
change is slower than the heat exchanger dynamics in the system. Thermal-economic optimization 
then was conducted to measure the trade-off between annual energy utilization and cost. Specific 
component costs are described in Table 3; however, the cost correlations listed are not the exact 
economic values, since cost can vary strongly depending on market. Nonetheless, the values 
presented here used as a means to convert geometric design parameters into economic value, and 
correlations are taken from actual literatures [22–24].  

The turbine cost was taken from a model developed by Barber-Nichols [25]. The correlations 
are corrected to current cost by using the Chemical Engineering Plant Cost Index (CEPCI) [29].  
The parameters, A, DF, NF, PF, PT, and PP in Table 3 were determined directly from the sizing 
results. The turbine pitch (average wheel) diameter, Dpitch, was derived from a universal functional 
relationship, for optimum stage efficiency [30] as: 

0,5 177.0 ispitchdesign hDV Δ⋅⋅=  (24)

Two economic criteria were computed: specific investment cost (SIC) and mean cash flow 
(MCF). SIC is a typical parameter used in thermal-economic optimization, and is defined as: 

( )
1

net

Component cost+Labor costSIC $ kW
Averaged annual capacity P

−⋅ =  (25)
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where netP  is mean annual net power output calculated as the averaged sum of annual energy 

production for each wellhead temperature (in kWh) divided by 7008 h. MCF measures the 
productivity of the power-plant, and is computed as: 

( )1
O&MMCF $ year Revenue CRF Component cost Labor cost WellcostC−⋅ = − ⋅ + − −  (26)

where Revenue = netP  × Cel and the three later terms are particularly annualized cost of electricity, 

i.e., investment cost, annual operation and maintenance costs of the overall plant which are assumed 
to be 4% of the investment cost [31], and well cost. Well cost accounted for the geofluid-pumping 
and drilling costs, which are arbitrary values dependent on site-specific characteristics. It was 
assumed a well cost equal to zero since it will only shift the MCF to a lower value, and result in an 
unchanged optimum design-point. The three climates temperate, tropical and dry—chosen for 
annual simulation were sampled from existing geothermal sites: Upper-Rhine Graben, Germany 
(temperate climate), Kamojang, Indonesia (tropical climate), and Birdsville, Australia (dry 
climate). The temperature distributions of each climate are shown in Table 4. 

Table 4. Ambient temperature distribution of three climates during generic year. 

Temperature 
[°C] 

Temperate climate  
(Tav = 11.6 °C) 

Tropical climate  
(Tav = 19.9 °C) 

Dry climate  
(Tav = 25.1 °C) 

Number of hours % hours Number of hours % hours Number of hours % hours
10 266 3.0 0 0 0 0 
0 2438 27.8 0 0 17 0.2 

10 2926 33.4 351 4.0 1195 13.6 
20 2159 24.6 7934 90.6 3139 35.8 
30 726 8.3 475 5.4 3154 36.0 
40 245 2.8 0 0 1254 14.3 

The annual energy production was calculated using the hourly variation of Ta.in at each site.  
This calculation only includes cost, which varies significantly according to the component size.  
The remaining costs, such as piping, instrumentation and working fluid, were excluded.  

Under the conditions assumed for the temperate climate, the optimum points of SIC and MCF 
optimization was different (Figure 9). SIC minimization yielded 160-6, with a cost value of  
1133 $·kW 1, while MCF maximization yielded 153-10, with a cost value of 761,350 $·year 1. The 
SIC and MCF showed large variation, ranging from 1133 $·kW 1 to 5296 $·kW 1, and 92,224 
$·kW 1 to 761,350 $·kW 1, respectively. 

Comparing the two objective functions, SIC minimization resulted in values 5.1%–7.1% lower, 
relative to plants based on maximizing MCF. By maximizing MCF, values were 2.1%–10.8% 
higher compared to when SIC was minimized. The temperate climate had the lowest SIC minimum 
and highest MCF maximum, followed by the tropical and then the dry climate. The optimization 
results are reported in Table 5. Using SIC minimization, the optimum normal wellhead temperature 
was constant at Tg0 of 160 °C across the three climates, and optimum Ta0 followed lower 
temperatures of 6 °C, 10 °C and 10 °C. While in MCF maximization, optimum Tg0 was 153 °C, 163 °C 
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and 163 °C, and Ta0 followed average temperatures of 10 °C, 22 °C and 23 °C, respectively. Figure 
10 shows relative component costs among the three climates. 

Figure 9. Design-point based on minimizing SIC (a) and maximizing MCF (b) in 
temperate climate. 

(a) (b) 

Table 5. SIC and MCF for each optimal design-point and climate type. 

Sizing 
Design-point [°C] 

SIC [$·kW 1] MCF [$·year 1] Tg0 Ta0 
Temperate climate 
SIC minimization 160 6 1,133 745,770 
MCF maximization 153 10 1,198 761,350 
Tropical climate 
SIC minimization 160 10 1,303 642,070 
MCF maximization 163 22 1,403 683,120 
Dry climate 
SIC minimization 161 10 1,520 524,230 
MCF maximization 163 23 1,601 580,800 

SIC minimization resulted in a investment cost that was 8.2%–13% lower than plants designed 
using maximized MCF. The cooling-system cost (condenser heat exchangers, fans) dominated the 
total investment cost. For plants with minimized SIC, the cooling-system cost was 12.5%–16.7% 
lower than those designed using maximized MCF. In contrast, MCF maximization resulted in a 
higher mean annual net-power 3.4%–12.7%. This improvement was based on the optimal number 
of cells and fan capacity, which maintain low condensation pressure and, in turn, result in  
higher power. 
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Figure 10. Relative component cost comparison between SIC and MCF optimization 
under three different climate types. 

 

5. Conclusions 

The main conclusions of this work are as follows:  

1. Using the modularization technique described in this paper, design optimization under three 
different climates (temperate, tropical, and dry) was derived. Using SIC minimization, the 
normal ambient temperatures were driven by the lower temperature. Using MCF 
maximization, the normal ambient temperatures were driven by average temperature in each 
climate region. 

2. When SIC minimization and MCF maximization were compared, average net-power based 
on MCF maximization was higher. Although investment cost was slightly higher, the 
revenue or equivalently, the energy utilization was considerably improved. Consequently, 
MCF maximization is proposed as an optimization function. 

3. Concerning the various components analyzed here, the condenser and fan size had the 
greatest influence on average net power output. The main feature in MCF maximization 
design was increased size of the cooling-system, which helped maintain low condensation 
pressure. Using isobutane, the condenser cost amounted to 35%–38% of the investment 
cost. Enhancing the heat transfer of cooling system technology will reduce the condenser 
size and, most importantly, the ORC investment cost. 
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Nomenclature 

W  Output power [kW] D Diameter [mm] 
P  Power capacity [kW] t  Thickness [m] 
T  Temperature [°C] L Length [m] 
p  Pressure [kPa] TP  Pitch [mm] 
pΔ  Pressure drop, head [Pa] A Area [m2] 

m  Mass flowrate [kg·s 1] n  Rotational speed [Hz], indices 
Q  Heat [kW] i  Interest rate [%] 
h  Spec. enthalpy [kJ·kg 1] y  Depreciation time [yr] 
s  Spec. entropy [kJ·kg 1] N  Number 
V  Volume flowrate [m3·s 1]  Efficiency 
G  Mass flux [kg·m 2·s 1] C  Constant, cost [$] 

pc  Spec. heat capacity [kJ·kg 1·K 1] Re  Reynolds number 
k  thermal conductivity [W·m 1·K 1] Pr Prandtl number 

 Heat transfer coef. [W·m 1·K 1] f  Fanning friction factor 
U  Overall heat transfer coef. [W·m 2·K 1] F Multiplier factor 

2Φ  Two-phase multiplier T  Nozzle position [%] 

ttX  Turbulent Lockhart-Martinelli 
parameter 

SIC 
Specific investment cost 
[$·kW 1] 

u  Wheel tip speed [m·s 1] MCF Mean cash flow [$·year 1] 
oc  Spouting-velocity [m·s 1] CRF Capital Recovery Factor 
 Latent heat [kJ·kg 1] ITD Initial temperature difference [K]
 Density [kg·m 3]   

Subscripts 

0 Normal (design) l Liquid 
1 Pump inlet tp Two-phase 
3 Evaporator inlet v Vapor 
4 Turbine inlet ev Evaporator 
g Geothermal geofluid cd Condenser 
a Air re Recuperator 
wf Working-fluid P Pump 
o Outer P Turbine 
i Inner F Fan 
s Shell sat Saturated 

el Electrical WTD 
Weighted temperature 
difference 

pp Pinch-point O&M Operation & Maintenance 
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Geothermal Power Plant Maintenance: Evaluating
Maintenance System Needs Using Quantitative Kano Analysis
Reynir S. Atlason, Gudmundur V. Oddsson and Runar Unnthorsson

Abstract: A quantitative Kano model is used in this study to identify which features are preferred

by top-level maintenance engineers within Icelandic geothermal power plants to be implemented in

a maintenance tool or software. Visits were conducted to the largest Icelandic energy companies

operating geothermal power plants. Thorough interviews with chiefs of operations and maintenance

were used as a basis for a quantitative Kano analysis. Thirty seven percent of all maintenance

engineers at Reykjavik Energy and Landsvirkjun, responsible for 71.5% of the total energy

production from geothermal resources in Iceland, answered the Kano questionnaire. Findings

show that solutions focusing on (1) planning maintenance according to condition; (2) shortening

documentation times; and (3) risk analysis are sought after by the energy companies but not provided

for the geothermal sector specifically.

Reprinted from EnergiesEnergies. Cite as: Atlason, R.S.; Oddsson, G.V.; Unnthorsson, R.

Geothermal Power Plant Maintenance: Evaluating Maintenance System Needs Using Quantitative

Kano Analysis. EnergiesEnergies 2014, 7, 4169–4184.

1. Introduction

The diminishing access to easily retrieved energy sources will ultimately have a great effect on the

quality of life of a large portion of the Earth’s population, even larger than it does at present time [1].

It is therefore of the utmost importance that the sources that are now utilized, whether fossil fuels or

not, are harvested in the most efficient manner. To do so, power plants providing electricity or other

sources of energy, such as hot water, need to put pressure on efficient operations. One of the factors

that needs to be constantly under scrutiny is the maintenance and operation of the power plants. If the

operation and maintenance are not carried out in an efficient manner, the resource will not be utilized

to its fullest potential and the power plant can be prone to serious problems. Maintenance is generally

divided into three categories, reactive, time-based and condition-based, where the second and third

are often combined as simply preventive maintenance. To schedule or monitor such tasks, a wide

range of methods is available, where parts are inspected or monitored to determine when the part is

to be serviced, repaired or replaced. The maintenance procedures of fossil fuel power plants have

been under development for much longer than those of geothermal power plants, which is a sector

still in its infancy compared to the fossil fuel industry. The conditions geothermal power plants

operate under are however very different in nature from those observed in fossil fuel power plants.

One of the biggest difference is the steam purity, where the steam used in fossil fuel power plants is

much cleaner than the steam used in geothermal power plants. As a result, solutions already provided

to the fossil fuel energy sector can only be used in the geothermal sector in a very limited way.
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This article explores solutions that are wanted by chief engineers at the Icelandic geothermal

power plants, and that are believed to further improve the maintenance operations. This was done

by conducting thorough interviews on site with chief maintenance engineers. A need analysis was

then conducted amongst the total population of maintenance engineers responsible for 71.5% of all

geothermal energy utilization in Iceland in an attempt to prioritize the requirements put forward by

power plant engineers for further development.

2. Maintenance

Most people face reactive maintenance on a daily basis. However, when a breakdown leads

to downtime of a factory, or risks lives, as is the case on airplanes, more advanced methods are

equipped. Various maintenance methods have been recorded from ancient history, where large scale

constructions were kept up and running. Proper maintenance can lead to financial savings even

though it can require financial expenditures to begin with. Often, downtime can be very expensive for

companies since no output is derived from their operations. A company might therefore minimize and

plan downtime by replacing certain parts frequently, or even learn how to predict the failure of given

parts. Different management methods for maintenance have been developed throughout history.

Failure driven, often regarded to as reactive maintenance, time based maintenance and condition

based maintenance are claimed to be the most employed methods [2–5]. It has been estimated that

55% of maintenance methods in the average maintenance program is reactive, 31% is time-based,

12%is predictive and the last 2% accounts for other methods [6]. The main methods will be discussed

in further detail in the following sections.

2.1. Reactive Maintenance

Studies, as recently as in 2000, show that this method is still the most dominant one. It has

been stated that majority of maintenance activities on average facilities are considered reactive [6].

The advantages of such methods are that a minimum amount of staff is required for the program [6].

However, unplanned costs related to increased downtime, increased labor cost because of downtime,

cost for repair of equipment and perhaps secondary equipment which got damaged along with the

primary failure are the examples of disadvantages of reactive maintenance [6]. Reactive maintenance

essentially aims to restore a given system to a functional state after it has failed [7].

2.2. Preventive Maintenance

As described, reactive maintenance simply waits for parts to become inoperable. This has

proven costly for companies for reasons described above. The quality of equipment is bound to

deteriorate with time, and eventually break down. However, by looking retrospectively at breakdown

statistics, failure can be minimized. Time based and condition based maintenance are considered to

be preventive. The following sections will discuss these methods in greater detail.
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2.2.1. Time Based Maintenance

Time-based (also known as calendar based) maintenance tries to schedule maintenance at

predetermined intervals, such as amount of produced goods, hours of running machine, mileage

or condition [8]. It is, however, considered to be the second least cost efficient maintenance method

after reactive maintenance [9]. The aircraft industry however had some problems with time based

maintenance. It was shown that time based maintenance was a difficult approach in an industry as

rapidly developing as the aircraft industry, also, it was shown that failure likelihood was not expected

to rise with ageing parts [10]. Time-based maintenance is generally based on the assumption that one

rule fits all. However, each system is operated in a unique environment and is subjected to different

conditions. After all, more efficient maintenance is less costly for airlines. The airline industry is

an example of an industry that has to have maintenance management issues very clear, since during

their business hours, a minor failure can have catastrophic effects, for human lives and subsequently

their business. In 1965, the first computerized time-based maintenance system was created by Mobil

Oil to manage lubrication on mobile equipment, it was the Midec program [8].

2.2.2. Condition Based Maintenance

Like time-based maintenance, condition based maintenance (CBM) seeks to replace parts before

they fail. However, the difference is that instead of the rule of scheduled intervals or amount of use,

CBM in modern time is a lot based on observation data [8]. Maintenance is therefore scheduled

when a certain condition has been met within the system under study, be it pressure, vibration or

anything else that could indicate failure in near future [11]. CBM systems are often not used within

industries even though the possibility may seem obvious, this has been speculated to because of the

low maturity level of the CBM systems [12].

3. Geothermal Power Plants Studied

In Iceland, there are three energy companies that operate geothermal power plants. They are,

HS (Hitaveita Sudurnesja) Energy, Reykjavik Energy and Landsvirkjun. Reykjavik Energy, and

Landsvirkjun contributed to this research. In total, these companies operate four geothermal power

plants. However, each company operates their power plants under different geological condition.

This section will provide a description of the power plants under study. It will further outline the

different geological conditions at the different sites where the power plants are located. Data was

gathered from the literature as well as from the energy companies. The data from Hellisheidi is

from brine water leaving the separators, this is also the case for the data at Nesjavellir [13,14]. The

chemical composition data for Krafla was also gathered from an ISOR (Islenskar Orkurannsoknir)

report, from the KG-26 hole after it was deepened to 2000 m [15].
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3.1. Hellisheidi

The Hellisheidi geothermal power plant is owned by Reykjavik Energy and began its electric

production in 2006 [16]. The plant is located on the southern part of the Hengill geothermal field,

a detailed location can be seen on Figure 1. It produces approximately 303 MW of electric power

and 133 MW of hot water through a double flash process. Around 50 wells have been drilled to

harness hot water for the power production [17]. Reykjavik Energy provided data about the fluid

chemical composition when it leaves the separators. One can see that the fluid consists mostly of

SiO2 (822 mg/kg), Na (213 mg/kg), Cl (170 mg/kg), K (38.4 mg/kg), and SO4 (19 mg/kg) [13].

Figure 1. Location of the power plants under study. Locations of the plants are as

follows: (1) Krafla; (2) Hellisheidi; (3) Nesjavellir and (4) Bjarnarflag. Images retrieved

from Google maps software.

3.2. Nesjavellir

Also located on the Hengill geothermal field, Nesjavellir geothermal power plant produces 120

MWe and 300 MWt. Experimental wells were drilled, where each well was providing up to 60 MWt,

with a usable 30 MWt. Construction of the plant began in 1987, and the first phase was completed

in 1990. In the same year, four holes, generating 100 MWt were connected to the production. in
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1995 an additional hole was drilled and connected and the production capacity increased to 840 liters

per second. Today, 26 holes have been drilled. Temperatures at Nesjavellir have been recorded as

high as 380 ◦C. It is estimated that the current production can continue for the next 30 years [18].

The brine at Nesjavellir consists mostly of Silicon dioxide (SiO2), Sodium (Na), Chlorine (Cl) and

Sulfate (SO4).

3.3. Krafla

No geothermal power plant is located further north in Iceland than Krafla. The plant is currently

producing 60 MWe of power from two 30 MW Mitsubishi turbines. Construction began in 1974

when test wells were drilled. In 1975 construction of the plant began and in 1977 production began.

Initially the plant only operated using one turbine, the second turbine was installed in 1996 and began

producing in 1997 [19]. The brine at Krafla consists mostly of SiO2 (790 mg/kg), Cl (608 mg/kg),

Na (356). Of gases, the plant can be expected to release around 40 mg/kg of H2S and 235 of CO2.

3.4. Bjarnarflag

In 1969, Landsvirkjun began operations in Bjarnarflag, Icelands oldest geothermal power plant.

The plant is also the smallest operated within the country, producing 3 MW. The power plant uses

one back pressure turbine with a single Curtis wheel for its production. Plans are currently underway

to increase the capacity of the power plant up to 90 MW [20].

4. Methodology

To identify which maintenance systems are used at the Icelandic geothermal power plants,

interviews were carried out. The head of power plant operations and the technical supervisor

at Reykjavik Energy were interviewed, as well as the head of maintenance management at

Landsvirkjun. These two companies are responsible for 71.5% of all energy production from

geothermal resources in Iceland. In addition, a quantitative Kano need analysis was carried out

among specialists and heads of operations within the energy companies, in order to identify which

features are considered mandatory and which would improve the maintenance efficiency further.

There were therefore more substantially more participants in the Kano survey than were interviewed.

The interviews were conducted in order to get a sense of what to include in the Kano survey. The

interviews were focused on the following issues:

• Identify what measures are currently taken in the geothermal power plants when it comes

to maintenance;

• How data is used to improve maintenance;

• Identify which solutions are desirable for the power plants.

A quantitative Kano model [21] was utilized to perform a need analysis with regards to the

maintenance management systems at the Icelandic geothermal power plants. Interviews were also
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conducted at the power plants with chief engineers who are in charge of operations and maintenance.

A specialist in questionnaires from the University of Iceland was consulted before the study was

conducted to provide support with the construction of the questionnaire.

4.1. Interviewees and Population

To gain further understanding of the requirements by the energy companies, detailed interviews

at the power plants were conducted. Those include the chief operations engineers at the power

plants who are in direct contact with operations and maintenance on site. The purpose of the

interviews was to identify what solutions are already being used, and identify which solutions are

portrayed as attractive by the chief engineers. The input from chief engineers and maintenance

staff proved essential when the Kano questionnaire was constructed. The proportion of answers

retrieved from the energy companies amounted to 37.5% of employees directly engaged in operation

and maintenance issues. The answers include the total population of heads of operations, engineers

with high level of expertise who are in charge of large maintenance activities. The total amount of

answered questionnaires amounts to 12, from the employees mentioned above. We assume that the

translations from the questionnaire do not have effects on the results.

4.2. The Kano Model

The Kano model of customer satisfaction was initially introduced in 1984 [22]. The survey

based method is used to analyze given qualities of a product and how customers may perceive

them. The model classifies three different product requirements which customers react to in a

different manner when met [23]. First are so called “Must-be requirements”. When not fulfilled,

dissatisfaction is experienced by the user. However, those requirements are taken for granted by the

user, therefore, their fulfillment does not increase the customer satisfaction. As an example of a

must-be requirement as defined by Kano is the Internet connection ability in smartphones. When a

customer buys a smartphone, he expects it to have the ability to connect to the Internet wirelessly.

Failure to meet this requirement results in user dissatisfaction. The second criteria requirements

are so called “One dimensional requirements”. Those requirements have a linear connection to the

satisfaction of the customer. As the requirement is fulfilled in an efficient manner, the customer

becomes more satisfied. As an example of this may be the fuel usage of a car. The less fuel used,

the more satisfied will the customer become. The last requirements can be regarded as the most

important [23]. Those requirements are regarded as “attractive requirements”. Such a requirement

was not expected by the user and its absence would therefore not result in less satisfaction. Its

appearance however increases the customer satisfaction greatly. There seems to be a tendency for

“attractive requirements” to become “must-have” requirements over time. For example, the ability to

interact with the cellular telephones through a touchscreen was considered an attractive requirement

when it originally became available on the public market. However, over time, this functionality has

become a “must-have” requirement in many countries. Figure 2 shows the relationship between those

requirements and customer satisfaction.
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Figure 2. Relationship between customer satisfaction and requirement fulfillment

according to Kano models [22].

Kano modeling can prove helpful to product development. A product that already is fulfilling a

must-be requirement should perhaps not be developed to fulfill that requirement further as it would

not increase the user satisfaction. A Kano model can provide a better perspective of the product that

is under development by showing which requirements or criteria improve the customer satisfaction

the most. During the development stage, some trade offs may be inevitable. A Kano model can assist

with such trade offs by showing which feature results in the greatest user satisfaction.

The method of using the Kano model is gathered straight from the field of product development.

Despite of being qualitative in nature, Kano models have shown to be an effective tool in the product

development process. However, quantitative versions of the Kano model have been presented, such

as the Analytical Kano Model, or A-Kano [24]. In this study we use a quantitative analysis of the

Kano model presented by Wang and Ji [21]. Upcoming sections will describe the methodology.

4.2.1. Quantitative Kano Model—The Questionnaire

After visualizing the market segment that is to be studied, a questionnaire is constructed.

The questionnaire consists of questions about the functional requirements of a product. Each

functional requirement consists of two questions, one functional and one dysfunctional. For example,

if being asked about the weight of a cellular telephone, the customer might be asked “If the phone

is as light as a matchbox, how do you feel?” and then subsequently “If the phone is heavier than
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a matchbox, how do you feel?”. Each question has five possible outcomes, (1) I like it that way;

(2) It must be that way; (3) I am neutral; (4) I can live with it that way; (5) I dislike it that way.

A form as is shown in Table 1 is then used to evaluate each functional requirement, be it attractive,

one-dimensional, must-be, indifferent, reverse or questionable. An experienced researcher in the

field of psychology provided guidance when the questionnaire was constructed. This was done to

improve the structure and clarity of the questionnaire as well as to make the questions non-biased.

It was decided to randomize the order of the questions, that is, the functional and dysfunctional

form of each question does not come in perfect sequence. The questions are instead in a random

order. This was done to avoid the respondents to answer one question with relation to the other. The

questionnaire was then distributed amongst specialists and heads of operations within all geothermal

power plants operated by Reykjavik Energy and Landsvirkjun, which were all heads of operations

and 37.5% of operation and maintenance employees within the companies, and at the same time the

majority of such employers in Iceland.

Table 1. The table used to evaluate the classification of the functional requirements (FR)

by the customer [25].

CR’s
Dysfunctional

1. Like 2. Must be 3. Neutral 4. Live with 5. Dislike

F
u
n
ct

io
n
al

1. Like Q A A A O

2. Must-be R I I I M

3. Neutral R I I I M

4. Live with R I I I M

5. Dislike R R R R Q

A = Attractive; M = Must-be; R = Reverse; O = One-dimensional; I = Indifferent; Q = Questionable.

4.2.2. Quantitative Kano Model—Computation

Based on the findings of the questionnaire and subsequently identifying the nature of the

combined answers (Attractive, one-dimensional etc.), it is possible to calculate two values, namely

customer satisfaction (CS) and customer dissatisfaction (DS). the CS value can be expressed as [21]:

CSi =
fA + fO

fA + fO + fM + fI

Let fA denote the number of attractive, fO the number of one-dimensional, fM the number of

must-be and fI indifferent responses. Similarly, to calculate the DSi the following equation can

be used:

DSi =
fO + fM

fA + fO + fM + fI

Subsequently, two points are located for each functional requirements (FR). These points define

the customer satisfaction if the FR is fully implemented or fully excluded from the product. These

points can be plotted as (1, CSi) and (0, −DSi) [21]. To find the relationship functions, one must
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first identify if the FR is a must-be, one-dimensional or attractive. This is done by finding the mode

of the answers for that particular FR. The relationship function can be shown as S = f(x, a, b),

where S is the customer satisfaction, x the level of fulfillment, a and b are the adjustment parameters

for the Kano categories of customer requirements. For one dimensional attributes the function is

S = a1x + b1 where a1 denotes the slope and b1 is the DS value when customer requirement (CR)

(x) is at 0. Entering CS and DS points into the equation we get a1 = CSi +DSi and b1 = DSi. The

function for one-dimensional product attributes can be seen as: [21]:

Si = (CSi −DSi)xi +DSi

If the CR is an attractive attribute, the function can be seen to be exponential. the function is

therefore modified to be S = a2e
x + b2. However, we now get a2 = (CSi − DSi)/e − 1 and

b2 = −(CSi − eDSi)/e− 1. We can therefore see that the function for such attributes is [21]:

Si =
CSi −DSi

e− 1
exi − CSi − eDSi

e− 1

For must-be attributes, the function can also be estimated using an exponential function. In the

case of must-be attributes the function is S = a3(−e−x + b3). We acquire a3 and b3 by using [21]:

a3 =
e(CSi −DSi)

e− 1

and

b3 =
eCSi −DSi

e− 1

The function for must-be attributes can therefore be plotted as [21]:

Si = −e(CSi −DSi)

e− 1
e−x +

eCSi −DSi

e− 1

4.3. Functional Requirements

After interviewing chief engineers at the power plants, functional requirements were identified.

These requirements were identified because of either (1) current lack of fulfilling the requirements

using current solutions; (2) the requirements had not been attempted to be fulfilled in any solution

currently used by the power plants. The requirements were based on the possibilities of using data

currently gathered by the power plants. The data is often in the form of time between failures, type

of maintenance procedures and “real time” condition monitoring. The functional requirements to be

investigated are shown below (dysfunctional and functional version of each requirement is presented

in the Appendix):

1. Know the effect of one maintenance procedure on other parts in the power plant. This can

apply later in time. For example, a maintenance procedure is carried out at one time, which

causes an unusual failure later in time in a different part of the plant. Would it prove valuable

to know the connection between these factors;

2. Knowing the effects of postponing the maintenance procedure on mechanical components;
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3. Have detailed, pre made, protocols for large scale maintenance procedures;

4. Shorter time to document maintenance procedures;

5. Provide suppliers with information about the predicted failure of certain parts in order to

shorten waiting times;

6. Predict individual workers (or workers unit) workload based on predicted mechanical failures;

7. Plan maintenance according to the predicted state of the part instead of planning for all

possible outcomes;

8. Base power plant inventory on failure predictions.

These requirements provided the basis for the questionnaire.

5. Results

From the interviews, it was evident that the main focus of the chief engineers were the intervals

between major maintenance on the steam turbines. Currently, the turbines are scoped annually and

full, planned stops are conducted quadrennially. It was seen that two requirements were frequently

mentioned that are considered to be of major importance to improve the maintenance procedures of

the power plants. Firstly, risk assessment method to determine the operational effects if a turbine is

not maintained on a scheduled time, instead postponing the maintenance for some period. Secondly,

detailed protocols for maintenance based on the predicted condition of the turbines are needed.

For example, if a certain condition is observed, clear protocols are currently not available to

address the known condition but are instead tailor made by chief engineers for each case. Detailed

protocols, more similar to protocols known in the medical or aerospace sector, are needed. Where

protocols are pre-defined and are deployed based on some observed condition. We also identified

that inventory was mentioned and the possibility to further minimize it. Twelve responses were

gathered from staff members highly involved in maintenance procedures at the power plants. Even

though the sample is relatively small, it represents the majority of employees highly involved in daily

maintenance operations at the power plants studied. The Kano analysis of the data shown in Table 2

reveals that the greatest customer satisfaction will be reached if the condition of a part which requires

major maintenance activities can be predicted to some extent. The attractive requirements are shown

in Figure 3, the one dimensional requirements are shown in Figure 4.

Shortening the time which it takes to document maintenance was also found to offer high

customer satisfaction if shortened. The ability to know the operational and operational effects of

postponing maintenance procedures was found to offer linear relationship to customer satisfaction.

In fact, if that particular functional requirement is addressed fully, it will provide almost the same

customer satisfaction as planning major maintenance procedures according to their known, or

predicted condition. However, addressing the attractive requirement of planning major maintenance

according to known or predicted condition will bring more satisfaction earlier than the one

dimensional requirement of knowing the effects of postponing. The attractive requirement of having

predefined protocols for major maintenance activities did not bring as high customer satisfaction as

other functional requirements, even though its importance was discussed in some detail by the chief
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engineers. One of the functional requirements (Base power plant inventory on failure predictions)

which was to be studied returned mostly questionable results from the Kano table. Therefore, no

tangible results were to be calculated for that particular functional requirement.

Table 2. Function calculations for customer requirements.

Customer Requirements CS Point DS Point a b f(x) S = af(x) + b

One- dimensional

(1) Relationship of effects (1, 0.9) (0, −0.8) 1.7 −0.8 x f(x) = 1.7x− 0.8

(2) Effects of postponing (1, 1) (0, −0.57) 1.57 −0.57 x f(x) = 1.57x− 0.57

Attractive

(3) Predefined detailed protocols (1, 0.43) (0, −0.38) 0.47 −0.85 ex f(x) = 0.47ex − 0.85

(4) Short documentation time (1, 1) (0, −0.27) 0.73 −1.0 ex f(x) = 0.74ex − 1

(5) Supplier need avareness (1, 0.88) (0, −0.13) 0.58 −0.71 ex f(x) = 0.58ex − 0.71

(6) Knowledge of future workload (1, 0.89) (0, −0.12) 0.58 −0.70 ex f(x) = 0.58ex − 0.7

(7) Plan maintenance according to condition (1, 0.75) (0, −0.42) 0.60 −1.1 ex f(x) = 0.86ex − 1.1

Figure 3. Attractive functional requirements retrieved using a Kano analysis. Functions

are shown in Table 2.



394

Figure 4. One dimensional functional requirements obtained using linear functions in Table 2.

In this study, both the interviews and the Kano analysis were used to prioritize which solutions or

methodologies should be developed by, or for, the power plants. Based on this study, the following

prioritizations can be made:

• Develop a method where the condition of a part (such as a turbine) can be predicted

before it requires maintenance. The maintenance is then conducted and planned based on

such predictions;

• Shorten the time needed for standard documentation by the employees. This solution should

also allow for easier collection of maintenance data;

• Risk analysis for important parts. It frequently mentioned by chief engineers how valuable the

knowledge of postponing maintenance could be. Developing the methodology would be result

in high customer satisfaction according to the Kano analysis, which further confirmed what

had previously been seen in the interviews.

As can be seen in Table 2, the results for one-dimensional and attractive requirements are shown

but must-be requirements are absent. This can be explained by the fact that solutions that are currently

being addressed or fulfilled to some extent were intentionally not included in the Kano analysis.

6. Conclusions

In this study, we investigated which functional requirements desired by the engineers working

at the two largest power companies in Iceland to improve their maintenance procedures if available.

The desired solutions are currently not available, or not being deployed by the geothermal sector in
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Iceland. The Kano model was found useful to further understand and formalize what had previously

been observed in meetings on site. The previously mentioned results should serve as a roadmap

for upcoming steps in product development for the geothermal sector and which solutions are

needed by the power plants to further improve their maintenance procedures. Using the approach

of investigating the power plants, their needs and requests for solutions should in essence provide

greater likelihood of producing solutions that will be accepted and used by the plants than addressing

needs that are perhaps currently being addressed (must-have requirements). The reason for functional

requirement number 8, (planning of inventories based on failure predictions) not showing tangible

results is most likely to be found in the formulation of the functional and dysfunctional forms of

the question in the questionnaire. The results from the Kano questionnaire as well as the interviews

underline the possibilities in predictive maintenance in the geothermal sector. A great deal of data is

currently being gathered, which has the potential to serve as the backbone in predictive modeling. It

was seen that the greatest interest from the power companies is currently in the field of predictive

maintenance. It is therefore likely that solutions addressing the desired functional requirements

by the power companies will be deployed by the Icelandic geothermal sector. Chief engineers at

the power plants emphasized the importance of having pre-defined protocols for most maintenance

activities. The Kano model however showed that fulfilling that particular requirement would return

the lowest customer satisfaction of all the functional requirements analyzed. This may be because

of different views of chief engineers and the maintenance staff. This study can serve as a guide for

industries looking to serve the geothermal sector in the field of maintenance. The study indicates

which requirements are sought after and expected to further improve the maintenance procedures in

Icelandic geothermal power plants.
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Appendix

Below are the questions used in the Kano questionnaire. First is the functional requirement

shown, then the functional version of the question, followed by the dysfunctional version.
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1. Know the effect of one maintenance procedure on other parts in the power plant. This can

apply later in time. For example, a maintenance procedure is carried out at one time, which

causes an unusual failure later in time in a different part of the plant. Would it prove valuable

to know the connection between these factors.

Functional: “How would you feel if you knew the effects of your work on other parts

of the power plant?” (2) (The number shown in brackets behind each question indicates

when it appeared in the questionnaire.)

Dysfunctional: “How would you feel if the causes of failures would not be known, as

long as the failure is solved?” (16)

2. Knowing the effects of postponing the maintenance procedure on mechanical components.

Functional: “How would you feel if you knew the effects on the equipment if maintenance

is postponed?” (6)

Dysfunctional: “how would you feel if maintenance is carried out on predefined times,

without exceptions?” (9)

3. Have detailed, pre made, protocols for large scale maintenance procedures.

Functional: “How would you feel if precise, exact protocols, describing what should be

done and how, would be existent for large maintenance procedures?” (13)

Dysfunctional: “How would you feel if each large maintenance job would be planned

individually as a single occurrence?” (16)

4. Shorter time to document maintenance procedures.

Functional: “How would you feel if it would only take you approximately one minute to

document a standard maintenance procedure?” (5)

Dysfunctional: “How would you feel if it would take you more than five minutes to

document a standard maintenance procedure?” (12)

5. Provide suppliers with information about the predicted failure of certain parts in order to

shorten waiting times.

Functional: “How would you feel if suppliers could foresee your orders and

plan accordingly?” (7)

Dysunctional: “How would you feel if suppliers react to orders as they are made (but

not before)?” (14)

6. Predict individual workers (or workers unit) workload based on predicted mechanical failures.

Functional: “How would you feel if you knew your workload ahead of time?” (4)

Dysfunctional: “How would you feel if your workload is known when (not before) jobs

are assigned to you?” (8)

7. Plan maintenance according to the predicted state of the part instead of planning for all

possible outcomes.

Functional: “How would you feel if you could plan maintenance according to the

condition of the equipment in question?” (3)
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Dysfunctional: “How would you feel if you needed to prepare for every possible outcome

when maintenance is conducted?” (10)

8. Base power plant inventory on failure predictions.

Functional: “How would you feel if you could plan the power plants inventory based on

predicted failures?” (1)

Dysfunctional: “How would you feel if the inventory is constantly well loaded and

guaranteed that spare parts are always available?” (11)
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