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Preface 

Current worldwide estimates suggest that nearly 11% of all cancers are caused by viral 
infections. At present, there are eight viruses that have a strong association with cancer 
development namely, human papillomavirus, Epstein-Barr virus, Kaposi’s sarcoma-associated 
herpes virus, human T-cell lymphotrophic virus type I, Merkel cell polyomavirus, hepatitis B 
and C viruses and human immunodeficiency virus. Some of these viruses and associated 
cancers, such as human papillomavirus and cervical cancer, are well studied and the causal 
link between infection and cancer development established. However, the involvement of 
these known oncogenic viruses in cancer development at other body sites is not well 
understood and further study of these viruses continues to highlight novel mechanisms of 
cellular transformation. Other cancer-associated viruses are only recently discovered, such as 
Merkel cell polyomavirus, and further work is required to formally prove their role in cancer 
development. 
 
The articles published in this Special Issue cover many of the known mechanisms of 
carcinogenesis of these oncogenic viruses and raise important questions about the known 
unknowns. Review articles cover Merkel cell polyomavirus driven disease, epithelial cancers 
caused by human papillomavirus, pathogenesis of Kaposi’s sarcoma associated herpesvirus 
and some mechanistic insights into host cell manipulation by adenovirus. Several articles 
describe how these viruses target the host cell DNA damage response to support viral 
replication and utilize host cell transcriptional regulators to control virus gene expression. In 
addition, the ability of human papillomavirus to target cellular tumor suppressors and immune 
pathways is summarized.
 
I would like to thank all of the contributors who used their valuable time to write excellent 
articles and summarize their respective areas of expertise for this Special Issue. 
 
 

Joanna Parish, Ph.D. 
Royal Society University Research Fellow and Deputy Director of the  

Centre for Human Virology at the University of Birmingham, UK 
Guest Editor 
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Human Viruses and Cancer 

Abigail Morales-Sánchez and Ezequiel M. Fuentes-Pananá 

Abstract: The first human tumor virus was discovered in the middle of the last century by Anthony 
Epstein, Bert Achong and Yvonne Barr in African pediatric patients with Burkitt’s lymphoma. To 
date, seven viruses -EBV, KSHV, high-risk HPV, MCPV, HBV, HCV and HTLV1- have been 
consistently linked to different types of human cancer, and infections are estimated to account for 
up to 20% of all cancer cases worldwide. Viral oncogenic mechanisms generally include: 
generation of genomic instability, increase in the rate of cell proliferation, resistance to apoptosis, 
alterations in DNA repair mechanisms and cell polarity changes, which often coexist with evasion 
mechanisms of the antiviral immune response. Viral agents also indirectly contribute to the 
development of cancer mainly through immunosuppression or chronic inflammation, but also 
through chronic antigenic stimulation. There is also evidence that viruses can modulate the 
malignant properties of an established tumor. In the present work, causation criteria for viruses and 
cancer will be described, as well as the viral agents that comply with these criteria in human 
tumors, their epidemiological and biological characteristics, the molecular mechanisms by which 
they induce cellular transformation and their associated cancers. 

Reprinted from Viruses. Cite as: Morales-Sánchez, A.; Fuentes-Pananá, E.M. Human Viruses and 
Cancer. Viruses 2014, 6, 4047-4079. 

1. Introduction: Historical and Epidemiological Aspects 

The first observations about a possible infectious etiology of cancer arose at the beginning of the 
past century. Ellermann and Bang in 1908 and Rous in 1911 transmitted avian leukemias and 
sarcomas, respectively, through cell-free tumor extracts, suggesting a viral etiology [1–3]. About 
50 years later, the first human tumor virus was discovered. Sir Anthony Epstein, Bert Achong and 
Yvonne Barr observed viral particles in cell cultures from equatorial African pediatric patients with 
Burkitt’s lymphoma; this virus was named Epstein Barr virus (EBV) in honor of their discoverers [4]. 
In the following years, a set of experimental evidence demonstrated that EBV was the causative 
agent of endemic Burkitt’s lymphoma and other neoplasias. Currently, there is clear evidence that 
several viruses are oncogenic to humans and the first century of tumor virology research has 
culminated with the Medicine Nobel Price granted to Harald zur Hausen for the discovery of HPV 
as the causative agent of cervical cancer [5,6]. To date, EBV, Kaposi’s sarcoma-associated herpesvirus 
(KSHV), human high-risk papillomaviruses (HPV), Merkel cell polyomavirus (MCPV), hepatitis B 
virus (HBV), hepatitis C virus (HCV) and Human T-cell Lymphotropic virus type 1 (HTLV1) have 
been classified as type 1 carcinogenic agents (the most strongly associated with human cancers) by 
the International Agency for Research on Cancer (IARC) (reviewed in [7]). It is estimated that 
infections are responsible for up to 15% of cancer cases worldwide and about 20% in developing 
countries [8]. With advent of new technologies allowing genetic identification, it is very likely that 
this numbers will continue to increase. 
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Virus-mediated oncogenesis results from the cooperation of multiple events, including different 
mechanisms bound to the viral life cycle. The knowledge derived from the study of tumor viruses 
has allowed the construction of a conceptual biological framework to understand not only cancers 
of infectious origin but also of almost any type of cancer. However, to change the traditional 
scientific thinking to accept the participation of infectious agents in cancer was difficult, mostly 
because the biological processes involved do not adjust to the causation dogmatic principles 
postulated by Koch [9] (Table 1). Koch original observations about the transmission of acute 
infectious agents are difficult to apply to cancer because of the multi-factorial nature of cancer and 
because tumorigenic viruses are generally present in a large part of the population without causing 
disease. Sir Austin Bradford Hill’s epidemiologic causation criteria, which were originally 
proposed to establish the causation between smoking and lung cancer, are more suitable as a base 
to infer a causative relationship between a viral infection and cancer (Table 1) [10]. 

Table 1. Koch and Bradford Hill’s postulates for causative relations. 

Henle Koch’s Postulates [9] Bradford Hill’s Causative Principles [10] 
1. The pathogen agent must be 

present in sick population and 
absent in healthy population. 

2. The agent must not appear 
randomly in another disease. 

3. The agent can be isolated and 
cultured from a diseased 
organism and should cause 
disease when introduced into a 
healthy organism. 

4. The agent isolated from the new 
host should be identical to the 
original causative agent. 

 

1. Strength of the association. The agent must be more 
common in cases than in healthy controls. 

2. Consistency. Different researchers must corroborate  
the association. 

3. Specificity. The disease must coexist with the agent in the 
same space, preferably over other associations of the same 
agent and another disease. 

4. Temporality. Exposure to the agent must predict the 
appearance of the disease. 

5. Gradient. A higher exposure must correlate with a higher 
probability to develop the disease. 

6. Plausibility. The association must be founded on the known 
biological aspects of the causative agent. 

7. Coherence. The association must be based on the known 
aspects of the disease. 

8. Experimental. Controlled conditions must reproduced and 
coincide with the disease and the blockage of biological 
mechanisms involved must reduce or prevent  
its appearance. 

9. Analogy. Agents with similar mechanisms must be 
associated to similar diseases. 

It is also accepted that none of the Bradford Hill’s criteria could by itself conclude causation, 
neither it is necessary to comply with all of them to accept the virus-cancer association. For 
example, the geographic distribution of endemic Burkitt’s lymphoma (equatorial Africa) does not 
coincide with the world distribution of EBV. However, we know today that malaria, endemic to 
this region, is a critical co-factor to develop Burkitt’s lymphoma (reviewed in [11]). The Bradford 
Hill criteria applied to virus and cancer associations consider that causation is established if the 
virus is present in the tumor cells and not in the surrounding healthy tissue and if there exists 
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plausibility and coherence between infection and cancer. For example, EBV resides in B-lymphocytes 
that reactivate in the epithelium of the upper digestive tract and EBV has been associated to B-cell 
lymphomas and carcinomas in tongue, nasopharynx and stomach. Also, transgenic animals that 
express EBV latent proteins develop neoplasias [12]. These combined data grant a minimal context 
for biologic plausibility and coherence required by the Bradford Hill criteria. 

Arguable, the most powerful tool to indicate direct association is the viral monoclonal analysis 
in the tumor; the presence of a specific viral variant or viral quasispecie in all tumor cells indicates 
that the event of infection preceded the malignant cell transformation. This strongly supports that 
the virus was part of the initial genetic lesion that allowed the appearance of the cancerous clone, 
satisfying the Bradford Hill criteria for temporality. 

2. General Principles of Viral Oncogenic Mechanisms 

Oncogenic viruses generally maintain chronic infections in which there is not or little production 
of viral particles, and that last for the whole life of the infected individual. These mechanisms of 
viral persistency and/or latency are biologically compatible with the carcinogenic process, because 
they avoid cell death most common in acute lytic infections, while maintaining the infectious agent 
hidden from the immune system. Viral persistence in the host is achieved by integrating the viral 
genome into the cell genome or by expressing viral proteins that equally segregate the viral genome 
into daughter cells during cell partitioning. Both mechanisms ensure that the virus is not lost during 
cellular replication. Viral persistence is usually characterized by expression of proteins that control 
cell death and proliferation; in this manner, oncogenic viruses nurture infection of a controlled 
number of cells establishing a balance between virus and host, preserving the integrity of both. Cell 
transformation is probably not an evolutionary viral strategy, but rather a biological accident that 
rarely occurs in the virus-host interaction. Cancer leads to the death of the host, and thus, it also 
represents the end of the virus. The existence of viral oncogenes is explained as part of the viral 
persistence mechanisms, which only under altered conditions may lead to cancer. All virus-associated 
tumors result from the cooperation of various events, involving more than persistent infection and 
viral transformation mechanisms. Additional oncogenic hits are necessary for full-blown 
transformation. The occurrence of mutations impairing expression and function of viral and/or 
cellular oncogenes is necessary in the carcinogenic process, in line with that, an increased mutation 
rate of infected over normal cells is frequently observed (reviewed in [13,14]). In this scenario, 
latently infected cells by oncogenic viruses might be more susceptible targets of additional 
oncogenic hits; e.g., due to smoking, a diet scarce in fruits and vegetables or/and increased 
exposure to environmental oncogenic agents. All these insults, plus the host genetic component 
driving inflammatory responses triggered by the infection itself result in cell transformation and 
cancer development. 

2.1. Direct and Indirect Viral Carcinogenesis 

Infectious agents can contribute to carcinogenesis by direct and/or indirect mechanisms (Figure 1). 
The direct-acting carcinogenic agents are generally found in a monoclonal form within the tumor 
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cells. These agents help to keep the tumor phenotype through expression of either viral or cellular 
oncogenes (reviewed in [7]). Retroviruses, whose replication cycle requires the integration of the 
viral genome into the host genome, commonly transform because integration deregulates expression 
of cellular oncogenes or tumor suppressor genes (insertional mutagenesis, see Section 4.2). On the 
other hand, EBV is an example of a virus that does not need to integrate and transforms through 
expression of its own oncogenes. 

 

Figure 1. Direct mechanisms of viral carcinogenesis. After infecting target cells, tumor 
viruses are persistently maintained as genetic elements; viral genomes can form 
episomes (upper panel example, herpesviruses) or integrate into the host genomic DNA 
(lower panel example, retroviruses and HBV). 

The indirect transforming viruses are not conditioned to exist within the cell that forms the 
tumor. These agents act through two main mechanisms: (i) triggering chronic inflammation and 
oxidative stress that persistently damage local tissues; and (ii) by producing immunosuppression that 
reduces or eliminates anti-tumor immune surveillance mechanisms (Figure 2). Among the most 
documented viral agents belonging to the first group are HBV and HCV; chronic inflammation 
produced by persistent infection associated with any of these viruses is a major risk to develop 
hepatocellular carcinoma (HCC) (reviewed in [15,16]). On the other hand, HIV belongs to the 
second group; patients with non-controlled infection and low T cell counts frequently develop 
lymphomas associated with EBV or KSV infection (reviewed in [17]). 

Tumorigenic viruses were previously considered either exclusively direct or indirect 
transforming agents. However, some agents may require both mechanisms to induce 
carcinogenesis; for instance HBV and HCV [15,16]. Helicobacter pylori is the prototype indirect 
carcinogen through chronic inflammation [18]. Nevertheless, the bacterium also encodes the CagA 
oncoprotein, which is translocated to epithelial cells though a type IV secretion system (reviewed 
in [19]). Therefore, direct and indirect mechanisms are not mutually exclusive and some tissues 
may be equally dependent in both mechanisms for oncogenic transformation, such as the liver  
and stomach. 
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Figure 2. Indirect mechanisms of viral carcinogenesis. (A) Chronic inflammation. 
Infected cells produce chemokines attracting immune cells, which establish a chronic 
inflammatory microenvironment that persistently damage the local tissue. Cancer 
evolves within this cycle of infection, induced inflammation and tissue damage. (B) 
Immunosuppression. The prototype agent for immunosuppression is HIV. In 
immunocompetent individuals EBV infection is efficiently controlled by cytotoxic CD8 
T cells; as HIV infection progresses and immune responses collapse, individuals 
become at increased risk of developing EBV associated lymphomas. 

3. Human Oncogenic Viruses and Associated Cancers 

Many different viruses have direct transformation characteristics; however, they have not been 
convincingly associated to human neoplasias based in the Bradford Hill criteria, and the IARC does 
not include them in the group of human type 1 carcinogens. Thus, adenoviruses, polyomaviruses 
SV40, JCV and BKV and others, will not be discussed here. The human cancers associated with 
viral infection are summarized in Table 2. 

Table 2. Human oncogenic viruses and their associated tumors. 

Human Virus Associated Tumors Reference 

EBV 
Burkitt’s lymphoma, Hodgkin’s lymphoma,  

immunosuppression-related lymphoma, T and NK cell 
lymphomas; nasopharyngeal and stomach carcinomas. 

Reviewed in [11] 

KSHV Primary effusion lymphoma and Kaposi sarcoma [20] 
High-risk HPVs Cervical, head and neck and anogenital tract carcinomas Reviewed in [21] 

MCPV Merkel cell carcinoma  [22] 
HBV Hepatocellular carcinoma [23] 
HCV Hepatocellular carcinoma [24] 

HTLV1 Adult T-cell leukemia/lymphoma [25] 
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3.1. Herpesviruses: Epstein Barr Virus and Kaposi Sarcoma-Associated Herpesvirus 

Herpesviruses are enveloped viruses with double-stranded linear DNA that after infecting the 
host cell remain in the nucleus as episomes (reviewed in [26]). Both EBV and KSHV show a 
biphasic life cycle consisting of a latent and a lytic phase. The latent phase seems to be the primary 
choice in which most of viral gene expression is shut down. This phase allows these viruses to 
coexist with the host generally asymptomatically and only in unusual situations may cause disease, 
e.g., during pharmacological or HIV induced immunosuppression. The lytic phase occurs in 
healthy individuals only in poorly understood sporadic events of reactivation. 

EBV, also known as HHV4 (Human Herpesvirus Type 4), is found in approximately 95% of the 
adult population worldwide [27]; its principal routes of transmission are oral and blood [28,29], 
while intrauterine transmission has been documented too [30,31]. Early acquisition of this agent 
does not cause disease but when primary infection occurs during adolescence or early adulthood it 
causes infectious mononucleosis (reviewed in [32]). Interestingly, this condition represents a risk 
factor for developing Hodgkin’s lymphoma (reviewed in [33]). 

B cells are the main target of EBV infection (reviewed in [34]); more rarely and less understood, 
EBV can also infect epithelial cells, mainly in the upper digestive tract, which is thought to occur 
in viral reactivation events [35]. EBV has mainly been associated with malignancies of B and 
epithelial cells of the upper digestive tract (Table 2), which provides biological plausibility and 
coherence to the role of EBV in these neoplasias. 

EBV is found in a latent stage in both lymphomas and carcinomas, and within the latent genes, 
there are several with oncogenic properties. The viral protein best recognized as oncogenic is 
LMP1, a signaling protein that imitates a constitutively active TNF receptor. LMP1 activates MAP 
kinases and STAT and NF B transcription factors in B cells, and also PI3K in epithelial cells [36]. 
LMP1 increases proliferation and survival of the infected cell. Of note, STAT and NF B activation 
potentially stimulates expression of cytokines and chemokines important to establish the 
inflammatory microenvironment critical to create the niche from which infectious and non-
infectious tumors emerge. LMP2A is another constitutively active viral protein with ITAM 
(immunoreceptor tyrosine activated motif) signaling domains [37]. LMP2A expression promotes 
the activation of PLC  and PI3K pathways, which correlates with its capacity to transform 
epithelial cells and to confer a migratory phenotype to the transformed cell [38]. LMP1 and 
LMP2A provide antigen recognition-like signals to B cells, required for differentiation into long-
lived memory cells in which the virus persists hidden from antagonistic immune responses. 
Although, both proteins can be expressed in EBV-induced carcinomas, their normal function in 
non-lymphoid tissue is not clear. 

EBV-associated tumors are characterized by the expression of a different set of viral transcripts 
or latencies. In lymphomas arousing in immunosuppressed individuals (latency III) the family of 
EBNA proteins provides with additional oncogenic insults. For instance, EBNA-LP, -3A and -3C 
directly interfere with p53 and pRb functions, as well as with other proteins of the G0 to G1 phase 
transition. EBNA-1 is the common protein expressed in all EBV-associated neoplasias; it is 
expressed in latency III, latency II (Hodgkin’s lymphoma and carcinomas) and it is the sole viral 
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protein expressed in latency I (Burkitt’s lymphoma). This absolute requirement for EBNA-1 is 
probably due to its capacity to equally segregate EBV episomes to both daughter cells during cell 
division [39]. 

The prevalence of KSHV infection varies among geographic regions, being 5% in Europe, Asia 
and some parts of North America and more than 50% in sub-Saharan Africa. KSHV is transmitted 
from casual contacts as well as through sexual contact, blood transfusion and organ transplant. In 
non-endemic regions, the main via of transmission is probably through sexual contact and the use 
of contaminated syringes [40]. KSHV is the etiological agent of both lymphomas and sarcomas [41] 
(Table 2). Neoplasias associated with KSVH were not frequent before the AIDS pandemic, but 
currently represent one of the most important signs of this disease [42,43]. 

Several KSVH genes have potential oncogenic properties, for example, modulation of 
transduction of signals by K1 and K5; regulation of cell cycle by v-Cyclin and LANA 1; apoptosis 
inhibition by K1, vFLIP and v-Bcl2 and immune modulation by v-IRF, K3 and K5 (reviewed in [41]). 
LANA1 cooperates with h-Ras to transform fibroblasts and immortalize endothelial cells [44].  
v-FLIP induces the development of lymphomas in transgenic mice primarily through its  
anti-apoptosis activity, which has been related to the activation of NFkB [45,46]. K1 also contains 
an ITAM signaling domain similar to the one found in EBV LMP2A and activates PI3K. K1 
expressed in mice as a transgene promotes the development of sarcomas and lymphomas [47]. 
These similarities in the transformation mechanisms of both herpesviruses satisfy the principle of 
analogy of Bradford Hill’s causation criteria. 

KSHV is often lytic in a small number of tumor cells [48], and some of its potentially oncogenic 
genes are products of the lytic cycle. Also similar to HCMV in gliomas, a few K1 lytic genes 
provide growth and angiogenic functions in a paracrine fashion, favoring tumor growth [49–52]. Of 
note, EBV defective viruses unable to switch to lytic cycle trigger less aggressive lymphomas in 
SCID mice than their wild type counterparts [53], and a small fraction of nasopharyngeal 
carcinomas (NPC) also harbors the virus in lytic phase [54]. Whether analogous mechanisms are in 
place for EBV, KSHV and HCMV in their paracrine requirement of lytic cycle proteins is not clear. 

3.2. High-Risk Papillomaviruses 

Human papilloma viruses belong to the Papillomaviridae family; they contain a double-strand 
DNA genome of approximately 8000 bp and are not enveloped viruses. More than 100 members of 
this family have been described and from them, more than a dozen (types 16, 18, 31, 33, 35, 45, 51, 
52, 56, 58, 59, 62, 66 and 68) have been classified as high-risk due to their epidemiological 
association with cervical and other cancers (Table 2; reviewed in [21]). HPV subtypes 16 and 18 
are the most frequently found in tumors; the first is mainly associated with invasive cervical cancer 
and the second is the most frequent in squamous cell carcinoma [55,56]. Low-risk HPVs generally 
cause benign lesions, such as warts (reviewed in [57]). 

HPV is transmitted by skin contact, including genital contact during sexual intercourse; thus 
HPV infection in the genital area tents to be common in sexually active persons. Infection is 
generally controlled by the immune system and only in a low number of people, HPV persists, 
increasing the risk to develop epithelial lesions (reviewed in [58]). Viral persistence seems to be 
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greatly helped by the inability of infected cells to present antigenic epitopes to adaptive immune 
cells, which is common in individuals with alterations in the HLA (Human Leucocyte Antigen) 
antigen presentation pathway (reviewed in [59]). 

The neoplastic progression involves a series of histological changes that have been stratified in 
clinical stages, which correlate with differential expression of viral oncogenes and accumulation of 
mutations in the host genome. The main oncogenic proteins are E6 and E7, which are required 
since the first lesions and are necessary for the maintenance of the malignant phenotype. HPV is 
usually not integrated into the host genomic DNA, and E2 negatively regulates the expression of 
E6 and E7. An important event in the oncogenic process is the integration of the viral genome, a 
step usually resulting in loss of E2 and over-expression of E6 and E7 (reviewed in [60]). Increased 
expression of E6 and E7 correlates with progression to high grade lesions and eventually to 
carcinoma in situ (reviewed in [58]). 

3.3. Merkel Cell Polyomavirus 

Polyomaviruses are non-enveloped viruses with a circular, double-stranded DNA of 
approximately 5000 bp. The members of this family are present in all regions of the world infecting 
several species. Historically, it was considered that only JCV and BKV polyomaviruses infected 
humans, but next generation sequencing techniques have enabled the identification of at least nine 
other members in humans, among them MCPV. MCPV was identified in 2008 in an aggressive 
skin cancer denominated Merkel cell carcinoma (MCC) [22]. Virtually the whole adult population 
worldwide is infected by MCPV. Evidence supporting the participation of this agent in MCC 
carcinogenesis includes the presence of MCPV genomes in about 80% of the tumors but not in 
healthy tissue, and the clonal integration of the viral genome [22,61–63]. MCPV oncogenic 
transformation may result from loss of immune surveillance, as MCC mainly occurs in 
immunosuppressed individuals. MCC was a very rare cancer before the AIDS pandemia, and 
today, there are around 1700 new cases per year in the US [64,65]. 

The MCPV genome is inserted into the host genome during viral carcinogenesis. Integration is 
characterized by preserving the viral induced cell proliferation functions while abrogating viral 
replication; the latter probably due to deletion of some of the viral T antigen gene regions [66,67]. 
Viral integration also favors host resistance to cell death promoting viral persistence in a latent  
state [68]. This is a significant difference between the presence of the virus in MCC and in  
non-tumor tissue. 

Due to the recent discovery of MCPV, we still do not understand the function of viral proteins. 
However, some viral proteins present homology in functional domains with tumorigenic 
polyomaviruses from non-human species. For example, like SV40 MCPV T antigens are generated 
by differential splicing to produce large T and small T antigens [69]. The large T antigen presents 
the structural motif that inactivates pRb (LXCXE) [70], and the T antigen is generally expressed in 
MCC, and even in its truncated form it maintains intact the pRb-inactivating domain [71]. 
Inactivation of the T antigen in MCC cell lines results in cell death, further supporting the causative 
role of MCPV in MCC [72]. Also, the small T antigen conserves the AKT/mTOR activating domain, 
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which is responsible for loss of contact inhibition and promoting independent growth of substrate 
and serum [73]. 

3.4. Hepatitis B Virus 

The Hepadnaviridae family groups a series of viruses that cause liver disease in animals, with 
Hepatitis B virus (HBV) infecting humans. HBV is an enveloped virus with an approximate 3.2 Kb 
genome of a partially double stranded DNA chain and a single stranded fragment. HBV replicates 
through an intermediary RNA via a viral reverse transcriptase. The main target of infection by 
HBV is the hepatocyte and infection can occur through vertical or horizontal transmission starting 
in the first years of life or during adulthood (reviewed in [74]). 

Chronic infection by HBV is one of the main causes of hepatocellular carcinoma (HCC). The 
carcinogenesis process triggered by HBV is complex, involving direct and indirect mechanisms 
with the latter being driven by chronic inflammation (reviewed in [75]). Direct mechanisms such as 
expression of viral oncogenes and insertional mutagenesis have also been documented [76]. HBV 
X (HBx) is the main oncogenic viral protein. HBx is a viral replication protein that participates in 
transcription and DNA repair through which it regulates cell cycle, apoptosis and genomic 
instability [77]. Furthermore, HBx transgenic mice develop liver carcinomas [78]. 

3.5. Hepatitis C Virus 

Hepatitis C virus (HCV) is a member of the Flaviviridae family; there are at least six genotypes 
that are regionally distributed and divided into subtypes [79]. The HCV genome consists of a single 
strand RNA of positive polarity of approximately 9600 nucleotides from which a polyprotein is 
translated from an unique open reading frame and later subdivided into different viral polypeptides 
by viral proteases (reviewed in [80]). HCV infects hepatocytes causing an acute infection that may 
turn chronic when the immune system cannot eliminate it. In those cases, the carrier may progress 
to hepatitis, cirrhosis and eventually to HCC (reviewed in [80]). It is estimated that more than 170 
million persons worldwide are infected by HCV from which about 40% will develop some form of 
liver disease and 1%–4% HCC [81]. Transmission commonly occurs through blood and infected 
blood products. 

Direct and indirect transforming mechanisms have also been described for HCV. The viral 
oncoprotein Core is the only viral product that in transgenic mice promotes the appearance of  
HCC [82]. Core is the main trigger of steatosis, an abnormal retention of lipids within the 
hepatocyte, and oxidative stress leading to chronic liver damage and HCC [83]. Different functions 
have been attributed to this protein, including altered cellular gene transcription, cell proliferation 
and cell death. For instance, Core expression correlates with changes in the activity of bona fide 
cellular tumor suppressors and oncogenes, and also of intermediaries of MAP kinases, NF B and 

-catenin signaling pathways [84]. Core protein regulates ROS production by inducing nitric oxide 
synthase (iNOS) which activates cyclooxygenase-2 (COX-2), importantly contributing with 
oxidative stress [85]. iNOS and COX-2 are also important components of the inflammatory 
pathway leading to cancer (reviewed in [86,87]). Core localizes in the mitochondria where it 
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regulates levels of the mitochondrial chaperone prohibitin; it is proposed that altered binding of 
prohibitin and cytochrome c oxidase results in increased oxidative stress that favors DNA  
damage [88]. Taken together all these data has contributed to the formation of a model in which 
accelerated cell division by the inhibition of p53, pRb and other cell proteins in the presence of 
DNA damage by oxidative stress and the inflammatory response leads to the development of HCC. 

3.6. Human T-Lymphotropic Virus Type 1 

The Retroviridae family groups several viruses with two copies of a positive sense single 
stranded RNA genome that is retro-transcribed to DNA and integrated into the host cell genome. 
Retroviruses are classified as simple and complex. Simple retroviruses encode gag, pol and env 
genes from which structural proteins are expressed, plus other proteins involved in viral replication 
and integration. Complex viruses encode additional regulatory genes besides the mentioned above. 

HTLV1 is a potent direct carcinogenic agent that has been associated with a spectrum of 
lymphoproliferative diseases collectively referred as adult T-cells leukemia/lymphoma (ATL) 
(reviewed in [89]). HTLV1 is endemic of Japan, the Western African coast, Central America and 
the Caribbean, with 15–25 million people infected worldwide [90]. There are three demonstrated 
ways of transmission for HTLV1: sexual contact, intravenous and breast feeding. The virus infects 
T- and B-lymphocytes and dendritic cells in vivo. 

Although, the main retroviral mechanism of transformation is by insertional mutagenesis (see  
Section 4.2), HTLV1 is a complex retrovirus whose genome also encodes the Tax oncoprotein. Tax 
has the ability to immortalize cells in vitro and its enforced expression in transgenic mice results in 
development of leukemia/lymphoma [91–95]. Tax is a transcriptional activator/repressor capable of 
modulating expression of multiple cellular genes and it also directly interacts with a plethora of 
cellular proteins. Tax principal mechanism of transformation is related to reprogramming cell cycle 
and inhibition of DNA repair [96]. Tax induces NF B activity, which stimulates the expression of 
cytokines and their receptors, including those of IL-13, IL-15, IL-2, IL-2R  and co-stimulatory 
surface receptors (OX40/OX40L) [97–99]. Importantly, this activity mimics the chronic 
inflammatory process critical in the oncogenic progression of many types of cancers. These 
molecules trigger T cell proliferation, which may help to amplify the pool of HTLV1 infected cells. 
Thus, contrary to other cancers in which the inflammatory process is mediated by immune cells in 
response to the oncogenic insult, in HTLV1 infection this is directly induced by Tax. Besides 
NFkB promoters, Tax also regulates expression of cellular transcriptional promoters through 
interaction with cyclic-AMP response element binding protein (CREB) and serum response factor 
(SRF) (reviewed in [96]). 
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4. Common Mechanisms of Direct Carcinogenesis 

4.1. Viral Oncogenes and Oncoproteins 

4.1.1. p53 and pRb Inactivation and Other Targets of Increased Proliferation and Survival 

Viral oncogenes often increase the rate of cell proliferation and resistance to apoptosis, which 
eventually leads to alterations in DNA repair mechanisms and genomic instability. Increased 
mutation rates then alter cell polarity, with substrate-independent growth, and acquisition of cell 
migration properties, among other malignancy-associated features. The mechanisms used by 
viruses to induce these cellular changes are similar and often converge on common signaling 
pathways and transcription factors. For instance, inactivation of p53 and pRb tumor suppressor 
genes is an event that occurs in most pathways of viral oncogenesis, both human and animal 
(reviewed in [100–102]). In conditions of DNA damage, p53 arrests cell cycle until the damage has 
been repaired. When this does not occur, p53 induces cell apoptosis or cell senescence (reviewed  
in [103,104]). pRb also arrests cell cycle progression after binding and inactivating members of the 
E2F family of transcription factors [102]. pRb specifically inhibits the G1-S transition in response 
to DNA damage. Thus, an accumulation of mutations and chromosomal abnormalities is favored in 
the absence of p53 and pRb function. Since tumorigenic viruses are not usually associated with the 
massive production of viral infectious particles that characterize acute-infecting viruses, they relay 
in triggering cell proliferation mechanisms to increase the pool of infected cells. Furthermore, the 
termini of the viral genomes could be sensed as nicked DNA by the p53 and pRb machinery, and this 
would trigger host cell apoptosis immediately after infection, if both proteins were not inactivated. 

HPV E6 and E7 induce the degradation of tumor suppressor proteins, p53 and pRb, respectively. 
E6 catalyzes the degradation of p53 by binding to the E6 associated protein (E6AP), a cellular 
protein with ubiquitin-ligase activity. The E6/E6AP complex binds to the p53 central region, which 
is then ubiquitinated and subsequently degraded in the proteasome [105,106]. E6 also blocks the 
cell cycle inhibitor p16INK4, which increases cell proliferation [107]. E7 directly induces release of 
E2F1-3 from pRb/E2F1-3 complexes, E2F1-3 in turn activates transcription of genes involved in cell 
cycle progression such as cyclins E and A [60,108]. HTLV1 Tax induces hyper-phosphorylation of 
pRb while promoting its degradation in the proteasome [109]. The mechanism by which Tax  
affects p53 function is less well understood and many mechanisms have been proposed, including 
hyper-phosphorylation, interfering with p53 function through competitive binding of cellular  
co-activators and through direct binding mediated by NF B [110]. Tax also interferes with the 
activity and/or expression levels of cyclins and cyclin-dependent kinases [111–113]. Another 
HTLV1 protein, HBZ, induces over-expression of E2F1 target genes stimulating the proliferation of 
T lymphocytes [114]. KSHV LANA 1 inactivates p53 and it induces pRb phosphorylation and 
subsequent inactivation through its association with Cdk6 [115–117]. Most EBV latency III 
proteins target p53 and pRb for inactivation, along with other cell proliferation proteins: HA95, 
HAX1, cyclin A and D, p27kip1, p16INK4A and c-Myc [34]. 

Cell cycle progression and cell survival are conjointly regulated mechanisms. Still, tumor 
viruses often trigger additional survival mechanisms besides p53 and pRb inactivation. EBV LMP1 
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and LMP2A constitutively activate NF B and PI3K/Akt signaling pathways, which results in 
increased activity of anti-apoptotic proteins Bcl-2, Bcl-xl, Mcl1 and A20 [118–120]. EBV also 
encodes BHRF1, a Bcl-2 homologue that in a subset of Burkitt’s lymphoma seems to counteract  
c-Myc pro-apoptotic activity [121]. HTLV1 Tax is also an important activator of NF B and 
PI3K/Akt signaling pathways, and HTLV p12 and p13 proteins regulate Bcl-2 and caspase 3 and 9 
activity [122]. HPV E6 and E7 function has been associated with degradation of pro-apoptotic 
proteins pro-caspase 8, FADD and BAK, and upregulation of expression of anti-apoptotic proteins 
c-IAP2 and survivin [123–127]. E6 binds to the E6-associated protein ligase (E6AP), an ubiquitin 
ligase that targets E6-interacting pro-apoptotic proteins to the proteasome. HBV HBx interacts with 
Damaged DNA Binding Protein 1 (DDB1) inhibiting proteasome activity resulting in resistance to 
apoptosis [128]. Anti-apoptotic mechanisms have also been described for HCV core and NS5A 
proteins (reviewed in [129]). Because virally infected cells are at high risk of elimination by 
apoptosis, anti-apoptotic mechanisms are critical for viral persistence and carcinogenesis. 

4.1.2. Genomic Instability 

Another common carcinogenic route promoted by infectious agents is genomic instability, 
which leads to gene amplification and deletion, changes in the number of chromosomes (polyploidy 
and aneuploidy) and aberrant fusion of non-homologous chromosomes (translocations). For 
instance, HPV-16 E6 and E7 proteins promote gene amplification, structural chromosomal 
alterations and centrosome replication errors leading to aneuploidy and polyploidy. Thus, HPV 
immortalized cell lines are characterized by gain and loss of whole chromosomes [130–133]. In 
agreement, aneuploidy can be found as early as in HPV-associated noninvasive lesions (reviewed 
in [134]). HBV HBx also interferes with genomic instability. HBx forms complexes with HBx 
interacting protein (HBXIP) altering the formation of the mitotic spindle and the centrosome 
function [77]. EBV EBNA-1 may promote genomic instability through activation of the 
recombinase-activating genes RAG1 and RAG2 [7], which may be responsible for the Myc 
chromosomal translocation present in Burkitt’s lymphoma [135]. Another enzyme associated with 
genomic instability is activation-induced cytidine deaminase (AID), whose expression is induced 
by EBV during the transit through germinal center reaction. Increased rate of mutations are 
observed in the variable regions of heavy and light chains after EBV infection [136]. Whether other 
host genomic regions are also targeted by AID is not know, but potentially this would facilitate 
EBV-induced transformation. 

A mutator phenotype has also been attributed to Tax and both small and gross changes in DNA  
and chromosomes are often found in HTLV1 transformed cells [137,138]. On one hand, Tax 
multiple targets operating during the G2/M transition impair the DNA-damage-induced response, 
allowing cells to scape this transition with accumulated mutations [139]. On the other hand, Tax 
directly induces chromosomal instability by transcriptionally repressing various targets, including the 
DNA polymerase- , an enzyme involved in base-excision repair [96]. Tax can also independently 
suppress the nucleotide excision repair mechanism, which is normally utilized by cells following 
UV irradiation [140]. Furthermore, ATL cells often contain an abnormal number of chromosomes 
(aneuploidy), and a role for Tax has been proposed, although the mechanism is not clear. Tax 
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directly binds and inactivates MAD1, a mitotic spindle assembly checkpoint (SAC) kinetochore 
protein in charge of ensuring proper chromosomal segregation during mitosis [141]. Tax also 
promotes premature activation of the CDC20-associated anaphase promoting complex [142]. 
Overall these mechanisms would lead to faulty chromosomal segregation resulting in aneuploidy in 
HTLV1 infected cells. 

4.1.3. Interfering with Telomere Shortening 

Telomere shortening and cell senescence are the natural consequence of unlimited cell 
proliferation, and tumor viruses also display mechanisms of telomere maintenance. Telomere 
length maintenance is a fine regulated mechanism involving a complex set of proteins and the 
enzyme telomerase (reviewed in [143]). Expression of telomerase in physiological conditions is 
restricted to cells with stem properties, e.g., germinal cells or somatic stem/progenitor cells, but 
telomerase expression is turned off in differentiated cells. How tumor viruses regulate telomere 
length is not clear, but HPV E6, EBV LMP1, KSHV LANA, HTLV1 Tax and HBV HBx have all 
been shown to induce expression of telomerase [144–147]. Tumor viruses interference with DNA 
repair mechanisms and concomitant genomic instability may be in great measure a consequence of 
bypassing regulatory checkpoints of telomere length and p53- and pRb-dependent senescence 
(reviewed in [148]). In this scenario, tumor viruses have evolved with these mechanisms in order to 
achieve replicative immortality and thus persistency. 

4.1.4. Interfering with Cell Polarity 

Viral oncoproteins may also promote carcinogenesis by inactivating proteins related to cell 
polarity. Proteins containing PDZ (post synaptic density protein, drosophila disc large tumor 
suppressor and zonula occludens-1 protein) domains function like scaffolds for both membrane and 
cytosolic supramolecular complexes, which have an important role in cell-cell contact and cell 
signaling. PDZ domains interact with target proteins through PBMs (PDZ domain-binding motif). 
A class I PBM was first described in the E4-ORF1 oncoprotein from adenovirus 9, and subsequently 
identified in other human virus oncoproteins, such as HPV E6 and HTLV1 Tax [149–152]. The E6 
PBM is necessary for both in vitro and in vivo E6-mediated transformation [153,154]. On the other 
hand, mutational disruption of the Tax PBM reduces Tax-mediated cellular transformation and the 
capacity of HTLV1 to induce persistent infections [155,156]. Inactivation of cell polarity-associated 
proteins likely favors carcinogenesis by impairing morphogenesis, asymmetric division, migration 
and normal cell proliferation, survival and differentiation programs. 

4.1.5. Viral miRNAs 

MicroRNAs (miRNAs) have recently being shown to also participate in cell transformation. 
miRNAs are strongly conserved single stranded RNAs of approximately 22 nucleotide long that 
regulate expression of most genes. miRNAs inhibit mRNA translation mainly by translational 
repression based on base pair complementarity (reviewed in [157,158]). Almost all cancers present 
altered expression of cellular miRNAs (reviewed in [159,160]). However, a new and interesting 
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topic in viral oncology concerns to viruses encoding miRNAs with oncogenic capabilities. The first 
five viral miRNAs were described in the EBV positive B95 cell line; to date, more than 40 
miRNAs produced from the EBV BARTs and BHFR1 transcripts have been identified [161,162]. 
Those miRNAs are able to inhibit apoptosis, and some target cellular tumor suppressor genes, such 
as: PUMA, Bin, TOMM22 and WIF1 [163–166]. EBV infection of gastric carcinoma cells (AGS) 
induced anchorage independence in absence of viral protein synthesis, highlighting the importance 
of EBV miRNAs in the malignant process [167]. 

4.2. Insertional Mutagenesis 

In the retrovirus life cycle, the integrated viral genome (the provirus) is replicated as a cellular 
genetic element during the host cell cycle. Expression of the provirus is controlled by viral 
regulatory elements, the long terminal repeats (LTRs), which are powerful transcriptional 
activators that often control the expression of cellular genes in the vicinity of the insertion area. 
When the provirus is close to a cell proto-oncogene, the LTR can upregulate its expression to 
oncogenic results. Although, all best characterized examples of cell transformation are due to 
upregulation of proto-oncogenes, retroviruses can potentially also interrupt tumor suppressor genes 
with similar effects (reviewed in [168]). During viral progeny formation, infective particles 
sometimes carry cellular oncogenes that were close to the insertion site and which are transduced to 
new hosts, now under the control of the LTRs. Among those genes frequently transduced by 
retroviruses are cell receptors such as ErbB and Fms, kinases such as Src and Abl and transcription 
factors such as Jun, Fos and Myc. These chimerical viruses become non-competent and unable to 
trigger lytic infections. Thus, these viruses have an augmented transforming capacity, as they are 
the only infectious agents capable of inducing tumors in just a few days. Due to this characteristic, 
such retroviruses are known as acute transformers. Preferential insertion sites are known as “hot 
spots”, for example, the murine mammary tumor virus (MMTV) responsible for breast cancer in 
several mouse species, frequently inserts in regions near to Wnt and Notch proto-oncogenes [169]. 

The mutagenesis mechanism by insertion or retro-transduction of cell proto-oncogenes has not 
been demonstrated in human retroviruses (HTLV1 mainly transforms by Tax expression. See 
Section 3.6) (reviewed in [170]). Next generation sequencing techniques have shown that HBV is 
preferably integrated in tumor cells in comparison to non-tumor infected hepatic tissue and its 
integration correlates with deregulated expression of TERT, MLL4 and CCNE cellular oncogenes [76]. 
The similarity with animal retroviruses has granted analogy to this HBV mechanism of insertional 
mutagenesis. Although HPV and MCPV require integration to become oncogenic, in these cases 
the biological consequence is more similar to acute transforming retroviruses. Here, viral 
regulatory regions are lost and proviruses become defective and unable to produce infection 
competent progeny. Hence, integration correlates with the establishment of a latent stage,  
over-expression of viral oncogenes and host cell transformation (see Section 3.2 and 3.3). 
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5. Common Mechanisms of Indirect Carcinogenesis 

The mechanisms of indirect oncogenesis are more difficult to demonstrate since they cannot be 
measured by in vitro assays, nor the expression of viral genes in transgenic animal models 
recapitulates the oncogenic process. These mechanisms have been proposed from epidemiologic 
evidence and coherence and plausibility principles are more difficult to fulfill. Besides chronic 
inflammation and immunosuppression (Figure 2), other proposed indirect mechanisms of 
transformation are described below (Figure 3). 

 

Figure 3. Other indirect mechanisms: Oncomodulation (A) and chronic antigen-driven  
lymphoproliferation (B). (A) In oncomodulation HCMV does not participate in the 
initial transformation of the glia; perhaps the virus has an increased tropism for tumor 
cells once the glioma has formed. Here, the virus only infects a fraction of the tumor 
cells activating signaling pathways that favor tumor growth; (B) B cells with antigen 
receptors specific for HCV antigens chronically respond to infected hepatocytes and 
free virus. This chronic stimulation increases the risk of unregulated lymphoproliferation 
and lymphoma. 
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5.1. Chronic Inflammation 

Persistent infection is generally accompanied by local chronic inflammation, still in the presence 
of evasion mechanisms of the immune response. It has been proposed that this chronic 
inflammation induces a constant and progressive local damage, closely associated to regeneration 
events of the damaged tissue. The inflammatory response is characterized by local expression of 
pro-inflammatory cytokines, chemokines, adhesion molecules, growth factors and anti-apoptotic 
genes that regulate the sequential recruitment of leukocytes and stimulates fibroblasts and 
endothelial cells to divide and produce components of tissue remodeling and neovascularization 
(reviewed in [171]). A normal inflammatory response is self-limiting; chemoattraction of immune 
cells is gradually eliminated, pro-inflammatory cells already in the site of infection suffer apoptosis 
and are phagocytosed, while vascular changes are reversed. In contrast, in chronic inflammation 
associated with persistent infections, leukocytes remain in the lesion site and their apoptosis is 
suppressed. Additionally, to eliminate the infectious agent, immune cells produce oxygen and 
nitrogen free radicals, which are highly mutagenic. In this scenario, chronic inflammation favors 
the appearance of a cancerous clone, while tissue regeneration functions can also favor tumor 
growth, invasion and metastasis (for review, see [172], Figure 2A). 

Helicobacter pylori is the prototype indirect carcinogen; it generates chronic gastric 
inflammation leading to gastric cancer through a series of progressive inflammatory lesions:  
non-atrophic gastritis, atrophic gastritis, intestinal metaplasia, dysplasia and gastric cancer [18]. 
Helicobacter pylori is also an IARC type I carcinogenic pathogen [173]. Helicobacter pylori 
stimulates the gastric epithelium to secrete IL-8 that attracts and activates neutrophils, favoring the 
establishment of a microenvironment populated by leukocytes and high concentrations of  
pro-inflammatory cytokines, such as TNF- , IL-6, IL-1  and IL-12 [174]. Neutrophils release 
reactive oxygen species (superoxide anions, hydrogen peroxide, hydroxyl radicals and 
hydroperoxyl) and nitrogen oxides (nitric oxide, peroxynitrite and nitrogen dioxide) that induce 
mutations in cells of the gastric mucosa (reviewed in [175]). In agreement, individuals with IL-8, 
IL-1  and TNF-  polymorphisms present and increased risk to develop gastric cancer [176–179]. 
Of note, Helicobacter pylori pharmacological eradication in patients with pre-neoplastic lesions 
reverses tissue damage and halts the appearance of cancer, providing further support to the role of 
the bacterium in gastric cancer progression. 

Although all oncogenic viruses maintain persistent infections, the role of inflammatory 
responses in oncogenesis is not clear. HCV and HBV triggered inflammation correlates with 
necrosis and tissue regeneration that eventually progresses to hepatic lesions such as steatosis, 
fibrosis and cirrhosis, from which liver cancer emerges. It has been observed that during steatosis 
and fibrosis, the liver is highly infiltrated by immune cells and there is a microenvironment of 
inflammatory cytokines and chemokines, among which TGF-  and IL-1  stand out (reviewed  
in [180]). We have also observed that increased EBV reactivation correlates with severe gastric 
inflammation and increased tissue damage leading to advanced gastric lesions, arguing for an 
important role for inflammation in the EBV-associated transformation of the gastric mucosa [181,182]. 
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5.2. Immunosuppression 

The role of the immune system in onco-surveillance has been clearly established since the AIDS 
pandemic. Although, HIV is not capable of inducing tumors in its host cell, 40% of patients with 
AIDS develop cancers associated to the disease. Thus, severe immunosuppression induced by HIV 
infection indirectly promotes the development of tumors (reviewed in [17,183]). Individuals with a 
low CD8+ cytotoxic T lymphocyte count are more susceptible to infectious cancers [17], such as 
EBV- and KSHV-associated lymphomas (exemplified in Figure 2B), KSHV sarcomas, HPV head 
and neck and cervical carcinomas, and MCPV Merkel cell carcinomas. Due to these features, HIV 
is classified as an indirect carcinogenic agent, while, direct transformation mechanisms mediated 
by EBV, KSHV, HPV and MCPV are still operating. 

A similar phenomenon is observed in individuals with pharmacological immunosuppression due 
to solid organ or bone marrow transplants. The post-transplant lymphoproliferative disorders 
(PTLD) are often EBV-associated B-cell proliferations. PTLDs begin as polyclonal proliferations 
with a high risk to evolve into monoclonal aggressive lymphomas [184,185]. Although, most 
PTLD arise from host lymphocytes, a donor origin is possible too. The use of T-cell depleting 
agents is a risk factor for EBV-positive PTLD, highlighting the importance of T-cells in the 
antitumor immunosurveillance mechanisms (reviewed in [186]). Infusion of autologous T-cells 
specific to the immunodominant EBV EBNA3A/3B/3C proteins has proven a very successful 
therapy [187,188]. 

5.3. Oncomodulation 

There is evidence that viruses also participate in tumor growth modulating the biological course of 
an already-established cancer (Figure 3A). The term “oncomodulation” was suggested by Martin 
Michaelis et al. to describe the role of human cytomegalovirus (HCMV) in tumor progression [189]. 
HCMV is a herpesvirus whose worldwide prevalence is between 50% and 100% in the  
adult population; infection is normally asymptomatic and only produces disease under 
immunosuppressive conditions. 

Up to today, there is not enough evidence of HCMV being capable of participating in the 
transformation process. Nevertheless, HCMV may infect tumor cells and through the expression of 
viral genes affecting signaling pathways important for proliferation, survival, angiogenesis, 
invasiveness and immune modulation, could increase the aggressiveness of the tumor [190–194]. 
The best documented example is HCMV participation in high degree gliomas, a brain cancer with 
extremely bad prognosis. HCMV genome and proteins have been found more frequently in high 
degree gliomas than in other central nervous system tumors or non-tumorous brain samples (e.g., 
from epilepsy) [195–197]. However, even when HCMV resides in the tumor, it only infects a 
fraction of the tumor cells and does not exhibit viral monoclonality; therefore, the HCMV 
association with high grade gliomas does not fulfill the Bradford Hill’s temporality criteria, arguing 
that infection happened after the event of transformation. 
  



18 
 

 

5.4. Chronic Antigen-Driven Lymphoproliferation 

Cells of the immune system are expanded in response to infection; particularly, B cells exhibit 
extensive proliferation during the germinal center (GC) reaction in which they undergo antigen 
receptor isotype switch and increased target affinity (somatic hypermutation). The activation-induced 
cytidine deaminase (AID) is in charge of both processes in which the antigen receptor is modified. 
B cell lymphomas frequently emerge from the GC reaction due to the risky combination of 
increased proliferation and expression of mutagenic enzymes. EBV LMP1 and LMP2A provide 
decoy signals inducing infected B cells to go through the GC reaction and emerge as memory cells 
in which the virus can persist for the life-time of the host. EBV-associated lymphomas may 
partially result from this EBV-induced GC reaction [136]. Similarly, chronic antigenic stimulation 
resulting from other persistent infections can potentially increase the risk to develop lymphomas; 
among the most widely documented are, infection by bacteria Helicobacter pylori, Borrelia 
burgdorferi, Campylobacter jejuni and Chlamydia psittaci and by HCV. Concerning the latter, 
clonal B cell expansions have been observed in HCV infected patients correlating with longer 
chronic infections and with receptor specificity against HCV proteins [198–200]. Still, the most 
reliable evidence for a causal association comes from HCV pharmacological eradication, which is 
frequently associated with lymphoma remission [201]. Similarly, anti- Helicobacter pylori 
treatment results in regression of associated gastric MALT lymphomas [202]. 

6. Conclusions 

The last 100 years have seen the birth and evolution of tumor virology with seven viral agents  
already been convincingly associated with the pathogenesis of cancer in humans. Tumor virology  
has importantly contributed to the understanding of the molecular mechanisms operating during 
carcinogenesis. However, causation is especially difficult to demonstrate because in most cases the 
tumor viruses are wide spread in the population without causing disease. It is essential to consider 
that infection by tumor viruses is never sufficient but always required for development of 
associated tumors. Cancer cannot be the aim of the virus since it compromises both host and virus 
survival. However, viral mechanisms of persistence in which cellular processes are impaired such 
as proliferation, survival, DNA repair, among others, provide a suitable substrate from which 
cancer can emerge after additional environmental aggressions and permissive host genetics. Today, 
Sir Austin Bradford Hill’s causation criteria are considered the experimental, epidemiological and 
clinical conceptual base from which to infer a virus-cancer causative relationship. 

Two different modes of cellular transformation have been documented based in whether the 
virus is acting from within (directly) or outside (indirectly) the cell that will form the tumor. Direct 
mechanisms infer expression of viral oncogenes together with deregulation of cellular oncogenes 
and/or tumor suppressor genes. Among the most important indirect mechanisms are (i) the 
establishment of an inflammatory milieu in which chronic production of mutagenic molecules is 
persistently damaging the surrounding tissue, and (ii) immunosuppression with loss of the cancer 
immunosurveillance mechanisms. However, all tumor viruses probably present direct and indirect 
mechanisms and this separation mostly alludes to the main mechanism of cell transformation. The 
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tumor microenvironment is always inflammatory whether infectious or aseptic, and inflammatory 
molecules importantly contribute with tumor initiation and progression. Helicobacter pylori is 
considered the prototype infectious agent transforming through chronic inflammation, still a 
bacterial oncogene able to induce gastric tumors in transgenic mice has recently been described. 
Similarly, EBV importantly cooperates with gastric inflammation and progression though a series 
of inflammatory lesions of increased severity [181,182] and HBV- and HCV-mediated liver cancer 
also progresses from a series of precursor inflammatory lesions besides their known capacity to 
express viral and cellular oncogenes. It is also possible that the contribution of direct and indirect 
mechanisms is mandated by the transforming tissue, with liver and gastric tissue equally depending 
on both modes of transformation. 

Infection-associated tumors are responsible for 15%–20% of all cancer cases worldwide, 
representing an important challenge in public health programs. With the advent of new 
technologies it is highly probably that this frequency will increase. Wide genome sequencing 
technologies have recently allowed the discovery of MCPV and have helped to establish its causal 
association with Merkel cell carcinoma. Together with new tumor agents, it is probably that new 
mechanisms of infection-induced transformation will emerge while others could be better 
understood. The hit-and-run transforming mechanism proposes that a viral agent takes part in the 
carcinogenesis but it is later lost as the tumor cell acquires additional oncogenic hits [203]. This 
“non classical” oncogenic pathway is not compatible with current causality criteria. However, it is 
very likely that current causation criteria will be modified and extended in the future. For instance, 
Birdwell et al. used a model of transient infection in EBV-infected keratinocytes to analyze the 
pattern of methylation in CpG islands. They found that the epigenetic changes caused by infection 
correlated with a tumorigenic phenotype, which was maintained even after of loss of the virus [204]. 
Although, there is not evidence of transient infection by EBV does not happen naturally, the 
Birdwell’s work highlights the potential role of infections that are not maintained throughout 
cancer development. Also, facilitated by massive sequencing of tumor samples, a widespread 
APOBEC3B fingerprint was found among many types of cancers [205]. Because the APOBEC 
family of cytidine deaminases is part of an innate antiviral response, it is possible that this 
fingerprint reflects a history of past infections in which the antiviral response also collaterally 
triggered cellular somatic mutations leading to cancer. 

The discovery of cancers with an infectious origin is critical to develop vaccines and preventive 
and therapeutic pharmacological therapies. This knowledge has already leaded to vaccines against 
HBV and high risk-HPV and targeted therapies against HIV and HCV. 
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The Role of Merkel Cell Polyomavirus and Other Human  
Polyomaviruses in Emerging Hallmarks of Cancer 

Ugo Moens, Kashif Rasheed, Ibrahim Abdulsalam and Baldur Sveinbjørnsson 

Abstract: Polyomaviruses are non-enveloped, dsDNA viruses that are common in mammals, including 
humans. All polyomaviruses encode the large T-antigen and small t-antigen proteins that share 
conserved functional domains, comprising binding motifs for the tumor suppressors pRb and p53, 
and for protein phosphatase 2A, respectively. At present, 13 different human polyomaviruses are 
known, and for some of them their large T-antigen and small t-antigen have been shown to possess 
oncogenic properties in cell culture and animal models, while similar functions are assumed for the 
large T- and small t-antigen of other human polyomaviruses. However, so far the Merkel cell 
polyomavirus seems to be the only human polyomavirus associated with cancer. The large T- and 
small t-antigen exert their tumorigenic effects through classical hallmarks of cancer: inhibiting tumor 
suppressors, activating tumor promoters, preventing apoptosis, inducing angiogenesis and 
stimulating metastasis. This review elaborates on the putative roles of human polyomaviruses in 
some of the emerging hallmarks of cancer. The reciprocal interactions between human 
polyomaviruses and the immune system response are discussed, a plausible role of polyomavirus-
encoded and polyomavirus-induced microRNA in cancer is described, and the effect of 
polyomaviruses on energy homeostasis and exosomes is explored. Therapeutic strategies against 
these emerging hallmarks of cancer are also suggested.  

Reprinted from Viruses. Cite as: Moens, U.; Rasheed, K.; Abdulsalam, I.; Sveinbjørnsson, B. The 
Role of Merkel Cell Polyomavirus and Other Human Polyomaviruses in Emerging Hallmarks of 
Cancer. Viruses 2015, 7, 1871-1901. 

1. Introduction 

Polyomaviruses are naked, circular double-stranded DNA viruses that infect birds and mammals, 
and recently the first fish-associated polyomavirus was described [1,2]. The genome of most 
polyomaviruses is approximately 5000 base-pairs and encodes regulatory proteins and structural 
proteins. The major regulatory proteins are the large tumor antigen (LT-ag) and the small tumor 
antigen (st-ag), while at least two structural proteins (VP1 and VP2) form the capsid. The regulatory 
proteins are expressed early during infection and participate in viral replication and viral 
transcription, while the structural proteins are expressed later in the infection cycle [3]. Many 
polyomaviruses encode additional regulatory and structural proteins (e.g., ALTO, VP3, VP4, 
agnoprotein) [4–6]. 

Studies with mice in the 1950s initiated by Ludwik Gross, and extended by Sarah Stewart and 
Bernice Eddy led to the identification of the first polyomavirus. They showed that a filtrate from a 
mouse leukaemia could cause multiple tumors in new-born mice and later it was demonstrated that 
these multiple tumors were virus-indeed. Hence the virus was referred to as polyomavirus from the 
Greek  for many and  for tumors (reviewed in [7]). The first primate polyomavirus was 
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isolated in 1960 [8]. This virus, Simian virus 40 (SV40), was shown to transform cells, including 
human cells, to induce tumors in animal models, and to be present in human cancers. The oncogenic 
potential of SV40 primarily depends on its LT-ag, which can bind the tumor suppressor proteins p53 
and pRb, interfere with DNA repair, apoptosis, cellular transcription, protein degradation, telomerase 
activity, immune- and inflammatory responses, and stimulate angiogenesis and cell migration. SV40 
st-ag can contribute to transformation by inactivating protein phosphatase 2A [9,10]. Besides SV40 
and murine polyomavirus, other non-human polyomavirus such as hamster polyomavirus, lymphotropic 
polyomavirus, and simian agent 12 were shown to possess oncogenic properties in cell cultures or animal 
models [11–13]. However, the oncogenic role of these viruses in their natural host is unclear. In fact, 
only one mammalian polyomavirus seems to be firmly associated with cancer in its genuine host. 
Raccoon polyomavirus (RacPyV) was first identified in tumors of frontal lobes and olfactory tracts 
from raccoons. Ten out of 52 (19%) raccoons had brain tumors within the cranial portion of their 
frontal lobe(s), and all tumors contained RacPyV DNA, though not tissues from 20 unaffected 
animals. RacPyV genome was episomal in all tumors tested [14]. One case of hamster polyomavirus-
induced lymphoma in a hamster outside of the laboratory environment has been described [15], while 
two novel mammalian polyomaviruses have been isolated from benign tumors. A polyomavirus was 
isolated from fibropapilloma on the tongue of a sea lion, and the complete genome of another 
polyomavirus was amplified in a biopsy from a fibroma on the trunk of an African elephant [16,17]. 
Further studies are required to assess whether these mammals are the genuine host, and whether these 
polyomaviruses are the causal infectious agent of such hyperplastic fibrous tissue in their natural host. 

In contrast to mammalian polyomaviruses, bird polyomaviruses do not seem to induce tumors. 
Despite a similar genetic organization to that of mammalian polyomavirus, their LT-ag lacks 
homologies to the p53 binding sequences of mammalian polyomavirus and not all avian 
polyomavirus LT-ag possess the consensus sequence LXCXE required for pRb binding [18]. 

2. Human Polyomaviruses and Cancer  

The first two human polyomavirus viruses were isolated in 1971, and were named after the initials 
of the patient in which the virus was found: the BK virus (BKPyV) and the JC virus (JCPyV) [19,20].  
Both BKPyV and JCPyV possess a genomic organization that resembles SV40 more than the murine 
polyomavirus. The former three viruses lack the middle T-antigen that is encoded by the murine 
polyomavirus, but have an additional late gene referred to as the agnogene [3]. Because the genomic 
organization of SV40 displays a higher functional and sequence similarity with the BKPyV and 
JCPyV, SV40 became the polyomavirus model system for unveiling the oncogenic mechanisms of this 
family [21,22]. Since 2007, 11 novel human polyomaviruses have been described: KIPyV, WUPyV, 
Merkel cell PyV (MCPyV), HPyV6, HPyV7, Trichodysplasia spinulosa-associated PyV (TSPyV), 
HPyV9, HPyV10 (and the isolates MW and MX), STLPyV, HPyV12, and NJPyV-2013 [23–35]. 
The seroprevalence of the different human polyomavirus ranges from ~25% to ~100% depending on 
the virus. The high seropositivity therefore demonstrates that these viruses are common in the adult 
human population [36–38]. 

Whereas the oncogenic properties of BKPyV, JCPyV and MCPyV in cell culture and animal 
models are well-documented [39–42], only MCPyV seems to be associated with cancer in its natural 
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host. Approximately 80% of Merkel cell carcinoma tumors are positive for the MCPyV genome, 
which is typically integrated and encodes a truncated form of LT-ag [43]. BKPyV and JCPyV DNA, 
RNA and proteins have been detected in several tumor tissues, but are also often present in control 
non-malignant tissues [44–46]. Hence, a causal role for these viruses in human cancers remains 
controversial, although the presence of BKPyV may increase the risk of the development of renal and 
prostate cancer, while JCPyV may be associated with colorectal cancer and CNS tumors [47–50]. 
Polyomavirus-associated colorectal cancer may be due to other polyomaviruses present in meat as 
suggested by Harald zur Hausen [51]. Recent analyses of beef samples have identified several bovine 
polyomaviruses related to the human polyomaviruses MCPyV, HPyV 6, HPyV7 or other animal 
polyomaviruses including fruit bat polyomavirus, RacPyV and chimpanzee polyomavirus [52,53]. It 
remains to be established whether these viruses can be detected in human colorectal biopsies. The 
possible association of the other human polyomaviruses with cancer has been scarcely examined, 
and in only few cases was viral DNA or protein detected in tumor tissue (Table 1). Based on our 
present knowledge, convincing proof of their role in these cancers is lacking. 

Table 1. Prevalence of the novel human polyomaviruses in human cancers. BK virus 
(BKPyV), JC virus (JCPyV), Merkel cell PyV (MCPyV) are not included. 

 
Number of 

samples 
Method Number of positive samples Comments Reference 

Melanoma (st-age IV) 18  
PCR and 
IHC (HPyV6 

VP1moAb) 

HPyV6: 18 

HPyV7: 17 
TSPyV: 4 

HPyV9: 1 
HPyV10: 12 

Low viral DNA 
loads, but higher 

for HPyV6 

[54] 

Mucosal melanoma 37 PCR 

KIPyV: 0 
WUPyV: 0  

HPyV6:0 
HPyV7:0 

TSPyV: 0  
HPyV9:0  

MWPyV: 0 

 [55] 

Squamous cell 
carcinoma 

63 PCR 
HPyV6: 2 
HPyV7: 1 

Low viral DNA 
loads 

[56] 

Basal cell carcinoma 50 PCR 
HPyV6: 1 
HPyV7: 2 

Low viral DNA 
loads 

[56] 

Melanoma 47 PCR 
HPyV6: 2 
HPyV7: 2 

Low viral DNA 
loads 

[56] 

Basal cell carcinoma 41 PCR 

HPyV6:3 
HPyV7:0 

TSPyV: 0 
HPyV9:0 

 [57] 
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Table 1. Cont. 

 
Number of 
samples 

Method Number of positive samples Comments Reference 

Squamous cell 

carcinoma 
52 PCR 

HPyV6:2 
HPyV7:0 

TSPyV: 0 
HPyV9:0 

 [57] 

SCC in situ 8 PCR 

HPyV6:1 
HPyV7:0 

TSPyV: 0 
HPyV9:0 

 [57] 

Keratoacanthoma 42 PCR 

HPyV6:2 

HPyV7:0 
TSPyV: 0 

HPyV9:0 

 [57] 

Microcystic adnexal 
carcinoma 

5 PCR 

HPyV6:0 

HPyV7:0 
TSPyV: 0 

HPyV9:0 

 [57] 

Atypical 
fibroxanthoma 

14 PCR 

HPyV6:0 

HPyV7:0 
TSPyV: 0 

HPyV9:0 

 [57] 

Actinic keratosis 31 PCR 

HPyV6:1 

HPyV7:0 
TSPyV: 0 

HPyV9:0 

 [57] 

Breast cancer 

 

54 

 

PCR 

 

HPyV6: 1 

HPyV7:1 
 [58] 

Merkel cell carcinoma  
deep 
sequencing 

HPyV6: 1 

HPyV7:1 
HPyV9:1 

 [59] 

Extracutaneous 

melanoma 
38 PCR 

KIPyV: 0 

WUPyV: 0 
 [60] 

SCC+AK 142 
deep 

sequencing 
HPyV6: 1  [61] 

Chronic lymphocytic 

leukaemia 
27 PCR HPyV9: 0  [62] 

Primary cutaneous  

B-cell lymphomas 
(CBCLs) or cutaneous 

T-cell lymphomas 
(CTCLs) 

130  PCR 
HPyV6: 6 
HPyV7: 1 

TSPyV: 0 

 [63] 
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Table 1. Cont. 

 
Number of 
samples 

Method Number of positive samples Comments Reference 

MCC 28 PCR 
HPyV6: 0 
HPyV7:0 

 [64] 

Pilomatricomas 
(benign skin tumor 

associated with hair 
follicles 

? ? TSPyV: 0  [65] 

Lung cancer 20 PCR KIPyV:9  [66] 

CNS tumors 25 PCR 
KIPyV: 0 
WUPyV: 0 

 [67] 

Neuroblastoma 31 PCR 
KIPyV: 0 
WUPyV: 0 

 [67] 

Acute lymphoblastic 
leukaemia 

50 PCR 
KIPyV: 0 
WUPyV: 0 

 [68] 

Lung cancer 

30 

 
32 

PCR 

 
PCR 

KIPyV: 0 
WUPyV: 0 

KIPyV: 0 
WUPyV: 0 

 

[69] 

 
[70] 

Neuroendocrine tumors 50 PCR 

KIPyV: 0 
WUPyV: 0 

HPyV6:0 
HPyV7:0 

TSPyV: 0 

 [71] 

Skin lesions from 

CTCL patients 
39 PCR 

HPyV6:11 
HPyV7:5 

TSPyV: 0 
HPyV9:0 

 [72] 

Blood from CTCL 

patients 
39 PCR 

HPyV6:0 
HPyV7:0 

TSPyV: 0 
HPyV9:0 

 [72] 

Glioblastoma 
multiforme 

39 PCR 
HPyV6:0 
HPyV7:0 

HPyV9:0 

 [73] 

 

Thymic epithelial 
tumors 

 
Thymic hyperplasias 

Foetal thymus tissue 

 

37 
 

 
20 

20 

PCR, FISH, 

IHC 

       PCR  FISH  IHC 

HPyV7:   20    23       17 
HPyV6:     0 

 
HPyV7:     8    14        6  

HPyV7:     0 

 [74] 

The cancer biology of BKPyV, JCPyV and MCPyV has been extensively reviewed by  
others [39,43,45,46,75–77] and is also discussed by others in this special issue on Tumor Viruses. 



39 
 

 

This review will focus on novel strategies that human polyomaviruses may use to transform cells. 
Figure 1 summarizes the novel mechanisms by which HPyV may contribute to cancer.  

 

Figure 1. Novel mechanisms by which HPyV may contribute to cancer. See text and  
Table 2 for details. 

3. HPyV and Emerging Hallmarks of Cancer 

3.1. The Immune System and HPyV in Cancer 

Individuals with a dysfunctional immune system are more disposed to diseases, infections and  
(viral-induced) cancers. Moreover, oncoviruses can induce inflammation, which may predispose host 
cells to acquire carcinogenic mutations [78]. In accordance with the cancer immunoediting 
hypothesis, tumor cells need to proficiently traverse separate phases in a sequential order to attain cancer 
manifestation and progression. These phases constitute interactions between the immune system and 
the cancer cell, and include the elimination of newly transformed cells, an equilibrium in which the 
immune system restrains the outgrowth of tumors, and an escape in which the tumor cells are able to 
circumvent the host immune response phases [79–81]. For a virus to induce tumors, they need to 
circumvent elimination by the immune system and to induce alternations in the tumor microenvironment, 
including in the infected cell allowing the virus-transformed cell to progress [82,83]. Because 
MCPyV is the only HPyV associated with cancer, the main focus will be on MCPyV’s interaction 
with the immune system.  
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Epidemiologic data show that patients with T cell dysfunction are at a 5- to 50-fold increased risk 
of developing MCC, thereby indicating the importance of the immune system (reviewed in [83]). 
However, immunocompetent individuals may also develop MCPyV-positive MCC, suggesting that 
the virus and virus-infected cells can avoid elimination by the immune system.  

3.1.1. HPyV and Evasion of the Innate Immune System 

One mechanism by which MCPyV circumvents the immune system is to abate the innate defence 
mechanism. MCPyV LT-ag and st-ag downregulate the Toll-like receptor 9 (TLR9), an important 
receptor of the host innate immune system that senses viral dsDNA in epithelial and MCC cells [84]. 
LT-ag inhibits TLR9 expression by decreasing the mRNA levels of the transcription factor C/EBP .  
LT-ag of BKPyV, but not JCPyV, KIPyV and WUPyV, is also able to repress TLR9 expression. 
Interestingly, C/EBP  has a vital role in regulating IL-6, IL-8, and TNF-  cytokine transcription [85]. 
Moreover, it is also suggested that C/EBP  has a tumor-suppressive activity by down-regulating 
CDK2, CDK4, and E2F complex activity [86,87]. Thus MCPyV LT-ag mediated suppression of C/EBP  
expression may perturb immune responses and provoke cell proliferation. 

3.1.2. Immune Cells in the Microenvironment of MCC 

To investigate inflammatory modulators in MCC required for escaping of the tumor from  
immune surveillance, and to deduce a possible contribution of MCPyV in oncogenesis, several 
groups have examined immune cells and inflammatory mediators virus-positive and virus-negative 
MCC. Differences in immune and inflammatory cells, markers, and gene expression in MCPyV-positive 
and MCPyV-negative MCC tumors are summarized in Table 2. Compared to virus-negative tumors, 
a higher number of infiltrating CD8+ T-cells in MCPyV-positive MCC has been observed [89–91], 
while others group have not detected a relationship with virus status and the number of intratumoral 
CD8+ T-cells [92,93]. Other differences in the microenvironment of virus-positive and  
virus-negative MCC include a higher number of CD3+ T-cells, CD20+ B cells, CD16+ natural killer 
cells, and CD68+, CD69+, CD163+ macrophages [88–90,93–95]. FoxP3+ regulatory T-cells were 
present in 4/4 LT-ag positive MCC, whereas 3/6 LT-ag negative tumors did not contain  
FoxP3+ regulatory T-cells [93]. 

Afanasieve et al. proposed that MCC tumors may prevent the invasion of lymphocytes by a 
reduction of E-selectin-positive vessels within the tumors because the downregulation of  
E-selectin in human squamous cell carcinomas was associated with a restricted entry of T-cells into 
tumors [100,101]. Of 56 tested MCC biopsies, approximately half displayed a reduction of  
E-selectin-positive vessels within the tumors compared with vessels in peritumoral areas [102]. 
However, the association between the presence of virus and E-selectin levels was not investigated. 
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Table 2. Immune cells and inflammatory mediators in MCPyV-positive and  
MCPyV-negative Merkel cell carcinoma (MCC). 

Component MCPyV-positive versus MCPyV-negative MCC Reference 
Cells in tumor microenvironment 
-CD3+ T-cells 
 
-CD4+ T-cells 
 
-CD8+ T-cells 
 
- CD16+ natural killer cell 
 
-CD20+ B cells 
 
 
-CD68+ macrophages 
 
-CD69+ macrophages 
 
-FoxP3+ regulatory T-cells 

 
 
higher number in MCPyV-positive MCC 
 
high number associated with high LT-ag expression 
higher number in MCPyV-positive MCC 
 
higher number in MCPyV-positive MCC 
 
more common in MCPyV-positive MCC; 
no significant difference between MCPyV-positive and –
negative MCC 
higher number in MCPyV-positive MCC 
 
higher number in MCPyV-positive MCC 
 
more common in MCPyV-positive MCC 

 
 
[88–90] 
 
[90] 
 
[89,91,92] 
  
[88,90] 
 
[93] 
[89] 
 
[88,90,94,95] 
 
[90,94,95] 
 
[93] 

Cell surface markers: 
-CD3D 
 
-CD3G 
 
-CXCR3 
 
-MHC-I 
 
-PD1 
 
-Tim-3  

 
enrichment of transcripts in MCPyV-positive MCC 
enrichment of transcripts in MCPyV-positive MCC 
lacking in CD8+ T-cells 
 
lower levels in MCPyV-positive MCC 
 
higher in MCPyV-positive MCC 
 
higher in MCPyV-positive MCC 

 
[89] 
 
[89] 
 
[93] 
 
[96] 
 
[95,97,98] 
 
[97] 

Signal transduction proteins 
-NF B levels 
 
-I B levels 
 
-TANK 
 
- ZAP70 

 
lower in MCPyV-positive MCC 
 
lower in MCPyV-positive MCC 
 
 
reduction in MCPyV st-ag expressing cells MCC13 cells 
compared to virus-negative cells 
enrichment of transcripts in MCPyV-positive MCC 

 
[99] 
 
[99] 
 
 
[99] 
 
[89] 
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Table 2. Cont. 

Component MCPyV-positive versus MCPyV-negative MCC Reference 
Cytokines/chemokines 
-CCL20 
 
-CXCL-9 
 
-IL-2 
 
-IL-8 
 
-Prokineticin 1 mRNA 
 
-Prokineticin 2 mRNA 

 
reduction in MCPyV st-ag expressing cells MCC13 cells 
compared to virus-negative cells 
reduction in MCPyV st-ag expressing cells MCC13 cells 
compared to virus-negative cells 
reduction in MCPyV st-ag expressing cells MCC13 cells 
compared to virus-negative cells 
reduction in MCPyV st-ag expressing cells MCC13 cells 
compared to virus-negative cells 
higher in MCPyV-negative MCC 
 
higher in MCPyV-positive MCC  

 
[99] 
 
[99] 
 
[99] 
 
[99] 
 
[90] 
 
[90] 

Other differentially expressed 
proteins 
-granzyme B (role in apoptosis) 

 
 
Expression was rare in CD8+ cells 

 
 
[93] 

3.1.3. Changes in Expression of Cell Surface Markers on MCC Cells 

Expression of cell surface markers was performed to determine the functionality of the immune 
cells. These analyses revealed that the expression of MHC-I in MCPyV-positive MCC was significantly 
lower than in virus-negative MCC [96]. Cell-surface MHC-I expression was down-regulated in 84%  
(n = 114) of MCC, and approximately half of the tumors had poor or undetectable MHC-I levels. 
The downregulation of MHC-I expression has been identified as a vital immune evasion strategy 
used by several viruses, including oncoviruses [103–108]. An identical mechanism can be employed 
by MCPyV, but it remains to be determined as to whether viral proteins are implicated in MHC-I  
down-regulation. Tumors that undergo a significant downregulation of MHC-I should become a 
target of natural killer cells. MCC can avoid this by e.g., reducing the expression of NK-activating 
receptors such as natural killer group 2, member D (NKG2D) [109]. Interestingly, BKPyV and 
JCPyV microRNA target ULBP3, which is the ligand of NKG2D (see further), though it is not known 
whether MCPyV microRNA targets ULBP3 or NKG2D. Another surface marker that was 
differentially expressed on MCPyV-positive and negative tumors is the immune-inhibitory ligand 
programmed death ligand-1 (PD-L1) [95,97,98]. The major receptor for PD-L1, PD-1 is expressed 
by activated T lymphocytes, and when this receptor is engaged by its ligands PD-L1 it serves to 
inhibit the T-cell response. PD-L1 may be aberrantly expressed by tumor cells and protect against 
immune attack [110]. The number of intra-tumor T-cells is commonly higher in virus-positive MCC 
than virus-negative MCC, and PD-1 was expressed on a high percentage of MCPyV-positive  
tumors [95,97,98]. Moreover, approximately 50% of MCPyV-positive MCC express PD-L1 on 
tumor cells, while no expression was detected in MCPyV-negative MCC. Hence, the association 
between PD-1-positive cells and PD-L1 expression in the tumor microenvironment seems to create 
immune resistance by the tumor, thereby allowing the tumor to progress [97,98]. The mechanism by 
which MCPyV provokes the expression of PD-L1 remains to be determined, but Lipson and  
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co-workers anticipated that IFN-  may drive PD-L1 expression, but other interleukins such as IL-6, 
IL-10, IL-17 and IL-21 cannot be excluded. A role for PD-1 positive cells in protecting  
PD-L1-expressing MCC cells is buttressed by observations in a complete or partial regression of 
MCC. The exact mechanism for spontaneous regression is not known, although T-cell-mediated 
response and apoptosis by T-cells has been suggested [111]. The rate of regression of  
MCPyV-positive versus MCPyV-negative MCC has not been evaluated, but complete regression has 
been reported in a 76-year old Japanese man with virus-positive MCC [112]. In this patient, only ~3% 
of the tumor-infiltrating T-cells were PD-1 positive, while in three other patients (females, mean age 
81.3 years) with MCPyV-positive MCC who did not show any regression of the tumor, 18.2%–23.0% 
of the T-cells were of PD-1 positive. This suggests that a reduction of PD-1-positive T-cells may be 
associated with spontaneous tumor regression [112]. Another surface protein that was aberrantly 
expressed on immune cells in the tumor microenvironment was CXCR3 [97]. All CD8+ cells lacked 
CXCR3, thus indicating that these T-cells were functionally compromised. CXCL12 or stromal  
cell-derived factor 1, a chemokine with pleiotropic functions, including the attraction of inflammatory 
cells [113], was expressed outside malignant nodules, but its receptor CXCR4 was expressed by 
tumor cells, though not on infiltrating CD8+ cells. Finally, the cell-surface protein T-cell 
immunoglobulin and mucin domain-3 (Tim-3), which also functions to inhibit T-cell responses, was 
also upregulated on infiltrating T-cells in MCPyV-positive MCC [97]. 

3.1.4. Expression Profile of Genes Associated with the Immune Response in MCC 

Gene expression profile analysis has been applied to identify differentially expressed genes in 
MCPyV-positive and MCPyV-negative MCC. Microarray technology, using >54,000 probes, 
identified 1593 genes that were differently (>2-fold) expressed comparing virus-positive and  
virus-negative MCCs [89]. An enrichment of genes associated with the immune response included 
genes encoding the  and  chains of CD3, the tyrosine kinase ZAP70, which plays an important role 
in the T-cell response, and the C-region of the  heavy chain. Another approach compared the 
transcriptome from cells with an inducible expression of MCPyV st-ag with that of control cells, and 
revealed that the induction of st-ag expression resulted in >2-fold reduced transcript lev els of genes 
associated with the immune response such as CCL20, CXCL-9, IL-2, IL-8 and TANK, a negative 
regulator of TLR signaling. Less CCL20 and IL-8 were secreted by MCC13 cells expressing MCPyV 
st-ag compared with virus-negative MCC13 cells after TNF  stimulation [99]. mRNA profiling of 
35 MCC tumors (both MCPyV-positive and negative) with favorable prognoses overexpressed genes 
such as components of cytotoxic granules (granzymes A, B, H and K), chemokine CCL19 and 
chemokine receptor 2, MHC-II and NKG2D [92]. The contribution of MCPyV on the expression of 
these genes cannot be appreciated because the data originate from both MCPyV-positive and 
MCPyV-negative tumors. Gene expression profiling of MCC tumor cells showed the lack of 
expression of IL-2 and IFN- , whereas IL-12 was expressed [113]. However, this study was 
performed before MCPyV was identified, so therefore a role of the virus in altered gene expression 
cannot be deduced. Another study monitored the transcript levels of the chemokine-like proteins 
prokineticin-1 and prokineticin-2, which are involved in angiogenesis, inflammation and cancer. 
MCPyV-positive MCCs had a higher than median prokineticin-2 mRNA levels, while virus-negative 
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tumors had a higher than median prokineticin-1 transcript levels [90]. A high tumor prokineticin-2 
mRNA content was associated with the expression of MCPyV LT-ag. The biological relevance of 
this observation for virus-induced MCC remains to be established. Wheat and co-workers observed 
that the expression of granzyme B, a mediator of apoptosis [114], was rare in MCC infiltrating CD8+ 
cells, hence suggesting that these cytotoxic T cells were functionally compromised [93]. 

3.1.5. Effect of st-ag on the NF- B Pathway 

The molecular mechanism by which MCPyV may perturb gene expression in virus-positive MCC 
tumor cells is not known, but several of the genes listed in Table 2 (e.g., CXCL9, IL-2, IL-8,  
MHC-I, I B) are known to be a target for NF- B [115,116]. Interestingly, MCPyV st-ag was shown to 
downregulate NF- B-mediated transcription [99]. St-ag-mediated inhibition of the NF- B pathway 
seems to require an interaction of st-ag with NF- B essential modulator (NEMO) adaptor protein and 
protein phosphatases 2A and 4C. This will prevent IKK /IIK -mediated phosphorylation of I B, thus 
leading to a reduced nuclear translocation of NF- B. MCPyV interference with the NF- B pathway 
is further sustained by the observations that I B levels were 60% lower in the MCPyV-positive MCC 
cell line MKL-1 compared with MCPyV-negative MCC13 cells, and by a declined expression of  
NF- B and NF- B-associated genes in virus-positive MCC compared to virus-negative  
MCC [99,117]. All these findings indicate that MCPyV interferes with the NF- B pathway, and that 
MCPyV st-ag may help the virus to evade the host antiviral defence and to persist in the infected  
cell [99]. It is not known whether the st-ag of other HPyV has the same property, but residues 95 to 
111, which are crucial for the interaction between MCPyV st-ag, NEMO and PP2A and PP4C are 
not conserved [118]. Interestingly, ultraviolet (UV) exposure, a risk factor for MCC [119], was 
shown to stimulate mutations in LT-ag and increase the expression of st-ag in the tumor cells [120]. 
Hence, UV exposure may be a virus-dependent mechanism that promotes MCPyV-induced MCC 
through the aforementioned st-ag:NF- B interaction. 

3.1.6. Viral Microrna and Evation of the Immune Response  

Another mechanism by which HPyV may affect gene expression is by microRNA. MicroRNAs 
(miRNAs) are small RNAs that can down-regulate protein production by either degrading transcripts 
or inhibiting the translation of mRNA. SV40 miRNA, the first PyV miRNA to be described, was 
shown to reduce cytotoxic T lymphocyte-mediated lysis and IFN-  release [121], whereas other 
HPyV seem to apply different strategies to escape the immune system. BKPyV, JCPyV and MCPyV 
miRNA were unable to inhibit IFN-induced transcription of the luciferase reporter gene [122], but 
BKPyV and JCPyV miRNAs inhibited the translation of UL16-binding protein 3 (ULBP3)  
mRNA [123]. ULBP3 is a ligand recognized by natural killer group 2, member D (NKG2D) receptor. 
NKG2D is expressed by NK and CD8+ T-cells and binding to ULBP3 triggers killing of the target 
cell [124]. Consequently, BKPyV- and JCPyV-infected cells may escape from NKG2D-mediated 
killing and circumvent the immune system. The proteins PSME3 and PIK3CD/p110 , which are 
implicated in immune functions, were predicted to be putative targets for MCPyV miRNA [125]. 
PSME3 is a subunit of a proteasome responsible for the generation of peptides loaded onto MHC I, 
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and PI3KCD plays a unique role in antigen receptor signaling by activating T-cells and B-cell 
proliferation [126–128]. The depletion of these proteins may prevent MCPyV infection to be cleared 
by the immune system, thereby allowing the viral infection to sustain. One of the SV40 strain RI257 
miRNA targets is -actinin 4 (ACTN4), a protein that activates the NF B pathway [129]. Stable 
knockdown of ACTN4 reduces TNF -mediated induction of NF B and expression of e.g.,  
IL-1  [130]. SV40-RI257I miRNA may therefore interfere with inflammatory responses. The 3p, 
and the 5p miRNAs of BKPyV and JCPyV share sequence identity (16 out of 22 nucleotides) with 
SV40-RI257I miRNA [6], but it is not known whether they also target ACTN4. SV40 strain 776 
microRNA was shown to diminish the expression of the Serine/Threonine kinase MST4 in the 
African green monkey kidney epithelial cell line BSC-40, though not in human embryonal kidney 
293T cells [129]. Interestingly, knockdown of MST4 in mice resulted in an exacerbated inflammation 
upon septic shock [131]. It is not known whether any of the HPyV encodes a miRNA that targets 
MST4, but if so, the following scenario can be imagined: A persistent HPyV infection may result in 
the depletion of MST4, thus causing the aggravation of inflammatory responses and a contribution 
to malignancy. 

3.2. The Role of HPyV microRNA and HPyV-induced microRNA in Cancer 

Some polyomaviruses have been shown to express viral miRNA, while others may encode a 
putative miRNA [6,132–134]. Although several viral miRNAs have been suggested to play a role in 
cancer [135], a direct implication of HPyV miRNA in cancer is lacking. Because RacPyV and 
MCPyV are the only PyV to so far be associated with cancer in their natural host, the expression of 
their miRNAs was examined in tumors. RacPyV miRNA was among the most abundant miRNAs 
detectable in RacPyV-associated tumors, but was not observed in RacPyV-negative non-tumor 
raccoon tissue [134]. This stands in contrast to MCPyV-positive MCC tumors, in which viral miRNA 
is only detectable in less than half of the tumors tested, and when present, MCPyV miRNA levels 
were <0.025% of total miRNAs in MCPyV-positive MCC [125,136]. This observation suggests that 
MCPyV miRNA is not involved in MCC. 

PyV miRNA can modulate biological activities that can contribute to malignancy such as evading  
the immune system, apoptosis and perturbing cellular gene expression [137,138]. The role of  
HPyV-encoded miRNA in immune evasion was discussed above. PyV miRNAs may also prevent 
apoptosis. MCPyV miRNA targets the host cell protein AMBRA1, which is involved in autophagy 
and apoptosis [139], while mouse PyV miRNA downregulates the pro-apoptotic factor Smad2, 
resulting in a suppression of apoptosis in vivo [140]. Aberrant cellular gene expression may promote 
neoplastic progression, and PyV miRNAs may perturb cellular gene expression by interfering with 
splicing, thereby targeting transcription factors or proteins controlling the activity of transcription 
factors, or by inducing the expression of cellular miRNAs. SV40 miRNA is predicted to target the 
dual-specificity protein phosphatase DUSP8, a negative regulator of the JNK and p38 mitogen-
activated protein kinases, whereas MCPyV may downregulate the expression of transcription factor 
RUNX1, the splicing factor RBM9/FOX2, as well as the repressor MECP2 [125,129]. Viral infection 
can induce a unique signature of host cell miRNAs, which may contribute to viral pathogenic 
processes [141]. MiRNAs are initially transcribed by RNA polymerase II, and SV40 LT-ag has been 
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shown to interfere with RNA polymerase II-dependent transcription [142,143]. Hence, PyV infection 
may alter the pattern of cellular miRNA expression. However, a common feature shared by all known 
PyV miRNA is the silencing expression of LT-ag so that no effect on cellular miRNA expression is 
expected [121,122,132,134,144,145]. On the other hand, interference with cellular miRNA expression 
is plausible in MCPyV-positive tumors because MCC do express LT-ag [146], and RacPyV-positive 
tumors also express LT-ag [147]. The effect of LT-ag on cellular miRNA expression has not been 
investigated, but the proteins of the oncovirus HBV, EBV, KSHV and HCV help regulate the levels of 
cellular miRNAs, including oncogenic miRNAs [148–154].  

Xie and co-workers compared miRNA profile in MCPyV-positive and negative MCC. One 
miRNA that was significantly lower expressed in MCPyV-positive MCC compared to  
MCPyV-negative MCC was miR-203. The overexpression of miR-203 in MCPyV-negative MCC 
inhibited cell growth and induced cell cycle arrest [155]. This finding suggests that MCPyV may 
cause cell proliferation by repressing the expression of miR-203, but the exact mechanism by which 
MCPyV may regulate this miRNA remains to be elucidated. 

3.3. Effect of HPyV on Energy Homeostasis 

In healthy cells, glycolysis initiates in the cytoplasm where glucose is metabolized into pyruvate, 
which then enters the mitochondria where it is converted into acetyl-CoA and enters the Krebs’ cycle 
to generate ATP. In cancer cells, a metabolic switch occurs: the suppression of mitochondrial glucose 
oxidation and the upregulation of aerobic breakdown of glucose. This phenomenon was first 
described by Otto Heinrich Warburg, and is known as the Warburg effect [156]. While mitochondrial 
glucose oxidation generates 36 molecules of ATP per molecule of glucose, only two molecules of 
ATP are produced per molecule of glucose by aerobic breakdown. Cancer cells compensate for this 
by increasing the uptake of glucose and by stimulating the transcription of almost all the glycolytic 
enzymes in the cytoplasm [79,157,158]. Metabolism in Merkel cells and (MCPyV-positive) MCC 
has not been studied, but a Positron Emission Tomography (PET) scan of MCC with glucose 
analogues suggests a high rate of glycolysis in these tumors [159]. However, a possible role for 
MCPyV in enhanced glucose metabolism in MCC remains to be determined. Several studies with 
polyomavirus-transformed cells indicate that these viruses may affect glucose metabolism. 
Additionally, a redistribution of membrane glucose transporters, increased aerobic glycolysis and an 
increased activity of glycolytic enzymes were observed in SV40-transformed cells compared to  
non-transformed cells [160–162]. A role for JCPyV LT-ag in regulating the metabolic utilization of 
glucose in brain tumors has been recently suggested [163]. Another study showed that JCPyV  
LT-ag expressing medulloblastoma cells had a significantly lower mitochondrial respiration and 
glycolysis, but a three-fold higher consumption of glutamine compared to non-LT-ag expressing  
cells [164]. Oxygen consumption and glucose uptake were compared in fibroblast transduced with 
the telomerase catalytic subunit, or in combination with SV40 LT-ag or LT-ag plus st-ag. A 
progressive increase in both metabolic markers was measured, as cell lines expressed more 
oncogenes. This observation underscores a role for LT-ag and st-ag in decreasing the cell’s 
dependence on mitochondrial energy production [165]. SV40 st-ag can activate Akt, while Akt can 
stimulate the expression of glycolytic enzymes and aerobic glycolysis [166–168]. SV40 st-ag can 
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also activate the MEK/ERK mitogen-activated protein kinase pathway, which can then increase 
glucose transport [169,170]. These findings suggest that st-ag may stimulate glucose uptake and 
aerobic glycolysis. The tumor suppressor p53 acts as an anti-Warburg molecule because it acts as a 
potent inhibitor of glycolysis [171]. The LT-ag of BKPyV and JCPyV has been shown to bind and 
inactivate p53 [172,173]. Although the LT-ag-mediated inactivation of p53 may promote glucose 
uptake and stimulate the glycolytic pathway, it may not be operational in MCPyV-positive MCC 
because the truncated form of LT-ag expressed in Merkel cell carcinomas does not bind p53 [40]. 
The interaction between p53 and LT-ag of other HPyV has not been investigated, but they all 
encompass a putative p53-binding motif [6]. 

Autophagy is another mechanism that allows cancer cells to maintain the levels of nutrients and 
energy in nutrient-limited environments, which helps to facilitate the survival of tumor cells. 
Moreover, autophagy regulates cellular invasion and metastasis [173]. The human tumor viruses 
EBV, KSHV, HBV, and HCV can modulate the autophagy pathway to favor viral infection by 
enhancing viral replication, prevent apoptosis or maintain a persistent and life-long infection [174]. 
Hence, viral interference with the autophagy pathway may contribute to tumorigenesis by these 
viruses, though less is known about the effect of HPyV on autophagy and the biological consequences. 
Bouley et al. could establish a supporting role for autophagy in BKPyV infection [175]. Using 
transformed human foreskin fibroblasts and HEK cells expressing or lacking the SV40 st-ag, it was 
demonstrated that st-ag helps to maintain energy homeostasis in glucose-deprivation cancer cells by 
activating AMP-activated protein kinase (AMPK), thereby inhibiting the mammalian target of 
rapamycin (mTOR) to shut down protein translation, and inducing autophagy as an alternate energy 
source. This protective role of st-ag under conditions of glucose deprivation depends on its ability to 
interact with protein phosphatase 2A [176]. It is not known whether the st-ag of other HPyV may 
exert similar functions, but BKPyV, JCPyV, MCPyV and MWPyV (HPyV10) st-ag have also been 
shown to interact with PP2A [99,177–181]. Other effects of HPyV on autophagy came from a study 
by Khalili et al., who found that JCPyV LT-ag suppressed the expression of Bcl-2-associated 
athanogene Bag3, a protein implicated in apoptosis and autophagy [182]. On the other hand, 
overexpression of Bag3 induces autophagy-mediated degradation of JCPyV LT-ag. Bag3 interacts 
with the C-terminal half region of LT-ag which encompasses a zinc finger structure and partially 
overlaps with the p53 binding domain [183]. Consequently, LT-ag may repress the expression of 
Bag3 and protect itself from being degraded by Bag3-mediated autophagy. MCPyV-positive MCCs 
express C-terminal truncated LT-ag, which may impede interaction with Bag3. Under stress 
conditions, primary neuroglial cells immortalized with SV40 LT-ag had increased levels of the 
autophagy marker LC3B compared to non-LT-ag expressing cells [184]. However, the biological 
implication was not investigated. 

3.4. HPyV and Exosomes  

Exosomes are endosome-derived membrane vesicles of approximately 50 nm–100 nm in diameter 
that are shed by cells and act as a communication tool between cells. Exosomes contain cellular 
proteins, carbohydrates, lipids, DNA, rRNA, mRNA, siRNA and other non-coding RNAs (for recent 
reviews, see [185–187]). Exosomes secreted by tumor cells participate in the modulation of 
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angiogenesis, cell proliferation, cell invasion, gene regulation and immune evasion, thereby creating 
advantages for malignant growth [186]. Exosomes released by virus-infected cells can also contain 
viral-derived components and are implicated in the pathogenesis of viruses. Indeed, the human 
oncoviruses Epstein-Barr virus, Kaposi sarcoma-associated herpes virus, hepatitis B virus, hepatitis 
C virus and human T-lymphotropic virus type 1 all utilize exosomes to transfer viral (onco)proteins, 
mRNA and miRNAs to non-infected cells [188–194]. Exosomes captured by target cells may 
facilitate the spread of (onco)viral proteins and nucleic acids, thereby promoting malignancy in the 
recipient cells in the absence of an infection by virions. Exosomes can provoke immune alterations 
that may play a role to create an immunotolerogenic microenvironment during the carcinogenesis 
process. They can promote host immune and inflammatory responses by activating T- and B-cells, 
and by releasing exosome-trapped inflammatory molecules such as TNF  and IL1  in the recipient 
cells. Even so, exosomes have also been shown to inhibit immune responses by preventing CD4+  
T-cell proliferation, CD8+ CTL response or transporting anti-inflammatory molecules (reviewed in [187]). 

The generation of exosomes by HPyV-infected cells has scarcely been investigated. Studies with 
mouse primitive glioblastoma-like brain tumor cell lines harbouring integrated SV40 large T-antigen 
DNA revealed the presence of SV40 large T-antigen sequences in exosomes produced by these  
cells [195]. Recently, JCPyV microRNA was detected in exosomes derived from human plasma and 
urine [196], although studies on the possible roles of exosomes released by HPyV-infected hosts 
cells are lacking. 

4. Therapeutic Strategies against Emerging Hallmarks of Cancer 

Specific inhibitors against HPyV are lacking, and the development of vaccines and vaccination 
are still in a very preliminary phase [197–201]. Therapeutic strategies directed against emerging 
features of cancer such as inflammation, immune evasion, exosomes, microRNA and energy 
homeostasis may offer alternatives to help combat HPyV-positive tumors. In vitro studies and MCC 
xenograft mouse models suggested a beneficial effect of IFN. Intratumoral administering of a mixture 
of different IFN  subtypes and IFN  resulted in a regression of MCPyV-positive, but not  
MCPyV-negative xenografts of MCC cells, while IFN -2b, IFN -1b, and IFN -1b challenge resulted 
in an increased cell-surface expression of MHC-I on MCC cell lines [96,202]. However, studies in 
patients with MCPyV-positive MCC have been proven to exhibit variable effects. Subcutaneous 
administration of IFN-  resulted in a complete regression of MCPyV-positive MCC tumors in a 
Japanese patient, but IFN- -2b treatment of an 84-year-old man and an 81-year-old woman had no 
effect [203,204]. IFN  stimulated MHC-I expression on tumor cells of 3/3 MCPyV-positive MCC 
patients [96]. Intralesional treatment of a 67-year old MCPyV-positive MCC patient with INF -Ib, 
followed by re-infusion of expanded MCPyV LT-ag-specific CD8+ T-cells resulted in a complete 
response in two of three metastatic lesions and a delayed appearance of new metastasis compared to 
controls [205]. Tumor necrosis factor (TNF) can be considered as an alternative for treating MCC 
because this cytokine displayed a high efficacy in three patients [206,207], and in one patient out of 
three treated with IFN  plus TNF  a complete response was noticed, while a partial and no response 
was observed in two others [208]. Because the three aforementioned TNF  studies were performed 
before the discovery of MCPyV, the presence of virus in the tumors was not known. Interestingly, 
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patients who have been treated with TNF  inhibitors show an increased risk of developing  
MCC [209,210]. Another immunotherapy approach for the treatment of MCC could be PD-1 ligand 
and Tim-3, with these receptors highly expressed on MCPyV-specific CD+ T-cells. Drugs targeting 
the PD-1/PDL-1 pathway such as nivolumab (a blocking antibody against PD-1), pembrolizumab 
(anti-PD-1 antibody) and BMS-936559 (anti-PDL-1 antibody) have been used in other cancers and 
may be used to treat MCC [211]. 

Therapeutic strategies aimed at other emerging hallmarks of cancer have been little explored. 
Intratumoral delivery of anti-microRNA may help in silencing viral microRNA or viral-induced 
cellular microRNA, while RNA interference may turn off the expression of viral oncoproteins. RNA 
interference targeting LT-ag has been shown to abrogate HPyV replication in vitro and suppress 
tumor growth in vitro and in an animal model [180,212–217]. The use of exosomes as vaccines 
against cancer and infectious diseases has been suggested and exosomes pulsed with MCPyV LT-ag 
could be considered to treat MCPyV-positive MCC patients [187,218]. Lastly, therapeutic strategies 
directed against the metabolic changes in tumor cells (anti-glycolysis therapy) may be considered. The 
hexokinase inhibitor 2-deoxyglucose inhibited growth of fibroblasts transformed by the telomerase 
catalytic subunit plus SV40 LT-ag, and by the telomerase catalytic subunit plus SV40 LT-ag plus  
st-ag [165]. To our best knowledge, the effect of 2-deoxyglucose on the growth of MCPyV-positive 
MCC cells has not been investigated. 

5. Conclusion and Future Perspectives 

Seroprevalence studies demonstrate that HPyV viruses are common in the human population [36]. 
Although HPyV LT-ag and st-ag possess proven or putative transforming properties, only MCPyV 
seems to be associated with human cancer. This virus encodes additional early proteins (ALTO 
protein and 57 kD protein), whose functions are not completely understood [4,219]. Proper immune 
surveillance may explain why HPyVs establish a harmless life-long infection in most individuals, 
while immune deficiencies may lead to viral-associated pathologies, including malignancy. The role 
of HPyVs in the emerging hallmarks of cancer has been little investigated and further investigations 
are required to elucidate the mechanisms by which HPyV-positive tumors can evade the antiviral 
responses of the host and affect energy homeostasis. A better understanding of the tumor 
microenvironment is required to comprehend the development of MCC. A possible involvement of 
exosomes in HPyV-induced cancer and modulation of the immune system have not been addressed, 
and the role of viral microRNA or HPyV-induced microRNA in tumorigenesis is incompletely 
understood. Unveiling the mechanisms by which these viruses participate in emerging hallmarks of 
cancer may therefore enable the development of novel therapeutic strategies. 
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Abstract: Papillomaviruses have evolved over many millions of years to propagate themselves at

specific epithelial niches in a range of different host species. This has led to the great diversity of

papillomaviruses that now exist, and to the appearance of distinct strategies for epithelial persistence.

Many papillomaviruses minimise the risk of immune clearance by causing chronic asymptomatic

infections, accompanied by long-term virion-production with only limited viral gene expression.

Such lesions are typical of those caused by Beta HPV types in the general population, with viral

activity being suppressed by host immunity. A second strategy requires the evolution of sophisticated

immune evasion mechanisms, and allows some HPV types to cause prominent and persistent

papillomas, even in immune competent individuals. Some Alphapapillomavirus types have evolved

this strategy, including those that cause genital warts in young adults or common warts in children.

These strategies reflect broad differences in virus protein function as well as differences in patterns

of viral gene expression, with genotype-specific associations underlying the recent introduction of

DNA testing, and also the introduction of vaccines to protect against cervical cancer. Interestingly,

it appears that cellular environment and the site of infection affect viral pathogenicity by modulating

viral gene expression. With the high-risk HPV gene products, changes in E6 and E7 expression

are thought to account for the development of neoplasias at the endocervix, the anal and cervical

transformation zones, and the tonsilar crypts and other oropharyngeal sites. A detailed analysis of

site-specific patterns of gene expression and gene function is now prompted.

Reprinted from Viruses. Cite as: Egawa, N.; Egawa, K.; Griffin, H.; Doorbar, J. Human

Papillomaviruses; Epithelial Tropisms, and the Development of Neoplasia. Viruses 2015, 7,

3863–3890.

1. Introduction

Papillomaviruses have been discovered in a wide array of vertebrates. More than 300

papillomaviruses have been identified and completely sequenced, including over 200 human

papillomaviruses (PaVE: Papillomavirus Episteme [1]). One of the most distinctive characteristics of

the papillomavirus group is their genotype-specific host-restriction, and the preference of particular

papillomavirus types for distinct anatomical sites, where they cause lesions with distinctive clinical

pathologies [2]. These include benign hyper-proliferative lesions such as warts, as well as unapparent

or asymptomatic precursor lesions, that can in some instances progress to high-grade neoplasia and

invasive malignant cancer. The association of “high-risk” human papillomavirus (HPV) types (see

legend to Figure 1) with cervical cancer is now well established, and provides a rationale for the

introduction of HPV DNA testing in cervical screening, as well as the development of prophylactic

vaccines against HPV16 and 18 which are the major papillomavirus types responsible for cervical

cancer. Such typing studies have also revealed a plethora of HPV types, both high and low-risk, in



67

oral mouthwash samples despite the absence of apparent clinical disease [3], as well as in skin swabs

and plucked hairs taken from immunocompetent individuals [4–9]. The predominant asymptomatic

skin HPV types come primarily from the genera Betapapillomavirus and Gammapapillomavirus, and

at a population level, members of these genera are very successful, infecting children at a young

age to produce persistent subclinical infections [4]. Changes in the epithelial micro-environment,

as can occur following immunosuppression or in individuals suffering from epidermodysplasia

verruciformis (EV), can allow these HPV types to produce visible papillomas, and in some situations

can facilitate the development of cancers [10]. Certain Beta HPV types are a significant cause of

non-Melanoma skin cancer in susceptible individuals, although the molecular mechanism by which

they facilitate cancer progression appears to be somewhat different from what has been worked

out for the Alphapapillomavirus types [11]. When considered together, it appears that different

papillomavirus types have evolved distinct life-cycle strategies, which allow them to thrive and

produce viral progeny at different epithelial sites. At least part of this variation reflects the different

ability of papillomaviruses to interact with the immune system, and to produce productive infections

that are visible at the macroscopic level. The complex immune evasion strategies that underlie the

ability to produce such lesions are a particular characteristic of the Genus Alphapapillomavirus, with

low-risk Alphapapillomavirus types in particular (Figure 1), often being responsible for recalcitrant

warts even in immunocompetent hosts [12]. By contrast, most members of the genera β- and

Gammapapillomavirus only cause such visible lesions when the normal immune response of the

host is compromised [13–16]. The clinical importance of papillomaviruses, and their relatively

small genomic size, has led to many full genomic sequences becoming available in recent years.

The availability of such extensive sequence information, combined with a developing clinical and

biochemical understanding of disease-biology, means that papillomaviruses are an ideal model

system to understand how evolution can influence viral tropisms, pathogenicity, and the underlying

molecular processes that govern disease outcome [17–20]. As discussed below, this “natural

experiment” in infection is also providing us with insight into epithelial cell biology and immunology.

2. Papillomavirus Diversity at the Level of Genotype, Epithelial Tropism and Pathogenicity

Papillomaviruses comprise a diverse group of viruses that infect both humans and animals. Their

origin is linked to changes in the epithelium of their ancestral host that occurred at least 350 million

years ago. Since then, they have co-evolved as their different host species have evolved, with

little cross-transfer between species [17,18]. They are now found in birds, reptiles, marsupials

and other mammals, pointing to an earlier evolutionary appearance than was initially suspected.

Recent phylogenetic analysis suggests, however, that the “generalist” ancestral papillomavirus may

not have followed an identical evolutionary path to that of their hosts, but paralleled the evolution

of host resources or attributes, such as the presence or absence of fur or the evolution of sweat

glands. These host-adaptations are thought to have created new ecological niches for papillomavirus

to colonise, which in turn drove viral diversity followed by co-speciation with their hosts [17].

Through this route, papillomaviruses have developed their remarkable species specificity as well

as a great diversity of epithelial tropisms. With over 240 distinct papillomavirus types classified
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into 37 genera, papillomavirus may perhaps be considered as one of the most successful families of

vertebrate viruses [17,21,22].

The classification of papillomaviruses is based on nucleotide sequence comparison rather than

on serology, with individual HPVs being referred to as genotypes [22]. Data from vaccine trials has

shown that there is limited antibody cross-reactivity, except between closely related genotypes [23],

with the major coat protein of the virus (L1) containing hypervariable loops that are exposed on the

virion surface [24,25]. The L1 gene was chosen early on as the standard for PV classification, and for

some papillomavirus types, there is little sequence information outside of this region. To be classified

as distinct types, individual papillomaviruses must be at least 10% divergent from each other in

their L1 nucleotide sequence. These papillomavirus “types” are grouped into larger phylogenetic

groupings or genera, which are categorised with a Greek letter followed by a number that indicates

the species (Figure 1) [22].

Thus the species Alphapapillomavirus 9 includes HPV types 16, 31, 35, 33, 52, 58 and 67.

Ideally, papillomavirus (PV) classification should integrate phylogeny, genome organization, biology

and pathogenicity as a single property, rather than being based simply on genomic sequence analysis,

or the analysis of genomic fragments [21]. This phylogenetic species concept, although potentially

useful, is complex to implement, however, and for many papillomavirus types, detailed information

regarding their biology is only poorly defined.

In general, sequence-based phylogeny does provide some useful insight into disease association,

although closely related types can in some instances show distinct pathologies. HPV4, 65 and

95 are encompassed in the Gammapapillomavirus 1 species, for instance, but while HPV4 and 65

induce indistinguishable pigmented wart-like lesions mainly on the palmoplantar or lateral surface

of hands and feet [27–29], HPV95 induces less obvious unpigmented papules primarily on plantar

epithelial surfaces [30]. HPV6 and 11 are similarly contained within a common species-grouping

(Alphapapillomavirus 10), and although both cause papillomas of similar appearance, HPV6 shows

a marked predilection for genital sites, when compared to HPV11, which is the most prominent type

at oral sites [31–34]. A third example comes from the Alphapapillomavirus 8 species which includes

HPV40, which causes mucosal lesions, and HPV7, which is the cause of “butchers” warts that

develop at cutaneous sites, particularly the hands [35]. Explaining such subtle tropism differences

is beyond our current understanding of virus biology, and is not of obvious medical importance. It

is however likely that such tropism differences reflect differences in viral gene function, patterns

of gene expression and epithelial regulation at different body sites. Perhaps of greater importance

are the differences in cancer risk associated with the high-risk types. HPV16, 31 and 35 are all

contained within the Alphapapillomavirus 9 species group and are classified as “carcinogenic to

humans” by The International Agency for the Research on Cancer (IARC) [36]. The association

between HPV16 and cervical cancer is more than 10 times stronger than that between either HPV31

or HPV35 however [37], and of these three types, HPV16 is uniquely associated with tumours of the

oropharyngeal region [38]. To explain this will require a dissection of virus-specific gene expression

at this particular epithelial site, and an understanding of virus protein function and the extent to which

proteins encoded by different HPV types affect common molecular pathways.
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Figure 1. Evolutionary Relationship between Human Papillomaviruses. The human

papillomaviruses types found in humans fall into five genera, with the Alpha-,

Beta- (blue) and Gammapapillomavirus (green) representing the largest groups; Human

papillomaviruses types from the Alphapapillomavirus genus are often classified as

low-risk cutaneous (light brown); low-risk mucosal (yellow); or high-risk (pink)

according to their association with the development of cancer. The high-risk types

highlighted with red text are confirmed as “human carcinogens” on the basis of

epidemiological data. The remaining high-risk types are “probable” or “possible”

carcinogens. Although the predominant tissue associations of each genus are listed as

either cutaneous or mucosal, these designations do not necessarily hold true for every

member of the genus. The evolutionary tree is based on alignment of the E1, E2, L1, and

L2 genes [26]. HPV sequence data was be obtained from PaVE [1].

From the above, it is apparent that viral pathogenicity depends on multiple factors, including

the virus genotype, the nature of the cell infected (tropism) and the status of host immunity. Our

current thinking suggest that tropism is controlled primarily at the level of viral gene expression

rather than at the level of viral entry into the cell [39], and that regulatory elements within the

long control region (LCR) are of key importance in determining the tissue range of different HPV

types [40,41]. Differences in infectivity may however be a contributing factor, and it has been
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suggested that this may correlate with differences in surface charge distribution between cutaneous

and mucosal virions [42]. Although the diseases caused by specific HPV types sometimes occur

at non-typical sites, this is uncommon, with such lesions often exhibiting non-typical morphology

and pathology [43]. The idea that papillomaviruses have epithelial sites where they have evolved to

complete their productive life-cycle, and epithelial sites where they do this less-well or not at all,

makes good sense when we consider the small number of instances where cross-species infection

has been documented. Bovine Papillomavirus type 1 infection of cattle leads to the development

of benign cutaneous lesions that may regress, whereas infection of horses typically results in the

development of locally aggressive, non-regressing equine sarcoids that are non-permissive for virus

production [44–47]. In this case, it appears that the BPV E5 gene, which is important for the

production of fibropapillomas in cattle, can stimulate aberrant cell proliferation in the dermal layers

in the horse [47]. Although cottontail rabbit papillomavirus (CRPV) is not a fibropapillomavirus like

BPV, a similar concept explains its ability to generate non-productive lesions in domestic rabbits,

that have a tendency to develop over time into neoplasia and cancer [48,49]. In this case, it is

the E6 and E7 proteins, along with the viral transcription factor E2, that are ultimately important

for the development of the cancer phenotype [50,51]. Historically, these ideas are not new to the

field of tumour virus biology, with a large body of experimental work using animal models to

understand how members of the polyoma and adenoviruses families can cause tumours [52,53].

In the case of adenoviruses, it is the E1A and E1B proteins, and with polyomaviruses it is the T

antigens, that when deregulated can cause tumours in experimental systems [54,55], and it is now

well known that these proteins share functional similarity with the E6 and E7 proteins of the high-risk

papillomaviruses [56,57]. In fact, our current knowledge suggests that it is the deregulated expression

of the high-risk E6 and E7 proteins that leads to the development of neoplasia at specific epithelial

sites, and that these infections should be regarded as “non-productive or abortive infections” rather

than “ordered” productive infections, where the level and pattern of viral gene expression is properly

controlled [58,59]. It has been reported that several factors such as the type of cell, hormone as

well as inflammatory cytokines control viral gene expression [41,60–62]. With this in mind, it is

clearly important to understand how epithelial environment, cell type and host immunity act together

to drive neoplasia, and we suspect that this will be an important topic of future research. Although

this line of thinking fits well with our understanding of how high-risk HPV types cause neoplasia and

cancer at specific sites, including the cervix, anus and oropharynx, the same broad principles also

explain the elevated risk of non-melanoma skin cancer posed by Betapapillomaviruses, even though

the molecular detail of how these viruses cause cancer is different [11]. Betapapillomavirus types are

prevalent as asymptomatic infections in normal skin and mucosa in the general population [3,63,64],

with infection occurring soon after birth [9]. In immunocompromised individuals, including those

suffering from epidermodysplasia verruciformis, it appears that normal patterns of viral gene

expression can become deregulated, allowing a level of viral gene expression that would not be

tolerated in immune competent individuals (Figure 2) [11].
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Figure 2. Viral gene-expression in adjacent Betapapillomavirus lesions. Immunostaining

for the Betapapillomavirus E4 protein (green) reveals distinct patterns of expression in

different lesions in an immunosuppressed individual. Lesion (a) and (a´ ) are atypical,

and show marked basal and suprabasal staining; This pattern of E4 expression is distinct

from typical E4 pattern of expression, which is usually restricted to the mid/upper

epithelial layers as seen in region (c); Lesions (b) and (b´ ) show an intermediate pattern

of E4 staining with expression close to the basal layer, as well as in the suprabasal cell

layers (see also review [11]).

Interestingly, we have also seen that certain papillomaviruses, which are usually associated

with symptomatic lesions following infection, can persist at the site of infection following immune

regression, with reactivation occurring as the immune environment changes [65,66]. For both α- and

Betapapillomavirus types, this work suggests that the immune system provides an important check

on the extent of viral gene expression, and that overexpression of viral gene products can predispose

to cancer progression following infection by certain β HPV types as well as for the high-risk

Alphapapillomaviruses. The existence of latent papillomavirus infections remains to be conclusively

validated in humans, but experiments in animal models suggest that this is likely [67,68].

3. Genome Structure and the Classification of Viral Gene Products

As outlined above, papillomaviruses can complete their life-cycle at many different anatomical

sites, including the skin, anogenital tract and the oral cavity, but do not always produce clinically

apparent lesions, sometimes persisting in the epithelium as non-productive latent infections. To

progress beyond these basic observations requires an understanding of viral protein function and

the expression patterns of the viral gene products in the epithelium. The viral genome is a

circular double-stranded DNA episome, which ranges in length from 6953 bp for Cheloniamydas

papillomavirus type 1 (CmPV1) to 8607 bp for Canine papillomavirus type 1 (CPV1). Viral genomes

generally contain one regulatory region designated as the URR (upstream regulatory region) or LCR

(long control region), which contains transcription factor-binding sites and the replication origin, and

two groups of ORFs, which are designated early (E) or late (L) [69]. Some papillomavirus types,

such as CPV, contain a second regulatory region between the end of the early region and the start of

the late regions [70,71]. Despite variation in the size and number of ORFs, all PV members include a
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URR, along with a group of proteins with a high level of conservation that are found in all sequenced

papillomavirus types (Figure 3A).

These “core” genes include the E1 and E2 proteins necessary for viral replication [72,73],

and the viral late proteins L1 and L2 [24,74]. The remaining viral genes (E6, E7, E5) may be

considered as “accessory” genes that have evolved to facilitate replication in stratified epithelium

(Figure 3B) [56,57,75]. These early gene products are generally more divergent than E1 and E2,

both functionally and at the primary amino acid sequence level, and are not universally present

in all papillomavirus types. Interestingly, the viral E4 protein has some characteristics of a core

protein, in that it is present in most if not all papillomaviruses, but is also variable at the primary

amino acid sequence level, which at first site could suggest a divergent function [76]. It is thought

however that E4 plays a key role in virus escape from the cornified epithelial layers, and that evolution

has driven E4 divergence to allow it to carry out its common function at different anatomical sites

where epithelial structure differs. In general, the viral core genes are thought to have existed early

during papillomavirus evolution, and carry out essential functions during the virus life cycle in the

epithelium. L1 encodes primary structural protein in the virus capsid [77], with the minor capsid

protein L2 binding to the circular viral DNA to facilitate optimal genome encapsidation [78]. E1

encodes a virus-specific DNA helicase [72], while E2 functions in viral transcription, replication

and genome partitioning [73]. The remaining genes (E6, E7 and E5) encode proteins that modify

the cellular environment, and in many cases perform similar but not necessarily identical functions

during the life cycle of different papillomaviruses to support the production of progeny virions and

to affect virulence. As such, it is thought that a major determinant of virus tropism may lie in the

function of these accessory genes as well as in their regulation.

4. Productive Papillomavirus Life Cycle and Non-Productive Infection

Because the study of papillomaviruses has been driven by the association of the high-risk

Alphapapillomavirus types with anogenital and oropharyngeal cancers, our knowledge of these

types is perhaps more complete. However, there are some general principles that extend across the

different genera that are worth overviewing before commenting further on the specific characteristics

of different papillomavirus groups [79]. It is widely accepted that papillomavirus infection occurs

once virus particles gain access to the epithelial basal cells or stem cells, which in many cases

involves some level of epithelial trauma. In all cases, it is thought that virions bind initially to the

glycosaminoglycan (GAG) chains of heparan sulfate proteoglycan (HSPG) in a charge-based manner,

and that this leads to conformational changes in the virion which expose a furin/proprotein convertase

cleavage site at the amino terminus of L2. It is generally thought that virus entry requires interaction

with a secondary receptor, which still remains to be properly characterised [39]. Importantly, these

early HSPG-dependent events have been shown to occur on the extracellular basement membrane

(BM) in the murine cervico-vaginal model of HPV16 infection [80], close to where the target basal

cells reside.

After PV infection, an initial phase of genome amplification takes place prior to maintenance of

the viral episome at low copy number in the infected basal cells (Figure 4A) [81,82].
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Figure 3. Alphapapillomavirus genome organization and the function of HPV proteins.

(A) Genome organization typical of the high-risk Alphapapillomavirus types is illustrated

by the genome of HPV16. The early (p97) and late (p670) promoters are marked

by arrows. The six early ORFs (E1, E2, E4 and E5 (in green) and E6 and E7 (in
red)) are expressed from the different promoters at different stages during epithelial cell

differentiation. The late ORFs (L1 and L2 (in yellow)) are expressed from the p670

promoter in the upper epithelial layers as result of changes in splicing. The LCR/URR

also contains the replication origin as well as post-transcriptional control sequences that

contribute to viral gene expression. (B) The function of viral proteins. All known

papillomavirus encodes a group of “core” proteins that were present early on during

papillomavirus evolution, and which are conserved in sequence and in function between

PV types. These include E1, E2, L2 and L1. The E4 protein may also be a core

protein that has evolved to meet papillomaviruses epithelial specialization. The accessory

proteins have evolved in each papillomavirus type during adaptation to different epithelial

niches. The sequence and function of these genes are divergent between types. In general,

these proteins are involved in modifying the cellular environment to facilitate virus

life cycle completion, contributing to the virulence and pathogenicity. Knowledge of

accessory protein function comes primarily from the study of Alphapapillomavirus types.
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Figure 4. Regulation and deregulation of the high-risk Alphapapillomavirus life cycle.

(A) The papillomavirus life cycle is regulated during epithelial cell differentiation and is

shown diagrammatically. Cells that are driven through the cell cycle as a result of E6 and

E7 expression are marked with red nuclei. The up-regulation of viral proteins necessary

for genome amplification (i.e., E1 and E2) requires activation of the viral late promoter

in the upper epithelial layers (cells shown in green with red nuclei), with virus particles

subsequently being released from the epithelial surface; (B) In HPV-associated neoplasia,

late gene expression is retarded, and although the order of events remains the same, the

production of infectious virions is restricted to smaller and smaller areas close to the

epithelial surface. This situation is thought to be accompanied elevated E6/E7 expression,

and represents a non-productive or poorly productive abortive infection. Integration of

HPV DNA into the host cell genome is facilitated by deregulated E6/E7 expression. If

integration disrupts the E1/E2 region this can allow the persistent high-level expression

of E6 and E7 and the accumulation of genetic errors in the host genome. Eventually, the

productive virus life cycle is no longer supported and viral episomes are lost (reviewed

in [83]).

The viral replication proteins E1 and E2 are thought to be essential for this initial amplification,

but E1 may be dispensable for maintenance-replication once copy number has stabilised at

50–100 [65]. E2 has an established role in genome partitioning, replication and viral gene expression.

Experimental systems have shown at least a two-log increase in viral copy number during genome

amplification [65], with E1, E2 and cellular DNA replication proteins being crucial for viral genome

amplification in vitro [72,73,84]. The extent of genome amplification may be higher (four-log

increase) during infection in vivo, as suggested from laser capture analysis of productive infections in

rabbits [65]. The essential role of E6 and E7 in the viral lifecycle is primarily to modify the cellular

environment to allow viral genome amplification, mainly by driving S-phase re-entry in the upper

epithelial layers. Genome amplification occurs as the infected cell moves from an S to a G2-like

phase before committing to full differentiation. In the case of high-risk types, E6 and E7 appear also

to drive cell proliferation in the basal and parabasal layers [83]. By contrast, in the case of low-risk
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types (HPV6, HPV11 or other HPV types that have a tendency to cause benign lesions), the precise

role of these proteins in the infected basal cells is unclear. In fact, functional differences in E6 and

E7 represent a major determinant of HPV disease pathogenicity between HPV types [85]. During

the virus life cycle, E5 also contributes to viral genome amplification as a result of its ability to

stabilize epidermal growth factor (EGF) receptor and to enhance mitogen-activated protein (MAP)

kinase activity. E5 also modulates both extracellular-signal-regulated kinase 1/2 (ERK 1/2) and p38

independently of EGF receptor [75]. Interestingly, the nuclear localisation and export signals in E1

are phosphorylated by these MAP kinases, which in turn enhances the nuclear localisation of E1

protein which is necessary for genome amplification [86,87]. In the upper layers of the epithelium,

amplified viral genomes are packaged into virus particles produced from the major (L1) and minor

(L2) virus coat proteins. The E4 protein, which accumulates at very high levels in cells supporting

virus synthesis [76], appears to have a primary function in virus release and/or transmission, but

acts also to optimise the success of virus genome amplification. In high-risk HPV types, the

E4 protein assembles into amyloid fibrils that can disrupt keratin structure and compromise the

normal assembly of the cornified envelope [88,89]. Although not yet precisely defined, E4 amyloid

fibres may contribute to virion release from the upper epithelial layers, and therefore infectivity

and transmission.

Although high-risk HPV infection is common, cervical cancer arises rarely as a result of infection,

with most infections being cleared by the host without clinical symptoms. Regression of anogenital

warts is accompanied by a CD4+ T cell-dominated Th1 response, which is also seen in animal

models [90–95]. In general, HPV infections evade both the adaptive and innate immune response,

with the life cycle being totally intra-epithelial, without viraemia, cell lysis or inflammation. During

persistent infection, pro-inflammatory cytokines are not released, and the signals for Langerhans cell

and dendritic cell activation and recruitment are largely absent [96]. In fact, cells supporting viral

late gene expression, and which may contain high levels of viral proteins, are shed from the surface

of the epithelium away from immune surveillance. In general, a failure to develop an effective host

immune response correlates with persistent infection and an increased probability of progression

toward invasive cancer.

In HPV-associated neoplasias, the ordered expression of viral gene products necessary for virus

synthesis does not occur, leading to a non-productive or abortive infection rather than a productive

infection (Figure 4B). In this situation, the deregulated expression of the high-risk E7 protein can

stimulate host genome instability through deregulation of the centrosome cycle, with the deregulated

expression of the high-risk E6 protein contributing to the accumulation of cellular mutations as a

result of inhibition or loss of E6 function. This deregulation and the subsequent effects on the cell

can eventually lead to the development of cancer (reviewed in [2]).

5. Epithelial Stem Cells and Their Postulated Role in Papillomavirus-Associated Disease

Current thinking suggests that the development of papillomavirus-associated disease requires the

infection not just of an epithelial basal cell, but more specifically an epithelial tissue stem cell at a

pluristratified cutaneous or mucosal site [97–99]. In general, papillomavirus-associated lesions often
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persist for many years. Epithelial tissue renewal is achieved by proliferation of stem or stem-like

cells in the basal layer, to produce transit amplifying cells that have a limited proliferative capacity,

and which subsequently go on to terminally differentiate [100]. Once committed to differentiate,

these cells are pushed towards the cell surface by the production of new cells beneath them, and

are eventually lost from the epithelial surface as terminally differentiated squames. This movement

comprises the “epidermal flow”, which occurs over a shorter time period than the life span of a

papillomavirus infection [101]. Thus, we assume that papillomaviruses target basal cells with stem

cell-like properties [97], or in the case of the high-risk papillomaviruses, they confer such properties

on the cells that they infect. The idea that papillomaviruses generally reside in an epithelial stem

cell following infection, is compatible with our understanding of latency and reactivation from

latency [68], and the clonal origin of papillomas which was established several decades ago [102].

Indeed, studies on animal models have shown that CRPV primarily targets the bulge region of the

hair follicle, where epithelial stem cells reside [103], and in cervical neoplasia, the epithelial reserve

cells have long been considered the target cell from which cervical disease arises [99,104]. However,

the cellular targets of infection have not yet been mapped more precisely, and this still remains a

hypothesis, albeit a plausible one.

6. Local Epithelial Structure and Sites of Papillomavirus Infection

Epithelial tissue is composed of three components; epidermis, dermis and subepidermal tissue

(subcutaneous tissue at skin sites). The epidermis is composed of multiple keratinocyte layers,

and is the component that papillomaviruses target. In addition, the skin also consists of various

functional appendages, including hair follicles, sebaceous glands, eccrine and apocrine sweat glands,

finger and toe nails, as well as the inter-appendageal epidermis. Specialised epithelial sites contain

additional appendages, such as the salivary glands of the oral cavity and the tonsillar crypts of the

oropharynx. For papillomaviruses, these “specialist” structures represent particularly vulnerable

sites, as they lack the highly structured barrier function usually associated with the epithelium. An

additional level of complexity resides at transformation zone regions, where stratified epithelium

abuts columnar epithelium, and it is generally accepted that high-risk HPV-associated neoplasias

develop primarily at these sites [105]. High-risk HPV types are associated with the vast majority

of cervical cancers (>99%), most of which arise at the cervical transformation zone, as well as the

more than 90% of cancers that arise at the anal transformation zone. It is reasonable to suspect that

transformation zones at other anatomical sites, such as at the boundary between the oesophagus and

the stomach, may also be susceptible to HPV-associated neoplasia, but that these sites only rarely

become infected because of their location. At the cervix, the transformation zone is maintained by

a specialised type of cell known as the reserve cell [104], and possibly also by a cluster of cuboidal

cells localised more precisely at the squamo-columnar junction [98]. Our current thinking suggests

that these cell types represent the stem cells that maintain either the columnar epithelium of the

endocervix, or the stratified epithelium of the transformation zone depending on their extracellular

environment. These cells are thought to respond differently to signals from neighbouring epithelial

cells and from the dermis, when compared to the more conventional epithelial stem cells that populate
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the stratified layers of the ectocervix. Indeed, our current model suggests that cervical neoplasia

develops primarily at the squamo-columnar junction because these cells fail to properly regulate viral

gene expression, leading to a non-productive or abortive infection rather than a productive infection

(Figure 5) [59,106].

 

Figure 5. The difference of host cells (the site of infection) affects viral pathogenicity.

Most cervical cancers arise at the cervical transformation zone. The transformation

zone is maintained by a specialized type of tissue stem cell known as the reserve

cell (shown in purple in the transformation zone), and possibly also by a cluster of

cuboidal cells (yellow) localized more precisely at the squamo-columnar junction. These

cells can maintain either the columnar epithelium of the endocervix or the stratified

epithelium of transformation zone depending on their extracellular environment. In

the ectocervix, the epithelium is populated by conventional epithelial tissue stem cells

(purple in the ectocervix). The different characteristics of the various tissue stem

cells that HPV infects are thought to influence the pattern of viral gene expression

differently [41]. Current thinking suggests that productive infection is favoured at the

ectocervix, while a non-productive or abortive infection is more likely at the endocervix.

In the immunostains, MCM expression (red) indicates the expression of viral E7 protein.

E4 expression (green) indicates the productive infection [59].
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In this situation, deregulated viral gene expression facilitates the accumulation of genetic errors

in the infected cell that no longer supports a productive infection (as described previously), leading

eventually to the development of cancer.

By comparison with the cervical reserve cells, the stem cells that populate cutaneous epithelial

sites are better characterised, and are known to reside in the bulge region of the hair follicle

(Figure 6A) [107,108].

 

 

Figure 6. Epithelial tissue sites and tissue stem cells as targets for HPV infection. HPVs

infect a variety of epithelial tissue sites, and can cause lesions in the vicinity of hair

follicles, eccrine and apocrine sweat apparatus), nails, and also the inter-appendageal

epidermis. Specialized epithelial sites contain other appendages, such as the salivary

glands of the oral cavity and the tonsillar crypts of the oropharynx, where oropharyngeal

cancers arise. The transformation zone regions, where stratified epithelium abuts

columnar epithelium such as the cervical (Figure 5) or anal transformation zones, are

other target sites where infection is thought to be facilitated. (A) The bulge region of the
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hair follicle is a well characterized region where the stem cells that populate cutaneous

epithelial sites reside. HPV virions are thought to gain access to the epithelial stem

cells (coloured purple), either through a wound or possibly through the hair follicle; (B)

Between the hair follicles, the tissue stem cells are thought to reside in both rete ridge

and over the dermal papilla, and are not thought to be clustered at any specific location

in the basal component [109]. With the sweat apparatus, at least two distinct stem cell

populations have been identified that may be accessible for infection, either in the gland

or the duct. These are able to repair damaged epidermis. HPV virions are thought to gain

access to these stem cells (coloured purple), either through a wound or maybe through

the eccrine duct; (C) The tonsillar crypts are a highly specialized lymphoepithelial tissue.

A dense lymphocyte infiltrate generally obscures the junction between the lymphoid

and epithelial components and splinters the epithelial sheath into irregular nests and

cords. This reticulated epithelium may facilitate viral access to tissue stem cells at

an immune-privileged site, which can inhibit virus-specific T cell activity and thereby

facilitate immune evasion during initial HPV infection and subsequent virus-induced

malignant transformation.

Because these cells can mediate the repair of damaged interfollicular epidermis, the interfollicular

stem cells were for some time, thought to be supplied by follicular stem cells routinely [110].

However, recent work has shown that stem cells in the hair follicle do not contribute to epidermal

homeostasis, but points instead to the presence of a distinct population of interfollicular epidermal

stem cells [111]. This idea is supported by several observations [112], including the visualisation of

discrete slow-cycling cells that are interspersed throughout the basal layer in mouse interfollicular

epidermis [113] and in monkey palm epidermis [114], as well as the visualisation of clonal

regenerating units of interfollicular epidermis (Figure 6B) [115]. In human skin, however, our

inability to mark slow-cycling cells using in situ approaches, coupled with a lack of specific stem

cell markers, has meant that the identification and location of interfollicular epidermal stem cells

remains uncertain. Although it is generally accepted that eccrine sweat duct-derived cells can repair

damaged epidermis [116], little attention has been paid to the sweat gland as an additional location of

epidermal stem cells. Recently, stem cell populations in sweat glands and ducts have however been

identified by lineage-tracing (Figure 6B) [117].

7. Examples of Papillomavirus Niche-Adaptation and Tropisms

Given the genotype-specific tropisms of papillomaviruses and the varied pathologies associated

with infection, it is not unreasonable to think that different papillomaviruses have become well

adapted to their respective epithelial niches. Although this has already been overviewed to some

extent in the preceding paragraphs, the diversity of niche-adaptation can perhaps be appreciated by

reference to particular examples that are outlined below.

Schmitt et al. [103] have shown that the primary target cells of CRPV co-localize with the hair

follicle stem cells. In this study, E6 and E7 transcripts were detected at 11 days post-infection,

despite the absence of apparent disease, with expression of these genes representing an early marker



80

of infection. The subsequent finding that viable keratinocyte clones isolated from these infected

follicles were CRPV mRNA-positive, suggests infection of a replication competent cell, which given

the location, is suspected to be a bulge stem cell. A similar cellular target and epithelial tropism has

also been suggested for the HPV types associated with epidermodysplasia verruciformis (EV). These

HPV types usually come from the Genus Betapapillomavirus, and can be detected in plucked hair

from different body sites. EV is a rare autosomal recessive genodermatosis associated with a high

risk of skin carcinoma [11,118,119]. In many cases, the disease is linked to mutations in two genes

(EVER1 and EVER2) that are expressed in the endoplasmic reticulum, and which form a complex

with zinc-transporter-1 (ZnT-1), thereby controlling zinc balance [120]. Lesions generally start on the

dorsa of the hands and the forehead, and spread progressively to the limb, neck and trunk. However,

the mucous epithelium is not involved. EV skin lesions are hardly seen on the palmoplantar skin,

even though they are frequently productive in nearby epithelium. At a clinical level, it is very clear

that the Betapapillomavirus types associated with EV precisely “select” their preferential anatomical

sites. The frequent detection of EV-PV in plucked hairs points to the hair follicle as an important site

of infection for EV-PV [121,122].

HPV1 and 63 are members of the Genus Mupapillomavirus, and appear to target eccrine ducts

in the palmoplantar skin. HPV1 causes typical myrmecia warts on the palms and soles [27,123],

and it is quite rare for this HPV type to infect and cause lesions at extra-palmoplantar sites. The

most characteristic histological feature is eosinophilic granular intracytoplasmic inclusion bodies

(Gr-ICBs), which are larger and more numerous in the upper layer of the epidermis, and which

are pathognomonic of infection by this virus. HPV1 infection provided a good example of

how the site of infection influences clinical features and can affect viral gene expression [43].

Lesion development occurs on the skin surface ridges on the palms or soles. Histopathological

studies and in situ hybridization analysis of early lesions have revealed that both HPV1-associated

disease-pathology and in situ DNA-positivity are closely associated with eccrine ducts (Figure 7A,

and our unpublished data).

HPV63, which is the second Mupapillomavirus type, induces tiny punctate warts (0.5 to 2 mm)

characterised by the presence of heavily-stained tonofibril-like structures referred to as filamentous

inclusion bodies [27,29]. To date, HPV63-induced warts have only been reported on the sole, with

HPV63 DNA being detected both in keratinocytes around acrosyringiums (Figure 7B) and also in the

uppermost portion of the eccrine dermal duct, which was hypertrophied with the HPV infection [124].

The final example focuses on HPV6 and 11, which share 85% sequence identity and belong to

same HPV species (Alphapapillomavirus 2). Interestingly, in contrast to EV-HPVs from the Genus

Betapapillomavirus, and which are both detectable in plucked pubic and eyebrow hairs, HPV6 and 11

could be detected only in hair plucked from pubic and perianal regions of patients with genital warts,

but not in eyebrow hairs of the same patients. It has been suggested that HPV6 and 11 have a more

limited epithelial distribution [125]. In contrast to this, Kocjan et al. [126], showed the presence

of four genital HPVs (HPV6, 11 31 and 58) in plucked eyebrow hairs from immunocompetent

individuals, suggesting that these viruses may sometimes be more widely distributed, but that they

develop lesions preferentially at anogenital or oral sites. Since HPV6 and 11 are well-known

causative agents for condyloma acuminatum, and can be detected in pubic and perianal hairs, a
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follicular distribution for this virus may exist. In fact, hair follicle-associated papules are sometimes

observed in conjunction with the larger more prominent lesions at anogenital sites, with hair follicles

being present widely at many epithelial sites. Interestingly, histological studies show that HPV6/11

DNA can also be detected in association with hair follicles as well as the vicinity of sweat apparatus

or inter-appendageal epidermis, along with associated histological changes (Figure 7C, and our

unpublished data). HPV6 and 11 are also causative agents of laryngeal papillomatosis, although

in this instance the target cells remain unclear. The vocal cord, where HPV6 and 11 can also produce

papillomatosis consists of squamous epithelium, pseudostratified epithelium and a transitional zone,

which may facilitate access to stem-like cells at this site.

8. High-Risk Mucosal HPV Types

The high-risk mucosal HPVs, such as HPV16, 18, 31 and 33 appear to have evolved a number

of additional characteristics that are not shared by low-risk papillomaviruses. These relate primarily

to the function of the E5, E6 and E7 gene products, and the regulatory mechanisms that govern their

expression (reviewed in [2]). Many functional studies have however focused on the contribution

of these viral proteins to cancer development rather than life-cycle completion, and a detailed

comparison of the role of these proteins in the life cycles of high and low-risk papillomaviruses

remains to be done. A prominent characteristic of high-risk E6 proteins is the presence of a

C-terminal PDZ-binding motif [127–131], along with an ability to bind and degrade the cellular p53

protein [132–134]. In addition, the high-risk HPV types have been shown to express their E6 and E7

proteins from a single promoter, with the levels of these two proteins being regulated by differential

splicing [1,135]. This contrasts with the presence of separate promoters that regulate E6 and E7

expression in low-risk HPV types, such as those from the Alphpapillomavirus genus. Although there

are additional key differences between these broad groups of papillomaviruses, these properties in

themselves are known to have a major impact on high-risk virus pathogenesis. Although the precise

advantage that the high-risk HPV types gain from these additional functions remains unclear, it is

very likely to be related to particular sites of infection and their different strategies for productive

infection at these sites. Clearly, the high-risk viruses have an ability to drive cell cycle entry as

well as cell proliferation, which may be an important part of their normal life cycle at mucosal

sites [83]. High-risk HPV-associated cancers occur predominantly within the cervical and anal

transformation zone, as well as in the crypts of the oropharynx (Figure 6C) [136], which are thought

to be sites where viral gene expression is poorly controlled. Given the preferential tissue distributions

of different papillomaviruses, it is not surprising that particular HPV types may sometimes infect

sites where full productive infection is either not supported or supported only poorly. The different

cancer risk at the penis, vagina and vulva, when compared to the cervix or anus, illustrates this

well [137]. In addition, the different risk of cancer progression associated with different HPV types

(e.g., HPV16, 18 and 45) must reflect the different basic tropisms or tissue-specificities of the species

Alphapapillomavirus 7 and Alphapapillomaviru 9 [138], and the different ways in which their genes

are expressed and achieve their effects at these different epithelial sites. In addition to infection
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at these genital sites, some high-risk types can be found at other cutaneous sites where they cause

“Bowenoid papulosis” [139,140].

A 

 
B 

 
C 

 

Figure 7. Examples for HPV targeting cutaneous appendages. (A) Haemotoxylin

& eosin stain (left) of a horizontal section of a tiny wart. An eccrine (Ec)-centered

distribution of histological changes is observed. HPV1 DNAs are identified within the

pathology changes following DNA in situ hybridization (right); (B) HPV63 DNA is

identified in resident keratinocytes in the vicinity of eccrine ducts (Ec) in a ridge of

the plantar skin following DNA in situ hybridization; (C) HPV6/11 histopathological

changes are identified in the resident keratinocytes in and around the hair follicle (arrow)

by haemotoxylin & eosin staining (left) and DNA in situ hybridization (right).
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9. Conclusions

Papillomaviruses have evolved over many millions of years to propagate themselves in a range of

different species including humans. The evolution of skin glands, hair follicles and other ecological

niches has provided papillomaviruses with new opportunities for infection. These have been followed

by niche-adaptation, and it is thought that through this route, the great diversity of papillomaviruses

has arisen. In general, β- and Gammapapillomavirus types have evolved a strategy of causing

chronic asymptomatic infections accompanied by long-term virion-production and shedding from

infected epidermis. This strategy minimises the risk of immune clearance, and depends on a balance

between immune suppression and virus synthesis without any marked effect on host-fitness. By

contrast, other papillomaviruses, such as those from the Genus Alphapapillomavirus, have evolved

an array of sophisticated immune evasion strategies that allow them to cause prominent and persistent

papillomas, even in immune competent individuals. Immune clearance of such lesions can however

lead to asymptomatic or latent infections, with the possibility of an increase in viral copy number

upon immunosuppression. Thus, both the cellular environment and the site of infection are important

determinants of viral gene expression and virus activity. HPV pathogenicity, however, also reflects

differences in viral gene function, which is evidenced most significantly when high and low-risk

HPV types are compared. The genotype-specific association with disease, and more specifically

with neoplasia, provides the basis for the recent introduction of DNA testing in cervical screening,

and underlies the introduction of HPV 16/18 vaccines to protect against cervical cancer. High-risk

mucosal HPVs do however have different cancer associations at different sites, prompting a detailed

analysis of site-specific patterns of gene expression and gene function at different epithelial sites,

such as the endocervix, the cervical transformation zone and the ectocervix, as well as the tonsillar

crypts and other oropharyngeal sites where HPV-associated neoplasia can develop. An understanding

of the site-specific aspects of HPV infection should facilitate the development of better strategies for

disease treatment (e.g., target antivirals, immunotherapeutics) and disease management (e.g., risk

assessment), and is very likely to provide new insight into epithelial biology and immunology.
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Human Papillomavirus and Tonsillar and Base of  
Tongue Cancer 

Torbjörn Ramqvist, Nathalie Grün and Tina Dalianis 

Abstract: In 2007, human papillomavirus (HPV) type 16 was recognized as a risk factor by the 
International Agency for Research on Cancer, for oropharyngeal squamous cell carcinoma (OSCC), 
where tonsillar and base of tongue cancer (TSCC and BOTSCC) dominate. Furthermore, patients 
with HPV-positive TSCC and BOTSCC, had a much better clinical outcome than those with 
corresponding HPV-negative cancer and other head and neck cancer. More specifically, survival was 
around 80% for HPV-positive TSCC and BOTSCC vs. 40% five-year disease free survival, for the 
corresponding HPV-negative tumors with conventional radiotherapy and surgery, while this could not 
be observed for HPV-positive OSCC at other sites. In addition, the past 20–40 years in many Western 
Countries, the incidence of HPV-positive TSCC and BOTSCC has risen, and >70% are men. This 
has resulted in a relative increase of patients with HPV-positive TSCC and BOTSCC that may not 
need the intensified chemo-radiotherapy (with many more severe debilitating side effects) often 
given today to patients with head and neck cancer. However, before tapering therapy, one needs to 
enable selection of patients for such treatment, by identifying clinical and molecular markers that 
together with HPV-positive status will better predict patient prognosis and response to therapy. To 
conclude, there is a new increasing group of patients with HPV-positive TSCC and BOTSCC with 
good clinical outcome, where options for better-tailored therapy are needed. For prevention, it would 
be of benefit to vaccinate both girls and boys against HPV16 infection. For potential future screening 
the ways to do so need optimizing.  

Reprinted from Viruses. Cite as: Ramqvist, T.; Grün, N.; Dalianis, T. Human Papillomavirus and 
Tonsillar and Base of Tongue Cancer. Viruses 2015, 7, 1332-1343. 

1. Introduction 

Twenty years ago in 1995, the International Agency for Research against Cancer acknowledged 
an association between human papillomavirus (HPV) type 16 and cancer of the cervix, uteri, and 
other anogenital cancer [1]. It took another 12 years for HPV16 to be recognized as a risk factor for 
oropharyngeal squamous cell carcinoma (OSCC) in 2007, dominated tonsillar and base of tongue 
cancer (TSCC and BOTSCC) and where HPV is mainly found [2–7]. The most notable difference 
between HPV-positive TSCC and BOTSCC compared to their HPV-negative counterparts and other 
head and neck squamous cell carcinoma (HNSCC) is the better clinical outcome (80% vs. 40%  
five-year disease specific survival) [2–4,6–9]. This difference in clinical outcome has not been 
observed between HPV-positive and HPV-negative OSCC at other sites other than TSCC and 
BOTSCC [6]. In the past decades, the incidence of especially TSCC and BOTSCC (and thereby also 
OSCC) has increased in many Western countries, mainly due to a rise of HPV-positive TSCC and 
BOTSCC cases and >70% are men [8,10–21]. HNSCC has poor prognosis in general and is now 
given more aggressive treatment with more intensified chemotherapy and radiotherapy, leading to 
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more adverse side effects [21]. Such therapy may not be beneficial for most patients with HPV-positive 
TSCC and BOTSCC, where 80% of the patients survived, before treatment was intensified, and when 
given only conventional radiotherapy alone, with the addition of surgery if needed [2–4,6–9,19]. 
Here, differences between HPV-positive and HPV-negative TSCC and BOTSCC and issues of 
finding biomarkers in HPV-positive TSCC and BOTSCC useful for predicting which patients may 
have a good response to therapy and be eligible for de-escalated therapy trials are described. Data on 
oral HPV infection, effects of HPV vaccination, and potential screening for TSCC and BOTSCC are 
also discussed. 

2. Human Papillomavirus (HPV) and Disease and Cancer 

There are >170 HPV types, with the majority found in the skin (cutaneous HPV types), but many 
also found in mucous tissues (mucosal HPV types) and where clearly the vast majority cause only 
asymptomatic infections [22,23]. A phylogenetic tree based on the homologous nucleotide sequence 
of the major capsid protein L1 groups the different HPV types into five genera—alpha, beta, gamma, 
mu and nu [23]. The mucosal types are included in genera alpha and the others mainly consist of 
cutaneous types [23]. 

Mucosal HPV types can be divided into high-risk (HR) types that have a clear and well-recognized 
potential to cause cancer, or low-risk types (LR) that are very rarely observed in cancer [22,23].  
The best-known association between HR-HPVs and cancer is that of HPV and cancer of the uterine 
cervix [22]. However, HPV is also associated with vulvar, vaginal, penile and anal cancer, and since 
2007, HPV16 has also been acknowledged to be a risk factor for OSCC, where tonsillar and base of 
tongue cancer dominate [5,22–25]. Furthermore, in addition to HPV16, HPV33, HPV35 and others  
(also found in cervical cancer) have been observed to contribute to OSCC [4,7,15,24,26]. LR-HPV 
types are not associated with cancer development in general, but are often found in benign genital 
lesions, such as condylomas and recurrent respiratory papillomas [22,23]. 

Cutaneous HPV types are best known to cause skin warts, but multiple skin cancers may emerge 
from verruca-like papillomatous lesions in Epidermodyplasia vercucciformis (EV) patients that are 
especially sensitive to infections with e.g., HPV5 and 8 [1,5,23]. Whether HPV is responsible for 
other squamous cell carcinoma of the skin is however still a question of debate. 

HPVs have double stranded circular DNA genomes of around 7.9 kb. The genome, including a  
non-coding control region (NCCR), an early and a late coding region, is enclosed together with 
histones within a 52–55 nm virion [23,24]. The regulatory proteins E1-E2, E4-E7 important for gene 
regulation, replication and pathogenesis are coded by the early region, while the two structural 
proteins L1 and L2 responsible for the viral capsid are encoded by the late region [23,24]. E6 and E7 
regarded as oncogenes in HR-HPV types and have high affinity to p53 and pRb, respectively, and 
are without doubt of relevance for immortalization and transformation [23,24]. The binding of E6 to 
p53 causes its degradation, preventing e.g., control of DNA damage and cell repair or apoptosis, 
while the binding of E7 to Rb and abrogates deregulation of cell cycle control [1,18,19,23,24]. The 
latter, also results in an increase in the expression of the cyclin dependent kinase inhibitor  
p16INK4a [23,27]. Overexpression of p16INK4a was in the past used as a surrogate marker for presence of 
HPV in OSCC [24,27]. Today, neither overexpression of p16INK4a or the presence of HPV DNA alone, 
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are regarded as sufficient to point that a tumor is caused by HPV [24,28]. However, presence of HPV 
DNA combined with p16INK4a overexpression is almost as sensitive as using the golden standard, i.e. 
analyzing for presence of HPV E6 and E7 mRNA [24,28]. The L1 major capsid protein contributes to 
around 80% of the viral capsid and can spontaneously self-assemble into virus-like particles (VLPs) 
under specific conditions [22,23,29]. Todays’ HPV vaccines Cevarix (GMK) and Gardasil (Merk) 
consist of VLPs from different HPV types and both contain HPV16 and 18 VLPs, while the latter 
also contains VLPs also of HPV6 and HPV11 [30,31]. These vaccines have been shown to be very 
efficient against cervical HPV infection, and also very likely efficient against oral HPV  
infection [30–35]. 

3. TSCC, BOTSCC and HPV and Its Influence on Clinical Outcome and Number of Cases 

OSCC includes not only TSCC and BOTSCC, which accounting for 80% of the cases, but also 
cancer of the walls of the pharynx and the soft palate [36]. However, it becomes evident that the 
presence of HPV is highest in TSCC and BOTSCC (79% and 73%, respectively), which both contain 
lymphoid tissue and together contribute to Waldeyers ring, while in other OSCC the presence of 
HPV is lower (17%) [6,8,17]. This is not always appreciated, and it is likely that this distinction must 
also be made more clearly before selecting patients for clinical studies. Furthermore, HPV16 is 
present in >90% of the HPV-positive TSCC and BOTSCC cases, and even more common than in 
cervical cancer, where HPV16 accounts for 50%–55% of the cases; moreover, most of the patients 
are men [1–7,23,24,26]. Taken together, this is also of importance when reflecting over HPV 
vaccination against these tumors. 

The most prominent difference between HPV-positive and HPV-negative TSCC and BOTSCC is 
that patients with HPV-positive tumors have a much better clinical outcome than those with  
HPV-negative tumors and other head and neck cancer, including OSCC other than TSCC and 
BOTSCC (80% vs. 40% five-year survival) [3,4,7–9]. In the literature, similar findings with regard 
to clinical outcome are found for HPV-positive and HPV-negative OSCC, which is not surprising, 
since the numbers of OSCC cases outside the tonsil and base of tongue at other subsites are limited 
and do not change the general trend [4,6,36]. 

Patients with HPV-positive TSCC and BOTSCC as compared to those with HPV-negative tumors 
are also often somewhat younger, more often non-smokers, have smaller tumors, but have a higher 
tumor stage, since many patients also have nodal disease [2–4,6–9,37]. Nonetheless, the latter still 
does not necessarily affect the better survival among patients in the HPV-positive group [2–4,6–9,37]. 

Most HPV-positive TSCC and BOTSCC independent of episomal/and or integrated HPV 
genomes, exhibit E6 and E7 mRNA expression; with p53 expression more often, being normal and 
with 16Ink4a overexpressed in most cases, in contrast to that observed in HPV-negative TSCC and 
OSCC [23,37–40]. HPV-positive TSCC and BOTSCC is also generally less differentiated; more 
frequently aneuploid compared to HPV-negative OSCC; and chromosome 3q often amplified similar 
to cervical cancer, but amplification of chromosome 3q did not further influence clinical  
outcome [41,42]. HPV has repeatedly been a favorable prognostic marker, independent of tumor 
stage, age, gender, differentiation, or DNA ploidy, and in never-smokers clinical outcome has 
generally been found to be even better [2–4,6–9,37,41,42]. 
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Today the golden standard of HPV-positive status in TSCC/BOTSCC/OSCC is the presence of 
E6 and E7 mRNA expression by RT-PCR, suggested to be associated with functional HPV 
expression [28]. Notably, the combined presence of HPV DNA tested by PCR and p16 
overexpression is now more and more widely recognized as very close to the golden standard in 
TSCC and BOTSCC and especially useful for analysis in formalin fixed paraffin embedded (FFPE) 
tumor samples [28]. Nonetheless, in the past many ways of defining HPV-positive status have been 
used, including different types of PCR assays and primers, which may have given some variations 
in the results obtained. [4,7,27,28,37,43–48]. Moreover, HPV prevalence varies not only due to the 
methodology used, but also depending on geographical location and time period of investigation. 
Numerous studies have indicated an increase in HPV prevalence in TSCC, BOTSCC and OSCC the 
past decades and this has certainly contributed to the increased incidence of these tumors that has 
been reported from many Western countries [8,10–21]. 

For example, between 1970 and 2002, a three-fold increase in both the incidence and prevalence 
of HPV (both in women and men) was observed in TSCC in Stockholm, Sweden and this lead to the 
hypothesis that HPV was responsible for the increase in incidence of TSCC [15]. This was followed 
by additional reports again from Stockholm, showing that HPV-positive TSCC had increased with a  
seven-fold doubling per decade 1970–2007, while HPV-negative cancer had decreased and 
analogous changes were also reported for BOTSCC [8,14,17]. The most recent report from Sweden, 
shows a continued increase in incidence of TSCC and BOTSCC, however, while the number of HPV-
positive TSCC cases remains high in the Stockholm area, it has not increased the past five years [49]. 
Whether this trend is temporary or not needs to be investigated further. 

Parallel to the Stockholm studies, an emerging epidemic of HPV associated OSCC was suggested 
in the US, and in 2011 in the U.S. a rise in the incidence of HPV-positive OSCC and a decline in  
HPV-negative OPCC was also reported for the past decades [11,12,16,21]. Furthermore, during the 
same period accumulating reports from many Western countries, such as Scotland, the UK, and the 
Netherlands, conveyed an increasing incidence of OSCC, while in Eastern Denmark an increase in  
HPV-positive TSCC was described [10,13,20,50]. 

As already mentioned, the increase in incidence of TSCC, BOTSCC and OSCC has been  
suggested due to a rise in HPV-positive cases and changes in life style, and there is a significant 
correlation between HPV-positive OSCC, early sex debut, and numbers of oral or vaginal  
partners [51]. However, it has also been shown that oral-to-oral contact and HPV-transmission at 
birth may also result in oral HPV infection [52,53]. Clearly, in many Western countries, the numbers 
of HPV-positive TSCC and BOTSCC, where most patients are men, are still increasing, although 
new trends may be appearing [8,10–21,49,50]. 

4. TSCC, BOTSCC, HPV and Other Biomarkers and Treatment 

HPV-positive TSCC and BOTSCC contribute to an increasing proportion of HNSCC in recent  
years [19]. Furthermore, this group of patients with a favorable clinical outcome already with 
conventional radiotherapy, may in most cases not need the intensified chemo-radiotherapy, with 
more side effects and increasing expenses for society that is given to head- and neck-cancer  
today [19,24]. Thus, it is imperative to distinguish patients that need intensive therapy from those 
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who do not. For this purpose, it is important to combine positive HPV-status with additional 
biomarkers in order to better predict response to therapy and only select patients with a very probable 
good response rate to randomized trials with lessened therapy. 

It has been shown that for TSCC and BOTSCC, the presence of HPV DNA/RNA and p16 
overexpression are very good prognostic markers especially when combined with accurate data on 
that the patient being a never smoker [9,28,37]. In fact even the quantity of smoking, i.e., package 
years, was also important [37]. However, none of these factors distinguish 100% of the patients and 
additional markers are therefore needed. 

Additional biomarkers have been investigated. It has been reported that absent/low expression of 
MHC class I, CD44, CD98, LMP7, or LMP10 intensity staining, or absence of HLA-A*02, or high 
LRIG1 expression improved prediction of clinical outcome for patients with HPV-positive TSCC 
and BOTSCC [54–62]. Absence of HLA class I immunohistochemistry (IHC) staining, e.g., 
indicated a 95%–100% probability of a three-year disease free survival, but identified only around 
20% of the patients with a good clinical outcome [56,57]. In addition, the high CD8+ tumor 
infiltrating lymphocyte (TIL) counts were also very favorable for patients with HPV-positive TSCC 
and BOTSCC as compared to the corresponding tumors with low CD8+ TIL counts, but was less 
sensitive [63,64]. 

That having high CD8+ TIL counts was favorable was expected, since an efficient immune  
response may result in a favorable clinical outcome of HPV-positive TSCC and BOTSCC [63,64]. 
More enigmatic was that HPV-positive TSCC and BOTSCC with absent HLA class I expression had 
good prognosis since HLA class I down-regulation abrogates the immune response, especially in 
absence of NK-cells [56,57]. Here, it is possible that HPV E5 and E7 expression contributes to HLA 
class I downregulation and that treatment increases HLA class I expression this way enhancing the 
immune response against these tumors [56,57]. 

Other biomarkers that have been investigated are miRNAs and data are accumulating, but 
stringent concordance between different studies has not been shown so far [65–67]. 

Clearly, additional molecular knowledge and ways to combine different markers, both clinical 
and molecular for prediction of clinical outcome in patients with HPV-positive TSCC and BOTSCC 
would be of great value. 

5. Prevention of HPV-Positive TSCC and BOTSCC 

HPV16 is the most common HPV type in the oral cavity in non-vaccinated individuals [68–71].  
Oral HPV prevalence, including all HPV types, varies and has been reported to be 3%–9% in studies 
including individuals at all ages and when limited to unvaccinated youth [68–71]. Furthermore, it 
has been shown that women with a cervical HPV infection more often have an oral HPV infection [68]. 

In HPV vaccinated groups, oral HPV prevalence, especially HPV16, seems to be lower than in  
non-vaccinated groups suggesting a vaccination effect [32–35]. Thus vaccinating both girls and boys 
against HPV16 may be a good option not only to prevent cervical cancer but also to prevent the 
majority of HPV16 positive TSCC and BOTSCC in the future, especially since >70% of the latter 
comprise men. 
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For non-vaccinated individuals, other approaches may be of interest and screening may not be 
optimal for several reasons especially since the incidence of HPV-positive TSCC and BOTSCC is still 
relatively low [12,14,49]. Furthermore, testing HPV-prevalence in the oral cavity could result in an 
underestimation, e.g., due to saliva production, and some individuals may be reported as falsely 
negative because the obtained HPV signals are generally lower compared to those obtained for the 
cervical site [68]. 

Nevertheless, in the proportion of patients with HPV-positive TSCC and BOTSCC, it has been 
shown that the viral load of HPV16 in mouthwashes is considerably higher than that obtained in 
healthy youth and often comparable to that obtained in the cervix [72]. Whether a high viral HPV 
load is indicative of HPV-positive TSCC and BOTSCC needs to be investigated further. However, 
there is also the possibility to combine this approach with serology, where certain antibody profiles, 
especially the appearance of HPV16 E6 have been shown to predict risk for development of  
HPV-positive OSCC, and such antibodies are very seldom found in non-cancer patients [73,74]. 
Alternatively, serology could be used to identify patients at risk for OSCC and these patients could 
be followed using mouthwashes [72,73]. Using cytology has also been attempted, but not found very 
useful so far [67,75]. 

6. Conclusions 

HPV-positive TSCC and BOTSCC have better clinical outcome than corresponding HPV-negative 
cancers and are increasing in incidence. Preventing spread of HPV16 infection by vaccination, and 
deescalating intensive therapy by using additional predictive markers to identify and select  
HPV-positive TSCC and BOTSCC patients eligible for randomized trials with lessened therapy are 
issues of importance. 
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Interaction of Human Tumor Viruses with Host Cell Surface 
Receptors and Cell Entry 
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Abstract: Currently, seven viruses, namely Epstein-Barr virus (EBV), Kaposi’s  
sarcoma-associated herpes virus (KSHV), high-risk human papillomaviruses (HPVs), Merkel cell 
polyomavirus (MCPyV), hepatitis B virus (HBV), hepatitis C virus (HCV) and human T cell 
lymphotropic virus type 1 (HTLV-1), have been described to be consistently associated with different 
types of human cancer. These oncogenic viruses belong to distinct viral families, display diverse cell 
tropism and cause different malignancies. A key to their pathogenicity is attachment to the host cell 
and entry in order to replicate and complete their life cycle. Interaction with the host cell during viral 
entry is characterized by a sequence of events, involving viral envelope and/or capsid molecules as 
well as cellular entry factors that are critical in target cell recognition, thereby determining cell 
tropism. Most oncogenic viruses initially attach to cell surface heparan sulfate proteoglycans, followed 
by conformational change and transfer of the viral particle to secondary  
high-affinity cell- and virus-specific receptors. This review summarizes the current knowledge of the 
host cell surface factors and molecular mechanisms underlying oncogenic virus binding and uptake 
by their cognate host cell(s) with the aim to provide a concise overview of potential target molecules 
for prevention and/or treatment of oncogenic virus infection. 

Reprinted from Viruses. Cite as: Schäfer, G.; Blumenthal, M.J.; Katz, A.A. Interaction of Human 
Tumor Viruses with Host Cell Surface Receptors and Cell Entry. Viruses 2015, 7, 2592-2617. 

1. Introduction 

Cell entry is a fundamental process of the infectivity of any virus, and cell surface receptors  
are the critical molecules in target cell recognition determining cell tropism and species  
specificity [1,2]. To date, there are seven known human oncogenic viruses, namely Epstein-Barr 
virus (EBV), Kaposi’s sarcoma-associated herpes virus (KSHV), high-risk human papillomaviruses 
(HPVs), Merkel cell polyomavirus (MCPyV), hepatitis B virus (HBV), hepatitis C virus (HCV) and 
human T cell lymphotropic virus type 1 (HTLV-1). These viruses belong to distinct viral families, 
display different modes of entry and host cell tropism and lead to distinct types of cancer. They all 
infect their specific target cells through a two-step process: the first step involves attachment to the 
cell surface followed by the second step of specific receptor-mediated uptake. With the exception  
of EBV [3] which uses the cellular receptor CD21 (or CR2) for attachment [4], all oncogenic  
viruses initially attach to their target cells via ubiquitously expressed cell membrane heparan  
sulfate proteoglycans (HSPG), also termed the “universal receptor”, which contain charged 
carbohydrate moieties that can interact with several viral surface glycoproteins or protein ligands 
expressed in the envelope and/or the capsid, respectively. This leads to accumulation of the viral 
particle at the cell surface and is generally followed by conformational changes ultimately  
facilitating viral uptake by secondary cell type- and/or virus-specific receptors. Some oncogenic 
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viruses display simple binding and uptake involving only a small number of participating viral and/or 
host surface molecules, while others involve multiple viral proteins engaging with several specific 
receptors, co-receptors and co-factors that may vary according to cell type, implicating rather 
complex, highly regulated and concerted interactions [1,2]. 

This review summarizes the virus and host cell surface molecular interactions essential for 
productive viral infection and initiation of the viral life cycle of the individual oncogenic viruses 
 that culminate in the tumorigenic process. While human immunodeficiency virus (HIV) is not  
considered a tumor virus per se, immunodeficiency-related malignancies play an important role in 
the total number of oncogenic virus-associated cancer types and will be mentioned where appropriate. 

2. Epstein-Barr Virus 

Epstein-Barr virus (EBV) belongs to the large and diverse family of Herpesviridae (subfamily 
Gammaherpesvirinae). As the first virus that has been identified as an etiologic agent for human 
cancer, EBV is now known to be causally associated with several B cell malignancies including 
Burkitt’s lymphoma, Hodgkin’s lymphoma, immunosuppression-related lymphoma, T and NK cell 
lymphomas as well as malignancies involving epithelial cells of the upper digestive tract, particularly 
nasopharyngeal and stomach carcinomas [5]. Found ubiquitously in approximately 95% of the adult 
population worldwide, most individuals acquire EBV infections during early childhood when EBV 
establishes a latent infection that persists generally asymptomatically throughout life. However, 
under certain circumstances when host-virus balance is not achieved such as due to 
immunosuppression as a result of HIV infection or in response to unrelated infections, EBV can 
cause malignant diseases [6]. As a predominantly orally transmitted virus, EBV has (unlike other 
members of the herpesvirus family) a rather narrow spectrum of potential target cells and primarily 
infects naïve tonsillar B cells [7] and (more rarely) oral epithelial cells [8]. 

Like all members of the herpesvirus family, the comparatively large EBV double-stranded  
linear DNA genome is packed inside a capsid which is surrounded by a tegument. This is further 
enclosed by a lipid envelope consisting of several conserved, as well as EBV-unique, glycoproteins.  
These glycoproteins play important roles during initial attachment and subsequent viral entry through 
interaction with specific host cell surface receptors mediating macropinocytosis [9] and lipid raft-
dependent endocytosis [9,10]. It has long been known that the initial phase of EBV tethering to the 
host cell surface of B cells and epithelial cells occurs via the viral envelope glycoprotein gp350 (or 
its alternative isoform gp220) which interacts with the cellular receptor CD21 (or CR2) [4]. A recent 
report suggested also the involvement of CD35 as an alternative EBV attachment receptor in certain 
CD21-negative cells [11]. Unique among herpesviruses, gp350/220 dominates the outer viral 
membrane and is one of the most abundant EBV glycoproteins [12]. Although the absence of 
gp350/220 reduces EBV entry into epithelial and B cells, it is not absolutely required for infection [13]. 
In addition, the EBV transmembrane envelope glycoprotein BMRF2 has been shown to interact with 
β1 and α5 integrins on oral epithelial cells but not on B cells [14].  

Initial tethering of EBV to either the B cell or the epithelial cell membrane eventually triggers 
fusion with the EBV envelope which is considered the second phase of the infection process. This 
requires three conserved viral glycoproteins comprising the core fusion machinery, namely the  
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gH-gL heterodimer and gB, the latter being crucial to the fusion process as it can insert into target 
membranes and refold through large conformational changes to bring viral and host membranes  
into close proximity, resulting in the formation of a fusion pore [15]. However, activation of this  
core fusion machinery differs significantly for each cell type [15]. While infection of B cells occurs 
mainly via endocytosis followed by fusion of the virus envelope with the endocytic vesicle 
membrane, epithelial cells are generally entered through direct fusion with the host cell plasma 
membrane at the cell surface [15]. In B lymphocytes, it was found that EBV uses the host cell  
surface human leukocyte antigen class II (HLA class II) through binding to the viral glycoprotein 
gp42 which associates non-covalently with the complex of the core fusion machinery gH-gL and gB. 
This interaction eventually triggers fusion of the virus with the endosomal membrane, allowing entry 
of the tegumented capsid into the cytoplasm [16]. While the interaction between gp42, gH-gL and 
gB is required for EBV entry into B cells, infection of epithelial cells requires only gH-gL and  
gB [17]. In fact, gp42 is not only dispensable but was even found to be inhibitory for epithelial cell 
infection [17]. EBV fusion with the plasma membrane and entry into epithelial cells has recently 
been shown to involve neuropilin 1 (NRP1) which directly interacts with gB [9], as well as binding 
of gH-gL to αVβ6 and αVβ8 integrins [18] via recruitment and activation of receptor tyrosine  
kinases and signaling via the epidermal growth factor receptor (EGFR)/Akt and  
EGFR/extracellular-signal-regulated kinases (ERK) pathways [9]. The presence or absence of gp42 
in the EBV envelope renders the virus mutually exclusive for B cell and epithelial cell entry, 
respectively, therefore pointing towards the role of gp42 in determining (and redirecting) EBV’s  
cell tropism [17]. 

3. Kaposi’s Sarcoma-Associated Herpes Virus 

Kaposi’s sarcoma-associated herpes virus (KSHV) or human herpesvirus-8 (HHV-8) is a  
gamma-2 or rhadinovirus subfamily herpesvirus (Herpesviridae family) that causes two types of 
malignancies: the vascular tumor known as Kaposi’s Sarcoma (KS), including classical KS,  
African-endemic KS, iatrogenic KS and epidemic or AIDS-associated KS, as well as B cell 
malignancies including multicentric Castleman disease and primary effusion lymphoma [19–21]. 
With the onset of the AIDS epidemic, immunodeficiency-related neoplasias have been steadily on 
the rise, and KS is now considered the most common AIDS-related malignancy worldwide [22–24]. 
Unlike EBV, KSHV is not a ubiquitous virus but is most prevalent in African populations [25]. 

KSHV DNA sequences can be detected in various body fluids such as blood, plasma, semen,  
and saliva. However, transmission of the infection seems to mainly occur through contaminated  
saliva [26–31]. KSHV infects a variety of target cells, such as activated B cells, endothelial cells, 
monocytes (including macrophages and dendritic cells), fibroblasts and epithelial cells [32]. 

As a member of the herpesvirus family, KSHV structure shows close similarities to EBV as 
described above, with the KSHV double-stranded linear DNA genome packed inside a capsid which 
is surrounded by a tegument and further enclosed by a lipid envelope, the latter consisting of five 
conserved glycoproteins, namely gB, gH, gL, gM and gN, as well as several KSHV-unique lytic 
cycle associated glycoproteins such as ORF4 and gpK8.1A [32,33]. Although KSHV displays broad 
cell tropism with the available host cell surface molecules determining the particular  
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cell-type specific mode of entry via engagement with multiple KSHV glycoproteins [34], generally, 
glycoproteins gB and gpK8.1A function as key molecules in the initial attachment of the virus to the 
cell surface [35], while the non-covalently linked gH-gL complex is indispensable for subsequent 
KSHV entry [36]. 

In the initial phase of the infectious cell entry, KSHV attaches to host cell surface HSPGs mostly 
via gB and gpK8.1A [35,37], possibly followed by conformational changes in viral glycoproteins 
allowing access to specific entry receptors which function in the second phase of the infection [38]. 
According to cell tropism and entry pathway, these entry receptors vary and/or are utilized by KSHV 
in different combinations. Several studies on human fibroblasts and human endothelial cells 
demonstrated the necessity of viral gB engagement with the integrins α3β1, αVβ3, αVβ5 for cell entry 
[39,40], and recently also the interaction of gB with integrin α9β1 has been discussed [41]. Multiple 
integrin receptors can interact with the glutamate/cystine exchange transporter xCT, which has been 
identified as a fusion-entry receptor mediating KSHV-induced endocytic events [39,42]. However, it 
is yet unknown which KSHV glycoprotein interacts with xCT. During infection of dendritic cells, 
macrophages and activated B cells, KSHV has been reported to utilize the C-type lectin DC-SIGN 
[43,44] via the highly mannosylated glycoprotein gB [45]. Crucial for the entry process of KSHV 
into endothelial cells and downstream signaling is the recently identified ephrin receptor tyrosine 
kinase A2 (EPHA2) at the host cell membrane [36,46] that binds the gH-gL dimer. Binding to 
EPHA2 follows KSHVs initial interaction with integrins, leading to EPHA2 phosphorylation, 
coordinated integrin-associated downstream signaling and endocytosis, which enables KSHV entry 
and subsequent infection [47]. 

Depending on the targeted cell type, KSHV has been reported to induce different routes of 
endocytic uptake, particularly macropinocytosis and clathrin-mediated endocytosis [32]. In 
endothelial cells, actin-dependent, dynamin-independent macropinocytosis has been described as a 
major route for productive KSHV infection [48]. This is in contrast to the route of entry in human 
fibroblasts, which occurs via dynamin-dependent, clathrin-mediated endocytosis [48,49]. 
Downstream of the described surface-mediated events, KSHV infection has been found to be 
dependent on activation of Focal adhesion kinase (FAK) [50], phosphorylated Src [51] and 
phosphoinositide 3-kinase (PI3K) signaling [52]. 

4. Human Papillomavirus 

Papillomaviruses belong to the diverse family of Papillomaviridae comprising predominantly 
squamous-epitheliotropic, non-enveloped, small DNA viruses, which are ubiquitous throughout the 
world. There are more than 100 different types of human papillomaviruses (HPVs), which can be broadly 
divided into the types infecting mucosal epithelium and those infecting cutaneous epithelium [53]. HPV 
infections particularly affect squamous cells of the anogenital region, the skin and the upper 
aerodigestive tract. Depending on their ability to cause malignant cell transformation, HPVs have 
been grouped into low-risk and high-risk genotypes with HPV 16 and 18 being the most common 
oncogenic types world-wide. Indeed, HPVs are the most prevalent causes of sexually transmitted 
infections in the world and are known to be associated with the development of multiple  



112 
 

 

carcinomas with virtually all cases of cervical cancer being attributable to infection by oncogenic 
HPVs [54]. 

HPV is generally not passed through body fluids but is rather transmitted by direct skin-to-skin 
contact. Viral infection predominantly occurs in the mitotically active basal layer of keratinocytes 
attached to the basement membrane of the host’s cutaneous and mucosal epithelia. While entry and 
infection in the upper epithelial layers has not been conclusively ruled out, cell cycle progression 
through early stages of mitosis was found to be critical for successful HPV infection providing a 
reason why HPV seems to infect only undifferentiated proliferating cells [55]. As the life cycle of 
HPV is dependent on the differentiation of basal cells into keratinocytes, the virus is highly  
tissue-restricted and thought to reach its cellular targets through disruptions of the integrity of the 
stratified or columnar epithelium that exposes the basal layer of cells for infection [56]. 

The icosahedral capsid coat of HPV containing the circular double-stranded DNA viral genome 
is composed of two structural proteins, the major capsid protein L1, and the minor capsid protein L2 
which is mostly hidden from the capsid surface [57]. Although both L1 and L2, to different extents, 
are involved in the attachment of the virus to basal keratinocytes, the exact mechanism and receptors 
used by HPV to specifically bind to and infect epithelial cells is still highly debated. Differing 
experimental approaches and types of HPV particles used challenge the consistencies of the 
observations between studies [58]. The current two-step entry model entails that HPV, like many 
pathogens, initially binds to HSPGs at the epithelial cell surface or on the basement membrane which 
serve as primary attachment receptors [56,59–62]. Indeed, cells lacking HSPGs display greatly 
reduced HPV uptake [63–65]. In addition, laminin-5 secreted onto the extracellular matrix by 
keratinocytes has been proposed as a high-affinity initial attachment molecule [66]. The initial  
L1-mediated attachment is thought to induce conformational changes in the virus capsid through 
sequential engagement of multiple heparan sulfate (HS) binding sites eventually resulting in loss of 
affinity to the primary attachment receptor and transfer of the virus to an as yet unidentified 
secondary receptor [67]. The conformational changes in the virus capsid are thought to be brought 
about by cyclophilin B [68], thereby increasing the exposure of the otherwise hidden amino terminal 
portion of the L2 protein which contains a highly conserved consensus site for the proprotein 
convertase furin. Cleavage of L2 by furin is thought to be necessary for infection although it is 
debated whether it is a prerequisite at the early stage of binding and entry, or for endosome escape at 
later stages during the infection process [69,70]. Several secondary, predominantly L1-specific, 
receptors have been proposed, such as α6 integrin [71,72], EGFR and keratinocyte growth factor 
receptor (KGFR) [73] and tetraspanins [74]. Interestingly, the tetraspanin CD151 was found to be 
highly expressed in the basal layers of human cervical mucosa which—in association with integrins—
may further explain the tissue-tropism of HPV16 infection [75]. Moreover, the annexin A2 
heterotetramer (AIIt), a multifunctional protein involved in diverse cellular processes [76], has been 
implicated to act as an L2-specific receptor [77], regulating entry and intracellular trafficking of the 
virus [78]. 

Once bound to its specific uptake receptors, HPV enters the cell through a comparatively very 
slow asynchronous actin-dependent, and clathrin-, caveolin-, cholesterol-, and dynamin-independent 
endocytic process, with an average half-time of 12 h [79]. Internalization was found to be 
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dependent on several signaling molecules such as EGFR, protein kinase C (PKC), p21-activated 
kinase 1 (PAK-1), the PI3K/Akt/mTOR pathway, and other yet unidentified tyrosine and 
serine/threonine kinases [79,80]. 

While there is no clear evidence for additive and/or alternative pathways, it is tempting to 
speculate that multiple internalization routes exist given the multitude of potential molecules 
involved in HPV binding and uptake. This is particularly interesting in the context of other viral entry 
pathways using similar entry molecules to HPV, for example cytomegalovirus (CMV) which infects 
cells via HSPGs (initial attachment), EGFR, integrins and/or annexin A2 (specific uptake) [81]; or 
Hepatitis C Virus (HCV) which employs HSPGs, EGFR, tetraspanins and similar intracellular signaling 
molecules ([82–86] and below). Moreover, the ability of different HPV types to  
species-specifically interact with individual binding and/or uptake molecules adds to the  
complexity of HPV entry and may provide an explanation of anatomical-site preferences of a given 
HPV type [87]. 

5. Merkel Cell Polyomavirus 

Merkel cell polyomavirus (MCPyV) is the most recently identified member of the Polyomaviridae 
family which consists of non-enveloped, icosahedral, double-stranded DNA viruses capable of  
infecting a variety of species [88] including humans and having tumorigenic potential [88,89].  
Merkel cell carcinoma (MCC) is generally found in sun-exposed areas of the skin, most commonly 
the head and neck [90]. MCPyV was first isolated from MCC tumors in 2008 [91] using Digital 
Transcriptome Subtraction [92]. Since then, a compelling line of evidence has been established for 
MCPyV as the causative agent of MCC, and 64%–88% of primary MCC tumors as well as metastases 
harbor MCPyV DNA and express MCPyV gene products [91,93–100]. MCC is a relatively rare, 
albeit severe, human cancer, predominantly presenting in elderly, Caucasian people [101] with sup-
pressed immune systems and also HIV-infected individuals [102]. The incidence of MCC has dras-
tically increased in the last two decades, presumably due to the increasing incidence of HIV/AIDS 
[90,101]. 

MCPyV is common in the population [99,103–105] and has a worldwide  
distribution [97,99,103–107]. MCPyV has been detected in children and seroprevalence found to 
gradually increase with age [105,106]. A correlation between siblings as well as mothers and small 
children was noted, suggesting transmission via close contact of skin and saliva during early 
childhood [106]. The virus has been detected in a diverse range of human tissues, although at 
significantly lower levels than in MCC tumors [108]. Keratinocytes are suspected to be the primary 
cells infected by MCPyV, supported by the chronic shedding of MCPyV from the skin [103]. 
However, the relationship between the cells that MCPyV infects and those that it transforms to give 
rise to MCC is currently unclear. MCC was thought to originate from Merkel cells due to similar 
expression patterns; however, this has come under debate due to differences in histomorphologic 
growth patterns and the discovery of markers previously thought to be of neuroendocrine cells, in a 
subset of lymophomas. A recent study proposes pro/pre- or pre-B cells as the cells of MCC due to  
the expression of terminal deoxynucleotidyl transferase (TdT) and paired box gene 5 (PAX5) in  
72.8% and 100% of MCCs tested, respectively [109]. Jankowski et al. add that dysregulated 
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expression of transcription factors in an epithelial cell could equally explain this expression  
pattern [110]. 

The MCPyV capsid consists of the structural proteins VP1 and VP2 in a ratio of 5:2 for native  
virions, while the VP3 minor capsid protein found in other polyomaviruses is undetectable in  
MCPyV [91,111]. Essential for MCPyV entry are pentameric knobs made up of the major capsid  
protein VP1 which bind to cellular receptors [112]. VP2 is essential for infectious entry in some cell 
types in vitro but others were transduced with MCPyV pseudovirions deficient in VP2. Knockdown 
of VP2 did not affect virion assembly, packaging of DNA or attachment to a target cell, indicating 
that the role of VP2 is in post-attachment entry. Myristoylation of VP2 has been shown to be 
important for infection of some cell types [111]. Current evidence points to a 2-step attachment-and-
entry process for MCPyV whereby VP1 initially attaches to sulfated glycosaminoglycans, in 
particular heparan sulfate [113]. This is followed by transferal to a sialylated glycan which serves as 
a secondary post-attachment co-receptor and may mediate uptake by the cell. In concordance with 
the attachment mechanisms of other polyomaviruses [114–117], the ganglioside Gt1b was the first 
proposed receptor for MCPyV which was shown to interact with the sialic acid moieties on the Gt1b 
carbohydrate chain [118]. However, this was later disproved as Lec2 cells that lack sialylated glycans 
were found to bind MCPyV pseudovirions but were not productively infected [113]. The recently 
solved crystal structure of MCPyV major capsid protein VP1 showed a sialic acid binding site that, 
through mutation studies, was identified as having a role in post-attachment infection, not initial 
attachment. This sialic acid binding site differs from those of the previously characterized 
polyomaviruses BKPyV and murine polyomavirus for which sialylated glycans are primary 
attachment receptors and which is distinct from the yet unidentified binding site for sulfated 
glycosaminoglycans [112]. 

MCPyV seems to enter its target cells very slowly and asynchronously [119]. Eventually, viral 
replication takes place in the host cell nucleus, establishing productive infection. However, the events 
following penetration of the cell membrane and delivery of the encapsidated DNA to the nucleus are 
not yet fully established due to the lack of a reliable system to study MCPyV infection in cultured 
cells, especially with regard to infectivity and cell type tropism [119]. 

6. Hepatitis B Virus 

Hepatitis B Virus (HBV) is the prototype of the Hepadnaviridae family of small, enveloped 
viruses that are tropic for the liver [120]. The virus is ubiquitous with a global distribution. HBV 
infection usually persists throughout the lifetime of the host as a result of noncytocidal infection of 
hepatocytes and their shedding of infectious virus into the blood stream and body fluids which 
represents the main route of transmission. Host immune response to the infection results in liver 
damage and scarring, creating a favorable environment for oncogenesis with a lifetime risk of 
developing liver cancer of 10%–25% in patients with chronic HBV infections [121]. HBV accounts 
for approximately 50% of hepatocellular carcinoma world-wide, which occurs mainly in less 
developed regions [122]. 

HBV is the smallest known enveloped virus. It is comprised of an icosahedral nucleocapsid 
containing the partially double-stranded, relaxed circular DNA (rcDNA) surrounded by a compact 
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envelope [123,124]. The envelope consists of a host-derived cholesterol-rich lipid bilayer in which 
three surface glycoproteins, encoded by the same open reading frame, are embedded: L (large),  
M (middle) and S (small) [123,125,126]. The N-terminal preS1 domain of the L-protein is 
myristoylated at glycine 2 and this post-translational modification has been shown to be essential for 
viral infectivity [127–129]. Mutants lacking myristoylation are capable of normal viral assembly but 
are non-infectious to human hepatocytes [127,129]. 

Investigations into the entry mechanisms of HBV were hampered by the lack of a workable HBV 
infection system. Established human hepatoma cell lines were found to be unsusceptible to HBV and 
primary human hepatocyte cultures (PHHs) obtained from surgically resected liver pieces were 
susceptible but limited in availability, difficult to work with and variable in their preparation [130]. 
Primary hepatocyte cultures from the northern treeshrew Tupaia belangeri (PTH), which were shown 
to be susceptible to HBV, and a newly derived HepaRG hepatoma-derived cell line, provided the 
required infection systems to progress understanding of the mechanisms of HBV  
entry [131–133]. 

In 2005, Heparin Chromatography was reported as a method for purifying HBV virions from 
blood plasma, noting that heparin was a close homologue of liver heparan sulfate [134]. HSPGs were 
subsequently shown to act as an initial attachment receptor for HBV. The addition of heparin or 
dextran sulfate inhibits HBV infection, presumably by outcompeting HSPG for HBV binding, 
whereas a low-sulfated form of chondroitin sulfate does not [135]. Interestingly, liver-HS is also the 
binding receptor for other liver-targeting pathogens such as HCV (see below), dengue virus and 
malaria circumsporozoite [136–138]. 

Following attachment to HSPGs in the initial phase, HBV uptake through a specific entry receptor 
in the second phase of infection has long been elusive. While other viruses use a multitude of receptors 
for entry, only one candidate, namely sodium taurocholate co-transporting polypeptide (NTCP)  
[139–141], has been identified as a functional uptake receptor for HBV [139–141], initially using a 
synthetic preS1 construct together with PTH hepatocytes as target cells [139]. Importantly, 
susceptibility to HBV can be conferred on non-susceptible liver cell lines by transfecting them with 
NTCP [139–141]. NTCP is found exclusively in hepatocytes which explains the highly specific HBV 
tropism for the liver. 

HBV uptake into hepatocytes is thought to be regulated by clathrin-mediated endocytosis of the 
NTCP-HBV complex. PreS1 of the HBV L-protein interacts with clathrin heavy chain and clathrin 
adaptor protein AP-2. Employing sh-RNA knockdown of these molecules attenuated infection of a 
human primary hepatocyte cell line. In addition, treatment with an inhibitor of clathrin mediated 
endocytosis, chlorpromazine, inhibited HBV infection [142] presumably due to inhibition of NTCP 
endocytosis [143]. 

7. Hepatitis C Virus 

Hepatitis C Virus (HCV) is a member of the Flaviviridae family—enveloped RNA viruses  
which are characterized by single-stranded RNA of positive polarity embedded in a capsid which is 
wrapped in a lipid and protein envelope. Like HBV, HCV is a hepatotropic virus and a major cause 
of chronic hepatitis, progressive liver disease and hepatocellular carcinoma worldwide. While  
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about 3% of the global population is affected by HCV, approximately 1%–4% develop liver cancer, 
predominantly in Europe and Asia [122,144,145]. HCV is primarily transmitted through blood and 
infected blood products with very low risk of sexual or vertical transmission [146]. The virus can 
initiate infection of the host cell as cell-free particle and/or via cell-cell contact [147]. 

The viral envelope consists of host phosphatidylcholine, cholesterol-rich and triglyceride-rich 
lipoproteins incorporating host Very-Low Density Lipoprotein (VLDL) components such as 
apolipoproteins (Apos) AI, B, and E, as well as the viral glycoproteins E1 and E2 that form a 
heterodimer. These moeities are essential for infectivity of mature circulating HCV particles [148,149]. 
Unlike HBV entry as described above, infection of hepatocytes by HCV is more complex and 
involves multiple host cell molecules, suggesting a highly orchestrated process. However, initial 
attachment and concentrating of the virus to the hepatocyte surface is similar for both HBV and  
HCV and occurs via HSPGs which is mediated by the HCV glycoprotein E2 and host ApoE present 
in the viral envelope [136,150]. Subsequent internalization has been found to be mediated by a 
complex interplay between the HCV glycoproteins E1/E2 and several cellular factors which are 
important in defining HCV tissue specificity [151] including tetraspanin CD81, Scavenger Receptor 
B1 (SR-B1), and the tight junction proteins claudin-1 and occludin (reviewed in [152,153]). 
However, the sequential order of HCV-receptor interactions during the uptake phase is not well 
understood. It is hypothesized that the lipid-rich nature of the HCV particle may favor an initial 
interaction with SR-B1 possibly leading to conformational changes in the HCV glycoproteins [153], 
thereby contributing to HCV entry in an High Density Lipoprotein (HDL)-dependent manner [154,155]. 
SR-B1 is a lipoprotein receptor which is expressed primarily in liver and nonplacental  
steroidogenic tissues, and mediates both the selective uptake of cholesteryl esters and the efflux of 
cholesterol [156]. Moreover, several reports have indicated a role of SR-B1 in microbial  
recognition and uptake, such as that of M. tuberculosis [157] and P. falciparum [158]. While  
SR-B1 might function independently during intermediate steps of HCV infection by preparing the 
virus for hepatocyte entry, host surface molecules tetraspanin CD81 and claudin-1 form complexes 
that facilitate HCV uptake later in the entry process [159]. It is thought that HCV directly interacts 
with CD81 (and only indirectly with claudin-1 [160]) leading to further conformational 
rearrangement of the HCV E1/E2 glycoproteins [161]. Required for productive HCV infection is also 
the recently identified tight junction protein occludin [162–164], suggesting that HCV entry 
predominantly occurs at hepatocyte tight junctions [153]. Interestingly, Niemann-Pick C1-like 
cholesterol receptor (NPC1L1) [165] and the iron uptake receptor transferrin receptor 1 [166] have 
been assigned to play accessory but essential roles in HCV uptake. Lastly, the receptor tyrosine 
kinases EGFR and EPHA2 have recently been found to be involved in mediating HCV entry by 
regulating CD81-claudin-1 co-receptor associations [85,86], illustrating once more the complex 
involvement of multiple host surface molecules in HCV uptake. 

Following the interactions with the host receptors, HCV enters the cell via clathrin- and  
dynamin-dependent endocytic pathways [82,84] with downstream activation of Rho GTPase family 
members Rac, Rho and cell division cycle 42 (CDC42) and mitogen-activated protein kinase 
(MAPK) signaling cascades [83]. 
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8. Human T Cell Lymphotropic Virus Type 1 

Human T cell lymphotropic Virus Type-1 (HTLV-1) is a member of the Retroviridae family of 
single stranded RNA viruses that replicate in the host via reverse transcription [167–169]. As  
the etiological agent of Adult T cell lymphoma, HTLV-1 was independently described in the early 
1980s [167–170] and became the first oncogenic retrovirus to be discovered. Chronic myelopathy  
and specific types of uveitis (HTLV-uveitis) have also since been associated with HTLV-1  
infection [167–172]. 

HTLV-1 is endemic to south-western Japan [173] with a prevalence, in some areas, of >10% of 
the population [174] and is also prevalent in sub-Saharan Africa, the Caribbean, Iran and South 
America (reviewed in [175]). However, most HTLV-1 prevalence studies are based on screening of 
blood donors, pregnant women or sub-populations within endemic areas which introduces screening 
bias and limits an accurate estimation of number of infections which is thought to be greater than 20 
million people [176]. 

HTLV-1 is transmitted by the introduction of cell-associated virus from mother to child through 
breast feeding [177], through sexual intercourse [178,179] or via blood or blood products [180].  
The primary target cells of HTLV-1 are CD4+ T cells, however other cell types, such as dendritic  
cells [181], CD8+ T cells [182] and endothelial cells [183] can be infected. Cell-free virus is thought 
to be poorly infectious and is found at minimal levels in the peripheral blood even in individuals with 
a high percentage of T cells containing integrated virus [184]. Dendritic cells have, however, been 
shown to be susceptible to infection by cell-free virus and capable of rapidly transmitting it to T cells 
[181,185]. Cell-to-cell transmission accounts for the early spread of HTLV-1 in an individual. At a 
later stage, HTLV-1 infection persists through mitotic division of infected cells [186]. 

The HTLV-1 virion, like other retroviruses, is surrounded by a proteo-lipid envelope containing 
proteins with transmembrane (TM) and surface (SU) subunits. Most important for HTLV-1 infection 
is the product of the viral env gene which is cleaved by cellular proteases into the  
non-covalently linked TM subunit gp21 and the extracellular SU subunit gp46 [187], the latter 
consisting of an N-terminal Receptor-Binding Domain (RBD), a mid Proline rich region (PRR) and 
a C-terminal domain [187]. 

The current understanding of HTLV-1 entry into host cells is a multi-receptor model involving 
cellular HSPGs, NRP1 and glucose transporter-1 (GLUT-1) receptors through viral attachment and 
virus/cell fusion [188]. Initial attachment is mediated by interaction between the C-terminal domain 
of viral gp46 and HS moieties of cell surface HSPGs [189,190] of activated CD4+ T cells [191] or 
dendritic cells [181]. The length of HS chains has been found to affect the susceptibility of cells to 
HTLV-1 entry. Shorter HS chains facilitate closer attachment of the HTLV-1 virion to the target  
cell [192]. This eventually leads to viral binding to NRP1, a cell surface co-receptor for multiple 
growth factors such as vascular endothelial growth factor (VEGF), which can itself bind heparan 
sulfate [193–195]. The viral gp46 RBD contains the KPxR motif that has been identified as the NRP1 
binding site [185]. The NRP1 b-domain which binds VEGF is required for HTLV-1 entry, and gp46 
SU binding to NRP1 is inhibited by the HSPG binding domain of VEGF, indicating that HTLV-1 
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utilizes HSPG and NRP1 in complex by molecular mimicry of VEGF, particularly in cell types that 
normally lack VEGF production [185]. 

Subsequent to stable binding of HTLV-1 to HSPGs and NRP1, GLUT-1 binding sites on gp46 are 
exposed, presumably as a result of conformational changes in gp46 [188]. HTLV-1 binds GLUT-1 
at its large extracellular loop (ECL1) [196,197]. The amino acid residues in the RBD of gp46 that 
are essential for GLUT-1 binding have been shown to be distinct from the binding sites of NRP1 and 
HSPGs, indicative of the formation of a multi-receptor complex [193,197]. Antibodies to GLUT-1 
attenuate HTLV-1 fusion and infection but not binding to CD4+ T cells, indicating that binding to 
GLUT-1 is essential for fusion [196]. 

Cell-to-cell transmission requires cell contact between an infected cell and an uninfected cell and 
the formation of a Virological Synapse (VS) [198]. Igakura et al. observed that infected T cells 
formed conjugates with neighboring uninfected cells which induced polarization of the microtubule 
organization center (MTOC) to the point of contact [198]. Polarization of the MTOC is promoted by 
the interaction of intercellular adhesion molecule-1 or -3 (ICAM-1, ICAM-3) or vascular cell 
adhesion molecule-1 (VCAM-1) on infected cells with β-integrins, such as lymphocyte  
function-associated antigen-1 (LFA-1) on uninfected cells [199–201]. The HTLV-1 Env and Gag 
proteins and the HTLV-1 genome accumulate at the point of contact and then egress into the VS and 
interact with receptors on the conjugated, uninfected cell. NRP1 and GLUT-1 have been shown to 
co-localize at the point of contact and presumably promote the formation of the VS [193,202] which 
is also facilitated by the HTLV-1 encoded transcriptional transactivator protein Tax (Transcriptional 
Activator of pX region) [203]. Little is known about the mechanism at play to facilitate uptake of 
HTLV-1 subsequent to transmission across the VS, although it is speculated that this occurs via 
endocytosis of the virus as is the case for HIV [186].  

9. Conclusion 

With the discovery of oncogenic viruses as the etiologic agents of various human cancers,  
targeting viral entry is particularly relevant in prevention of viral infection, antiviral therapy, vaccine  
development, and ultimately cancer prevention. The knowledge of the viral particle components  
and the host cell entry factors and their specific interactions can enable the design of efficient  
antiviral strategies. These strategies can include vaccines against distinct viral proteins required for 
viral entry or small molecules that target the host entry factors or the interactions between both. 
While almost all oncogenic viruses use HSPGs during initial attachment to their target cells, the 
specific uptake receptors differ considerably between the individual viruses (Table 1). This review 
summarized the current knowledge of the host factors required for oncogenic virus uptake in order 
to provide a concise overview of potential target molecules for prevention and/or treatment of  
oncogenic virus infection. 
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Abstract: The HPV viral lifecycle is tightly linked to the host cell differentiation, causing difficulty

in growing virions in culture. A system that bypasses the need for differentiating epithelium has

allowed for generation of recombinant particles, such as virus-like particles (VLPs), pseudovirions

(PsV), and quasivirions (QV). Much of the research looking at the HPV life cycle, infectivity,

and structure has been generated utilizing recombinant particles. While recombinant particles have

proven to be invaluable, allowing for a rapid progression of the HPV field, there are some significant

differences between recombinant particles and native virions and very few comparative studies using

native virions to confirm results are done. This review serves to address the conflicting data in the

HPV field regarding native virions and recombinant particles.

Reprinted from Viruses. Cite as: Biryukov, J.; Meyers, C. Papillomavirus Infectious Pathways: A

Comparison of Systems. Viruses 2015, 7, 4303–4325.

1. Introduction

Human papillomaviruses are the etiologic agent of cervical cancer and other anogenital and oral

cancers [1–4]. To date, over 150 types have been identified. Cervical cancer is the third most

common cancer in women worldwide, causing a quarter of a million deaths per year [5]. All HPV

types replicate within epithelium, however, they are subdivided based on their ability to infect either

mucosal or cutaneous keratinocytes. HPVs that infect mucosal keratinocytes are further sub-divided

into low-risk and high-risk types. Low-risk HPVs cause benign lesions such as condylomas or warts

while high-risk types cause malignant neoplasms such as cervical cancer [6,7]. The most significant

risk of developing cervical cancer is infection with a high-risk type. High-risk types such as HPV16,

HPV18, HPV31, HPV45, and HPV58 have a strong link with malignant progression [6–8].

HPV virions consist of an icosahedral capsid containing histone-associated dsDNA. The viral

genome is circular and approximately 8000 bp in length. There is an average of 8 open reading

frames (ORFs), which are divided into early and late gene expression classes. HPV replication

is tightly linked to the differentiation program of host epithelial cells. Infection occurs in basal

epithelial cells via microabrasions. Once infected, early non-structural proteins involved in activities

such as genome maintenance and transcription activation are expressed. As the daughter cells divide

and become increasingly differentiated in the suprabasal layers, viral genomes are amplified, the late

structural proteins are expressed, and new virions assembled [9–13].

Because the HPV life cycle is tightly linked to the host cell differentiation, the virus has been hard

to grow in culture. Therefore, systems to create viral particles bypassing epithelial differentiation

were developed. Recent research studying the HPV life cycle including infectivity, transmission,

and viral structure predominantly relies on the use of recombinant papillomavirus particles. These

recombinant particles such as virus-like particles (VLPs), pseudovirions (PsVs), and quasivirions
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(QVs) all bypass the need for stratifying and differentiating human epithelium. While data collected

using recombinant particles has allowed for a rapid progression of the field of HPV research, there are

few comparative studies utilizing native virions produced in organotypic raft culture, xenografts, or

native tissue to confirm results in the context of stratifying and differentiating human epithelial tissue.

The main focus of this review will be to compare native virions produced in stratifying epithelium

to recombinant particles (Table 1). All aspects of the viral life cycle including particle synthesis,

maturation, attachment/entry, and infectivity will be evaluated. While much of the data generated

utilizing recombinant particles has served to advance the field, there are many instances of conflicting

results when compared to data generated utilizing native virions. A fraction of the conflicting

data is likely due to utilization of different cell lines, particle maturation, and the multiplicity of

infection used. Additionally, much of the research has been done using recombinant HPV16 with the

assumption that what holds true for one HPV type is true for all HPV types. However, some recent

data suggests that this may not be the case [14,15]. We hope to highlight not only the necessity for

confirmatory studies but also the importance of studying more than one HPV type.

Table 1. A comparison of the advantages and disadvantages of the different types of

papillomavirus particles.

HPV Particle Type Method of Production Particle and System Advantages Particle and System Disadvantages

Native Virions
Organotypic raft culture

system

Contains the full HPV capsid as

well as full HPV genome

Assembles and matures over a

period of 10–20 days in tissue

Expensive

Slow production time

Virus Like Particles

(VLPs)

Transfection based

system

Quick and inexpensive

particle production Codon modification of L1 and L2 is

necessary for production

Over-expression system

Particles produced in non-relevant cell lines

Particle assembly within 48 hours

Maturation occurs overnight

Deletion of in frame methionines upstream

of the consensus methionine in L1

VLPs contain no genomes, which may alter

particle structure

Pseudovirions

(PsVs)

Transfection based

system

Quick and inexpensive

particle production

Ability to track cellular infectivity

Quasivirions (QVs)
Transfection based

system

Quick and inexpensive

particle production

Contains L1, L2, and a full

HPV genome

Closest to NVs—retains majority

of cell surface exposed

conformational epitopes

2. Papillomavirus Particle Production

Organotypic raft culture is the only system outside of the xenograft system that allows for the

production of infectious HPV in its natural environment, a differentiating epithelium [9,16–18]. This

in vitro system preserves the molecular events that occur during differentiation with the convenience

of not having to use animals such as in the xenograft system. In the organotypic system, human

keratinocytes that stably maintain HPV viral genomes are grown above a dermal equivalent made

of fibroblast cells embedded in a collagen matrix. Keratinocytes grow at the air liquid interface

and are fed via diffusion from cell culture media below the dermal equivalent [9]. After a period
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of 10–20 days, tissue is harvested and homogenized to generate a virus stock (Figure 1). This

system allows for the study of genetic mutants in the natural life cycle as genomes can be mutated,

electroporated into keratinocytes, and grown in raft culture for the production of mutant virions. One

drawback to using this system is the increased cost for virion production. Additionally, instead of

producing particles in a matter of days, the raft culture system takes 3–4 weeks. Overall, this system

allows researchers to examine, temporally and spatially, all parts of the viral life cycle including viral

genome amplification, late gene expression, virion assembly, maturation, and infectivity.

The increased cost and technical challenges associated with acquiring virions from either an

in vivo or in vitro system created a need for the development of the recombinant system (Figure 2).

The basis of recombinant particle production comes from the fact that expression of either L1 alone

or L1 and L2 together results in the self-assembly of proteins into viral capsids called VLPs [19–25].

For production of PsVs, in addition to the capsid proteins, a reporter plasmid encoding GFP or other

reporter is co-transfected to function as a mock genome. These particles allow for researchers to

easily track cellular infectivity [26,27]. Finally, when the full HPV genome is transfected into cells

along with expression vectors for the capsid proteins, the particles are called QVs [26,27]. VLPs,

PsVs, and QVs are assembled over a period of 48 h in monolayer culture and do not go through

the natural maturation process. QVs represent the closest resembling recombinant particle to native

virions, resembling NVs when compared by cryoelectron microscopy. The QV particles also retain

the majority of surface exposed conformational dependent epitopes [28–32]. It is unclear if there are

any structural differences between recombinant particles and NVs that might affect the biology of the

virus. Due to the ease and low cost of production, recombinant particles remain the main tool used

to study HPV structure, assembly, entry, and infectivity.

While the use of recombinant particles allows for rapid collection of data, there are some caveats

to this system of particle production that should be considered. The first being that expression

plasmids utilized to synthesize L1 and L2 have been codon optimized to remove rare codons and

negate any possible limitations in protein expression [33,34]. While this does not change the protein

sequence, this can affect the speed at which proteins are translated, leading to an increased chance of

errors in the final amino acid sequence, or could affect protein folding [35]. Additionally, expression

of proteins in non-keratinocytes, and especially in prokaryotic cells, could lead to a change in

the post translational modifications in the protein. When comparing HPV6b L1 produced using a

recombinant baculovirus in Sf9 insect cells or using a recombinant vaccinia virus in kidney cells,

differing post-translation modifications were observed. Specifically, L1 produced in the Sf9 cells

presented with several post-translationally modified variants, both threonine and serine residues

were phosphorylated compared to just serine residues in the L1 produced in the kidney cells, and

Sf9 produced L1 incorporated with both mannose and galactose whereas kidney cell produced L1

incorporated with only galactose [36]. While there are likely differences, studies to look at the

differences in post-translational modifications between raft-culture derived virions and recombinant

particles have not been done and the possibility of these differences should be kept in mind when

drawing conclusions from experiments.
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Figure 1. Schematic of native HPV virion production. HPV-positive cells are seeded on

top of collagen plugs comprised of collagen and J2 3T3 feeder cells. Once the cells are

have grown to confluence, the plugs are lifted onto a support grid. The rafts are then fed

via diffusion from media underneath the grid. After 10–20 days, the tissue is harvested,

homogenized, and benzonase treated to get a final viral preparation.
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Figure 2. Schematic of recombinant HPV particle production. 293TT cells are

transfected with a L1/L2 plasmid (VLPs), a L1/L2 plasmid and a reporter plasmid (PsVs),

or a L1/L2 plasmid and a full HPV genome (QVs). Forty-eight hours post transfection,

cells are harvested, lysed, and incubated at 37 ˝C overnight in the presence of cell lysate.

Particles are then purified on a gradient.

In the recombinant particle system, the L1 in all recombinant particles begins at a consensus

methionine that was found when aligning the L1 N-terminal open reading frame (ORF) of many

papillomaviruses. However, some HPV types, such as HPV16 and HPV18 actually have upstream,

in frame, methionines that allow for the production of more than one L1 species. Specifically,

HPV16 has one upstream methionine that allows for production of an L1 26 amino acids longer

then L1 started at the consensus methionine and HPV18 has two upstream methionines enabling

production of L1 proteins that are 61 and 26 amino acids longer then the L1 produced from the

consensus methionine. These methionines were removed from the expression plasmids utilized in

the recombinant system because only production of L1 from the consensus methionine allowed

for efficient expression of L1 and production of particles [37]. A HPV18 NV 35 amino acid

deletion mutant, deleting the region from the upstream methionine to the consensus methionine, was

produced and tested for neutralization with two conformational dependent antibodies created using

HPV18 VLPs—H18.K2 and H18.J4. The deletion mutant loses the ability to be neutralized with

the H18.K2 antibody but is still neutralized by the conformation dependent H18.J4 antibody. The

H18.K2 antibody was produced against VLPs, and therefore, the binding site cannot be contained

in the 35 upstream amino acids. This suggests that the 35 upstream amino acids induce structural
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changes within the HPV18 capsid. When HPV16 virions produced in organotypic raft culture are

run on an SDS-PAGE gel, two bands for L1 can be detected on the western blot [38–41]. In contrast,

western blots of HPV16 QV appear to only have one form of L1 incorporated into virions, as only

one band is visible [38]. This suggests both a potential conformational and structural difference

between capsids produced in differentiated epithelium compared to those produced in monolayer

cells. While the ability to quickly and easily produce infectious recombinant particles allows for

quick experimentation, it is becoming clear that any important results generated should be verified

utilizing native particles derived from differentiating epithelium.

3. Maturation and Assembly of Viral Particles

During the process of developing into fully infectious virions, many viruses undergo structural

changes, called maturation [42,43]. In the raft culture system, virions mature over a period of

10–20 days within the tissue. In contrast, recombinant particles are matured over a period of 24 h

after they are released from cells. After 10 days in foreskin epithelial raft culture, encapsidated

and infectious virions are present, however, given another 10 days (20-day tissue) the virions are

more mature as displayed by an increase in stability, defined by an enhanced resistance to stress

imposed by fractionation in an ultracentrifuge [38]. This is similar to what has been seen for PsVs,

with mature capsids having an increased stability [44]. Matured PsVs have also been shown to

have an increased resistance to trypsin digestion and chemical reduction, as well as a more ordered

structure when viewed by transmission electron microscopy (TEM) [44]. In addition to a more stable

and mature phenotype, 20-day native virions were twice as infectious as 10-day virions and had an

increased sensitivity to antibody neutralization by both L1 and L2 antibodies [38]. Both immature

and mature PsV capsids were equally neutralized by many L1 and L2 antibodies [44]. This suggests

that, for NV, the particles may be changing their exposure of key epitopes during the assembly and

maturation process.

Analysis of both 10-day and 20-day tissue sections show a difference in virion localization with

10-day virions predominantly localized in the nuclei of suprabasal cells and 20-day virions being

found mainly in the cornified layers of the epithelium. Human epithelium has a natural redox

gradient with the lower part of the tissue being a reducing environment and the upper layers being

an oxidizing environment [38]. This natural redox gradient coincides with the location of immature

and mature virions, leading to the conclusion that virion maturation occurs when virions move from

a reducing environment to an oxidizing environment. When an oxidizing agent, oxidized glutathione

(GSSG) was added to the tissue during virion production, 10-day virions exhibited increased

maturation [38,45]. This suggests that movement to an oxidizing environment induces changes in

the viral capsid, converting it to a more stable and mature phenotype. PsVs are matured in an

oxidizing environment in the presence of cellular lysate after being released from cells. Incubation of

particles with cellular lysate, but not clarified lysate produced more mature particles, indicating that

currently unknown cellular factors, the same of which are presumably present in tissue, are required

for maturation as well [46].
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While not absolutely essential for particle formation, a series of disulfide bonds in L1 and

L2 molecules form both intra- and interpentameric interactions, stabilizing particles and making

them more resistant to environmental influences from nucleases and proteases [44,47]. Within the

epithelium, disulfide bond formation is thought to happen slowly during virion maturation in an

oxidizing environment [38,44,47,48]. There are 12 conserved cysteine residues across L1 from

multiple HPV types [48]. Evaluation of bovine papillomavirus (BPV) via cryoelectron microscopy

showed that two separate disulfide bonds are present. However, only one of these is conserved

among the human papillomaviruses [49]. Native and recombinant particles have both been reported

to contain disulfide bonds. In HPV16, the disulfide bonding occurs at C175 and C428, forming

an interpentameric bond between two neighboring capsomeres [50]. Based on mass spectrometry

data for HPV18 VLPs, the homologous cysteines that participate in disulfide bonding are C175 and

C429. Additionally, both genetic and biochemical analysis of HPV16 and HPV33 PsVs have shown

the importance of these conserved cysteines in the structural integrity of the particles as mutation of

the cysteines in HPV16 PsV prevents maturation of the particles [44,48]. Mutation and analysis

of all 12 conserved cysteines in HPV16 VLPs identified three cysteines potentially involved in

disulfide bonding—C175, C185, and C428. Mutation of C428 was especially detrimental to the

capsid formation as only capsomeres were visible by EM. The C175S mutation produced tube like

structures and the C185S mutation made smaller capsids [48]. These cysteine mutations were also

evaluated in the context of NVs grown in differentiating epithelium [45]. Only the C175S mutation

severely reduced production of infectious virions in both 10-day and 20-day tissue while C428S,

C185S, and the C175S, C185S double mutation only affected 20-day virions. In contrast to the

C428S PsV mutant, particle formation was observed for the C428S NV mutant. This suggests

that in the context of differentiating epithelium, these cysteines are important for the formation of

mature NV. Other conserved cysteines in HPV16 that do not play a role in interpentameric disulfide

bonding were also evaluated. In HPV16 VLPs, cysteine to serine mutations of C161, C229, and

C379, produced particles with a high susceptibility to tryptic proteolysis [48]. The same cysteine to

serine substitutions in HPV16 NV hindered the accumulation of endonuclease resistant genomes in a

stratifying epithelium with only the C229S mutant forming non-infectious virions. This suggests that

these cysteines may be involved in forming transient disulfide bonds early in the assembly process to

guide the capsid to its mature form [51]. Determining the precise roles of these cysteines in the HPV

capsid may lead to be much better understanding of HPV capsid stability.

In addition to disulfide bonds in L1, L2 plays an important role in capsid formation and

stabilization. L2 forms heterotypic interactions with L1 on the inside of the capsid as well as

homotypic interactions with other L2 molecules. When L1 disulfide bonds were unable to form,

L1 only capsomeres did not assemble into capsids. However when L2 was present, VLPs were

formed [52]. Within the L2 terminus exists two highly conserved cysteines which, when mutated in

PsVs, leads to production of non-infectious particles [53,54]. The importance of the L2 cysteines in

particle formation was evaluated in the context of NVs produced in differentiating epithelium [55].

In contrast to previous studies using HPV16 PsV and QV, when one or both of the cysteines were

mutated, infectious NVs were produced in both 10-day and 20-day tissue [53,54]. Evaluation of the

mutant virions produced compared to wild-type showed that the mutants were more infectious but
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less stable. This could be due to enhanced presentation of a favored binding site on the capsid or a

more effective release of viral genomes after host entry due to reduced capsid stability [53]. These L2

cysteines are in close proximity of the proposed external loop, which has been implicated as a feasible

candidate for a cross neutralizing epitope across many HPV types for vaccine development. This

loop is likely exposed in the final stages of virion maturation as only 20-day virions more efficiently

neutralized with the L2 specific antibody RG-1 [38]. Other antibodies targeting this loop also only

efficiently neutralized 20-day virions [38,39]. This data provides evidence for the importance of

L2 in capsid stability and highlights a significant structural difference between virions assembled in

monolayer vs. differentiating epithelium.

One of the remaining unknowns of HPV assembly and structure is the concentration of L2

in the viral capsid. L1 itself is able to self-assemble into capsids, however, including L2 into

recombinant particles has been shown to increase yield, capsid stability, DNA encapsidation, and

infectivity of particles [31,39,52,56–58]. Cryoelectron microscopy of native BPV1 suggests that there

are 12 copies of L2 per capsid—one at the center of each of the pentameric capsomeres [59]. However

SDS-PAGE analysis from native HPV1 particles, co-immunoprecipitation of HPV11 L1 pentamers

with L2, as well as cryoelectron microscopy of HPV16 PsV suggests that up to 72 copies of L2

are present with one being at the center of each capsomere [59,60]. In the natural system, there is

regulation as to the quantity of L1 and L2 produced. However, in an over expression system such as

the ones used to produce recombinant particles, there would be no regulation of protein production

and thus the ratio of L1 and L2 available for particle formation is likely skewed. This could allow

for additional L2 to be incorporated into recombinant particles. Additional studies to identify the

number of copies of L2 in native particles need to be done.

Organotypic raft culture allows for the generation of not only single base mutant virions but also

for the generation of chimeric HPVs composed of different components of different HPV types in

the natural environment of differentiating tissue. This whole gene replacement method has aimed

at highlighting areas of conservation among different HPV types via complementation experiments.

A chimeric virus, named HPV18/16, was created with the L1 and L2 ORF of HPV16 swapped into

HPV18 in place of HPV18 L1 and L2 [61]. Substitution of both late gene ORFs did not affect

viral genome maintenance in cells and raft cultures were found to have late gene functions such as

capsid gene expression and virion morphogenesis. Additionally, chimeric virions purified from raft

culture were able to infect keratinocytes [61]. As expected, the chimeric HPV18/16 was unable to be

neutralized by HPV18 polyclonal antiserum but was neutralized by a HPV16 polyclonal antiserum.

Additional chimeras created by swapping the L1s and L2s of more genetically diverse HPV types

such as HPV45, 39, 31, 33, 11, 6b, 1a, CRPV, and BPV1 were also engineered. All the chimeras

produced infectious virions, however, titers were much lower then those of wild-type HPV18 [62].

These data demonstrate that there are conserved biological functions between different HPV types.

Similar studies illustrate that both capsid proteins play a role in the structure of each other and that

this can ultimately affect the overall conformation and behavior of the virion [62,63]. Obviously,

both L1 and L2 play an integral role in the biology of HPV.

In addition to L1 and L2, a variety of components comprise the viral capsid including viral

DNA and histones. There are other possible viral and cellular components that either directly or
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indirectly affect the final structure and/or yield of capsids. These components could include HPV

early proteins such as E2, E4, E5, and E7 or cellular proteins such as chaperones or karyopherins.

There are undoubtedly unknown viral and/or cellular factors necessary for the assembly of native

virions. These proteins could act by direction of proper subcellular localization, initial interaction

of capsid proteins, mediation of the correct temporal formation of disulfide bonds, and regulation of

capsid protein expression.

4. Attachment and Internalization

Our current understanding of the PV infection strategy proposes that, via microabrasions,

virus particles gain access to the basal cells as well as the basement membrane. Utilizing

recombinant particles, most papillomaviruses have been observed to infect cells by first binding to a

glycosaminoglycan (GAG), heparan sulfate (HS), via L1 on either the basement membrane or the cell

surface [64–67]. This binding event induces a conformational change allowing for the L2 N-terminus

to be cleaved by a proprotein convertase (PC) such as furin or PC5/6 [68,69]. Additionally, these

conformational changes may allow for interactions with secondary HS sites on the capsid, transfer

the virion to an uptake receptor or receptor complex, and allow for exposure of hidden epitopes

that may be important for the interaction with other cellular proteins in the entry process [69–71].

The involvement of GAGs as an attachment receptor was first demonstrated utilizing HPV11 L1

only VLPs and HaCaT cells. Not only was HPV shown to bind, but experiments suggested that

L1 interactions with GAGs were GAG type specific [72]. Shortly thereafter, dependence on HS

engagement was shown for both HPV16 and HPV33 PsVs [66]. However, in contrast to what was

seen for HPV11 VLPs, both HPV16 and HPV33 PsV attachment was to a different subset of GAG

molecules. This suggests either a difference between VLPs and PsVs or a difference between HPV

types. While primary attachment to heparan sulfate proteoglycans (HSPGs) has been suggested to be

a universal step for all PVs, noticeably, tissue derived HPV31 NV and HPV16 NV attachment to and

infection of human keratinocytes was shown to be able to occur in the absence of HSPGs [15,73].

HPV31 NV infection of HaCaT cells, n-TERT-1 cells, and primary keratinocytes was unable to be

blocked by exogenous heparin competition and could not be blocked by the enzymatic removal of cell

surface HS. However, infection of Cos-7 cells and transformed C-33A cells was efficiently blocked

by both methods [73]. These data indicate that the virus may use more than one receptor and/or entry

pathway to enter a host cell depending on the cell type [73]. It is interesting to note that contradictory

findings were observed for HPV31, where HPV31 NV was not dependent on HSPG for attachment,

and HPV31 PsV was shown to be dependent on HS for attachment and infection of cells [67]. To

complicate the story more, a recent report suggests that both HPV16 and HPV31 PsV attachment

and infection can be independent of HSPGs if the non-HSPG molecule laminin-332 is present on the

cell surface [14]. Possible explanations for these contradictions include the HPV type being studied,

a possible structural variation between NV and PsV due to differences in maturation and assembly,

and the cell types being utilized.

Due to minor structural differences between different virus types, it is possible that initial

attachment to and interaction with the ECM and cell surface might be HPV type specific. Though the
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L1 protein displays overall sequence homology and structural conformation, both structural diversity

and conformational differences in the loop structures of the pentamer surface have been demonstrated

for HPV types 11, 16, 18 and 35 [74]. It is feasible that minor structural differences might have

an impact on receptor engagement, including binding to attachment receptors as well as putative

entry receptors. In a study looking at VLP binding for four different HPV types to the ECM and

cell surface, some diversity was demonstrated [75]. Two more recent studies, one utilizing native

virions [15] and one utilizing PsVs [14] also found HPV type dependent differences in ECM and cell

surface binding. It is likely that slightly varying structures of different HPV types facilitate a preferred

attachment to a specific GAG/GAG modification, laminin-332, or other unidentified receptors to

initially bind to cells and trigger subsequent entry events. For the closely related polyomavirus,

different types have been shown to utilize different receptors for infection [76–78]. Thus, a general

hypothesis for attachment that encompasses all HPV types is not probable.

The entry process for HPV is slow, with cell surface events such as interaction with several

receptors and conformational changes thought to be responsible [79,80]. HPV16 PsV and

HPV18 PsV infection have been reported to have an average entry half time of 12 h in HaCaT

cells [66,81]. Similarly, entry time for HPV31 NV as well as HPV31 QV was reported to be slow

with a half time of about 14 h. In contrast, HPV16 QV was comparably rapid with an average entry

half time of only 4 h in HaCaT cells [82]. This data suggests differences in HPV infections to be

both HPV type and model system dependent. Several reports suggest that post engagement with cell

surface HSPGs, HPV16 PsV particles require interaction with one or more non-HSPG receptors for

internalization [69,81,83]. Post-attachment, there is initial co-localization of capsids with HSPGs on

the cell surface. However, this co-localization is lost as the particles are internalized into intracellular

vesicles, suggesting that particles have been transferred to a non-HSPG receptor [81]. Also giving

strong evidence for the existence of other receptors is that furin pre-cleaved virions can bind to and

infect HSPG negative cells [83]. Using biochemical inhibitors of endocytosis, it was suggested that

HPV16 PsV and HPV58 PsV were internalized via clathrin-mediated endocytosis in COS-7 cells,

while HPV31 PsV internalization was dependent on caveolae [84]. This is in contrast to a more recent

study whereby HPV31 PsV was also reported to use clathrin mediated endocytosis in both COS-7

and 293TT cells [85]. When utilizing QV, caveolae mediated entry was demonstrated for HPV31

QV and HPV16 QV entry was again suggested to be mediated by clathrin coated pits [82]. HPV16

PsV infection has also been shown to be dependent on entry via caveolin-1 followed by particles

trafficking to the ER upon entering cells [86,87]. In another system, this time using dominant negative

inhibitors and siRNA knockdown in HeLa, 293TT, and HaCaT cells, the entry pathway of HPV16,

HPV18, and HPV31 PsVs was described as a “clatharin, caveolin, lipid raft, flotillin, cholesterol, and

dynamin independent mechanism distinct from macropinocytosis” [88,89]. The pathway was defined

by a requirement for actin polymerization and tetraspanin microdomains with all particles trafficking

to the late endosomal compartment with similar kinetics [89]. Taking into account the multiple HPV

types studied, the virus system and cell type utilized, as well as the experimental approach taken,

multiple pathways have been identified as playing a role in HPV entry. Considering the number of

diverse HPV types, their virus tropisms, and the various HPV related diseases, it is possible that

there is both overlapping and non-overlapping receptor usage that could feasibly shunt different
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HPV types into different entry pathways depending on cell type. It is also important to consider

that when attachment assays are done utilizing recombinant particles, often a high multiplicity of

infection (MOI) is used—typically in the thousands—which could be shunting particles into cells

via pathways the virus would not typically use. In contrast, work with native virions typically uses

MOIs of less than 100. Side-by-side comparisons should be done prior to making broad conclusions

regarding the mechanism used for infectious entry. A more detailed analysis of the various HPV

types using PsV, QV, and NV in relevant keratinocyte cell lines as well as in primary keratinocytes

would both show similarities and highlight differences between the types that would help settle the

growing amount of conflicting data in the literature.

To date, a multitude of receptors have been identified as potential primary and secondary

HPV internalization receptors. One of the first identified was α6-integrin, an epithelial adhesion

protein [90]. An α6-integrin specific monoclonal antibody was able to block HPV6b L1 only VLP

binding to the cell surface by 60%. Additionally, HPV16 L1 only VLP binding correlated with

α6-integrin in a study of 10 different cell lines [91]. However, cells deficient in α6-integrin can

bind HPV16 L1 only VLPs and HPV11 NV infects α6-integrin negative cells at levels similar to

an α6-integrin expressing cells [92]. In contrast to what is seen for VLPs, β4-integrin along with

α6-integrin processing was found to be essential for infection of HaCaT cells with HPV16 PsV [93].

While it appears not to be absolutely essential for all HPV types, α6-integrin may contribute

to infection efficiency, especially with its involvement in the Ras/MAPK and PI3K intracellular

signaling pathways that are activated upon binding, which may function to create a more proliferative

cellular environment to support infection [94]. A role for growth factor receptors (GFRs), both

epidermal growth factor receptor (EGFR) and keratinocyte growth factor receptor (KGFR), has also

been suggested [95]. Though not yet demonstrated, it is proposed that a HPV-HSPG complex binds

directly to GFRs. While blocking EGFR inhibits infection of HaCaT cells with both HPV16 PsV,

HPV31 PsV and HPV31 QV, the actual role for EGFR has yet to be determined [88,95]. It is possible

that EGFR is directly involved in entry or it is possible that EGFR is activated and involved only in

a signaling cascade. Another candidate, Annexin-A2 is a calcium and phospholipid binding protein

that is expressed on the cell surface as a part of a heterotetramer, A2t, consisting of two Annexin-A2

monomers associated with a S100A10 dimer [96]. Both HPV16 VLPs and HPV16 PsVs directly

interact with A2t, as shown by co-immunoprecipitation. Knockdown of Annexin-A2 by shRNA

yields a significant decrease in internalization by HPV16 VLPs and infection by 16 PsV. Further,

mutation of a site in L1 shown to be important for A2t binding reduces both binding and infection of

HPV16 PsV [97]. HPV16 PsV is still able to infect Annexin-A2 deficient HepG2 cells, suggesting the

use of an alternative infectious pathway [98]. While it will be important to discover the internalization

receptor(s) for HPV, there is again a necessity for the consideration of HPV type, viral system, and

cell line being utilized.

5. Subsequent Steps in HPV Infection

After endocytosis, acidification of the endosomal lumen allows for disassembly of the

viral capsid and cellular sorting allows for transport to the nucleus where viral replication
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occurs [28,65,88,99,100]. Much of the L1 is dissociated from the L2-DNA complex with the help of

cyclophillins [101]. Utilizing both HaCaT and HeLa cells, it has been shown that the L1-L2-DNA

complex then travels to the Golgi via the retromer, a complex involved in transport of cellular

cargo from the endosome to the Golgi [102–107]. This retrograde trafficking is required for HPV

infection and HPV16 L2 has been shown to bind directly to the retromer to mediate escape from

the endosome [103,108]. Utilizing BPV PsV, Syntaxin 18, which mediates trafficking of vesicles

between the ER and the Golgi apparatus, has also been implicated in playing a role in trafficking

the L2-DNA complex to the nucleus [109,110]. The L2-DNA complex then travels through the ER,

requiring γ-secretase [87]. Inhibition of γ-secretase blocks infection of HPV after endosomal exit

but prior to arrival in the Golgi [87]. Two separate HPV entry siRNA screens have identified ER

components that are enriched during entry [102,103]. Additionally, both knockdown of specific ER

proteins and use of chemical inhibitors of ER function inhibit HPV infection [102,111]. However,

there are conflicting studies regarding ER co-localization with one study reporting co-localization of

HPV with ER markers during infection [86] and the other failing to observe ER co-localization [104].

Finally, the L2-DNA complex trafficks to the nucleus, gaining entry during nuclear envelope

breakdown during mitosis [27,102,112]. The L2 minor protein is essential for infection, as it

facilitates transport of the HPV genome to the nucleus. Specifically, a transmembrane domain along

with three GxxxG motifs within L2 have been shown to be essential for infectivity [113]. Much

of the research looking at viral infection has been done utilizing PsV, which harbors a non-viral

pseudogenome. While this allows for a much faster method of screening, results should be confirmed

utilizing native virions.

In a natural infection, HPV infects keratinocytes. However, experiments in vitro rarely utilize

primary keratinocytes. This is in part due to the extremely low infection efficiency of recombinant

particles in primary cells [83]. Conversely, native virions infect primary cells quite well. HPV31 and

HPV45 have been shown to infect primary cells just as efficiently as HaCaT cells and HPV16 infects

primary cells with a greater efficiency compared to HaCaT cells [15]. HPV18 infects primary cells,

however, with lower efficiency compared to HaCaT cell infection. This could be due to a difference

in the expression of attachment or internalization receptors present on primary cells compared to

other cells. Much of the data for HPV attachment and infection, whether using recombinant particles

or native virions, is done in a variety of cell lines including, but not limited to, HaCaT cells, HeLa

cells, 293TT cells, and CHO cells. The lack of utilizing a consistent cell line between experiments is

likely responsible for some of the conflicting data when looking at both attachment and infectivity.

Of equal importance when looking at infection is the ability to look at virus neutralization. This

is especially important due to the use of VLPs in the HPV vaccine that is now being administered

to prevent infection. Almost all of the antibodies generated for HPV have been made using

recombinant particles. Many of these antibodies generated, such as H16.V5 and H16.E70, have been

shown to neutralize both recombinant particles and native virions [16,32,114,115]. However, some

antibodies shown to be highly effective in neutralizing recombinant particles, such as H16.U4, have

no neutralizing capabilities against native virions [32]. Also of significance are studies highlighting

the mechanisms with which different antibodies neutralize particles. For example, H16.V5 and

H16.E70 allow attachment of particles to the cell surface but blocks association with the ECM as well
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as internalization. H16.U4, however, prevented binding to the cell surface but not to the ECM [115].

These neutralization studies again highlight the probable structural differences between recombinant

particles and native virions and the importance of confirming data using native virions.

6. Translational Research

There are two approved vaccines against the high-risk HPV types HPV16 and HPV18—Gardasil

and Cervarix. Gardasil also provides protection against low-risk HPV types HPV6 and HPV11.

These vaccines, however, are not efficiently cross protective against other high-risk HPV types.

Therefore, another HPV vaccine, Gardasil 9 was recently approved that, in addition to the four

types of HPV previously mentioned also provides protection against high-risk types HPV31, HPV33,

HPV45, HP52, and HPV58. While these vaccines have been shown to be highly effective at

preventing infection and the development of lesions, their high cost limits their use in developing

countries. Additionally, the vaccine rate is low in some developed countries. Thus, the development

of less expensive microbicides that would offer protection against a multitude of HPV types would

offer women an additional protection against contracting HPV infection.

Due to the importance of GAGs, specifically HS, in HPV attachment to and infection of host

cells, agents targeting GAGs are of great interest. Both high molecular weight sulfated or sulfonated

polysaccharides and polymers such as cellulose sulfate, dextran sulfate, and polystyrene sulfonate

showed microbicidal activity against BPV1 in mouse cells and HPV11 and HPV40 in human

A431 cells without showing cellular toxicity [116]. More recently, Carrageenan, a highly sulfated

polysaccharide derived from red algae, was identified in an in vitro screen of compounds that may

effectively block infection by high-risk HPV types [117]. In this study, PsVs were used to determine

whether there was a block in infection. However, when tested with NV, carrageenan failed to inhibit

infection by HPV16 at concentrations up to 100 μg/mL. In contrast, significant levels of inhibition

were observed at concentrations as low as 1 μg/mL for native HPV18. The IC50 for carrageenan

inhibition of various HPV PsV types was in the ng/mL range [117]. In contrast, utilizing similar

titers of NV, infection with HPV18 took at least 10 μg/mL of carrageenan for 50% inhibition and

HPV16 was not inhibited. HPV31 NV was also found to be sensitive to inhibition by carrageenan

and HPV45 showed no dose-dependent decrease in infection in the presence of carrageenan [15].

These results suggest that not only is there a difference in resistance and susceptibility of NV and

PsV to the effects of carrageenan, but that different HPV types are very selective in their requirements

for the type of GAG required for infection. Virion attachment to the cell surface in the presence

of carrageenan was then analyzed. Attachment of HPV16 NV to the cell surface was unaffected

in the presence of carrageenan. Conversely, HPV18 NV attachment was completely ablated in the

presence of carrageenan. Additionally, HPV31 NV attachment was slightly reduced, whereas HPV45

attachment was not significantly reduced [15]. Taken together, these data suggest that when testing

microbicides, confirmation of data utilizing native virions is essential. In addition, confirmation of

results utilizing multiple HPV types should be done, as these data again confirm that not every HPV

type behaves in the same manner.
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Preventing the incidence of HPV infection through the use of vaccinations and microbicides is

invaluable. Of equal importance is the use of chemical disinfectants to keep surfaces and medical

equipment free of virions that could be spread between patients. Determining the efficacy of chemical

disinfectants against HPV is important because it includes real world scenarios of disinfection

protocols on equipment in hospital settings that are possibly contaminated with HPV. Currently,

what little information that is available on HPV disinfection has been based mainly on studies

from surrogate viruses, such as hepatitis B virus (HBV), which were deemed, without experimental

evidence, to have similar resistance to HPV. Additionally, the United States Centers for Disease

Control and Prevention (CDC) currently acknowledges the lack of research regarding effective

HPV disinfectants [118]. Disinfectant information from studies that have included HPV has all

been acquired utilizing recombinant HPV particles. Until recently, no studies had been done using

native virions and there existed no functional assays to determine HPVs susceptibility to clinical

disinfectants. A recent study tested the susceptibility of both HPV16 recombinant particles (QV)

and native HPV16 grown in organotypic raft culture to a variety of common clinical disinfectants.

Viral particles were incubated with common clinical disinfectants such as isopropanol, ethanol,

triple phenolic, paracetic acid silver-based disinfectant (PAA), gluteraldehyde, hypochlorite, and

ortho-phthalaldehyde. The disinfectant was then washed away and virus was incubated with cells

to determine its ability to infect cells compared to untreated virus. HPV16 QV and HPV16 NV

had some similarities in their resistance/susceptibility profiles to the disinfectants tested. Both types

of particles were resistant to gluteraldehyde and ortho-phthalaldehyde and both were susceptible to

hypochlorite and high concentration PAA. Of importance, however, HPV16 QV was also susceptible

to isopropanol, triple phenolic, and a lower concentration of PAA [119]. This study highlights

the necessity of utilizing native HPV particles when investigating clinical aspects of viral infection

and transmission.

7. Concluding Remarks

Taken together, all of the data has provided great insight into the structure of HPV as well as

the method of binding to, entering, and infecting cells. The use of recombinant particle technology

is invaluable, as it allows for rapid data generation in studies looking at multiple parts of the HPV

life cycle. However, as this review points out, there are some significant differences between native

virions and recombinant particles that necessitate conformational studies utilizing native virions.
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High-Risk Human Papillomavirus Targets Crossroads in 
Immune Signaling 

Bart Tummers and Sjoerd H. Van Der Burg 

Abstract: Persistent infections with a high-risk type human papillomavirus (hrHPV) can progress 
to cancer. High-risk HPVs infect keratinocytes (KCs) and successfully suppress host immunity for 
up to two years despite the fact that KCs are well equipped to detect and initiate immune responses 
to invading pathogens. Viral persistence is achieved by active interference with KCs innate and 
adaptive immune mechanisms. To this end hrHPV utilizes proteins encoded by its viral genome, as 
well as exploits cellular proteins to interfere with signaling of innate and adaptive immune 
pathways. This results in impairment of interferon and pro-inflammatory cytokine production and 
subsequent immune cell attraction, as well as resistance to incoming signals from the immune 
system. Furthermore, hrHPV avoids the killing of infected cells by interfering with antigen 
presentation to antigen-specific cytotoxic T lymphocytes. Thus, hrHPV has evolved multiple 
mechanisms to avoid detection and clearance by both the innate and adaptive immune system, the 
molecular mechanisms of which will be dealt with in detail in this review.  

Reprinted from Viruses. Cite as: Tummers, B.; van Der Burg, S.H. High-Risk Human 
Papillomavirus Targets Crossroads in Immune Signaling. Viruses 2015, 7, 2485-2506. 

1. Introduction 

Human papillomaviruses (HPVs) are small, non-enveloped icosahedral viruses belonging to the 
Papillomaviridae family. HPV is widespread within all human populations and transmitted via the 
skin, including the genitalia. With a double-stranded episomal DNA genome of only 7–8 kb, 
containing six non-structural early genes (E6, E7, E1, E2, E4 and E5), and two late genes (L2 and 
L1) that encode the capsid proteins [1], HPVs induce diseases ranging from warts to cancers [2]. 
Over 150 HPV types have currently been identified. They are divided into genera α, β, γ, μ and ν, 
based on the nucleotide sequence of the L1 gene [3]. HPV types of the α genus (~40) infect 
cutaneous and mucosal epithelia. Based on their oncogenic potential, mucosal HPVs are classified 
as low-risk, associated with benign warts or epithelial lesions, or high-risk, that can cause 
oropharyngeal and anogenital malignancies, including cancers of the cervix, vulva, vagina, penis 
and anus. HPV types of the other genera infect cutaneous epithelium and are associated with 
cutaneous papillomas and warts. βHPV types can cause non-melanoma skin cancer in 
immunocompromised individuals [4]. Most HPV infections resolve spontaneously within one 
(70%) to two (90%) years [5], and in only <1% of cases malignancies develop. Still, HPV causes 
~528,000 new cancer cases and ~266,000 deaths each year. High-risk HPV (hrHPV) types are 
responsible for ~5% of all human cancers and are detected in 99.7% of cervical cancer cases, the 
fourth most common cancer in women, accounting for 7.5% of all cancer-associated deaths in 
women worldwide per year [6,7]. HPV types 16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 59, 69, 73 and 
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82 have been detected in cervical carcinomas, but HPV16 is the most prevalent hrHPV type in 
cervical cancer and dominant in all other HPV-induced cancers [8,9]. 

HPVs exclusively infect keratinocytes (KCs) of the basal layer of the epidermis and mucosal 
epithelia, which they reach via micro-wounds and abrasions. Binding of the L1 protein of HPV to 
heparan sulfate proteoglycans at the surface of KCs induces endocytosis of the virion. 
Subsequently the capsid disassembles following acidification of the endosome and then the viral 
episome, still associated with L2, travels via the Golgi apparatus and Endoplasmic Reticulum to the 
nucleus [10] where low levels of viral early proteins are produced that reside mainly in the  
nucleus [11]. E1 and E2 initiate episome replication and, together with the host DNA replication 
machinery, maintain a low episome copy-number of 50–100 per cell [12]. Furthermore, E6 and E7 
are produced to prevent cell growth arrest and apoptosis and delay differentiation, by inactivating 
p53 and the retinoblastoma protein (pRB). This induces a proliferative, non-differentiating state of 
the infected KC, resulting in lateral cell division. As the infected KC differentiates and migrates 
through the suprabasal layers of the epithelium, the expression of all viral genes is induced to 
enhance viral episome replication, which reaches high copy-numbers of hundreds to thousands per 
cell. In the higher layers of the epithelium the production of the late proteins L1 and L2, together 
forming the viral capsid, is induced and virion assembly takes place. With the rupture and shedding of 
the matured KC the viral particles are released [13]. Sometimes, for yet unknown reasons, hrHPV 
genomes can spontaneously integrate into the host genome, leading to release of the tight 
regulation of E6 and E7 expression. The newly transformed cells stably express E6, which binds to 
p53 and recruits the E3 ligase E6AP to target p53 for proteasomal degradation, as well as E7, 
which recruits the E3 ligase cullin 2 to target pRb for proteasomal degradation. The loss of these 
tumor suppressors results in uncontrollable cell growth, host genome mutations and inhibition of 
apoptosis, ultimately leading to cancer formation [1,13,14]. 

High-risk HPV infections can persist despite viral activity in keratinocytes. This indicates that 
HPV has developed mechanisms to effectively evade or suppress the host’s innate and/or adaptive 
immune response. Indeed, several studies on the spontaneous immune response to HPV have 
shown that HPV-specific cellular immunity develops quite late during persistent HPV infections 
and often are of dubious quality in people with progressive infections [15].  

Viral persistence may be linked to the life cycle of HPV since HPV does not cause viremia, cell 
death, or cell lysis, and the life-cycle takes place within the boundary of the lamina basalis, away 
from dermal immune cells. Thus, spontaneous contact between the immune system and the virus 
are minimal and inflammatory responses are not readily elicited. Langerhans cells residing within 
the epidermis can sense viral presence, but HPV counteracts their recruitment by interfering with 
the production of immune attractants. In addition, after the infection is established in basal 
keratinocytes, major viral gene expression is differentiation dependent and as such viral peptide 
presentation to immune cells is limited. Besides these passive mechanisms to evade the immune 
system, hrHPV also actively interferes with innate and adaptive immune mechanisms. These are 
discussed below. 
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2. Viral Recognition by Keratinocytes 

Keratinocytes are well equipped to sense pathogens. Basal KCs express pattern-recognition 
receptors (PRRs), such as Toll-like receptors (TLRs), NOD-like receptors (NLRs), and RNA 
helicases, to recognize pathogen-associated molecular patterns (PAMPs) on viruses and microbes. 
PRR ligation leads to activation of inflammatory and proliferative signaling cascades and 
subsequent production of pro-inflammatory cytokines that can induce innate and adaptive immune 
responses. In vitro studies showed that KCs express TLR 1, 2, 3, 5 and 6 on the cell-surface and the 
nucleic acid-sensing TLR3 in endosomes. TLR7 and TLR8 are not expressed, but TLR7 expression 
can be induced upon TLR3 ligation [16]. The expression of TLR4 and TLR9 in basal KCs is still 
under debate, but TLR9 expression can be induced after terminal differentiation [17]. 
Cytosolically, KCs express the RNA helicases retinoic acid-inducible gene I (RIG-I; DDX58) and 
melanoma differentiation-associated protein 5 (MDA5; IFIH1) [18], and the dsDNA sensors 
gamma-interferon-inducible 16 (IFI16) and absent in melanoma 2 (AIM2) [19]. Expression of 
TLR3, 7, 9, PKR, RIG-I and MDA5 was confirmed in situ [18,20]. 

Although the vesicle-mediated entry mechanism used by HPV may hide the virus from recognition 
by cytoplasmic DNA sensors, KCs can produce type I interferon (IFN) and pro-inflammatory 
cytokines upon viral entry and, therefore, do recognize HPV [17]. Indeed, the episome contains 
CpG motifs that can be recognized by TLR9 [21] and the viral capsid itself is a potential PAMP. 
Whether HPV interferes with the expression of TLRs, RIG-I or MDA5 in HPV episome-containing 
KCs is still under debate [17,18,22]. While TLR9 expression and function was shown to be 
abolished in KCs that overexpressed HPV16 E6 and E7 [21], by an E7-induced recruitment of a 
NFκB1, ERα and HDAC1 inhibitory complex to the TLR9 promotor [23], others concluded that E6 
nor E7 influenced TLR9 expression or function [24]. The DNA sensor AIM2 is strongly expressed 
in HPV16-infected skin lesions, whereas IFI16 expression is not elevated [19]. Hence, it is not yet 
clear if HPV affects the expression of virus sensory molecules on KCs.  

3. HPV Influences Innate Immune Signaling 

Keratinocytes produce type I IFNs and pro-inflammatory cytokines upon PRR ligation through 
signaling via interferon regulatory factor (IRF) and nuclear factor of kappa-light-chain-enhancer of 
activated B cells (NFκB) activating pathways. Type I IFNs (mainly IFNα (13 subtypes) and IFNβ, 
but also IFNε, IFNτ, IFNκ, IFNω, IFNδ and IFNζ) stimulate cells to express genes inducing an 
anti-viral state. They can also stimulate dendritic cells and as such act as a bridge between innate 
and adaptive immunity [25–27]. Pro-inflammatory cytokines are chemoattractants for immune cells 
and regulate cell migration, activation, polarization and proliferation. Several genome-wide 
transcription studies reported that hrHPV types 16, 18 and 31 influence—mainly reduce—basal, 
TLR3-induced cytokine expression, and type I IFN-induced interferon-stimulated gene (ISG) 
expression [18,28–30], indicating that hrHPV affects PRR- and type I IFN-induced  
signaling pathways. 
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3.1. The Effect of HPV (Proteins) on the IRF Signaling Pathway 

All TLRs, except TLR3, convey their signals via the adapter molecule MyD88. This induces the 
IRAK complex (consisting of IRAK1, 2 and 4) to recruit TRAF3, which stimulates IKKα to 
phosphorylate IRF7. TLR3 and 4 signal via TRIF, cytosolic RNA sensors via MAVS, and cytosolic 
DNA sensors signal via the adaptor molecule STING to activate TRAF3, which then induces the 
TBK1-IKKε complex to phosphorylate IRF3. Phosphorylated IRF3 and IRF7 homo-dimerize and 
translocate to the nucleus where production of type I IFNs is initiated. Furthermore, PRR ligation 
can result in IRF1 activation (Figure 1). 
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Figure 1. Schematic representation of the effects of hrHPV on IRF signaling. All 
TLRs, except TLR3, activate IRF7 via signaling through MyD88, the IRAK complex, 
TRAF3 and IKKα. TLR3 and 4 signal via TRIF, cytosolic RNA sensors through 
MAVS and cytosolic DNA sensors via STING activate IRF3 through TRAF3, TBK1 
and IKKε. Activated IRFs dimerize, translocate to the nucleus and initiate gene 
transcription. HPV utilizes its own encoded E proteins (red) as well as exploits the 
cellular protein UCHL1 (red) to interfere with these signaling pathways. Green circles on 
TRAF3 indicate K63-linked poly-ubiquitin chains. 

HrHPV influences type I IFN production by interfering at several points in the signaling 
cascade. HrHPV E2 proteins reduce the expression of STING and IFNκ [31], the latter of which its 
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expression is also reduced by E6 [22,32]. HPV16, but not HPV18, E6 protein binds to IRF3 and, 
thereby, may prevent its transcriptional activity [33]. E7 blocks IFNβ transcription by binding to 
IRF1 and recruiting histone deacetylases (HDACs) to the IFNβ promotor site [34,35]. In contrast, 
E5 enhances IFNβ and IRF1 expression [36]. HrHPV also exploits cellular proteins to interfere 
with IRF signaling; it upregulates the endogenous deubiquitinase ubiquitin carboxy-terminal 
hydrolase L1 (UCHL1) to interact with and deubiquitinate K63-linked poly-ubiquitin chains from 
TRAF3, resulting in reduced TBK1—TRAF3 interaction, IRF3 phosphorylation and IFNβ 
expression [17]. 

3.2. The Effects of HPV (Proteins) on IFNAR Signaling 

The PRR-induced type I IFNs IFNα and IFNβ are secreted and can induce IFN-stimulated gene 
(ISG) expression in the infected cell itself but also in their uninfected neighbors. IFNα and IFNβ 
bind to the heterodimeric transmembrane IFNα/β receptor (IFNAR), composed of the IFNAR1 and 
IFNAR2 subunits. The IFNAR activates the receptor-associated protein tyrosine kinases Janus 
kinase 1 (JAK1) and tyrosine kinase 2 (TYK2), which recruit and phosphorylate STAT1 and 
STAT2, causing them to hetero-dimerize, bind IRF9, thereby forming the IFN-stimulated gene 
factor 3 (ISGF3) complex, and translocate to the nucleus. ISGF3 binds to IFN-stimulated response 
elements (ISREs) on the DNA and activates ISG transcription. IFNAR ligation can also lead to 
STAT1 homo-dimerization. STAT1 homo-dimers translocate to the nucleus and bind to γ-activated 
sequences (GAS) on the DNA, thereby activating ISG transcription more associated with IFNγ 
signaling (Figure 2) [26,37]. 

HrHPV also interferes with IFNAR signaling. HPV18 E6 can bind to TYK2 in order to hamper 
phosphorylation of STAT1 and STAT2 [38]. E6, and to a lesser extend E7, of the hrHPV types 16 
and 31 were shown to impair STAT1 transcription and translation, and binding of STAT1 to the  
ISRE [28,30,39]. However, although hrHPV represses STAT1 protein levels, the IFNβ-induced 
STAT1 signal cascade is not affected by hrHPV, as phosphorylation of STAT1 still occurs [39]. 
Expression of STAT2 and IRF9 are not affected, but E7 can interact with cytosolic IRF9, preventing 
IRF9 to translocate to the nucleus with as a consequence impairment of ISGF3 complex  
formation [40,41]. 

3.3. The Effect of HPV (Proteins) on the NFκB Signaling Pathway 

PRRs also induce cytokine production through signaling via TRIF, MAVS, STING and the 
IRAK complex, which leads to the K63-linked poly-ubiquitination of TRAF6. The TAB1-TAB2-
TAK1 complex and the IKK complex (consisting of NEMO, IKKα and IKKβ) bind to the poly-
ubiquitin chain on TRAF6, resulting in the phosphorylation of IKKβ by TAK1. Activated IKKβ 
then phosphorylates IκBα, leading to the SCF-βTrCP-mediated K48-linked poly-ubiquitination of 
IκBα and its subsequent degradation. This releases the NFκB1 complex (consisting of RelA and 
p50) and allows it to translocate to the nucleus where it is further modified to induce DNA binding 
and transcriptional activation (Figure 3) [27,42]. 
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Figure 2. Schematic representation of the effects of hrHPV on IFNAR and IFNγR 
signaling. Type I IFN binding to the IFNAR leads to signaling via JAK1 and TYK2 to 
activate STAT1 and STAT2. STAT1 and STAT2 heterodimerize and recruit IRF9, 
forming the ISGF3 complex, which translocates to the nucleus, binds to ISREs and 
initiates ISG transcription. Activated STAT1 can also homodimerize, translocate to the 
nucleus, bind to GAS and initiate ISG transcription. Type II IFN binding to the IFNγR 
results in the activation of JAK1 and JAK2 and recruitment and phosphorylation of 
STAT1, which homo-dimerizes, translocates to the nucleus, binds to GAS on the DNA 
and initiates ISG transcription. HPV proteins (red) interfere with both IFNAR and 
IFNγR signaling by decreasing STAT1 levels, and hampering TYK2 and IRF9.  

By the use of several different model systems hrHPV or its individual proteins have been shown 
to affect the PRR-induced signaling cascade that leads to NFκB nuclear translocation and to impair 
the function of NFκB within the nucleus. HrHPV upregulates the NFκB family members RelA,  
c-Rel, and the precursor proteins p105 and p100, which are processed into p50 and p52, 
respectively, and sequesters these proteins in the cytoplasm [30,43–46]. The last NFκB family 
member, RelB, is not reported to be regulated by HPV. HrHPV exploits the endogenous protein 
UCHL1 to bind TRAF6 and influence the Ub status of TRAF6 and NEMO, resulting in NEMO 
degradation [17]. Furthermore, UCHL1 can prevent IκBα ubiquitination [47].  
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Figure 3. Schematic representation of the effects of hrHPV on NFκB signaling. The 
canonical NFκB1 pathway is activated by PRRs and CD40 through TRAF6 and TNFR1 
through RIP1. Poly-ubiquitination of TRAF6 and RIP1 recruits the TAB1-TAB2-TAK1 
and IKK complexes resulting in the phosphorylation of IKKβ by TAK1. IKKβ 
phosphorylates IκBα, which is then ubiquitinated by SCF-βTrCP and subsequently 
degraded, and thereby releases the NFκB1 complex to translocate to the nucleus. CD40 
and TNFR2 initiate non-canonical NFκB2 signaling by recruitment of TRAF2/5, 
cIAP1/2 and TRAF3 to the respective receptor, leading to TRAF3 degradation. This 
causes NIK to accumulate and activate IKKα to phosphorylate p100. This induces 
SCF-βTrCP to ubiquitinate p100, leading to the proteosomal processing of p100 into 
p52, and the subsequent nuclear translocation of NFκB2. In the nucleus NFκB binds to 
the DNA and is aided by coactivators to initiate gene transcription. HPV utilizes its 
own encoded E proteins (red) as well as exploits the cellular proteins (red) UCHL1 and 
IFRD1 to interfere with NFκB1 signaling at multiple positions in the pathway. Green 
circles indicate K63-linked poly-ubiquitin chains, red circles indicate K48-linked  
poly-ubiquitin chains, and blue circles indicate linear poly-ubiquitin chains. 
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Within the nucleus, E6 reduces NFκB RelA-dependent transcriptional activity [48], by binding 
to the C/H1, C/H3 and C terminal domains of CBP/p300 [49,50], thereby competing with RelA and 
SRC1, which bind the C/H1 and C terminal domain of CBP/p300, respectively [51]. P/CAF can 
still bind to the C/H3 domain of CBP/p300 in presence of E6, but P/CAF cannot acetylate NFκB since 
E7 binds to, and thereby blocks, the HAT domain of P/CAF [51]. E7 blocks NFκB DNA binding 
activity [35] and competes with E2 for binding the C/H1 domain of p300/CBP, thereby hampering E2 
transactivation [52]. In contrast, E2 binds to p300/CBP [53,54] and increases NFκB signaling by 
enhancing RelA expression and transcriptional activation upon TNFα treatment [45].  

HrHPV upregulates EGFR gene and surface expression via the E5, E6 and E7 proteins [55,56], 
and enhances EGFR signaling via E5 and E6 [57–59]. EGFR activation on epithelial cells has been 
shown to result in a decreased production of pro-inflammatory cytokines [60–62]. HrHPV-induced 
EGFR signaling, via mTOR, RAF and/or MEK1, increases the expression of the cellular protein  
interferon-related developmental regulator 1 (IFRD1) which mediates RelA K310 deacetylation by 
HDAC1/3 and, thereby, attenuates the transcriptional activity of NFκB1 [56].  

3.4. The Effect on the Inflammasome Pathway 

It is not clear whether the inflammasome pathway is important in the protection against HPV. 
However, recently it was reported that the production of IL1β, a cytokine that is secreted upon 
cleavage of pro-IL1β by inflammasome-activated caspase1, is impaired. HPV E6 binds to E6-AP 
and p53 and this complex induces the inflammasome-independent proteasome-mediated 
degradation of pro-IL1β and, as such, hampers IL1β formation [63], indicating that hrHPV may 
suppress immunity by interference with post-translational processes.  

Altogether it is clear that hrHPV invested heavily in preventing infected cells to adapt an  
anti-viral state as well as to suppress the production of cytokines that can induce the attraction of 
adaptive immune cells which may control HPV infection. 

4. The Action of KCs to Secondary Immune Signals is Suppressed by HPV 

Cells of the adaptive immune system, in particular T cells, are activated by APCs in the lymph 
nodes and migrate to infected sites. They produce cytokines and express ligands that can activate 
signaling cascades in the KC involved in survival and pro-inflammatory cytokine production, 
leading to killing of KCs and in parallel the reinforcement of adaptive immunity. Despite the 
infiltration of adaptive immune effector cells the persistence of hrHPV-infected sites suggests that 
hrHPV has evolved mechanisms to resist this attack. CD4+ T helper 1 (Th1) cells are especially 
important in controlling hrHPV infections. However, even vaccines that boost viral Th1 immunity 
during chronic infection are only partially successful [64]. Th1 cells produce IFNγ and TNFα, and 
express CD40L, which induce cytokine production and proliferative changes in KCs.  

TNFα is the ligand for both the TNFα receptor 1 (TNFR1) and TNFR2. TNFR1 activates 
canonical NFκB1 by recruiting and activating TRADD, leading to the formation of a complex 
consisting of RIP1, TRAF2 or 5, and cIAP1 or 2. cIAP1/2 is ubiquitinated with a K63-linked  
poly-ubiquitin chain to which the LUBAC complex (consisting of Sharpin, HOIP and HOIL1) 
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binds. RIP1 is ubiquitinated with both K63-linked and linear poly-ubiquitin chains. The  
TAB1-TAB2-TAK1 complex binds to the K63-linked poly-ubiquitin chain and phosphorylates the 
IKK complex that binds to the linear poly-ubiquitin chain of RIP1, leading to NFκB1 release 
through IKKβ-induced SCF-βTrCP-mediated degradation of IκBα. TNFR2 activates the non-canonical 
NFκB2 pathway by recruiting TRAF2/5, cIAP1/2 and TRAF3, resulting in TRAF3 degradation. 
This abrogates TRAF3-induced NIK degradation, causing NIK to accumulate and activate IKKα. 
IKKα phosphorylates the p100 NFκB precursor protein of the NFκB2 complex, which further 
consists of RelB. This induces SCF-βTrCP to ubiquitinate p100 with a K48-linked poly-ubiquitin 
chain, leading to the proteosomal processing of p100 into p52, and the subsequent nuclear 
translocation of the p52-RelB dimer (Figure 3). 

HPV interferes with these cascades in a similar way as it attenuates PRR-induced NFκB 
signaling by using its own E proteins and endogenous proteins. Additionally, E6 binds to the C 
terminus of TNFR1 [65], and the N terminus of the death effector domains (DEDs) of FADD, 
which accelerates the degradation of FADD [66], thereby hampering the induction of apoptosis. E6 
does not bind to the TRADD adaptor molecule [66]. Furthermore, E7 binds to the IKK complex 
and attenuates TNFα-induced kinase activity of IKKα and IKKβ, which hampers IκBα 
phosphorylation and degradation, and subsequent NFκB nuclear translocation [48]. In contrast to 
E6, E7, UCHL1 and IFRD1, E2 stimulates TNFα-induced, but not IL1-induced, NFκB  
signaling [45,67], by directly interacting with TRAF5 and TRAF6, but not TRAF2, thereby 
stimulating K63-linked ubiquitination of TRAF5 [67].  

IFNγ and TNFα are known to synergistically affect gene expression, and also in KCs  
pro-inflammatory cytokine expression is synergistically higher than expression induced by IFNγ or 
TNFα alone. Still, hrHPV attenuates IFNγ and TNFα-induced pro-inflammatory cytokine 
expression and the attraction of PBMCs to KCs that have been stimulated with the combination of 
IFNγ and TNFα [56]. Ligation of the IFNγR with type II IFN results in the activation of JAK1 and 
JAK2 and recruitment and phosphorylation of STAT1, which homo-dimerizes, translocates to the 
nucleus, binds to GAS on the DNA and initiates ISG transcription (Figure 2). The effects of 
HrHPV on the IFNγ-signaling pathway might be explained by the repressed STAT1 expression and 
protein levels in HPV infected cells, albeit that STAT1 phosphorylation still is intact [39,68]. 
However, exposure of hrHPV-infected KCs to IFNγ fails to induce cellular programs associated 
with a block of proliferation [68]. Furthermore, IFNγ and TNFα stimulation induces processing of 
the non-canonical NFκB precursor p100 into p52 in hrHPV-infected cells but not uninfected KCs 
(Tummers, Unpublished data), indicating that hrHPV skews the response of KCs upon stimulation 
with TNFα and IFNγ towards the non-canonical NFκB pathway. Potentially, this is caused by E7 
as this oncoprotein was shown to increase SCF-βTrCP protein levels [69] and in this way might 
accelerate IκBα degradation and p100 processing [70]. Although unexplored at this point, it is 
highly likely that this forms another pathway allowing hrHPV-infected cells to resist control of 
infection by the immune system. Last but not least, epithelial cells express CD40 on their cell 
surface [71]. Ligation of CD40 induces both canonical and non-canonical NFκB activation, similar 
to TNFR1 and 2, respectively. Activation of this pathway in epithelial cells results in a very 
coordinated response by KCs, dominated by the expression of genes involved in leukocyte 
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migration, cell-to-cell signaling and interaction, as well as cell death and survival. The presence of 
HPV does not affect the gene expression profile of CD40 stimulated KCs, but it does attenuate the 
extent of the response and reduces the attraction of PBMCs [72]. Based on our previous studies it is 
likely that the CD40—NFκB1 axes of CD40 signaling is affected via the interaction of UCHL1 and 
TRAF6, the effects of E7 on the IKK complex, and that of IFRD1 on NFκB1 transcriptional 
activation. Speculatively, at the non-canonical side signaling could be hampered by abrogation of 
UCHL1-mediated TRAF2 and/or 5- or E7-mediated IKKα functioning. However, UCHL1-mediated 
TRAF3 hampering could also lead to constitutive NIK accumulation and subsequent pathway 
activation. It remains to be determined if hrHPV prefers to skew KCs towards non-canonical NFκB 
activation after CD40 ligation.  

In conclusion, hrHPV does not only try to prevent the attraction of immune cells via the 
impairment of cytokine secretion but it also hampers the regulation of intracellular growth and 
apoptosis programs of infected cells that normally are activated as a response to effector molecules 
of the adaptive immune system. 

5. HrHPV Influences MHC Surface Expression and Peptide Presentation 

The attack of virus-infected cells by T cells is a highly effective and specific mechanism to prevent 
the production and spread of virus particles. T cells recognize cells when viral protein-derived 
peptides are presented in the context of MHC molecules. Literature shows that primary KCs 
constitute excellent targets for antigen-specific cytotoxic T lymphocytes (CTLs) if their cognate 
peptide is presented on the KCs cell surface [73]. The overexpression of E5 [74] or E7 [75], 
however, makes cells more resistant to CTL-mediated lysis. E5 and E7 both reduce MHC-I surface 
expression, but act on different levels (Figure 4). E7 reduces MHC-I gene expression by physically 
associating with a putative RXRbeta binding motif (GGTCA) of the proximal promoter of MHC-I 
genes and recruiting HDAC1, 2 and 8 to this promoter site, leading to repressed chromatin 
activation. Indeed, E7 knock-down in Caski cells released HDAC1 and 2 from the MHC class-I 
promoter, and increased histone acetylation and MHC-I expression [75–79]. Furthermore, E7 represses 
the LMP2 and TAP1 promotors [76,77], two important proteins involved in peptide production and 
transportation, respectively. E7 also reduces IRF1 expression by suppression of IFNγ-induced 
STAT1-Tyr701 phosphorylation, repressing IFNγ-mediated upregulation of MHC-I expression via the 
JAK1/JAK2/STAT1/IRF-1 signal transduction pathway [80,81]. E5 does not influence MHC-I 
synthesis, but reduces MHC-I surface expression [80] by retaining MHC-I in the Golgi complex 
via interaction of di-leucine motifs (LL1 and LL3) localized in the N-terminal helical 
transmembrane (TM1) region of the protein [82]. This E5—MHC-I interaction is not haplotype 
specific, suggesting that E5 can hamper all MHC-I-dependent antigen presentation [83]. Moreover, 
binding of the TM1 domain of E5 to the ER chaperone Calnexin retains MHC-I in the ER [84], and 
down-regulates surface expression of CD1d, a sentinel protein in bridging innate and adaptive 
immunity [85]. Furthermore, via its C-terminus E5 can bind the B-cell-associated protein 31 
(Bap31) [86], a protein involved in the exit of peptide-loaded MHC-I from the ER [87]. 
Interestingly, E5 selectively downregulates the surface expression of HLA-A and -B, but not that 
of HLA-C and HLA-E [80]. Under normal conditions expression of HLA class II is not affected 



168 
 

 

but upon IFNγ stimulation E5 does abrogate MHC-II surface expression and blocks  
peptide-loading of MHC-II and invariant chain degradation [88], by inhibiting endosome 
acidification [89] or perturbing trafficking from early to late endocytic structures [90]. 
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Figure 4. Schematic representation of the effects of hrHPV on antigen presentation. 
The proteasome processes proteins into peptides, which are transported into the ER via 
TAP1. Aided by several chaperone proteins, MHC-I is folded and loaded with peptide 
after which it exits the ER to travel via the Golgi apparatus to the plasma membrane 
were the peptides are presented to T cells. HPV proteins (red) attenuate gene 
expression of critical components of this pathway, as well as actively retains MHC-I in 
the ER and Golgi apparatus. MHC-II forms in the ER and complexes with the invariant 
chain. The complex travels via the ER and Golgi apparatus to lysosomes where the 
invariant chain is degraded and MHC-II is loaded with processed peptides from 
endocytosed proteins. Loaded MHC-II then travels to the plasma membrane to present 
the peptides. Upon IFNγ stimulation, HPV E5 (red) blocks invariant chain degradation 
and peptide loading, as well as inhibits endosome acidification and maturation.  
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Thus, as a last resort, to evade host immunity HPV perturbates the expression of HLA class I 
and II molecules making the infected cells less visible to the adaptive immune system, slowing 
down the resolution of infected lesions. 

6. Final Comments 

Keratinocytes are well equipped to recognize and react to invading pathogens, and hrHPV is no 
exception to this. However, hrHPV initiates several immune evasion mechanisms soon after 
infecting the KC. The virus interferes with the innate immune response by affecting several 
signaling pathways that otherwise would prompt anti-viral mechanisms in the host cell. 
Furthermore, hrHPV interferes with the production of cytokines that are involved in the attraction 
of immune cells to the infected epithelium. In addition, the virus hides itself from the immune 
system by suppressing the antigen presentation machinery normally allowing infected cells to be 
recognized by adaptive immune cells and, if this is not successful, hrHPV still employs means to 
hamper the response of KC’s to signals from the effector molecules used by adaptive immune cells 
to exert their antiviral function.  

The IFN pathway seems to be centrally attacked through downregulation of STAT1 levels 
which is observed in hrHPV episome-bearing KCs when compared to uninfected KCs. 
Downregulation of STAT1 results in attenuated ISG expression, albeit that signaling downstream 
of the IFNAR and IFNγR still functions [39,68]. Thus, the attenuated type I IFN-induced ISG 
expression in HPV+ KCs must be due to the basal lowered STAT1 levels. In contrast, in 
experiments where E6 is overexpressed, E6 was shown to bind TYK2 and to interfere with STAT1 
and STAT2 phosphorylation. In addition, overexpressed E7 binds and sequesters IRF9 in the 
cytosol, so that the ISGF3 complex cannot form in the nucleus. Blocking the type I IFN response is 
also beneficial for the virus as it allows viral replication. Long-term high-dose IFNβ treatment of 
HPV-episome bearing KCs results in growth arrest and apoptosis [91,92], thus preventing viral 
replication. Treatment of KCs with IFN upregulates IFIT1 (ISG56), which can block E1-mediated 
episome replication by directly interacting with E1, inhibiting E1 DNA helicase activity and 
causing E1 to translocate from the nucleus to the cytosol [93]. By interfering with IFN signaling 
through downregulation of STAT1 HPV is able to maintain and amplify its episomes [39]. 
Interestingly, in virally infected cells p53 was shown to boost type 1 IFN production and signaling 
resulting in enhanced apoptosis of the infected cells with as consequence limited spread of the 
infection [94,95]. HPV interferes with the function of p53 and as such with the ability of KCs to 
boost their antiviral activity. 

The canonical NFκB pathway is attacked by hrHPV at multiple positions in the signaling 
cascade downstream of immune receptors. This indicates that suppression of the NFκB pathway 
forms a very important target for the virus and implies that this pathway normally would allow the 
host to resist viral infection. There are several proteins involved in this process. Interestingly, E2 
may promote canonical NFκB signaling. It may form an E2-NFκB-p300/CBP transcriptional 
repressor complex on the LCR of the episome and as such regulates episome transcription which is 
required for the virus to sustain a low profile. However, as luciferase assays show that the E2 
protein renders NFκB more active, the virus thus may prompt E2-mediated NFκB-induced  
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pro-inflammatory cytokine production and immune cell attraction, indicating that the virus needs 
additional mechanisms in order to regulate the episome while keeping pro-inflammatory cytokine 
expression in check during infection. Our knock-down experiments in HPV episome-bearing KCs 
revealed that hrHPV exploits the cellular proteins UCHL1 and IFRD1 to interfere with NFκB 
signaling. UCHL1 acts on TRAF proteins in the cytosol upstream of NFκB signaling, whereas 
IFRD1 attenuates the transcriptional activity of NFκB. The combined expression of E2, UCHL1 
and IFRD1 during an infection thus might allow hrHPV to regulate its episome while suppressing 
KCs pro-inflammatory cytokine production (Figure 3). Furthermore, hrHPV seems to skew the 
response of KCs to IFNγ and TNFα towards the non-canonical NFκB pathway. How and why the 
virus does this is currently unknown, but it may be that hrHPV utilizes the non-canonical NFκB 
route to resist the anti-proliferative effects of IFNγ and TNFα [68]. 

In contrast to hrHPV-infected cells, higher intraepithelial neoplastic lesions and HPV-positive 
cancers often show overactive canonical NFκB gene expression [96]. Indeed, overexpression 
experiments showed that E6 and/or E7 can also have pro-NFκB signaling effects and can increase 
NFκB target gene expression [30]. Mechanistically, E6 targets the NFκB repressor NFX1-91 for 
degradation [97] and under hypoxic conditions hampers CYLD, a negative regulator of NFκB 
signaling [98]. E6 also upregulates gene expression of the NFκB signaling components p50, NIK 
and TRAIP [30]. E7 upregulates SCF-βTrCP protein levels [69], which might lead to accelerated 
IκBα degradation and p100 processing. The transformed cell may benefit from E6/E7-enhanced 
NFκB signaling by maintaining a proliferative, anti-apoptotic state, although also pro-inflammatory 
cytokine expression is increased. Notably, cell type and growth rate are important determinants 
whether HPV E6 or E6/E7 stimulate or inhibit NFκB activation [99]. 

Most HPV infections resolve spontaneously, although HPV invests heavily in suppressing host 
immunity. This indicates that external factors, such as genetic and environmental factors may 
contribute to the establishment of a persistent infection and progression to cancer. Genetic 
predisposition to cervical tumors was found [100] and several combinations of single nucleotide 
polymorphisms (SNPs) were associated with an increased risk to cancer. SNPs in genes of the 
antigen processing machinery, such as HLA-A, LMP7, TAP2 and ERAP1 [101], and in the 
FANCA and IRF3 genes [102] were linked to persistent HPV infection and formation of cancer. 
SNPs in the TLR and NFκB pathways were also studied [103]. Of the thirty-two candidate genes 
involved in these pathways, including TLR3, NFκB1, NFκB2, RelA, RelB, TRAF3 and TRAF6, 
only a SNP in the 5' UTR of the lymphotoxin alpha (LTA; TNF superfamily member 1) was 
significantly associated with increased risks of cervical and vulvar cancers [103]. Based on the 
interactions between the different proteins in the downstream signaling pathways and their 
outcomes with respect to activation, splicing, degradation and translocation it might well be that 
combinations of SNPs, of multiple genes associated with the IRF and NFκB pathways, rather than 
single SNPs, may confer protection or susceptibility towards persistence of HPV infection and the 
ultimate progression to cancer. 

In conclusion, there is accumulating evidence that hrHPV targets multiple immune-associated 
pathways. Notably, since viral gene expression considerably differs between hrHPV-infected KCs 



171 
 

 

and hrHPV-transformed cells, data obtained from viral protein overexpression experiments should 
be carefully interpreted with respect to what their effects are in infection or cancer. 
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Abstract: With between 10% and 15% of human cancers attributable to viral infection, there is great 
interest, from both a scientific and clinical viewpoint, as to how these pathogens modulate host cell 
functions. Seven human tumour viruses have been identified as being involved in the development 
of specific malignancies. It has long been known that the introduction of chromosomal aberrations 
is a common feature of viral infections. Intensive research over the past two decades has subsequently 
revealed that viruses specifically interact with cellular mechanisms responsible for the recognition and 
repair of DNA lesions, collectively known as the DNA damage response (DDR). These interactions 
can involve activation and deactivation of individual DDR pathways as well as the recruitment of 
specific proteins to sites of viral replication. Since the DDR has evolved to protect the genome from 
the accumulation of deleterious mutations, deregulation is inevitably associated with an increased risk of 
tumour formation. This review summarises the current literature regarding the complex relationship 
between known human tumour viruses and the DDR and aims to shed light on how these interactions 
can contribute to genomic instability and ultimately the development of human cancers. 

Reprinted from Viruses. Cite as: Hollingworth, R.; Grand, R.J. Modulation of DNA Damage and 
Repair Pathways by Human Tumour Viruses. Viruses 2015, 7, 2542-2591. 

1. Introduction 

Over the past two decades interest in the relationship between viruses and the DNA damage 
response (DDR) has increased exponentially. For all the commonly studied viruses, at least some 
investigations have been undertaken into the effect of viral infection, or expression of individual viral 
genes, on activation of the host DDR. Similarly, the ways in which viruses impinge on pathways 
responsible for DNA repair have been the subject of multiple investigations. While most attention has 
focused on DNA viruses [1–3], there is also a growing body of literature concerning both RNA viruses 
and retroviruses, whose lifecycle includes a DNA intermediate [4–6]. 

Historically, interest in the relationship between viruses and DNA damage originates from 
observations made half a century ago, that infection with a number of virus species could lead to 
extensive chromosomal damage [7]. It was subsequently found that, in the case of adenovirus, herpes 
simplex virus 1 (HSV-1), and human cytomegalovirus (HCMV), chromosomal breaks induced by 
viruses frequently occur at specific sites [8]. More recently, as knowledge of the DDR has developed, 
increasing layers of complexity concerning viral/DDR interactions have been revealed. It is now 
clear that some aspects of the DDR can represent a potent antiviral defence that may be disabled 
following entry to the host cell. In other cases, viruses take advantage of DDR activation to modulate 
the cell cycle while specific proteins are hijacked to aid viral replication. 

Over the past few years a number of excellent reviews of the virus/DDR relationship have been 
published [1,9–11]. Some of these have focused on particular aspects of the DDR whereas others 
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have concentrated on particular viral species. Here we have tried to draw together the relevant 
published literature specific to viruses associated with human tumours in vivo, including relevant 
RNA viruses as well as those with a DNA genome. Thus we have summarised the literature 
concerning human papilloma virus (HPV), Merkel cell polyomavirus (MCPyV), human T-cell 
leukemia virus type 1 (HTLV-1), Epstein-Barr virus (EBV), Kaposi’s sarcoma-associated 
herpesvirus (KSHV), hepatitis B virus (HBV) and hepatitis C virus (HCV) (Table 1). By adopting 
this approach it is hoped that an appreciation can be gained of how the interaction between a virus 
and the DDR may contribute to its oncogenic potential and, ultimately, to cancer development. 

2. Human Tumour Viruses 

Human oncogenic viruses have been defined as necessary but not sufficient to initiate cancer. It 
is now apparent that only in relatively rare cases do oncogenic viruses in isolation give rise to tumours 
in otherwise healthy individuals. For example, while the majority of the population carries latent 
persistent EBV infection, EBV-derived tumours are comparatively rare. In the case of KSHV, 
although most infected individuals remain asymptomatic, when the immune system is incapacitated, 
this herpesvirus can induce Kaposi’s sarcoma in a significant proportion of patients. In the case of 
other viruses, which are present in a latent state, it seems that multiple genetic events, often 
attributable to environmental factors, are required to initiate tumour development. As outlined here, 
it is probable that genomic instability induced during the viral lifecycle plays a significant role in 
tumour initiation. Regardless of the mechanisms of tumourigenesis, it is estimated that between 10% 
and 15%, of human malignancies are attributable to viral infection [12] and viruses are now second 
only to smoking as a leading cause of theoretically preventable cancer. This review will focus on 
genetic instability introduced by infection with oncogenic viruses, and how these pathogens 
subsequently modulate pathways responsible for recognition and repair of DNA damage. 

3. The DNA Damage Response (DDR) 

The DDR is the response of the cell to lesions in its genome that occur during normal cellular 
processes or are introduced by exogenous agents. The inability to repair this damage can result in a 
variety of acquired clinical conditions such as cancer and neurodegeneration [13,14]. In addition, 
several inherited disorders are associated with defects in genes crucial for proper functioning of the 
DDR. Here we include a brief outline of a very complex and fast developing area of biological 
research; mention is made of only a limited number of proteins involved in the DDR which are 
relevant to the subsequent discussion. 

3.1. Sensors and Transducers 

The cellular response to DNA damage is primarily regulated by the activities of three 
phosphatidylinositol 3-kinase-like kinases (PIKKs): Ataxia telangiectasia mutated (ATM), ATM and 
Rad3-related (ATR) and DNA-dependent protein kinase (DNA-PK) [15–17]. ATM and DNA-PK 
are principally activated in response to double-strand breaks (DSBs) while ATR can be activated 
following stalled replication forks and by DNA lesions that result in persistent single-stranded DNA 
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(ssDNA). Subsequent phosphorylation of transducer and effector molecules by these kinases results 
in cell cycle arrest, DNA repair and, potentially, apoptosis or senescence. 

DSBs are recognised by the MRN complex (comprising Mre11, Rad50 and NBS1), which 
mediates the recruitment and activation of ATM [18–20] (Figure 1). The activation of ATM also 
requires acetylation by TIP60, and autophosphorylation that results in disassociation of the inactive 
dimer to an active monomer [21,22]. ATM can phosphorylate a large number of downstream targets 
that include CHK2 and H2AX. The phosphorylation of histone H2AX (giving rise to H2AX) at sites 
of DSBs allows binding of MDC1, which acts as a scaffold for the formation of large protein complexes 
spreading appreciable distances from the site of the actual break [23]. MDC1 promotes recruitment 
of ubiquitin ligases, such as RNF8 and RNF168, which in turn facilitate binding of 53BP1 and 
BRCA1 [24–26]. DSBs also lead to activation of DNA-PK, which is involved in the non-homologous 
end joining (NHEJ) repair pathway summarised below. 

The stalling of replication forks and resection of DSBs can generate stretches of ssDNA that 
provide a signal for activation of the ATR kinase (Figure 2) [16]. The ssDNA is bound by RPA which 
recruits ATR via its binding partner ATRIP. The generation of ds/ssDNA junctions can promote 
loading of the Rad9-Rad1-Hus1 (9-1-1) complex by the Rad17-RFC complex [27]. The recruitment 
of TOPBP1 then facilitates ATR activation which subsequently phosphorylates CHK1 with the help 
of the adaptor protein Claspin [28]. The Timeless-Tipin complex also contributes to CHK1 activation 
by interacting with both RPA and Claspin [29]. Activation of the ATR-CHK1 pathway is able to 
slow replication by inhibition of replication origin firing and initiate cell cycle checkpoints by 
phosphorylation of the Cdc25 phosphatases [16,30]. 

3.2. Activation of Cell Cycle Checkpoints 

A typical consequence of DDR activation is the triggering of cell cycle arrest that prevents 
replication of potentially mutagenic lesions and provides opportunity for DNA repair [31]. Three 
major checkpoints are involved in monitoring the integrity of the genome under normal circumstances. 
The G1/S checkpoint is activated to prevent the initiation of cellular replication in the presence of DNA 
damage. The intra-S-phase checkpoint can slow or arrest DNA synthesis following replication stress 
or DNA damage that occurs during DNA replication. Finally, the G2/M checkpoint is activated to 
ensure that damage incurred during S and G2 is not segregated during mitosis (Figure 3). 

Activation of ATM and ATR leads to phosphorylation of CHK1 and CHK2, which in turn regulate 
downstream targets, such as p53, Cdc25 and Wee1. The phosphorylation of the Cdc25 phosphatases 
leads to their degradation, which prevents the activation of cyclin-dependent kinases (CDKs) causing 
cell cycle delay. The key transcriptional target following p53 stabilization is p21, which can impede 
G1/S transition through inhibition of the cyclin E/Cdk2 complex. The retinoblastoma protein (Rb) 
also has a key role in cell cycle progression by binding the E2F transcription factors and inhibiting 
progression into S-phase. In addition, activation of the tyrosine kinase Wee1 following DNA damage 
leads to inhibition of the cyclin B/Cdk1 complex preventing G2/M transition. 
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Figure 1. ATM activation in response to DSBs. The MRN complex rapidly migrates to 
sites of DSBs and, along with the acetyltransferase Tip60, contributes to activation of ATM 
kinase activity. Phosphorylation of histone H2AX by ATM results in binding of MDC1 
which subsequently mediates recruitment of factors, such as 53BP1 and BRCA1, which 
participate in DSB repair and regulation of cell cycle checkpoints. 
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Figure 2. ATR activation in response to stalled replication forks. ATR and ATRIP bind 
to stretches of ssDNA coated with RPA while the Rad17-RFC complex independently 
loads the 9-1-1 checkpoint clamp onto ssDNA/dsDNA junctions. Subsequent recruitment of 
TOPBP1 mediates activation of ATR while Claspin and the Timeless (Tim)/Tipin 
complex facilitate CHK1 activation. 
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Many viruses have evolved mechanisms of disrupting the G1/S checkpoint to allow S-phase 
progression, which is often required for replication of their genetic material. The best characterised 
of these is disassociation of the Rb/E2F complex by the small DNA tumour viruses (adenovirus, 
HPV, simian virus 40 [SV40]) allowing E2F-mediated transcription of viral genes [32]. Several 
viruses, such as human immunodeficiency virus (HIV), can also activate the G2/M checkpoint to 
prevent mitotic entry or to maintain a pseudo S-phase state [33]. This can be achieved via several 
mechanisms including prevention of nuclear entry of the cyclin B/Cdk1 complex, activation of the 
ATR-CHK1 pathway or manipulation of Wee1 and Cdc25C activities [33]. 

3.3. Apoptosis and Senescence 

While cell cycle arrest and DNA repair are typical consequences of DDR activation, failure to 
properly correct DNA lesions can lead to cellular senescence or apoptosis. The activation of apoptotic 
pathways following DNA damage typically occurs via p53 and defects in this response are associated 
with tumourigenesis. ATM, ATR, CHK1, and CHK2 can all directly phosphorylate p53 preventing its 
degradation and increasing its transcriptional activity [34]. While p53 can play a protective role by 
arresting the cell cycle and upregulating DNA repair pathways, it can also induce transcription of 
pro-apoptotic genes, such as PUMA, NOXA and BAX [35]. Since apoptosis of the host cell can 
reduce the opportunity for viral propagation, many viral species have evolved mechanisms to inhibit 
programmed cell death and promote cellular survival [36]. For example, oncogenic herpesviruses 
encode homologs of BCL-2, an anti-apoptotic protein that prevents the release of cytochrome c from 
mitochondria [37,38]. HPV E6 meanwhile promotes the ubiquitination and degradation of p53, as 
well as other pro-apoptotic proteins, such as BAK, FADD and c-Myc [39,40]. Lymphocytes 
expressing the HTLV-1 Tax protein have elevated levels of c-FLIP, a protein that can inhibit apoptosis 
mediated by the CD95 death receptor [41]. 

Persistent activation of the DDR can also lead to cellular senescence whereby the cell remains 
viable but replicative capacity is lost. A DDR that results in cellular senescence can be triggered by the 
progressive shortening of telomeres, repetitive DNA sequences that protect chromosome ends, 
following successive cell divisions [42]. As this provides an important safeguard against malignant 
proliferation, the interference of tumour viruses with cellular mechanisms involved in the maintenance 
of telomeres could play a role virally-induced oncogenesis. To promote elongation of telomeres, and 
thus replicative immortality, viruses can both activate telomerase enzymes and stimulate a more 
error-prone alternative lengthening of telomere (ALT) pathway [43]. Cellular proliferation induced by 
viruses can lead to progressive shortening of telomeres and this has been observed in HPV-associated 
cervical carcinoma and in hepatocarcinomas containing HBV and HCV [44,45]. To counteract this 
effect, HPV and HBV oncoproteins have been shown to increase expression and activity of hTERT, the 
catalytic subunit of telomerase [46,47]. There is also evidence of activation of the ALT pathway in 
human embryonic fibroblasts immortalised by HPV E6 and E7 and also in endothelial cells 
immortalised by KSHV vGPCR [48,49]. It is also conceivable that DNA damage induced by viruses 
could cause irreparable damage to telomeric DNA that, if the senescence response is compromised 
due to deregulation of cell cycle checkpoints, may lead to telomere dysfunction and genomic 
instability [43]. 
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Figure 3. Regulation of the cell cycle by cyclins and CDKs. In response to DNA damage 
phosphorylation of CHK1 and CHK2 can lead to degradation of Cdc25 phosphatases.  
Cdc25 degradation inhibits activation of CDKs and delays progression of the cell cycle. 
Increased expression of p21 by p53 following DNA damage can also mediate cell cycle 
arrest through inhibition of CDKs. 
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Table 1. Known human tumour viruses. * Includes well-characterised proteins rather 
than an exhaustive list. 

Virus Genome Viral Oncoproteins * Associated Cancer 

Human papilloma  
virus (HPV) 

dsDNA  E6 and E7 
Cervical cancer, penile cancer, 

anogenital carcinoma, head and neck 
cancer 

Merkel cell polyoma 
virus (MCPyV) 

dsDNA  Large T antigen Merkel cell carcinoma (MCC) 

Human T cell 
leukaemia virus-1 

(HTLV-1) 
ssRNA Tax Adult T cell leukaemia (ATL) 

Epstein Barr virus 
(EBV) 

dsDNA  
EBNA2, EBNA3C, 

LMP-1, LMP-2 

Nasopharyngeal carcinoma (NPC), 
Burkitt’s lymphoma, Hodgkin’s 

lymphoma, post-transplant 
lymphoproliferative disease (PTLD),  

T cell lymphoma, gastric cancer 
Kaposi’s  

sarcoma-associated 
herpesvirus (KSHV) 

dsDNA  
LANA, v-cyclin, 

vGPCR, vIL-6, vBcl-
2, vFLIP, Kaposin B 

Kaposi’s sarcoma (KS), primary 
effusion lymphoma (PEL), multicentric 

Castleman’s disease (MCD) 
Hepatitis B virus 

(HBV) 
ssDNA + 
ssRNA 

HBx Hepatocellular carcinoma (HCC) 

Hepatitis C virus 
(HCV) 

ssRNA Core, NS3, NS5A 
Hepatocellular carcinoma (HCC),  

B-cell lymphoma 

4. DNA Damage Repair Pathways 

As DNA lesions can take many forms, multiple DNA repair pathways have evolved to correct 
specific type of DNA damage. A brief overview of the principle mechanisms of DNA repair 
pathways are included below. In addition, the interactions between human tumour viruses and key 
components of these repair pathways are summarised in Table 2. 

4.1. Non-Homologues End Joining (NHEJ) 

Double-strand breaks in DNA can be repaired by non-homologous end joining (NHEJ) that 
operates throughout the cell cycle (Figure 4). DNA ends are first recognised and bound by the 
Ku70/80 heterodimer which recruits the catalytic subunit of DNA-PK (DNA-PKcs) [68,69].  
Subsequent phosphorylation by DNA-PK results in its disassociation from the site of damage.  
End processing involves Artemis, an endonuclease, together with polynucleotide kinase/phosphatase 
(PNKP), DNA polymerase  (Pol ) and DNA polymerase  (Pol ). These are required to synthesise 
complementary nucleotides to fill in single-strand overhangs [70]. DNA-PK also facilitates 
recruitment of the NHEJ ligation complex, comprising DNA Ligase IV, XRCC4 and XLF, which is 
required for the final joining of the DNA strands [71,72]. 
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Table 2. Viral interactions with components of core DNA repair pathways. This list is 
not exhaustive but includes observations mentioned in this article. VRCs—Viral  
replication centres. 

Repair Pathway DDR Target Protein Virus/Viral Protein Reference 
Direct repair MGMT HPV E6 [50] 

Base excision repair (BER) 
XRCC1  

 polymerase 
HPV E6  

HTLV-1 Tax 
[51]  
[52] 

Nucleotide excision repair 
(GG-NER) 

XPC  
PCNA  
DDB1  

XPB/XPD 

MCPyV LT  
HTLV-1 Tax  
EBV BPLF1  

HBx 

[53]  
[54]  
[55]  

[56–59] 

Mismatch repair (MMR) 

MSH2  
MSH6  
MLH1  
hPSM2 

KSHV VRCs  
HTLV-1 Tax  
EBV VRCs 

[60]  
[61]  
[62] 

Single-strand break repair 
PARP-1  
XRCC1 

KSHV VRCs  
HPV E6 

[60]  
[51] 

Homologous 
recombination (HR) 

Rad51  
BRCA1  
Rad52 

HPV16 E7  
EBV VRCs  

HPV31 VRCs  
HTLV-1 VRCs  

[63]  
[64]  
[65]  
[66] 

Non-homologous end 
joining (NHEJ) 

DNA-PKcs  
Ku70/Ku80 

KSHV VRCs  
HTLV-1 VRCs  

KSHVorf59  
KSHV VRCs 

[60]  
[66]  
[67]  
[60] 

4.2. Homologous Recombination (HR) 

Repair of double-strand breaks by homologous recombination (HR), which occurs in the S and 
G2 phases of the cell cycle, is considered more accurate than NHEJ because an undamaged sister 
chromatid is used as a template (Figure 5). During HR, DNA ends are processed to form 3  ssDNA 
tails that are bound by RPA. This requires the endonuclease activity of the MRN component Mre11 
together with CtIP [73,74]. Additional resection involves the combined activities of exonuclease-1 
(EXO1), DNA replication helicase 2 (DNA2) and Bloom Syndrome protein (BLM) [24]. The 
recombinase Rad51, together with BRCA2 and Rad52, displaces RPA and regions of homology on 
the sister chromatid are located through the action of Rad52 [70,75,76]. A Rad51 nucleoprotein 
complex with Rad54 locates homologous regions in the undamaged dsDNA template. Strand 
invasion which leads to the formation of a displacement loop is followed by DNA synthesis by DNA 
polymerases such as Pol  using the homologous DNA as a template. HR can be completed either by 
the synthesis-dependent strand annealing pathway (SDSA) or the DSBR pathway through a process 
of “second end capture” facilitated by Rad52 [77]. During SDSA the newly synthesised strand is 
displaced by RTEL helicase, annealing with ssDNA on the other side of the break. Second end 
capture gives rise to double Holliday junctions which are resolved to separate sister chromatids. This 
resolution requires the endonucleases Mus1/Eme1 and SLX1/SLX4 and the resolvase GEN1 [78]. 
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Figure 4. Non-homologous end joining repair of DSBs. Ku70/80 binds to DNA ends and 
provides a scaffold for the recruitment of additional proteins such as DNA-PKcs. If 
required, DNA ends may be cleaved by the Artemis nuclease and gaps filled by DNA 
polymerases. Finally, the ligation complex consisting of XLF, XRCC4 and DNA Ligase IV 
ligates the DNA ends to complete the repair. 

4.3. Single-Strand Break Repair 

Single-strand breaks (SSBs) are much more common than DSBs although they are often converted 
to DSBs which are more deleterious to the cell [79]. SSBs can arise from a variety of sources such 
as the action of reactive oxygen species (ROS) and the erroneous incorporation of ribonucleotides 
into DNA. They can also arise indirectly during the process of excision repair and as a result of the 
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activity of DNA topoisomerase 1. SSBs are generally recognised by poly (ADP-ribose) polymerase 1 
(PARP1), which is activated by DNA strand breaks and then ribosylates both itself and a number of 
target proteins [80]. Poly (ADP-ribose) chains are rapidly degraded by poly (ADP-ribose) 
glycohydrolase (PARG) after SSB repair is completed. PARP1 is responsible for recruitment of 
XRCC1, to the site of damage. This acts as a scaffold for the accumulation of further factors such as 
polynucleotide kinase/phosphatase (PNKP), aprataxin, and Pol . Depending on how the SSB has 
arisen, and therefore the structure of the 3  and 5  DNA ends, different enzymes are involved in 
processing and repairing the break. For example, PNKP and AP endonuclease 1 (APE1) modify 3  
ends whereas 5  termini are substrates for DNA polymerase  [81]. After processing of the damaged 
termini, gaps in the DNA are filled by Pol , Pol  and Pol . However, other proteins, such as XRCC1, 
PARP1, FEN-1 and proliferating cell nuclear antigen (PCNA) may also contribute to this  
process [79]. As a final step, the DNA is ligated by Ligase 3  (short patch repair) or Ligase 1 (long 
patch repair) [82–84]. 

4.4. Base Excision Repair (BER) 

Lesions and mutations, which affect single bases, are removed by the base excision repair  
pathway (BER). Adducts in DNA tend to occur following exposure to alkylating agents and ROS. 
Certain modifications, such as O6-methyl guanine, 1-methyl adenine and 3-methyl cytosine can be 
repaired directly by alkyltransferases and DNA dioxygenases [85,86]. During BER, damaged DNA 
bases resulting from single base loss or base oxidation are recognised and removed by one of a 
number of DNA glycosylases which cleave the bond linking the base to the sugar-phosphate 
backbone [87]. Removal of the base and end processing by the AP endonuclease 1 (APE1) results in 
formation of an apyrimidinic/apurinic (AP) site and a SSB. The single nucleotide gap is filled by 
Pol  and the DNA religated by Ligase 3 and XRCC1 [88]. Alternative BER pathway components, 
such as PNKP, may come into play depending on the specific DNA glycosylases involved [89]. 

4.5. Nucleotide Excision Repair (NER) 

Nucleotide excision repair (NER) is used to repair DNA which contains large helix-distorting  
adducts such as cyclo-butane pyrimidine dimers (CPD) and 6, 4 pyrimidine-pyrimidone 
photoproducts formed as a result of UV irradiation [90]. Two forms of NER are recognised: Global 
genome NER (GG-NER), which is used to generally repair lesions, and transcription-coupled NER 
(TC-NER), which is used for repair of transcriptionally active DNA [91]. During GG-NER, lesions 
are recognised by the Xeroderma-pigmentosum C (XPC)-RAD23B-centrin 2 complex. Recruitment 
of TFIIH, containing the helicases XPB and XPD and the endonucleases XPG and ERCC1-XPF 
results in opening of the DNA double helix and cleavage and removal of the aberrant base. The gap 
is filled by Pol  and Pol  in the presence of PCNA and the DNA is religated by Ligase 1 or  
Ligase 3 [92]. During TC-NER, the lesion is detected by RNA polymerase II (Pol II) when it becomes 
stalled during elongation [93]. This results in the recruitment of a large protein complex which includes 
Cockayne Syndrome proteins, ERCC6 and ERCC8, certain core NER factors as well as TC-NER 
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specific proteins UVSSA, USP7 and HMG14 [91]. Repair then proceeds by a similar mechanism to 
that of GG-NER. 

 

Figure 5. Homologous recombination repair of DBSs. DNA end resection results in 
ssDNA that is first coated by RPA. Rad51, in conjunction with Rad52 and BRCA2, then 
displaces RPA. Rad51 and Rad54 catalyse strand invasion and homology search with the 
undamaged template. Following DNA synthesis via polymerases, the resulting Holliday 
junctions are resolved. 
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4.6. Mismatch Repair (MMR) 

The mismatch repair (MMR) pathways are activated to deal with DNA base mispairings which 
arise during DNA replication, generally due to errors of DNA polymerases [94]. Two MMR 
complexes detect mismatched DNA: MutS , comprising MSH2 and MSH6, recognises mismatched 
insertions/deletions 1–2 bases long and MutS , comprising MSH2 and MSH3, recognises longer 
insertion/deletion mispairs [95]. The MutL -ATPase complex (MLH1 and PMS2) is recruited to the 
MutS  complex on the mismatched DNA with PCNA and RPA [96]. PMS2 is an endonuclease 
which, together with EXO1, is required for excision of the mismatched region [97]. The gap is filled 
by DNA Pol  using the sister strand as a template and the DNA religated by Ligase 1, together with 
PCNA [96]. Whilst this simplified account explains MMR in vitro, it appears that in vivo, other 
chromatin remodelling/modification factors and epigenetic modifications of histones are  
involved [98]. 

4.7. Fanconi Anaemia (FA) Pathway 

The Fanconi anaemia (FA) pathway comprises between 15 and 20 proteins and is activated in response 
to interstrand cross-links (ICLs) [99,100]. ICLs arise following exposure to chemicals such as 
cisplatin and mitomycin C and result in the covalent cross linking of two DNA strands, inhibiting 
transcription and replication. The ICL is recognised by a FA anchor complex containing a number 
of proteins such as FANCM [99]. Subsequent recruitment of the FA core complex, comprising eight 
proteins, leads to monoubiquitination of FANCD2 and FANCI. This monoubiquitination results in 
the recruitment and activation of nucleases, such as FANCP and FANCQ, which cleave the DNA and 
“unhook” the cross-link. HR proteins are engaged in the later stages of ICL repair to resolve DSBs 
which are generated [99]. 

4.8. DNA Repair Pathways and the Cell Cycle 

Although the DNA repair pathways outlined above have evolved to deal with specific types of 
DNA damage, their activity can vary significantly during different phases of the cell cycle [101]. As 
detailed above, DSB repair by HR is restricted to S and G2 phases due to the requirement of a 
template sister chromatid that allows faithful repair of the damaged region. The other primary DSB 
repair pathway, NHEJ, can occur throughout the cell cycle but is more prevalent in G1 due to the 
unavailability of HR. The CtIP protein has been identified as an important factor in stimulating HR 
since its phosphorylation by CDKs in S and G2 phases promotes its role in the initial resection step 
of HR [102]. Proteasomal degradation of CtIP in G1 may also contribute to inhibiting HR during this 
phase [103]. 

While the principle excision repair pathways can operate throughout the cell cycle, activity can 
also vary in different phases. For example, MMR is more prevalent during S-phase to correct 
replication errors while NER plays a key role in G1 to remove bulky lesions that could block DNA 
polymerases [101,104]. It has also been shown that the activities of key BER enzymes are higher in 
G1 following IR-induced DNA damage compared with the G2 phase [105]. S-phase is also associated 
with DNA damage tolerance pathways (DDT) that allow replication to proceed in the presence of 
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unrepaired DNA damage. Lesions can be bypassed in an error-prone manner using specialised 
translesion synthesis (TLS) DNA polymerases, or more accurately by template switching (TS) which 
employs the sister chromatid as a template [106]. Since viruses can specifically interact with proteins 
involved in both DNA repair and cell cycle regulation, it is worthwhile to consider possible cell cycle 
effects when evaluating the efficiency of DNA repair pathways during viral infection. 

The following text summarises the published literature concerning how the pathways detailed 
above are activated or subverted by viruses known to cause tumours in humans (Table 2). 

5. Human Papillomaviruses (HPV) 

Human papillomaviruses (HPV) are small double-stranded DNA viruses of approximately 8 kb 
that target the mucosal and cutaneous epithelium. HPV infection is associated with malignancies of 
the anogenital tract and the oropharynx and is a particular risk factor for the development of cervical  
cancer [107]. Over 100 HPV strains have been identified although only a limited number have been 
classified as high-risk based on their potential to cause disease. Among these high risk types, type 
16, 18, 31, and 33 are responsible for approximately 90% of all cervical cancers [108]. 

HPV initially establishes infection in undifferentiated and actively proliferating cells in the basal 
layer of epithelium where progression of the viral lifecycle is tightly linked to cellular differentiation.  
In undifferentiated cells, the viral genomes are maintained as extra-chromosomal nuclear episomes, 
which are replicated in synchrony with cellular DNA. Upon cellular differentiation, the HPV genome 
is amplified to produce infectious particles and the cell cycle is deregulated to aid viral replication.  
In HPV-containing cancer cells, the viral episome is often lost and in high grade lesions HPV DNA 
is typically found integrated into the host genome [109]. 

The HPV genome can be divided into an early region that comprises six open reading frames 
(ORFs) designated E1 to E7, a noncoding region and a late region comprising two ORFs, L1 and L2, 
that transcribe major and minor capsid proteins respectively [110]. The E1 and E2 viral proteins are 
necessary for initiation of HPV replication while E6 and E7, highly expressed during genome 
amplification, are the primary oncoproteins required for malignant transformation. E6 and E7 are known 
to promote degradation of the tumour suppressors, p53 and retinoblastoma protein (pRB) respectively, 
while disruption of the E2F/RB complex by E7 drives progression of the cell cycle [111,112]. 

5.1. Activation of the DDR by HPV 

Expression of the viral helicase E1 in several high-risk HPV types can induce a DDR that 
principally comprises activation of the ATM-CHK2 pathway [113–116]. Activation of ATM has 
been attributed to the induction of DSBs in cellular DNA caused by E1 which specifically requires 
the ATPase and dsDNA melting activity of the protein [116]. ATM activation by E1 has also been 
shown to induce cell cycle arrest in S and G2 phases leading to suppression of cell growth [114,116]. 
Nuclear export of E1 prevents DDR activation and cell cycle arrest in undifferentiated keratinocytes 
and the formation of a complex with E2 limits DDR activation while E1 is in the nucleus [114]. In 
several studies a subset of E1-expressing cells were found to contain phosphorylated CHK1 suggesting 
that HPV may induce cell cycle-dependent activation of the ATR pathway [113,115,117]. 
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While a number of studies have focused on the ability of E1 to induce DNA damage directly, it 
has also been demonstrated that the coexistence of HPV episomes and integrated HPV DNA in some 
cells can lead to unscheduled DNA replication and host genomic alterations [117,118]. The re-replication 
of integrated HPV18 DNA can generate heterogeneous replication intermediates that recruit DNA 
repair proteins and activate the ATM-CHK2 pathway [117]. In this study, DDR activation was 
ascribed to the recognition of viral DNA structures rather than the direct induction of DNA damage 
by viral proteins, although E1 expression was still required to initiate HPV replication. 

Expression of E7 has also been shown to cause DNA damage, which can subsequently activate 
the Fanconi anemia (FA) repair pathway in squamous cell carcinomas (SCCs) [119–121]. FANCD2 
foci, a marker of FA activation, have been observed in SSC tissues while FANCD2, FANCD1 and 
BRCA2 are recruited to chromatin in HPV16 E7-expressing cells [120]. Consequently, expression 
of E7 in cells deficient in the FA pathway leads to unrepaired DNA damage and increases the risk of 
genetic instability. 

5.2. Involvement of DDR Factors in HPV Replication 

Several studies have examined a role for DDR activation and individual DDR proteins in 
replication of HPV DNA [65,113,115]. It has been suggested that HPV-induced ATM activation and 
subsequent cell cycle arrest can provide a more suitable environment for viral replication in 
differentiating cells [113]. ATM inhibition during HPV31 infection was shown to adversely affect 
late viral genome amplification but not episomal maintenance [113]. In the same study it was 
demonstrated that CHK2 activity is required for caspase activation, which subsequently plays a role 
in viral replication through cleavage of E1. 

Numerous DNA damage and repair proteins have been observed associated with HPV replication 
centres suggesting a role for these factors in the viral lifecycle. Levels of the DSB markers H2AX 
and 53BP1 are elevated in HPV31-positive cells compared with uninfected cells and both can localize 
to HPV DNA foci along with phosphorylated ATM and CHK2 [65]. In addition, HR factors such as 
Rad51, BRCA1 and phosphorylated RPA have been seen associated with HPV31 replication centres 
suggesting that HR may be involved in HPV replication [65]. ATR pathway proteins ATRIP and 
TOPBP1 have also been observed at HPV18 replication sites [116,117]. TOPBP1 interacts directly 
with HPV E2 and suppression of this interaction results in an inability of the virus to establish 
episomes and reduces overall viral DNA replication [122]. 

5.3. Deregulation of DDR Signalling by E6 and E7 

As well as activating the cellular DDR and recruiting DDR factors to replication centres, HPV 
also interferes with several DNA repair pathways, principally through the actions of E6 and E7.  
Expression of HPV16 E7 can increase persistence of H2AX and Rad51 foci following IR-induced 
DNA damage in head and neck cancer cells [63]. While E7 expression can increase overall levels of 
the HR protein Rad51, the normal kinetics of DNA repair including the resolution of H2AX foci 
are impeded. 
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E6 from at least three HPV types interacts with XRCC1, a scaffold protein involved in BER, impairing 
the ability of E6-expressing cells to repair SSBs [51]. E6 also interacts with O6methylguanine-DNA 
methyl transferase (MGMT), a protein that protects against harmful mutations by repairing DNA 
adducts, and promotes its ubiquitin-dependent degradation [50]. Expression of HPV16 E6 was found 
to interfere with the recovery of fibroblasts from UV radiation by deregulating CHK1 activity [123] 
while HPV5 and 8 E6 proteins can promote degradation of the histone acetyl transferase p300. 
Degradation of p300 by E6 was shown to reduce ATR protein levels and subsequently increase 
thymine dimer persistence and DSB formation following UV exposure [124]. 

5.4. Summary 

HPV activates the ATM pathway primarily through the expression of E1, although other viral 
proteins as well as viral DNA structures can also simulate DDR signalling. Several components of 
the ATM and ATR signalling pathways, as well as DNA repair factors, are localised to HPV DNA foci 
and may contribute to viral replication. Despite the presence of DNA damage, E6 and E7 promote 
cellular proliferation and survival by deregulating the cell cycle and impairing the apoptotic response. 

By driving cellular proliferation in the presence of unrepaired DNA damage and abrogating repair 
mechanisms, the introduction of genomic instability is an inevitable consequence of the HPV 
lifecycle that increases the chances of malignant transformation of the host cell. In addition, it has 
been demonstrated that the introduction of DSBs in cellular DNA leads to an increase in HPV16 
integration events [125]. Since viral integration is frequently observed in HPV-related malignancies, it 
is conceivable that DNA damage induced by HPV proteins can facilitate viral integration which 
subsequently drives HPV-mediated carcinogenesis [126]. 

6. Merkel Cell Polyomavirus (MCPyV) 

Merkel cell polyomavirus (MCPyV), the most recent human tumour virus to be identified, is 
responsible for approximately 80% of cases of the aggressive skin cancer known as Merkel cell 
carcinoma (MCC) [127]. As with other polyomaviruses, MCPyV has a small double-stranded DNA 
genome divided into early and late coding regions separated by a non-coding control region (NCCR). 
The early region produces a transcript whose alternative splicing results in the translation of three 
proteins; a large T antigen (LT), a small T antigen (sT) and the 57 kT antigen. Three capsid proteins, 
VP1, VP2 and VP3, are encoded by the late region. In MCC tumours positive for MCPyV,  
the viral genome is integrated prior to clonal expansion of the cancer cells, strongly suggesting a 
viral driver of oncogenesis [128]. 

Similar to other polyomaviruses, MCPyV sT is involved in viral replication and targets the protein 
phosphatase 2A (PP2A). MCPyV sT may also play a role in regulation of the innate immune response 
and has been implicated in the development and progression of MCC [129,130]. Most attention, 
however, has focused on the multifunctional LT protein which contributes to initiating replication of 
the viral genome and also modulates a range of host cellular processes, some of which are analogous 
to the actions of SV40 LT [131]. In MCPyV-positive MCC, mutations in the C-terminus of LT result 
in production of a truncated LT protein that lacks the helicase activity required for viral replication 
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but retains oncogenic properties, such as an ability to inactivate Rb [131,132]. Since exposure to UV 
is a known risk factor for the development of MCC and pyrimidine dimer substitutions are common 
among LT mutations, it is speculated that UV-induced DNA damage plays a role in  
carcinogenesis [131]. 

6.1. Activation of the DDR by MCPyV 

It has been demonstrated that activation of both the ATM and ATR pathways occurs following 
MCPyV infection [133]. Activation of both pathways was observed following infection with native 
MCPyV virions and after viral genomes were directly introduced into cells via transfection.  
Expression of LT alone led to activation of ATR but not ATM while comet assays revealed that LT 
expression can cause DNA damage in the host cell. Use of various LT mutants indicated that the  
C-terminal region of the protein was responsible for both ATR activation and DNA damage.  
Activation of ATR by LT C-terminal region led to p53 phosphorylation, cell cycle arrest and 
suppression of cellular proliferation. The authors concluded that the C-terminal region of LT can act 
as a brake on cellular proliferation via DDR activation which offers a possible explanation as to why 
mutations in this region can contribute to development of MCC. 

6.2. Involvement of DDR Factors in MCPyV Replication 

It was recently shown that in MCPyV-infected cells, several DDR proteins associated with both 
the ATM and ATR pathways localise to foci containing MCPyV LT [134]. Using immuno-FISH and 
BrdU staining to visualise viral DNA, it was found that DDR factors including ATR, phosphorylated 
CHK2, and H2AX co-localised with LT at sites of active MCPyV replication. This localisation was 
abolished following introduction of a replication-defective virus or a virus containing a mutated 
origin of replication. Experiments using DDR kinase inhibitors and small interfering RNA (siRNA) 
suggested that the ATR kinase is important for efficient viral replication. 

6.3. Interference with DNA Repair by LT 

It has been demonstrated that MCC cells containing MCPyV have impaired ability to respond to  
UV-induced DNA damage compared to uninfected MCC cells [53]. These effects were attributed to 
a defect in the GG-NER pathway, in particular reduced expression of the XPC protein in the  
MCPyV-positive cells. Ectopic expression of both wild type and mutated LT inhibited G1 arrest 
following UV exposure but only expression of the mutated protein led to defects in DNA repair. The 
results suggest that mutated LT could increase genomic instability leading to MCC and provide a 
possible explanation for the higher incidence of MCC on sun-exposed skin. 

6.4. Summary 

Similar to SV40 LT [135], expression of MCPyV LT can activate a cellular DDR. But while SV40 
LT interferes with downstream activation of p53, the DDR elicited by MCPyV LT leads to cell cycle 
arrest in a p53-dependent manner. In this way, checkpoint activation may provide selective pressure 
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for generation of the truncated LT protein that fails to activate a growth-suppressive DDR. Truncated 
LT can also interfere with DNA repair of UV damage that could further contribute to genomic 
instability and tumourigenesis. During MCPyV infection, DDR factors are localised to sites of viral 
replication centres while ATR activation plays a positive role in viral replication. It has also been 
reported that ATM can directly phosphorylate LT although the functional significance of this has yet 
to be fully determined [136]. 

Investigations into the interaction between MCPyV and the DDR are clearly at an early stage 
although findings from closely related polyomaviruses, as well as other tumour viruses, have 
provided a basis for current research projects. Future studies may uncover how exactly the virus 
benefits from activation of the DDR and assess the relevant contribution of DDR dysregulation and 
other factors to the development of MCPyV-associated MCC. 

7. Epstein-Barr Virus (EBV) 

Epstein-Barr virus (EBV) is a ubiquitous gammaherpesvirus carried by over 90% of the human 
population [137]. EBV has a dsDNA genome of approximately 170 kb, primarily targets resting B 
lymphocytes and epithelial cells and is implicated in the development of human malignancies that 
include Burkitt’s lymphoma, Hodgkin’s lymphoma, nasopharyngeal carcinoma and gastric  
carcinoma [138]. 

The EBV lifecycle consists of two distinct states: Latent infection and lytic replication.  
Following initial infection, the virus can establish life-long latency in the host where it is typically 
maintained as an extra-chromosomal episome that is replicated synchronously with cellular DNA by 
host polymerases. Latency is characterised by the expression of a tightly restricted subset of genes 
required for viral genome persistence. EBV latency transcripts include three membrane proteins 
(LMPs), six nuclear proteins (EBNAs), two non-coding RNAs (EBERs) and several microRNAs 
(miRNAs) [139]. The expression pattern of latent viral genes is variable among EBV-associated 
tumours and has led to the classification of four latency programmes known as Latency 0, I, II and 
III [139]. 

In a subset of cells, EBV can enter the lytic replication programme in which the viral genome can 
be amplified 100- to 1000-fold. The method of genome replication is distinct from latency in that 
there is greater requirement for replication proteins encoded by the virus. The immediate-early genes 
BZLF1 and BRLF1 are expressed first and encode transactivator proteins. These proteins then mediate 
expression of an ordered cascade of early and late viral genes that culminates in release of progeny 
virus from the host cell. Proteins expressed in both the latent and lytic stages have unique interactions 
with the host DDR. 

7.1. Genetic Instability Induced by EBV Proteins 

Several reports have demonstrated that EBV infection can lead to genetic instability in host cells 
through the introduction of DNA damage and dysregulation of DNA repair mechanisms.  
EBV-infected Burkitt’s lymphoma cell lines have elevated levels of H2AX in the absence of 
exogenous damaging agents as well as an increased number of chromosomal abnormalities [140]. 
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EBV nuclear antigen 1 (EBNA1), expressed during latency and present in all EBV-associated 
malignancies, has been shown to induce chromosomal aberrations and DSBs through the production 
of ROS via NADPH oxidase activation [141,142]. Latent membrane protein 1 (LMP1), known to be 
essential for EBV-induced transformation of lymphocytes, can induce micronucleus formation and 
repress DNA repair in epithelial cells [143,144]. It was shown that LMP1 can stimulate the PI3K/Akt 
pathway resulting in phosphorylation of FOXO3a [144]. FOXO3a phosphorylation causes its 
retention in the nucleus impairing its ability to activate target genes such as DDB1, a component of 
the NER pathway. 

Several EBV lytic proteins have also been shown to contribute to genetic instability in host cells.  
In nasopharyngeal carcinoma cells, EBV terminase BALF3 can induce DNA strand breaks and 
micronuclei formation and recurrent expression leads to tumourigenic features such as enhanced cell 
migration and invasiveness [145]. The EBV-encoded kinase BGLF4 is also associated with genetic 
instability [146]. BGLF4 expression leads to DDR activation that interferes with host DNA 
replication and delays the progression through S-phase [146]. Expression of the EBV DNase BGLF5 
in epithelial cells can induce DSBs leading to an increase in microsatellite instability and genetic 
mutations [147]. BGLF5 expression also results in the down-regulation of several DNA repair genes 
involved in pathways such as MMR, NER, BER, and HR. Finally, BPLF1, a late tegument protein, 
deubiquitinates PCNA resulting in reduced recruitment of DNA polymerase  to sites of stalled 
replication where it would normally play a role in the translesion synthesis (TLS) DNA damage 
tolerance pathway [55]. 

7.2. Involvement of DDR Factors in EBV Replication 

The role of the DDR proteins in EBV lytic replication has been studied by several research groups 
although the findings have not always been consistent. During lytic replication in B cells, EBV can 
elicit an ATM-mediated DDR with phosphorylation of H2AX, CHK2 and p53 observed following 
induction of the lytic cycle [148]. Phosphorylated ATM, NBS1 and Mre11 were found localised to 
sites of viral replication while downstream p53 signalling was inhibited. Inhibition of ATM 
activation by caffeine (a general PIKK inhibitor) during this investigation did not affect production 
of infectious virus. Two subsequent studies by the same group found that MMR proteins, such as 
MSH2, MSH6, MLH1, and hPSM2, as well as HR factors, including RPA, Rad51 and Rad52, are 
also localised to EBV replication compartments [62,64]. The HR factors, as well as PCNA and 
Mre11, were shown to be loaded onto newly synthesised viral DNA while knockdown of RPA and 
Rad51 significantly reduced viral replication. These findings point to a key role for individual DNA 
repair factors and the HR pathway in synthesis of EBV DNA. An interaction has also been reported 
between the early lytic protein BZLF1 and 53BP1, a protein that usually forms foci at the sites of 
DSBs [149]. Knockdown of 53BP1 inhibited production of progeny virus indicating that the protein 
is involved in EBV replication, possibly by protecting exposed DNA ends during genome amplification. 

In a mechanism believed to be conserved among herpesviruses, the EBV lytic protein BGLF4 
activates the acetyl transferase TIP60, a known regulator of the DDR through acetylation of  
ATM [150]. This interaction subsequently triggers an ATM-mediated DDR that plays a positive role 
in lytic replication of EBV. In contrast to previous reports, viral replication was suppressed in  
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a dose-dependent manner following application of a specific ATM inhibitor. A further study provided 
evidence that ATM activation is required for efficient expression of EBV early lytic genes but not for 
viral DNA replication [151]. This study presented a model in which cellular stress activates the ATM 
pathway leading to activation of the EBV early lytic BZLF1 promoter by ATM substrates that can 
modify viral chromatin. More recently it has been shown that ATM activation during EBV lytic 
replication leads to phosphorylation of the transcription factor Sp1 [152]. Sp1 is subsequently 
localised to sites of replicating viral DNA along with other DDR factors associated with the ATM 
pathway. Phosphorylation of Sp1 was shown to mediate the recruitment of EBV replication proteins 
to viral DNA, highlighted by the fact that knockdown of Sp1 dramatically suppressed viral replication. 

7.3. Dysregulation of Cell Cycle Checkpoints during EBV Infection 

It has also been demonstrated that EBV-induced cellular proliferation can activate cell cycle 
checkpoints that lead to DDR signalling [153,154]. Activation of the ATM-CHK2 pathway has been 
observed following hyper-proliferation of primary B cells containing EBV [153]. In this context the 
DDR can act as an anti-tumour barrier as inhibition of ATM and CHK2 significantly increased the 
efficiency of B cell transformation by EBV. The study also demonstrated that expression of the EBV 
nuclear antigen 3C (EBNA3C) latent protein could attenuate DDR signalling that would otherwise 
arrest the growth of EBV-infected cells. 

EBNA3C can also interact directly with CHK2 and disrupt the G2/M cell cycle checkpoint 
induced by treatment with nocodazole which blocks cells in mitosis [155]. The binding of EBNA3C 
to CHK2 leads to phosphorylation of Cdc25c at Ser216. This causes Cdc25c to be localised to the 
cytoplasm allowing cyclin B/Cdc2 activation and progression through the G2/M checkpoint. 
EBNA3C has subsequently been shown to form a complex with H2AX facilitating its degradation 
via the ubiquitin proteasome pathway [156]. In lymphoblastoid cell lines (LCLs), H2AX knockdown 
resulted in down-regulation of the tumour suppressor p53 and increased expression of the 
oncoprotein Bub1. In addition to the actions of EBNA3C, expression of LMP1 in nasopharyngeal 
epithelial cells impairs the G2 checkpoint through defective CHK1 activation resulting in increased 
chromosomal instability [157]. 

Activation of the ATR pathway has also been demonstrated following oncogene-driven cellular 
replication induced by EBV infection [154]. EBV can interrupt downstream ATR signalling by 
increasing expression of STAT3, which leads to the loss of Claspin due to caspase 7 activity. Since 
Claspin is involved in mediating CHK1 phosphorylation by ATR, its loss leads to relaxation of the 
intra S-phase checkpoint, which would normally act as a barrier against EBV-driven  
cellular proliferation. 

7.4. Summary 

Activation of the DDR has been observed in EBV-infected B cells and epithelial cells, during both 
the latent and lytic stages of the viral lifecycle. The cause of this DDR activation has been ascribed 
to several sources including the introduction of damage and inhibition of DNA repair, recognition of 
viral DNA as host cell damaged DNA, and aberrant cellular proliferation induced by viral proteins.  
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In addition, the virus can interfere with cell cycle checkpoints to allow continued cellular 
proliferation in the presence of DNA damage. EBV also appears to recruit several DDR factors, 
including HR proteins, to replication sites where they may participate in viral DNA synthesis. 

While several studies have noted the activation of ATM following lytic reactivation of EBV, there 
have been diverging opinions regarding the role of this kinase in viral replication.  
Contradictory observations could be the result of using different cell types, varying methods of inducing 
viral replication or the use of non-specific ATM inhibitors. While question marks remain over the 
role of the DDR during the lytic cycle, it has been shown that DDR factors contribute to viral genome 
replication during latency. For example, Mre11 and NBS1 are recruited to the origin of plasmid 
replication (OriP) in S-phase and play a role in maintenance of viral episomes through the formation 
of recombination junctions [158]. In summary, EBV appears to take advantage of DDR activation 
and utilise certain DDR proteins while disabling other aspects of the DDR that could lead to growth 
suppression and apoptosis. In view of the prevalence of EBV infection, the multiple interactions of 
the virus with the DDR and its ability to damage host cell DNA, it is perhaps surprising that  
EBV-associated tumours are not more common. 

8. Kaposi’s Sarcoma Related Virus (KSHV) 

Kaposi’s sarcoma-associated herpesvirus (KSHV), also known as human herpesvirus 8 (HHV8), 
is the second gammaherpesvirus after EBV to be identified as a causative agent of human cancers.  
KSHV can infect and transform endothelial cells leading to the development of the angioproliferative 
malignancy known as Kaposi’s sarcoma [159]. In addition, KSHV is associated with B cell malignancies, 
primary effusion lymphoma (PEL), and multicentric Castleman’s disease (MCD) [160,161]. Despite its 
association with cancer, KSHV infection is largely asymptomatic, with disease most likely to occur 
only following suppression of the host immune system. 

As with EBV, the KSHV lifecycle is biphasic and consists of latent and lytic stages. KSHV  
latency-associated nuclear antigen (LANA) is a multifunctional viral protein expressed in all latently 
infected cells and present in all KSHV-positive KS tumours [162]. LANA plays a vital role in 
tethering the KSHV episome to host DNA ensuring its distribution to daughter cells following cellular 
division [163]. LANA can also interact with multiple host cell proteins and has been implicated in 
tumourigenesis through interference with cellular pathways associated with cell cycle control, 
apoptosis, gene expression and immune regulation [164]. In contrast to the latent programme, KSHV 
lytic replication involves expression of a large set of viral genes necessary for production of new 
infectious progeny. Both latent and lytic genetic programmes have been implicated in the 
development of KSHV-related malignancies [165]. 

8.1. DDR Activation during Latent KSHV Infection 

KSHV infection induces phosphorylation of H2AX and elevated levels of γH2AX have been 
observed in latently infected B cells [166,167]. LANA can interact with H2AX at its C-terminus 
leading to formation of γH2AX, which is important for episomal persistence [166]. KSHV infection 
of primary endothelial cells was shown to result in phosphorylation of H2AX and ATM as early as 



200 
 

 

30 min after viral entry with H2AX co-localising with viral genomes [167]. Transient 
phosphorylation of DDR effector kinases CHK1 and CHK2 was observed but downstream 
phosphorylation of Cdc25c was unaffected. Total H2AX levels also increased during KSHV 
infection, which was attributed to a decrease in K48-linked polyubiquitination and an increase in  
K63-linked polyubiquitination. Inhibition of ATM or depletion of H2AX has a negative effect on the 
ability of the virus to establish latency, suggesting that KSHV may mediate activation of the ATM 
arm of the DDR while inhibiting downstream signalling. 

Ectopic expression of v-Cyclin, a homolog of mammalian D-type cyclins expressed during 
latency, leads to activation of the ATM pathway and S-phase arrest in endothelial cells [168]. This 
DDR acts as a block to cellular proliferation and could create selective pressure for the acquisition 
of mutations that abrogate this barrier while providing a growth advantage to cells defective in DDR 
components. Expression of v-Cyclin also leads to the introduction of chromosomal instability 
through disruption of the centrosome cycle resulting in multinucleation and aneuploidy [168–170]. 
Cells latently infected with KSHV can also bypass a G2/M checkpoint block induced by  
nocodazole [171]. It was shown that LANA can interact directly with CHK2 leading to activation of 
the cyclin B/Cdc2 complex that mediates progression through the G2/M checkpoint. 

8.2. Involvement of DDR Factors in KSHV Replication 

DNA affinity purification combined with mass spectrometry has been used to identify host cell 
factors that bind to KSHV origins of lytic replication (ori-Lyt) [60]. The proteins identified included 
the MSH2/MSH6 heterodimer involved in MMR and DNA-PKcs, PARP-1, and Ku80/70, all 
involved in NHEJ. Several of these proteins were also found to localise to viral replication 
compartments suggesting a role in viral replication. Treatment of KSHV-infected B cells with a 
PARP-1 inhibitor has been shown to enhance lytic replication but further analysis has also suggested 
that PARP-1 may play a positive role in replication of viral DNA, although it can negatively regulate 
late assembly of infectious virions [60,172]. 

8.3. DDR Activation during Lytic Replication of KSHV 

Elevated levels of phosphorylated H2AX have been observed following initiation of KSHV lytic 
replication [67,173]. This observation has been attributed to the introduction of DSBs in cellular 
DNA by the viral mRNA export factor orf57 [173]. It was shown that sequestration of the human 
Transcription and Export complex (hTREX) by orf57 can cause newly transcribed mRNA to form 
R-loops through annealing to the DNA template strand which in turn leads to formation of DSBs. 
Another lytic protein, the processivity factor orf59, was shown to interact with Ku70 and Ku80 and 
impair NHEJ repair of DSBs [67]. Although KSHV lytic replication can activate the DDR, the lytic 
protein viral interferon regulatory factor 1 (vIRF1) has been shown to interact with ATM and impair 
DDR activation following etoposide treatment [174]. In addition, vIRF1 can interact with p53 and 
facilitate its proteasomal degradation. 
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8.4. Summary 

As with EBV, KSHV infection activates the ATM pathway and latently-infected cells display 
elevated markers of DNA damage and chromosomal aberrations. DDR activation appears to play a 
positive role in establishing and maintaining latency but does not result in cell cycle arrest or 
apoptosis that would negatively impact the viral lifecycle. Latent KSHV proteins can also activate 
the DDR by inducing cellular proliferation while LANA plays a role in abrogating cell cycle 
checkpoints. KSHV also induces DNA damage during lytic replication and several DDR factors 
associate with replicating viral DNA. 

In both EBV and KSHV, it is problematic to link DNA damage during lytic replication with 
cellular transformation, since this phase of the viral lifecycle inevitably results in destruction of the 
host cell. However, several lytic proteins are also expressed briefly following initial viral entry and could 
conceivably have a detrimental impact on chromosomal stability at an earlier stage of the viral 
lifecycle [175]. In addition, expression of early lytic proteins during abortive lytic replication of EBV 
has been linked to the development of lymphomas in mice [176]. Being the most recent human 
herpesvirus to be identified, there are fewer reports concerning the interaction between KSHV and 
the DDR compared with other members of the same family. Future studies may focus on identifying 
a role for DDR activation during lytic replication and the relative contribution of DDR modulation 
to development of KSHV-related malignancies. 

9. Human T-cell Leukemia Virus Type 1 (HTLV-1) 

Human T-cell leukemia virus (HTLV-1), the only known human retrovirus that can directly 
transform human cells, is responsible for the rare and aggressive cancer known as adult T-cell-
leukemia/lymphoma (ATL) [177]. HTLV-1 is an enveloped virus with a genome composed of two 
identical plus-sense single-stranded RNA molecules that are synthesised into a DNA provirus that 
integrates into the host genome. Like all retroviruses, the HTLV-1 genome contains gag, pol, and ENV 
structural genes encompassed by two long terminal repeat (LTR) sequences. Bordering the 3  LTR is the 
unique pX region that encodes regulatory proteins Tax, Rex, p12, p13, p30, p21, and HTLV-1 basic Zip 
factor (HBZ) [178]. 

Like HIV, HTLV-1 predominately targets CD4+ T cells but, while HIV infection can lead to CD4 
depletion, HTLV-1-related diseases are characterised by the unregulated proliferation of these 
lymphocytes. The 40 kDa Tax protein is a transcriptional activator that is essential for viral replication 
and implicated in HTLV-1-induced cellular transformation [179–181]. Tax can stimulate cellular 
proliferation and survival through modulation of cell cycle checkpoints, stimulation of the NF-kB 
pathway and activation of the hTERT promoter in quiescent T cells [182]. In addition, Tax can 
interfere with tumour suppressor function through the inactivation of p53 [183] and proteasomal 
degradation of Rb [184]. Tax can also form foci, known as Tax Speckled Structures (TSS) [185] or 
Tax nuclear bodies [186], in the nuclei of infected cells. 
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9.1. Genetic Instability in Tax-Expressing Cells 

Multiple groups have reported markers of genomic instability in host cells following expression 
of Tax, characterised by the prevalence of DNA damage markers, formation of micronuclei, and 
occurrence of aneuploidy [187–189]. Tax was shown to sensitise cells with deleted or mutant p53 to 
a range of DNA damaging agents including mitomycin C, etoposide and UV light [190]. Expression 
of Tax can also increase levels of intracellular ROS, DNA damage and the senescence marker SEN1 
in both fibroblasts and T cells [191]. All of these markers were reduced following siRNA depletion 
of Tax or treatment with the ROS scavenger N-acetyl-L-cysteine (NAC), indicating that ROS 
production was the primary source of Tax-induced DNA damage in these cells. Tax has also been 
shown to impair DNA replication fork progression causing formation of DSBs during S-phase [192]. 
In the same study, NF-kB activation by Tax also led to DSBs via the production of nitric oxide (NO). 

9.2. Interference with DNA Repair by HTLV-1 Proteins 

Tax expression has been shown to increase the frequency of mutations in the cellular  
genome [193]. The random nature of these mutations indicates that this viral protein could interfere 
with the repair of DNA damage that accumulates during normal cellular processes. Tax has since 
been shown to interfere directly and indirectly with several different repair pathways that include BER, 
NER, MMR, NHEJ and HR. 

The presence of Tax reduces the expression of human polymerase , an enzyme involved in  
BER [52]. Using a range of DNA-damaging agents and a plasmid reactivation assay it was shown 
that base-excision repair of oxidative damage was the primary repair pathway suppressed in  
Tax-expressing cells [188]. Tax has also been demonstrated to repress NER through transactivation 
of PCNA, a cofactor for DNA polymerase , that plays a central role in DNA replication and  
repair [54,194]. In cells containing wt p53, Tax has a dose-dependent dual effect on NER [195]. Low 
levels of Tax stimulated NER through increased transcriptional activity of p53 while high levels of 
Tax increased p53 levels but functionally inactivated the protein leading to inhibition of  
p53-dependent NER. Altered expression of several MMR genes has also been recorded in primary 
leukemic cells derived from patients with ATL [61]. Expression of MSH2 and PMS1 was decreased in 
all cases examined and the reduction in the latter was ascribed to increased methylation of the  
PMS1 promoter. 

Following IR, Tax-expressing cells display defects in the formation of DNA repair foci including 
disruption of the association between MDC1 and H2AX and reduced association between ATM and 
chromatin [196]. As a result of impaired ATM activity, Tax-expressing cells progressed more rapidly 
into S-phase despite the presence of unrepaired DNA damage. A subsequent study demonstrated that 
MDC1 is bound by Tax and recruited to nuclear foci that also contain DNA-PK and BRCA1 [66]. 
Formation of these Tax-containing foci led to a reduction in IR-induced foci containing NBS1 
suggesting that viral sequestration of DDR factors impedes their involvement in the normal DDR. 
Tax has also been found to enhance the expression of the cellular phosphatase WIP1 leading to a 
reduction in levels of H2AX following UV radiation [197]. Interference with H2AX accumulation 
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allows Tax expressing cells to bypass the G1/S checkpoint and enter S-phase with unrepaired  
DNA damage. 

Expression of Tax has been shown to directly induce DSBs during S-phase while NF-kB 
activation by Tax leads to suppression of HR [189]. Tax also represses transcription of the NHEJ 
protein Ku80 [198,199]. Reduced Ku80 expression increased the number of unprotected DNA breaks 
as well as the occurrence of micronuclei and nucleoplasmic bridges in Tax-expressing cells. 
Although the majority of studies investigating genetic instability during HTLV-1 infection have 
focused on the activities of Tax, there is evidence that HTLV-1 RNA binding protein p30 can also 
interfere with repair of DSBs [200]. Following DNA damage, p30 alters its distribution from the 
nucleolus to the nucleoplasm and binds to NBS1 and Rad50, which interferes with the formation of 
the MRN complex. The disruption of the MRN complex by p30 results in impaired HR during  
S-phase and facilitates a switch to the more error-prone NHEJ. 

9.3. Interaction between Tax and Checkpoint Kinases 

Expression of Tax has been shown to induce ATM-CHK2 signalling resulting in the accumulation 
of cells in the G2 cell cycle phase [201]. Tax can interact directly with CHK2 and, following DDR 
activation, they, along with 53BP1, have been observed co-localised in nuclear foci [201]. Another 
study confirmed the interaction between Tax and CHK2 and demonstrated that Tax can also bind to  
CHK1 [202]. Through this interaction, Tax was shown to inhibit the kinase activity of CHK1 
preventing the degradation of Cdc25A and impairing G2 arrest following IR. A subsequent 
publication attempted to address these contradictory findings by demonstrating that Tax can interact 
with the kinase domain of CHK2 stimulating oligomerization, autophosphorylation, and stabilisation 
of the protein [203]. Following IR, Tax sequesters the phosphorylated form of CHK2 within 
chromatin and impairs its role in the DDR following IR treatment. This study concluded that 
following Tax expression, CHK2 maintains the ability to orchestrate cell cycle arrest in G2 but is 
impaired in its role in the DDR following IR. DNA-PK has also been observed associated with nuclear 
foci containing Tax and CHK2 [204]. Tax can mediate an interaction between DNA-PK and CHK2 
leading to increased DNA-PK activity, which impairs the cellular response to IR. 

9.4. Summary 

Multiple groups have shown that expression of HTLV-1 Tax can cause DNA damage and that this 
can occur via several mechanisms including the generation of free radicals and interference with 
DNA replication. There is evidence that at least five key DNA repair pathways are compromised 
during HTLV infection and that the proper formation of repair complexes is disrupted. In addition, 
checkpoint kinases are targeted and the virus modulates cell cycle progression to maximise viral 
replication efficiency. 

Following infection, HTLV-1 can enter a long period of asymptomatic latency with only 3%–4%  
of infected individuals eventually developing ATL [205]. This suggests that cancer development and 
progression following HTLV-1 infection requires the accumulation of multiple genetic changes [206].  
By introducing DNA damage and interfering with repair pathways and cell cycle checkpoints, HTLV-1  
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can induce cellular proliferation in the presence of genetic aberrations that could ultimately result in 
cellular transformation. 

10. Hepatitis B Virus (HBV) 

Hepatitis B virus (HBV) is a small enveloped DNA virus with a 3.2 kb genome belonging to the 
Hepadnaviridae family. HBV targets hepatocytes and, while transient infection can cause acute 
hepatitis, chronic infection is a major risk factor for the development of hepatocellular carcinoma 
(HCC). The circular HBV genome is partially double-stranded and contains four ORFs named S, C, 
P, and X. The S gene, also known as HBsAg, is divided into Pre-S1, Pre-S2, and S domains and 
encodes three envelope proteins often referred to as large (L), middle (M), and small (S). The three 
remaining ORFs encode a DNA polymerase (Pol), a capsid protein (core) and the 154 amino acid X 
protein (HBx) [207]. 

HBV has a relatively complex lifecycle that involves reverse transcription. Following entry to the 
cell, the HBV relaxed circular DNA (rcDNA) is transported to the nucleus where it is converted into 
covalently closed circular DNA (cccDNA). The cccDNA provides a template for production of viral 
RNA that is converted by reverse transcriptase to HBV rcDNA in the cytoplasm. Although not an 
essential step in the viral lifecycle, the HBV genome is often found integrated into the host genome 
and the process has been proposed to play a role in hepatocarcinogenesis [208]. 

The multifunctional HBx is involved in viral replication and is implicated in the development of 
HCC due to its ability to interfere with multiple cellular processes [209]. In the cytoplasm, HBx can 
interact with mitochondria and activate mitogenic signalling cascades [209]. In the nucleus, HBx can 
influence gene expression through interaction with cellular transcription machinery, although it does 
not bind DNA directly [210]. HBx can also interact with p53 and impair its transcriptional activation 
of target genes, thus interfering with its role in apoptotic and DNA repair pathways [211–215]. 

10.1. Introduction of Oxidative DNA Damage by HBV 

Chronic HBV infection can result in increased oxidative stress that has been linked to 
development of HBV-associated liver disease [216]. Using transgenic mice that expressed the HBV 
large envelope protein in hepatocytes, it was shown that development of chronic liver disease is 
associated with an increase in oxidative DNA damage [217]. Mutations in the Pre-S region of the HBV 
surface antigen (HBsAg) are associated with increased ROS production via endoplasmic reticulum 
(ER) stress [218,219]. Expression of pre-S mutant antigens in hepatoma cell lines was shown to cause 
increased oxidative DNA damage and increase expression of the DNA repair gene ogg1 [218]. 
However, a subsequent study failed to find a correlation between HBV pre-S mutations and increased 
oxidative DNA damage in patients with HCC [220]. 

It has also been demonstrated that DNA damage caused by oxidative stress can promote HBV 
integration and this has been linked to the development of HCC [221]. Inhibition of PARP-1, 
involved in SSB repair, also increased the occurrence of HPV genome integration indicating that 
functional DNA repair pathways, as well as limiting the impact of oxidative DNA damage, may 
protect against tumour development by restricting viral integration frequency. 
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10.2. Interference with DNA Repair by HBV 

As well as promoting oxidative damage, HBV proteins have been shown to interfere with DNA 
repair pathways including those associated with processing of ROS-induced DNA lesions. HBx is 
known to bind to DNA binding protein 1 (DDB1) and the interaction has been shown to be important 
for HBV replication [56,57,222,223]. As well as being a subunit of an E3 ubiquitin ligase complex, 
DDB1 also plays a role in both GG-NER and TC-NER by forming complexes with DDB2 and 
Cockayne syndrome group A protein, respectively [224]. Using a panel of HBx mutants it was shown 
that, while HBx can impede repair of UV-damage, the interaction between HBx-DDB1 was not 
absolutely required for this effect [225]. Although it has not been directly linked to impaired NER, 
the interaction between HBx and DDB1 interferes with normal S-phase progression and increases 
the incidence of lagging chromosomes during mitosis that can subsequently cause  
multi-nucleation [226]. 

HBx, through its interaction with the Sp1 transcription factor, can also reduce expression of the 
XPD and XPB subunits of the TFIIH transcription factor involved in NER [227]. In addition, HBx 
has been shown to interact directly with XPD and XPB and sensitise cells to UV-induced DNA 
damage [58,59]. The interaction between HBx and p53 has been linked to defects in NER and 
expression of HBx can inhibit p53-dependent GG-NER in primary mouse hepatocytes [228]. 
Following UV exposure, levels of HBx and p53 were shown to increase in a hepatocellular carcinoma 
cell line and both proteins co-localized in the nucleus [229]. The HBx-expressing cells also displayed 
increased G2/M arrest and apoptosis, as well as a reduced capacity to repair DNA damage compared 
with controls. HBx expression also impedes the other NER sub-pathway, TC-NER, in both wt and 
p53-null cell lines [214]. 

Although the majority of studies regarding HBV and DNA repair have focused on the NER 
pathway, there is also evidence that HBx can interfere with BER. The structure of HBx has been 
shown to be similar to the human thymine DNA glycosylase (TDG) involved in initiating BER [230]. 
While the presence of TDG does not affect viral replication, HBx expression strongly supresses BER 
of G/T mismatches normally initiated by TDG. A more recent study assessed the individual capacity 
of HBsAg, core protein and HBx to induce DNA damage and interfere with DNA repair [231]. 
Accumulation of HBsAg was shown to enhance degradation of PML, which led to delayed repair of 
DSBs and increased resistance to apoptosis following IR. The results also showed that while HBx 
can induce DNA damage and apoptosis, it did not impede the repair of IR-induced lesions. 

10.3. Activation of the ATR Pathway by HBx 

HBx expression has been demonstrated to activate the ATR pathway [232–234]. HBV infection 
can activate the ATR-CHK1 pathway with minimal effect on ATM-CHK2 [233]. Expression of HBx 
alone has been shown to induce DNA re-replication and polyploidy through increased expression of 
Cdc6 and Cdt1 and down-regulation of geminin [234]. DNA re-replication resulted in increased DNA 
damage and the activation of ATR leading to phosphorylation of Rad17 and H2AX but not CHK1. 
It was also demonstrated that HBx-expressing cells are able to progress to mitosis despite the 
presence of DNA damage [235]. Activation of Polo-like kinase 1 (Plk1) in the G2 phase of the cell 
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cycle by HBx reduced levels of Claspin, leading to CHK1 inactivation. This led to attenuation of the 
G2/M cell cycle checkpoint and subsequently suppressed DNA repair and p53-mediated apoptosis. 
Treatment of HBV infected cells with theophylline, a compound that inhibits ATR and ATM 
signalling, significantly reduces HBV replication suggesting a role for DDR signalling in the HBV 
lifecycle [236]. 

10.4. Summary 

It is clear that HBV infection can increase oxidative stress leading to elevated levels of DNA 
damage in infected hepatocytes. HBV also appears to interfere with several DNA repair pathways, 
primarily through the actions of HBx, potentially exacerbating the increase in DNA damage. In 
addition, HBx can activate the ATR pathway, interfere with checkpoint activation and promote cell 
cycle progression in the presence of DNA damage that could ultimately result in genetic aberrations. 

Despite BER being the primary pathway for repair of oxidative DNA damage, the majority of 
reports concerning HBV and DNA repair have focused on NER. Although NER can play a part in 
repair of oxidative damage, it is still unclear whether modulation of this pathway has a substantial 
role in tumour development following viral infection. As with HPV, DNA damage and abrogated 
repair can increase the likelihood of HBV integration, which has been linked to deleterious genetic 
alterations and altered expression of cellular genes. The fact that 80%–90% of HBV-related HCCs 
contain integrated HBV sequences highlights the link between viral integration and  
tumourigenesis [237]. 

11. Hepatitis C Virus (HCV) 

Belonging to the Flaviviridae family, the Hepatitis C virus (HCV) chronically infects over  
170 million people worldwide and is responsible for around a third of cases of HCC [238].  
While primarily a hepatotrophic virus, HCV can also replicate in lymphocytes and has been linked 
to several lymphoproliferative disorders including B-cell non-Hodgkin’s lymphoma (NHL) [239]. 

HCV has a positive-sense single-stranded RNA genome of 9.6 kb that contains 5  and 3  
untranslated regions (UTRs) that border a single ORF. An internal ribosome entry site (IRES) in the 
5  UTR initiates translation of the HCV genome. The HCV ORF encodes a viral polyprotein of 
approximately 3010 amino acids that is subsequently cleaved by host proteases to produce a core protein, 
the E1 and E2 glycoproteins and the p7 ion channel protein. Additional cleavage by viral proteases 
produces six non-structural proteins NS2, NS3, NS4A, NS4B, NS5A, and NS5B. 

Like all positive-strand RNA viruses, HCV reorganises intracellular membranes, such as those 
associated with mitochondria or endoplasmic reticulum, to form replication structures in the 
cytoplasm known as “membranous webs” [240,241]. Remodelling of endoplasmic reticulum has 
been observed following expression of NS4B suggesting that this protein is primarily responsible for 
the formation of HCV replication complexes [240]. 
  



207 
 

11.1. Introduction of Oxidative DNA Damage by HCV 

As with HBV, infection with HCV can lead to elevated levels of oxidative stress that subsequently 
increase the occurrence of DNA damage. Expression of HCV core and NS3 proteins have been 
shown to stimulate the inducible NO synthase (iNOS) gene leading to increased production of nitric 
oxide (NO) and formation of DSBs in cellular DNA [242]. Expression of E1 during the study also 
caused a moderate increase in DSB formation but by a mechanism independent of NO production. It 
was subsequently demonstrated that HCV infection leads to a reduction in mitochondrial membrane 
potential and an increase in ROS levels [243]. Individual expression of core, E1, and NS3 confirmed 
that each protein is able to induce ROS that subsequently leads to an increase in DSB formation. 

HCV infection can also lead to overexpression of 3 -hydroxysterol 24-reductase (DHCR24) 
which has been linked to attenuation of the p53-mediated response to oxidative stress [244]. 
Activation of Akt by NS5A can increase c-Myc transcription through stabilisation of the transcription 
factor -catenin [245]. This increased expression of c-Myc enhances ROS production and results in 
increased DNA damage and cell cycle arrest. 

11.2. Interference with DNA Repair by HCV 

Several studies have demonstrated that interference with DNA repair pathways by HCV could 
contribute to the development of HCC. Reduced expression of several genes involved in the MMR 
pathway including MSH2, MLH1, GTBP and PMS2, has been observed in HCV-positive tissues 
from patients with HCC [246]. Another study demonstrated that ROS levels were elevated by 30–60 
fold in HCV-infected HCC cells compared to uninfected controls and that expression of the DNA 
glycosylase NEIL1, involved in the initial steps of BER, was suppressed [247]. Treatment with the 
antioxidant NAC or antiviral interferon (IFN) led to a partial restoration in NEIL1 expression 
indicating that virally-induced ROS could potentially impair BER. Down-regulation of Gadd45 , that 
plays a role in NER, was observed in HCV-infected cell lines and tissues, as well as transgenic mice 
expressing the entire HCV ORF [248]. Hypermethylation of the Gadd45  promoter in the presence 
of HCV was found to be responsible for the defect and led to impaired cell cycle arrest and reduced 
DNA excision repair. It has also been shown that expression of the HCV core protein in 
hepatocellular carcinoma cells leads to an impaired ability to repair UV-induced DNA damage [249]. 

As well as attenuating excision repair pathways, HCV can also interfere with DSB repair.  
Infection of lymphocytes with HCV was found to cause chromosomal aberrations, which are at least 
partially attributed to elevated NO and ROS levels [250]. In the same study, expression of Core and 
NS3 HCV proteins sensitised cells to DNA damaging agents by inhibiting NHEJ. In addition, HCV 
core protein was shown to interact with NBS1 and prevent formation of the MRN complex, which 
impairs ATM-mediated repair of DSBs. 

11.3. Interaction between HCV Proteins and the ATM Pathway 

In addition to inducing DNA damage, HCV can also modulate the DDR through interaction with 
the ATM-CHK2 pathway. NS3/4A can interact directly with ATM while NS5B interacts with both 
ATM and CHK2 [251]. In the same study, knockdown of ATM and CHK2 reduced replication of 
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HCV RNA suggesting a functional ATM pathway is required for efficient viral replication. The 
interaction between NS3/4A and ATM was confirmed in a separate study and shown to sensitise 
cells to IR via retention of ATM in the cytoplasm that subsequently impairs phosphorylation of H2AX 
following DNA damage [252]. In addition, expression of the HCV non-structural transmembrane 
protein NS2 can enhance cellular proliferation and activate the ATM-CHK2 pathway [253]. 
Following DDR activation, p53 was retained in the cytoplasm in NS2-expressing cells resulting in 
impaired downstream signalling through p21 activation. 

11.4. Summary 

As with HBV, infection with HCV can lead to elevated intracellular oxidative stress that increases 
the occurrence of DNA damage. HCV proteins can also interact with several DDR factors resulting 
in a reduced capacity to repair DNA lesions. Expression of HCV proteins activates the ATM pathway 
although the virus appears to deregulate downstream signalling while using key components for viral 
replication. There is also evidence that HCV exploits the DDR to modulate cell cycle  
progression [254,255]. NS5B was shown to interact with cyclin-dependent kinase 2-interacting 
protein (CINP), involved in the ATR-CHK1 pathway, preventing its localisation to the nucleus and 
ultimately causing a delay in S-phase progression [255]. 

Despite having an RNA genome and replicating in the cytoplasm, HCV can still impact 
significantly on host DDR pathways. While the HCV lifecycle does not include a nuclear stage, 
truncated or mutated versions of several HCV proteins have been observed in the nucleus where they 
can interact with cellular proteins including those associated with the DDR [250,256,257]. There is 
some doubt, however, about the nuclear localisation of these proteins during realistic models of 
infection [258]. To this end, the development of superior murine models of HCV pathogenesis will 
be invaluable in assessing the relative contribution of DDR deregulation and other factors to the 
progression of HCC. 

12. Conclusions 

It is clear from the literature summarised here that the interaction between human tumour viruses 
and the DDR can contribute to an increase in genomic instability during viral infection. As is apparent 
in high-risk HPV types, the accumulation of deleterious mutations in the presence of viral 
oncoproteins that promote cellular survival and proliferation will inevitably increase the likelihood 
of cellular transformation. While the DDR can represent an antiviral defence and barrier to 
tumourigenesis, chronic activation also creates selection pressure for the deactivation of key 
components. In all the viruses covered here, DDR activation is an inevitable consequence of viral 
infection and can be the direct result of the recognition of foreign DNA or expression of viral 
proteins, or can occur more indirectly through elevated oxidative stress or aberrant cellular 
proliferation. Since cell cycle arrest and apoptosis are consequences of DDR activation, viruses 
typically inhibit downstream signalling that would have negative consequences for viral propagation. 
It is also notable that, in HBV and HPV, DNA damage inflicted during infection can increase the 
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chances of viral integration. This, in turn, can contribute to malignant transformation through host 
genomic alterations and elevated expression of viral oncogenes [259]. 

While there have been many excellent studies in this field, in certain cases, experimental 
limitations have led to some contradictory findings that have impeded progress. The use of different 
cell culture models and non-specific kinase inhibitors has resulted in inconsistent conclusions 
regarding the role of DDR activation during replication of viruses such as EBV. A more detailed 
mechanistic understanding of the precise roles of DDR proteins during synthesis of viral genomes 
will help confirm their importance during the viral lifecycle. While the ectopic expression of viral 
genes is a typical way of assessing their contribution to DDR deregulation, it may be misleading in 
cell types that are not natural viral targets in vivo. In the case of EBV, for example, the BZLF1 lytic 
protein has contrasting effects on cell cycle progression when expressed in different cell lines [260]. 
It is also apparent that viral proteins may have dual effects on the DDR depending on levels of 
expression; an example mentioned above is the effect of HTLV-1 Tax on p53-dependent NER [195]. 
In these cases, results must be considered in the context of gene expression levels during natural viral 
infection. Furthermore, possible contributory effects of other viral proteins should be borne in mind. 

Reports demonstrating the involvement of DDR factors in viral replication have led to suggestions 
that these proteins could be targeted as a novel therapeutic strategy [251]. This is particularly 
appealing in the case of viruses with RNA genomes where higher rates of mutation have limited 
efforts to target the virus directly [261]. In addition, it has also been proposed that inactivation of key 
DNA repair pathways by viruses could open the door for the use of synthetic lethality to specifically 
target tumours containing viral genomes [262]. While these are attractive possibilities, the DDR is a 
rapidly evolving area of research with new components and novel regulatory mechanisms being 
identified frequently. Virologists must keep abreast of the most recent findings to gain a more 
complete understanding of how viruses modulate these pathways. While it remains to be seen 
whether the study of viruses and the DDR will yield effective therapeutic interventions, at the very 
least it has shed new light on how these pathogens modulate host cell functions and uncovered new 
facets of DDR regulation. 
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The Role of the DNA Damage Response throughout the  
Papillomavirus Life Cycle 

Caleb C. McKinney, Katherine L. Hussmann and Alison A. McBride 

Abstract: The DNA damage response (DDR) maintains genomic integrity through an elaborate network 
of signaling pathways that sense DNA damage and recruit effector factors to repair damaged DNA. 
DDR signaling pathways are usurped and manipulated by the replication programs of many viruses. 
Here, we review the papillomavirus (PV) life cycle, highlighting current knowledge of how PVs recruit 
and engage the DDR to facilitate productive infection.  

Reprinted from Viruses. Cite as: McKinney, C.C.; Hussmann, K.L.; McBride, A.A. The Role of the 
DNA Damage Response throughout the Papillomavirus Life Cycle. Viruses 2015, 7, 2450-2469. 

1. Introduction 

Papillomaviruses (PVs) are an ancient group of small, double-stranded (ds) DNA viruses that 
infect the highly adapted niche of the stratified epithelium of the skin or mucosa in specific host 
species. Although HPV infection can be asymptomatic, HPVs are also the etiological agent of a wide 
range of benign papillomas or warts [1]. A subset of HPVs cause infections that can transition to 
cancer after long-term, persistent infection [2,3]. As the causative agent of over 99% of cervical 
cancers and an increasing number of anogenital and oropharyngeal cancers, HPVs remain a serious 
health threat [4]. 

There are several hundred different PVs that infect a multitude of individual host species, yet the 
basic genomic scheme and life cycle strategy of each virus are remarkably consistent. Each virus 
contains a small dsDNA circular genome of approximately 8 kb that encodes just six to eight  
genes [5] (Figure 1). 

Because of this limited coding capacity, PVs retain a strict dependence on host factors for viral 
replication [6]. Elucidation of the different replication mechanisms of HPV could identify novel 
targets that may prove effective in the development of therapies for preexisting HPV infections, 
where the multivalent vaccines are not readily useful. Recent studies have shown that the DNA 
damage response and repair (DDR) machinery is necessary for efficient HPV replication. Here, we 
review the mechanisms of genome replication in the HPV life cycle and summarize how the virus 
recruits and engages the DDR to facilitate viral DNA synthesis. 

2. Replication Phases in the Papillomavirus Life Cycle  

2.1. Overview of Phases of Replication in Papillomavirus Infection 

Upon initial infection of cells in the basal epithelium, the HPV genome enters the nucleus and 
undergoes a limited number of rounds of DNA replication to establish a low copy number of genomes 
per infected cell. Subsequently, when the infected cells in the basal layer replicate and divide, the 
HPV genome replicates in synchrony as extrachromosomal elements tethered to the host genome. 
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When these infected cells detach from the basement membrane and enter the suprabasal epithelial 
layer as part of the differentiation process, the HPV E6 and E7 proteins promote unscheduled cell 
cycle progression by manipulating cell cycle regulation and cellular differentiation programs (see 
Figure 2). As cells continue to advance through the epithelial layer, there is a switch in the mode of 
genome replication to productive viral DNA amplification concomitant with increased levels of the 
E1 and E2 replication proteins. In the terminally differentiated layers of the epithelium, L1 and L2, 
the viral capsid proteins, are synthesized, and viral particles are assembled.  

 

Figure 1. Viral genome. The circular dsDNA genome of an alpha-HPV genome is 
shown. Viral open reading frames are depicted as curved arrows. The URR (upstream 
regulatory region) is expanded to show the replication origin containing binding sites for 
the E2 protein (magenta boxes) and the E1 binding site (purple rectangle) are shown. The 
early promoter (PE), late promoter (PL) and early and late polyadenylation sites (pAE and 
pAL) are indicated.  
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Figure 2. Model of a stratified epithelium. The layers of epithelium shown from bottom 
to top are stratum basale (with a mitotic cell), stratum spinosum, stratum granulosum (with 
brown keratohyalin granules), and stratum corneum. The dividing cells in the lowest 
layer of the epithelium maintain the viral genome as a plasmid (dark blue circles). As 
these cells progress upwards during the process of differentiation, viral genomes are 
amplified and packaged in viral particles (dark blue particles). The levels of viral proteins 
also increase with differentiation as shown on the left.  

2.2. HPV Replication Proteins 

The relatively small intrinsic coding capacity of HPV genomes warrants exquisite dependence  
on host factors, as well as viral factors, for replication. HPV encodes two proteins directly involved 
in replication: E1, a replicative helicase, and E2, a multifunctional protein that recruits E1 to the 
replication origin of the viral genome [7–9]. The replication origin, located in the Upstream 
Regulatory Region (URR) of the viral genome, contains binding sites for both E1 and E2  
proteins [9]. In cooperation with E2, E1 binds specifically to the replication origin of HPV, but E2 is 
then displaced and E1 converts to a double hexamer that unwinds the DNA in an ATP-dependent 
manner [10]. The host DNA replication machinery is then recruited to synthesize the viral DNA. 
Both E1 and E2 are required for initial amplification and establishment of viral DNA and late 
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vegetative replication [11]. However, in certain circumstances, E1 is dispensable for maintenance 
replication [11,12].  

Additional HPV proteins are required to maintain an environment conducive to viral replication. 
The oncogenic HPV E6 and E7 proteins promote cellular proliferation, delay cellular differentiation, 
and promote immune evasion (reviewed in [2]). Both E6 and E7 are required for productive  
replication [13–15] and it was long thought that E6 and E7 were required to sustain differentiated 
cells in a pseudo-S phase to provide access to host DNA replication machinery. However, in a stratified 
epithelium, the differentiated cells that amplify viral genomes are in a G2 like phase that is also 
dependent on E7 expression [16,17]. As described below, E6 and E7 play essential roles in 
modulating the cellular DDR for viral replication.  

2.3. Initial Amplification and Establishment 

HPVs infect the dividing keratinocytes of the basal layer by entering the stratified epithelium 
through a microabrasion (reviewed in [18]). Virions initially bind through interactions with heparin 
sulfate proteoglycans [19], and the viral capsid is processed and trafficked through the endosomal 
pathway. The minor capsid protein, L2, is bound to the viral genome within the virion and, once the 
virion is processed through the endosome, delivers the genome into the nucleus where it localizes to 
ND10 bodies [20]. Nuclear access most likely occurs in mitotic cells, where nuclear envelope 
breakdown allows nuclear access, rather than entry through a nuclear pore [21,22].  

Once in the nucleus, the viral genome replicates to a low level number of copies per cell. The 
genome copy number in the basal cells is low, as the viral genome cannot be detected by in situ 
techniques during this stage [23,24]. The infected cell maintains this low copy number as the viral 
DNA replicates during subsequent cell divisions in the maintenance replication phase (Figure 3).  

A time course of HPV31 infection in HaCaT cells demonstrated that spliced messages which 
could encode E1 and E2 were present just four hours post-infection [25], consistent with the 
requirement of E1 and E2 for initial replication. Other viral transcripts appear at eight hours  
post-infection [25]. The E8^E2 transcript was also detected at four hours post-infection and this is 
very consistent with its role as a repressor of viral transcription and replication [26]. Expression of 
E8^E2 at this stage of infection could temper runaway replication and promote the switch to  
maintenance replication.  

2.4. Maintenance Replication and Persistence 

During the maintenance phase of replication, the viral genome is replicated in S-phase along with 
the host genome. Initial evidence using bovine papillomavirus type 1 (BPV1) suggested that viral 
genome replication is licensed during the maintenance phase [27,28], but later studies demonstrated 
that in S-phase cells, replication is by a random choice mechanism, whereby some genomes undergo 
multiple rounds of replication and others remain unreplicated [29,30]. A more recent study of cell lines 
maintaining HPV genomes revealed that, depending on the HPV type and cell line, both replication 
mechanisms could be detected in dividing cells [31]. High levels of E1 expression promoted random 
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choice replication, which likely represents the unscheduled DNA synthesis characteristic of 
vegetative amplification [31]. 

The level of replication must be tightly controlled during the maintenance phase of the viral life 
cycle and this may occur via several mechanisms. The E1 protein is retained in the cytoplasm of cells 
that are not undergoing S-phase [32,33] and in certain circumstances the E1 protein might even be 
dispensable for maintenance replication [11,12]. The E8^E2 transcriptional repressor tightly regulates 
both transcription and replication and is required to regulate maintenance replication [26,34]. HPVs 
also regulate microRNA 145, which in turn binds to the E1 and E2 genes and down-regulates their 
expression [35]. In BPV1, E2 is a limiting factor in maintenance replication and phosphorylation of 
the E2 protein regulates its stability and modulates genome copy number in dividing cells [36].  

 

Figure 3. Viral Genome Copy Number during the Different Phases of Replication. 

For HPV to persist in dividing cells, not only must the viral genomes be replicated in synchrony 
with host DNA, but nascent genomes must be efficiently partitioned to daughter cells. The 
partitioning model, best defined for BPV1, is that the E2 protein binds to multiple E2 binding motifs 
within the viral URR and tethers the viral genome to host chromatin, thus ensuring it is perpetuated 
within the basal layer of cells [37–39]. While this model likely applies to all PVs, it is probable that 
there are differences in the details [40]. For example, most HPVs do not have the large number of 
E2 binding sites found in BPV1 (and other delta PVs) and all PV E2 proteins do not bind tightly to 
host mitotic chromatin [41]. Nevertheless, the tethering strategy is likely to be universal for all PVs, 
as a similar mechanism is used by other persistent viruses that maintain their genomes as 
extrachromosomal plasmids.  

Attachment of PV genomes to host chromatin is important for more than just partitioning of 
genomes to daughter cells because tethering to active, inactive or even genetically unstable regions of 
host chromatin could have important outcomes for the infection [42–44]. Extensive studies of the E2 
protein have shown its interaction with several well characterized proteins involved in replication, 
transcription, and host cell cycle regulation [45] and reviewed in [46], and several proteins have been 
proposed to be the chromatin target responsible for partitioning the E2-PVgenome complex 
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(reviewed in [46]). One of the best-studied (and most debated) targets is BRD4, a chromatin adaptor 
protein essential for transcriptional initiation and elongation, as well as mitotic bookmarking of host 
chromatin (reviewed in [47,48]). E2 binds to BRD4 and stabilizes its association with host  
chromatin [49–51], and BRD4 is a key regulator of PV transcription [52–56]. However, the role of 
BRD4 in the partitioning of the alpha-PV genomes seems to be more complex since these E2 proteins 
bind with lower affinity to BRD4 (and to host chromatin) [45,52]. Alpha-E2s and BRD4 are not 
observed on host mitotic chromosomes under conditions in which other E2 proteins are readily 
detected; however, the HPV16 E2-BRD4 complex has recently been discovered on chromosomes by 
bimolecular fluorescence complementation [57] or when E2 is expressed as a GFP-fusion protein [58]. 
However, HPV31 genomes that encode an E2 protein defective for BRD4 binding are maintained in 
stable cell lines [59,60], suggesting either that BRD4 is not essential for genome maintenance of all 
HPV strains, or that the interaction of BRD4 and E2 is more complex in the background of a viral 
infection. Accordingly, there is evidence that the latter situation is true, since BRD4 is associated 
with replication foci formed both by E1 and E2 overexpression and in HPV31 genome-containing 
differentiated cells [61–63]. In the latter situation BRD4 surrounds the replication foci in a satellite 
pattern [61], but its exact mechanistic role is not clear. BRD4 could facilitate viral transcription in 
replication factories, could directly function in replication, or might interface with components of the 
DDR. There are hints that BRD4 might function in the DDR; it interacts with the DDR associated 
RFC1 subunit, ATAD5 [53], a minor isoform of BRD4 protects adjacent chromatin from DNA 
damage signaling [64], and we find that BRD4 is associated with aphidicolin inducible fragile sites 
in C-33A cells [43,64]. Thus, BRD4, and possibly other host proteins required for maintenance 
replication, may play complex roles during the transition from maintenance replication to  
vegetative amplification.  

2.5. Differentiation-Dependent Viral DNA Amplification 

The third phase of HPV replication is tightly linked to the differentiation program of the stratified 
epithelium. HPVs must transition out of maintenance phase to induce high level viral DNA synthesis, 
late gene expression, and production and perpetuation of infectious particles. As proliferating cells 
that harbor HPV genomes transition through the differentiation process, the late promoter is 
activated, high levels of the E1 and E2 proteins are expressed and the mode of viral genome 
replication switches to support productive viral genome amplification (Figures 2 and 3 and [65]). 
Using laser microdissection to analyze viral genome copy number of OcPV1 (ROPV; rabbit oral 
papillomavirus) in the stratified layers of oral lesions, Maglennon et al. demonstrate a five log 
amplification of viral DNA in the superficial layers compared to the basal layers [66]. 

The exact mechanism of genome amplification has not been elucidated, but there has long been 
evidence that it might differ from the bidirectional theta mode characteristic of maintenance 
replication [67,68]. A breakthrough in the study of HPV replication was the observation that 
differentiation-dependent genome amplification required the cellular ATM DNA damage response 
and repair (DDR) pathway [69]. This finding opened up the possibility that genomes might be 
amplified in differentiated cells by a recombination-dependent replication mode supported by the 
DDR response. 
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The remainder of this review will focus on recent developments that uncover how HPV contests 
and hijacks the carefully crafted DDR network to recruit, engage, and manipulate the host DDR 
machinery for viral DNA replication at various stages of the life cycle. 

3. Role of the DNA Damage Response (DDR) in HPV Replication 

3.1. DNA Damage Response Overview 

Cellular DNA constantly sustains endogenous and exogenous insults that result in mutations, 
crosslinks and single and double stranded breaks [70]. However, cells have evolved an elaborate 
pathway to correct these lesions known as the DNA damage and repair response (DDR) (Figure 4 
and reviewed in [71]). The DDR consists of sensors, such as the MRE11-Rad50-Nbs1 complex 
(MRN) or replication protein A (RPA), that detect a wide range of DNA lesions and recruit the Ataxia 
telangiectasia mutated (ATM) and Ataxia telangiectasia and Rad3 related (ATR) transducer kinases 
to the site of damage. With the help of mediator proteins, these transducer kinases induce a signaling 
cascade through the effector kinases Chk1 and Chk2, activating cell cycle checkpoints to prevent cell 
cycle progression and ultimately recruiting the DNA repair machinery to the damaged DNA. Once 
the damage is repaired, the checkpoints are mitigated and cells return to their normal state. However, 
extensive DNA damage may warrant the initiation of cellular death pathways (Figure 4).  

Some of the most severe types of damage are dsDNA breaks that result from ionizing radiation, 
replication stress, reactive metabolic intermediates, or exogenous chemicals and result in activation 
of the ATM pathway. dsDNA breaks are bound by the MRN complex that both bridges the gap and 
activates the ATM signaling cascade. This results in activation of a Chk2 dependent cell cycle 
checkpoint. dsDNA breaks can be repaired either through the low fidelity, non-homologous end 
joining (NHEJ) pathway or the high fidelity, homologous recombination (HR) pathway. In HR, a 
section of DNA adjacent to the 5  end of the break is resectioned by an exonuclease complex recruited 
by the MRN complex. This ssDNA becomes coated with Rad51 and invades the undamaged sister 
chromatid, which is used to provide a template for DNA synthesis to faithfully restore the sequence 
on the damaged strand. Since a homologous DNA sequence is required for proper repair, HR is 
restricted to S and G2 phases of the cell cycle, when a homologous sister chromatid is present to 
provide a template.  

ATR is activated in response to the presence of persistent ssDNA that results from replication 
stress. RPA (replication protein A) binds this ssDNA and recruits ATRIP (ATR interacting partner) 
and ATR. The ring-shaped 9-1-1 complex (consisting of Rad9, Hus1, Rad1) is loaded onto collapsed 
replication forks and recruits TopBP1 (Topoisomerase II-binding protein 1), a multifaceted factor 
essential for maintaining genomic stability and facilitating DNA replication by recruiting replication 
factors to replication forks. 9-1-1 further enlists claspin, which recruits the kinase, Chk1. ATR-dependent 
phosphorylation of Chk1 activates a cell cycle checkpoint and facilitates stabilization of replication 
forks. The DDR pathway not only functions to accurately repair DNA, but must also regulate the cell 
cycle, pausing it to allow repair to be completed. The DDR activates specific downstream cell cycle 
checkpoints during each phase of the cell cycle to maintain DNA integrity. For example, a DDR 
mediated increase in stability of p53 can lead to increased expression of CDK inhibitor p21, which 
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arrests cells in G1. Likewise, Chk1 and Chk2 phosphorylation inhibits Cdc25 family members, which 
are important for progression at several stages of the cell cycle (reviewed in [72]).  

 

Figure 4. Diagram of the DNA Damage and Repair Response Pathway. DNA breaks or 
collapsed replication forks are detected by sensors that mark the site of damage. Three 
kinase signaling cascades (ATM, ATR, and DNA-PK) regulate and transduce the response 
to damage. With the help of mediator proteins, transducer and effector proteins transmit 
and greatly amplify the signal throughout the cell, resulting in a huge influx of factors to 
repair damage and remodel chromatin. Two major repair pathways, HR and NHEJ, are 
regulated by the ATM/ATR and DNA-PK pathways, respectively. The nucleus on the 
left contains an HPV replication focus that mimics a DDR focus. Adapted from [71]. 

The unusual structure of viral DNA (e.g., extrachromosomal linear or small circular molecules), 
unscheduled viral DNA synthesis, viral protein expression or aberrant cellular proliferation can 
induce a DDR in infected cells. While this can be detrimental to infection, many viruses disable 
certain components of the DDR and take advantage of others to synthesize and process viral DNA 
in productive infection [73,74]. Viral DNA synthesis can also result in additional unique structures 
that require processing. For example, studies in SV40 show that ATM and ATR are required for 
quality control of viral replication products and for maintenance of the replication foci; ATM signaling 
reduces unidirectional replication and ATR signaling prevents DNA breakage at the converging forks 
that result from bidirectional replication [75]. ATM also ensures that HR factors, and not NHEJ 
factors, are recruited to SV40 replication centers [76]. The use of repair pathways to synthesize viral 
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DNA also enables replication in cells that are outwith S-phase. Not only does this reduce competition 
from host cell synthesis, but in the case of HPVs, the use of repair pathways to synthesize DNA 
allows replication in differentiated cells. A landmark study in the HPV field demonstrated that the 
ATM arm of the DDR response was required for amplification of HPV31 genomes in differentiated 
cells [69]. Subsequent studies have shown that several viral proteins, including E1 and E7, are 
involved in the recruitment of DSB repair factors to HPV replication factories [61,77–80]. HPV 
replication foci also recruit factors from both the ATM and ATR pathways, such as TopBP1, Rad51, 
pNBS1, MRN, RPA, BRCA1, and 53BP1 [61,63,69,77–81].  

In the context of the life cycle, E6 and E7 play important roles in both promoting DDR pathways 
as well as inhibiting the downstream consequences. In general, E7 promotes the DDR to provide an 
environment conducive for viral replication while E6 mitigates the downstream effects of the DDR 
cascade to allow cells to tolerate chronic DDR activation, growth arrest and/or apoptosis. Thus, HPVs 
have usurped DNA damage sensing and repair strategies to promote viral DNA replication. The 
sections below will review current knowledge of the role of the DDR in the different phases of HPV 
DNA replication. 

3.2. HPV Replication Foci Formation 

High level amplification of viral DNA occurs as infected cells differentiate and progress toward 
the epithelial surface. Most viruses replicate their genomes in defined cellular regions that are 
designated replication foci, compartments, or factories. These regions serve to nucleate and 
concentrate the components required for viral DNA synthesis and other processes to specific regions 
of the cell, presumably to facilitate viral replication. Nuclear replication foci can be detected in 
differentiated cells that contain replicating HPV [61,69,82]. 

Studies from our lab as well as others have shown that HPV viral DNA replication occurs in 
nuclear foci and is dependent on the E1 and E2 proteins. Expression of the E1 and E2 replication 
proteins (along with an origin containing replicon) is sufficient for the formation of replication foci 
that recruit components of the DDR [77,78,80,83]. The E1 protein induces the DDR and this is 
concentrated into nuclear foci by the E2 protein [77,78]. Viral DNA is amplified to high levels in 
these foci and this does not require keratinocyte differentiation, most likely because E1 and E2 are 
provided from heterologous promoters. Remarkably, viral replication factories mimic cellular DNA 
damage foci, whereby a single DNA lesion results in a huge influx of factors to repair damage  
(Figure 4). Thus, by inducing and usurping the DDR pathways, HPVs can take advantage of major 
cellular pathways and resources  

3.3. The Role of the DNA Damage Response during Initial Amplification of HPV 

Difficulties in obtaining large numbers of virions have greatly hampered the study of the early 
events of HPV infection. Viral DNA (cleaved from plasmids propagated in bacteria and 
recircularized) can be transfected into keratinocytes or other cells as a surrogate for early infection. 
Such studies may not completely mimic delivery of a viral genome in a virion particle, but they can 
provide some insight into the early events required for infection. On the other hand, replication 
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obtained with viral genomes deficient in E8^E2 repressor expression, or when viral genomes are  
co-transfected with E1 and E2 expression vectors, most likely represent the runaway replication 
observed in vegetative amplification. 

It has been shown that PVs enter the nucleus and initiate their replication and transcription 
program adjacent to ND10 bodies, like many other viruses [20]. ND10 bodies are important for  
anti-viral defense and one of the components, Sp100, represses transcription and replication of 
incoming virions [84]. ND10 bodies are associated with regions of DNA damage in uninfected cells 
and may provide a link between early events in HPV entry and the initial rounds of unscheduled viral 
DNA synthesis required to initiate infection [85]. As HPV enters the cell it is likely that this 
unscheduled viral DNA synthesis will activate or use components of the DDR for limited 
amplification of the viral genome. A recent study from our laboratory demonstrated that the HPV E2 
proteins bind to host chromatin in complex with BRD4 at regions of the genome undergoing 
replication stress [43], and we proposed that these interactions are important for both genome tethering 
during maintenance replication as well as nucleation of replication foci in vegetative amplification. 
We predict that the interaction of viral genomes with host chromatin becomes established at very 
early stages of infection and involves the DNA damage response. 

Although it has been shown in some studies that transient replication of HPV16 is not inhibited 
by DNA damage signaling or by p53 induction [86,87], it is likely that these responses have to be 
tempered for the infected cell to transition into the maintenance phase. A quantitative colony-forming 
assay is a useful measure of genome establishment [84,88], but it indicates that this is a rare event. 
This is very similar to findings that establishment of Epstein-Barr virus derived replicons is 
infrequent [89]. Thus, the virus must evade intrinsic immune responses, modulate DDR responses, 
and tether to beneficial regions of host chromatin to ensure a long-term, persistent infection. 

3.4. The Role of the DNA Damage Response during Maintenance Replication.  

During the maintenance phase of replication, HPV genomes are replicated in S-phase in 
synchrony with host DNA replication. Cells containing HPV genomes have increased markers of 
ATM and ATR signaling, but pharmacological inhibition of the ATM pathway does not affect genome 
maintenance [69]. However, it has been reported that siRNA-mediated reduction of ATM, ATR or 
several other proteins in the DDR pathway, as well as Chk1 inhibition results in 40%–50% reduction 
in HPV16 copy number in W12 cells [90,91].  

Many DNA tumor viruses inactivate pRB and p21 and derepress expression of the E2F 
transcription factor family and for HMCV this is important for ATM-driven viral replication [92]. 
Furthermore, deregulation of E2F1 by E7 induces the expression of Chk2 [93], implying that this 
function of E7 could promote HPV replication. E7 deregulation of E2F, and subsequent nucleotide 
deficiency, further promotes replication stress and genomic instability [94]. In addition, E7 can 
promote mitotic entry in the presence of a DDR response by accelerating the degradation of the Chk1 
binding protein, claspin [95]. Therefore, HPVs integrate DNA damage signaling with anti-apoptotic 
and proliferative functions to create a unique cellular environment that supports viral replication.  

Activation of ATM and ATR signaling results in activation of p53 with a concomitant growth 
arrest that would be detrimental for viral replication in dividing cells. However, several studies have 
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shown that the ability of E6 to degrade and/or inactivate p53 is crucial for long-term genome 
maintenance [14,96,97]. Furthermore, inactivation of p53 or expression of a dominant negative p53 
protein can complement genomes defective for E6 expression [87,98].  

3.5. The Role of the DNA Damage Response during Vegetative Amplification of Viral Genomes 

Most of what we know about the role of the DDR in HPV biology has been elucidated from studies 
of late viral DNA replication. The E1 and E2 replication proteins are induced to high levels by a 
differentiation-dependent induction of the late promoter [99] and this coincides with activation of a  
DDR [69]. Many studies have also shown that E1 can specifically upregulate and contribute to the 
activation of the DDR in non-differentiated cells, and when coexpressed with E2, many DDR factors 
such as pATM, pATR, H2AX, pChk2, pChk1, BRCA1, RAD51, TopBP1 and pNBS1 colocalize 
within nuclear foci that replicate viral DNA to high levels [63,77,78,80]. 

In the more natural condition of a stratified epithelium, E7 plays an important role in inducing  
the ATM arm of the DDR in differentiated cells [16] and ATM signaling is required for genome 
amplification [69]. E7 specifically interacts with NBS1 (which is also required for viral replication), 
and this association can be separated from activation of the ATM pathway [100]. Further, studies 
using inhibitors of signal transducer and transactivator 5 (STAT5), a member of the JAK-STAT 
pathway and an important regulator of the immune response, displayed that STAT5 positively 
regulates vegetative amplification of HPV31 via potentiation of the ATM pathway through activation 
of Chk2 [101]. STAT5 activity was dependent on E7 expression, further demonstrating the role of 
E7 during vegetative amplification. Although the extent of the landscape of E7-driven regulation of 
cellular protein expression and signaling pathways is not fully understood, E7-mediated upregulation 
and accumulation of MRN and HR factors as well as stimulation of ATM through the activity of 
STAT5 is required to properly engage the DDR machinery to facilitate differentiation-dependent 
genome amplification, bridging the nexus of innate immunity and DNA repair. 

The dysregulation of p53 via E6 during vegetative amplification is also necessary to provide an 
environment conducive for viral DNA amplification. Viruses that are unable to degrade or inactivate 
p53 are unable to amplify viral DNA in a stratified epithelium [102]. Separate from its role in 
checkpoint control, p53 can directly inhibit amplification replication in several PVs [103–105], 
perhaps by directly binding to the E2 protein [106]. Therefore, like other viruses, HPVs take 
advantage of some aspects of the DDR, but inactivate others. 

The presence of several HR factors within HPV replication foci indicates that the transition from 
maintenance to amplification might also involve a switch to a distinct replication mechanism, such 
as recombination-dependent replication [67,68,82,107,108]. This has several advantages such as 
enabling replication in the G2 phase of the cell cycle, as well as generating large amounts of viral 
DNA without the need for replication initiator proteins to reinitiate DNA synthesis [109].  

3.6. The Role of the DNA Damage Response in HPV Integration and Carcinogenesis 

As described above, E7 and E6 have important roles in promoting the DDR to support viral  
DNA replication and render cells resistant to the consequences of checkpoint activation. However, 
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this inadvertently leaves cells highly susceptible to mutation and genetic instability. This has been 
well studied for the oncogenic alpha-HPVs, but there is also evidence that the cutaneous beta-HPVs 
might manipulate the host DDR pathways to promote viral replication. Indeed, expression of  
beta-HPV E6 interferes with DDR signaling at many levels, rendering cellular genomes vulnerable 
to UV damage and carcinogenic genetic instability [110–116]. 

In many HPV associated cancers, the viral genome has become integrated into the host  
genome [117] often in regions of genetic instability called common fragile sites [118,119]. Could 
this be related to the reliance of the virus on the DDR for replication? We have shown recently that 
HPV E2 proteins associate with genetically unstable regions of the host chromosomes and also that 
late replication foci form adjacent to these sites [43]. It could be beneficial to the virus to associate 
with regions of host chromatin that are highly susceptible to replication stress and prone to late 
replication. However, the close association of viral and host replication (especially regions 
undergoing recombination-directed repair) could inadvertently lead to integration of the viral 
genome. Notably, common fragile sites and extrachromosomal HPV genomes have similar 
susceptibilities to ATR inhibitors, and to the replication inhibitor aphidicolin [90]. Recent studies 
have shown that HPV integration sites are highly unstable and involve many rearrangements and 
duplications of virus and host sequences [120]. It is generally thought that the E1 and E2 replication 
proteins are not expressed from integrated genomes but expression of these proteins from  
co-replicating, extrachromosomal HPV genomes induces recruitment of DDR proteins to the 
integration loci, resulting in onion skin replication and promoting genetic instability [121,122]. In 
the absence of the viral replication proteins, genetic instability can be further increased by 
homologous recombination-related looping mechanisms [120]. Any modification that results in 
increased expression of the E6 and E7 oncoproteins will further stimulate genetic instability and  
promote carcinogenesis. 

4. Conclusions 

DDR signaling upon infection is a common strategy utilized by many DNA viruses to recruit 
factors necessary for replication [74], and, as described here, activation of the DDR plays an 
important role in the HPV life cycle. As a small virus with limited coding capacity and few replication 
proteins, HPV needs to utilize the host DNA synthesis machinery to amplify itself. However, it must 
also reprogram and coordinate multiple cellular signaling pathways to establish an environment 
conducive to viral replication. Manipulation of the DDR provides a means to efficientlymodulate cell 
cycle checkpoints as well as recruit and usurp replication factors, especially in differentiated cells. 
The rapid expansion of the genome copy number during the amplification phase of the viral life cycle 
requires a replication mechanism with high fidelity and there is evidence that homologous 
recombination repair pathways may provide a means to both initiate replication and resolve DNA 
intermediates that occur during this phase of rapid DNA synthesis. Ongoing research in many 
laboratories should provide further mechanistic insight into the pathways and events that result in 
successful HPV propagation. 
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Activation of DNA Damage Response Pathways during Lytic
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Robert Hollingworth, George L. Skalka, Grant S. Stewart, Andrew D. Hislop,
David J. Blackbourn and Roger J. Grand

Abstract: Kaposi’s sarcoma-associated herpesvirus (KSHV) is the causative agent of several human

malignancies. Human tumour viruses such as KSHV are known to interact with the DNA damage

response (DDR), the molecular pathways that recognise and repair lesions in cellular DNA. Here it

is demonstrated that lytic reactivation of KSHV leads to activation of the ATM and DNA-PK DDR

kinases resulting in phosphorylation of multiple downstream substrates. Inhibition of ATM results in

the reduction of overall levels of viral replication while inhibition of DNA-PK increases activation of

ATM and leads to earlier viral release. There is no activation of the ATR-CHK1 pathway following

lytic replication and CHK1 phosphorylation is inhibited at later times during the lytic cycle. Despite

evidence of double-strand breaks and phosphorylation of H2AX, 53BP1 foci are not consistently

observed in cells containing lytic virus although RPA32 and MRE11 localise to sites of viral DNA

synthesis. Activation of the DDR following KSHV lytic reactivation does not result in a G1 cell

cycle block and cells are able to proceed to S-phase during the lytic cycle. KSHV appears then to

selectively activate DDR pathways, modulate cell cycle progression and recruit DDR proteins to sites

of viral replication during the lytic cycle.

Reprinted from Viruses. Cite as: Hollingworth, R.; Skalka, G.L.; Stewart, G.S.; Hislop, A.D.;

Blackbourn, D.J.; Grand, R.J. Activation of DNA Damage Response Pathways during Lytic

Replication of KSHV. Viruses 2015, 7, 2908–2927.

1. Introduction

Kaposi’s sarcoma-associated herpesvirus (KSHV) is a γ-2 herpesvirus identified as the etiological

agent of several human malignancies. Transformation of endothelial cells by KSHV is associated

with the development of Kaposi’s sarcoma (KS) [1], while infection of B cells can lead to

the lymphoproliferative diseases primary effusion lymphoma (PEL) and multicentric Castleman’s

disease (MCD) [2,3].

Like all herpesviruses, KSHV has a double-stranded DNA genome and a biphasic lifecycle that

consists of latent and lytic stages. During latent infection, the virus persists as an extrachromosomal

episome that is replicated by host replication machinery. Latency is characterised by expression of

a limited subset of viral genes required for episomal maintenance and immune evasion that include

the latency-associated nuclear antigen (LANA). In order to propagate, the virus must switch to the

lytic phase, during which the majority of viral genes are expressed, viral DNA is amplified and

infectious virus is released following lysis of the host cell. The viral replication and transcription

activator (RTA), encoded by open reading frame 50 (ORF50), is a lytic switch protein as expression

is necessary and sufficient for initiation of the full lytic replication programme [4]. Lytic viral genes

are expressed in an ordered cascade and the lytic cycle can be divided into several stages that include
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immediate-early gene expression, delayed-early gene expression, viral DNA amplification, late gene

expression and finally, assembly and release of infectious virions [5]. Significantly, lytic replication

has been shown to play a major role in the progression of KSHV-related malignancies [6,7].

The DNA damage response (DDR) has evolved to respond to the multitude of lesions

inflicted on cellular DNA by both endogenous biological processes and exogenous agents. Three

phosphoinositide-3-kinase-related kinases (PIKKs), ataxia telangiectasia mutated (ATM), ATM- and

Rad3-related (ATR) and DNA-dependent protein kinase (DNA-PK), can orchestrate activation of

the DDR via phosphorylation of multiple target proteins involved in cell cycle regulation, apoptosis

and DNA repair. ATM and DNA-PK are primarily activated following formation of double-strand

breaks (DSBs) in DNA. DSBs are recognised and bound by the MRE11-RAD50-NBS1 (MRN)

complex that facilitates ATM recruitment and activation. ATM subsequently activates effector

molecules that include H2AX, CHK2, KAP1, SMC1 and NBS1 that mediate cell cycle arrest and

DNA repair. DNA-PK is a core component of the non-homologous end-joining (NHEJ) pathway

that acts throughout the cell cycle to repair DSBs [8]. DNA-PK is activated after the Ku70/Ku80

heterodimer binds DNA ends and recruits the DNA-PK catalytic subunit (DNA-PKcs) to form

the DNA-PK holoenzyme that is critical for completion of NHEJ [9]. In conjunction with ATR,

DNA-PK also plays a role in maintaining genome stability following replication stress [10]. ATR

is activated by a number of different lesions that result in persistent single-stranded DNA (ssDNA)

that is first coated by replication protein A (RPA) before recruitment of ATR via its binding partner,

ATR-interacting protein (ATRIP) [11]. The recruitment of DNA topoisomerase 2-binding protein 1

(TOPBP1) contributes to activation of ATR which subsequently orchestrates activation of cell cycle

checkpoints via phosphorylation of CHK1 [12,13].

Several species of herpesvirus are known to interact with the DDR during their lifecycles. These

interactions can involve the selective activation and deactivation of DDR pathways and the use of

specific DDR proteins in the replication of viral genomes. Since the DDR has evolved to protect the

genome from the accumulation of harmful mutations, the modulation of these pathways by human

tumour viruses may contribute to the malignant transformation of host cells. KSHV has previously

been shown to activate the DDR during de novo infection of primary endothelial cells and this plays

a role in establishing latency [14]. More recently, it has been demonstrated that lytic replication of

KSHV in B cells results in increased phosphorylation of H2AX, a sensitive marker for the presence

of DNA damage [15,16]. It has also been demonstrated that expression of immediate-early lytic

protein ORF57 alone can cause DNA damage through sequestration of the hTREX complex leading

to R-loop formation and ultimately DSBs [16]. Here a more detailed assessment of DDR pathways

activated during lytic replication of KSHV is presented and the effect of inhibition of the major DDR

kinases on replication of viral DNA is examined. In addition, changes in the localisation of several

DDR proteins in cells containing lytic virus is assessed.
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2. Materials and Methods

2.1. Cell Culture

TRE-BCBL-1-RTA cells (generously provided by Jae Jung, USC, Los Angeles, CA, USA) and

BCBL-1 cells were cultured in RPMI (Sigma, St. Louis, MO, USA) supplemented with 10% fetal

bovine serum (FBS) (Sigma) and 1% penicillin-streptomycin (Gibco, Grand Island, NY, USA).

TRE-BCBL-1-RTA cells were also cultured in the presence of 100 μg/mL of Hygromycin B (Roche,

Burgess Hill, UK). The endothelial cell line, EA.hy926 (purchased from ATCC, Manassas, VA,

USA), was grown in DMEM (Sigma) supplemented with 10% FBS and 1% penicillin-streptomycin.

EA.hy926-RTA cells, transduced with an Inducer 20 lentivirus [17] which expresses RTA under the

control of the tetracycline promoter, were cultured in the presence of 250 μg/mL of G418 (Sigma).

rKSHV-EA.hy926-RTA cells, which contain the RTA expression construct and are also infected with

recombinant rKSHV.219 virus [18], were cultured in the presence of 250 μg/mL of G418 and 1

μg/mL Puromycin (Sigma).

2.2. Induction of Lytic Reactivation in KSHV-Infected Cell Lines

To assess DDR activation in response to KSHV lytic reactivation, TRE-BCBL-1-RTA cells

and rKSHV-EA.hy926-RTA cells, as well as corresponding controls, were treated with 0.5 μg/mL

doxycycline (Sigma) and subsequently harvested at the indicated times for western blot analysis.

To generate positive controls for DDR activation, TRE-BCBL-1-RTA cells were either exposed to

6 Gy ionising radiation (IR) and harvested after 1 h or exposed to 20 Jm−2 ultraviolet light (UV)

and harvested after 6 h. To inhibit viral DNA synthesis, TRE-BCBL-1-RTA cells were first treated

with 100 μM ganciclovir (Cayman Chemical, Ann Arbor, MI, USA) for 2 h prior to the addition of

0.5 μg/mL doxycycline.

2.3. Inhibition of DDR Kinases during Lytic Replication

The ATR inhibitor VE-821, ATM inhibitor KU55933 and DNA-PK inhibitor NU7441 were

purchased from Tocris Bioscience (Bristol, UK). TRE-BCBL-1-RTA cells were treated with

specified concentrations of kinase inhibitors, or equivalent DMSO control, 1 h prior to the

addition of 0.5 μg/mL doxycycline. Cells were harvested after 24 and 48 h for western blot or

immunofluorescence microscopy analysis while supernatants were collected and stored at 4 ◦C for

assessment of infectious virus production.

2.4. Infection of EA.hy926 Cells with TRE-BCBL-1-RTA-Derived KSHV Virus

Supernatants collected from TRE-BCBL-1-RTA cells were added to EA.hy926 cells cultured in

6-well plates or on coverslips in 24-well plates. Cells were centrifuged (330× g, 20 min, ambient

temperature) and following 4 h incubation at 37 ◦C, medium containing virus was removed and

replaced with supplemented DMEM medium. After 48 h, cells were harvested for western blot

analysis or fixed for immunofluorescence microscopy analysis of LANA expression.
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2.5. Cell Cycle Analysis

Propidium iodide (PI) staining was used to determine cell cycle distribution in

TRE-BCBL-1-RTA cells. Cells were treated with 100 μM ganciclovir for 1 h followed by DDR

kinase inhibitors or DMSO for 1 h prior to addition of 0.5 μg/mL doxycycline. TRE-BCBL-1-RTA

cells treated with ganciclovir and DMSO but not doxycycline were used as un-reactivated controls.

At each time point specified, cells were washed in phosphate buffered saline (PBS) and fixed in cold

70% ethanol before storage at −20 ◦C. Following two PBS washes, cells were treated with PBS

containing RNase A (20 μg/mL) (Sigma) and PI (10 μg/mL) (Sigma) before being analysed using

an Accuri C6 flow cytometer (BD, Oxford, UK).

2.6. Immunofluorescence Microscopy (IF)

Following treatment with 0.5 μg/mL doxycycline for 24 h, TRE-BCBL-1-RTA cells were washed

in PBS and allowed to adhere on poly-L-lysine coated glass slides (Sigma). EA.hy926-RTA cells,

cultured on coverslips, were infected with KSHV derived from TRE-BCBL-1-RTA cells as described

above. After 48 h, EA.hy926-RTA cells were treated with 0.5 μg/mL doxycycline for 24 h. Both cell

lines were fixed with 4% paraformaldehyde and permeabilised with 0.5% Triton X-100. Cells were

then blocked in 10% heat-inactivated goat serum (HINGS) before addition of primary antibodies

diluted in 10% HINGS for 1 h. Cells were washed 3 times in PBS before addition of appropriate

secondary antibodies diluted in 10% HINGS for 1 h. Following three PBS washes, cells were

stained with DAPI nucleic acid stain (Life Technologies, Grand Island, NY, USA) and cover slides

were applied using ProLong Gold antifade reagent (Life Technologies). Images were taken on a

Leica DM6000B epifluorescence microscope with Leica Application Suite Advanced Fluorescence

software (LAS AF) (Leica, Milton Keynes, UK).

For BrdU staining, TRE-BCBL-1-RTA cells were treated with 10 μl BrdU (Sigma) for 1 h prior

to adherence on poly-L-lysine coated glass slides. Cells were then fixed in 70% ethanol for 30 min

followed by treatment with 0.07 M NaOH for 2 min prior to addition of FITC-conjugated BrdU

antibody for 30 min. Visualisation of viral proteins was then carried out as above.

The following primary antibodies were used for immunofluorescence microscopy: anti-γH2AX

(S139) (05-636, Merck Millipore, Billerica, MA, USA), anti-RPA32 (NA19L, Calbiochem,

Billerica, MA, USA), anti-MRE11 (GTX70212, Genetex, Irvine, USA), anti-53BP1 (ab36823,

Abcam, Cambridge, UK), anti-K8α (SAB5300152, Sigma), anti-ORF6 (Provided by Gary Hayward)

anti-ORF59 (in house), anti-LANA (NCL-HHV8-LNA, Novacastra, Newcastle, UK), anti-BrdU

(347583, BD).

2.7. Western Blot Analysis

Lysates were prepared by re-suspending cell pellets in 8 M urea, 50 mM Tris HCl (pH 7.4) buffer

containing 1% β-mercaptoethanol. Samples were then sonicated, centrifuged (16,300× g, 20 min,

4 ◦C) and stored at −80 ◦C. Protein determination was carried using Bradford reagent (Bio-Rad,
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Hercules, CA, USA) and protein standards of known concentration. Lysates were then subjected to

Sodium Dodecyl Sulphate-Polyacrylamide Gel Electrophoresis (SDS-PAGE).

The following primary antibodies were used for Western blotting: anti-DNA-PKcs (04-1024,

Merck Millipore), anti-phospho-DNA-PKcs (S2056) (ab124918, Abcam), anti-ATM (2873, Cell

Signaling, Danvers, MA, USA), anti-phospho-ATM (S1981) (AF1655, R&D Systems, Minneapolis,

MN, USA), anti-SMC1 (A300-055A, Bethyl, Montgomery, AL, USA) anti-phospho-SMC1

(S966) (A300-050A, Bethyl), anti-KAP1 (A300-274A, Bethyl), anti-phospho-KAP1 (S824)

(A300-767A, Bethyl), anti-NBS1 (ab23996, Abcam), anti-phospho-NBS1 (S343) (ab47272,

Abcam), anti-CHK1 (sc-8408, Santa Cruz, Dallas, TX, USA), anti-phospho-CHK1 (S345) (2341,

Cell Signaling), anti-phospho-CHK1 (S317) (2344, Cell signaling), anti-CHK2 (2662, Cell

Signaling), anti-phospho-CHK2 (T68) (2661, Cell Signaling), anti-RPA32 (NA19L, Calbiochem),

anti-phospho-RPA32 (S4/S8) (A300-245A, Bethyl), anti-phospho-RPA32 (S33) (ab87278, Abcam),

anti-H2AX (7631, Cell Signaling), anti-γH2AX (S139) (05-636, Merck Millipore), anti-β-Actin

(A2228, Sigma), anti-LANA (NCL-HHV8-LNA, Novacastra), anti-RTA (in house), anti-ORF57

(AP15004a, Abgent, San Diego, CA, USA), anti-K8.1A (in house).

The following HRP conjugated secondary antibodies were also used: Polyclonal Goat

Anti-Mouse (Dako Laboratories, Glostrup, Denmark), polyclonal Swine Anti-Rabbit (Dako

Laboratories) and polyclonal Rabbit Anti-Goat (Dako Laboratories). Proteins were visualised using

a Fusion SL chemiluminescence imaging system (Vilber Lourmat, Marne-la-Vallée, France).

3. Results

3.1. Lytic Reactivation of KSHV in B Cells Activates DDR Pathways

Analysis of DDR pathway activation during KSHV lytic replication was initially performed

on a derivative of the BCBL-1 PEL line that is latently infected with KSHV. These cells, called

TRE-BCBL-1-RTA, have been modified to include the ORF50/RTA gene under the control of a

tetracycline promoter [19]. Addition of doxycycline to TRE-BCBL-1-RTA cells reactivates KSHV

into the lytic cycle resulting in expression of immediate-early lytic proteins such as ORF57 followed

by late proteins such as envelope glycoprotein K8.1A and eventually release of infectious virions

(Figure 1A). Using this cell line and control BCBL-1 cells lacking the RTA-expression construct,

levels of phosphorylated DDR proteins were assessed by western blotting at 5 time points following

addition of doxycycline. TRE-BCBL1-RTA cells exposed to either IR or UV were used as positive

controls for DDR activation. Addition of doxycycline to control BCBL-1 cells did not result

in phosphorylation of any of the DDR proteins examined. While addition of doxycycline to

TRE-BCBL-1-RTA cells resulted in minimal phosphorylation of SMC1 and CHK1 compared with

IR and UV treated controls, after 12 h there was a notable increase in levels of phosphorylated ATM,

DNA-PKcs, CHK2, KAP1, NBS1, RPA32 and H2AX indicating widespread activation of the DDR

during the KSHV lytic cycle (Figure 1B).
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Figure 1. Activation of the DDR during lytic replication of KSHV in TRE-BCBL-1-RTA

cells. (A) Expression of immediate-early lytic proteins RTA and ORF57 and late

lytic glycoprotein K8.1A in TRE-BCBL-1-RTA cells following addition of 0.5 μg/mL

doxycycline; (B) Phosphorylation of DDR proteins in TRE-BCBL-1-RTA cells following

addition of 0.5 μg/mL doxycycline. TRE-BCBL-1-RTA cells treated with ionising

radiation (IR) and ultraviolet light (UV) represent positive controls for DDR activation.

3.2. Amplification of Viral DNA and Late Viral Gene Expression Is Not Required for DDR Activation

To determine whether amplification of viral DNA or late viral gene expression is required for

DDR activation in TRE-BCBL-1-RTA cells, the antiviral compound ganciclovir was employed.

Ganciclovir inhibits viral DNA synthesis without affecting the expression of early lytic proteins

or replication of host DNA [20]. TRE-BCBL-1-RTA cells were treated with and without 100 μM

ganciclovir prior to the addition of doxycycline. Cells were also treated with ganciclovir alone

to ensure that this compound in isolation did not activate the DDR. To ensure that ganciclovir

was efficiently inhibiting production of infectious virus, TRE-BCBL-1-RTA supernatants from each

condition were collected after 48 h and used to infect EA.hy926 cells. Expression of LANA was

assessed by immunofluorescence microscopy as a marker of KSHV infection. Minimal LANA

expression was observed in EA.hy926 cells infected with supernatants from TRE-BCBL-1-RTA
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cells treated with doxycycline and ganciclovir or ganciclovir alone (Figure 2A). Western blots

confirmed that the cells treated with ganciclovir and doxycycline expressed the immediate-early

lytic proteins RTA and ORF57 but not the late envelope glycoprotein K8.1A (Figure 2B). Levels

of phosphorylated H2AX and RPA32 were unchanged in the doxycycline-treated cells despite the

presence of ganciclovir suggesting that DDR activation is mediated by early viral gene expression

and does not require amplification of viral DNA or expression of late lytic proteins.

Figure 2. DDR activation following inhibition of viral DNA synthesis and late viral

gene expression. (A) Immunofluorescence microscopy analysis of LANA expression in

EA.hy926 cells following infection with supernatants obtained from TRE-BCBL-1-RTA

cells collected 48 h after treatment with 100 μM ganciclovir alone, 0.5 μg/mL

doxycycline alone or both compounds in combination; (B) Phosphorylation of RPA32

and H2AX in TRE-BCBL-1-RTA cells treated with 100 μM ganciclovir alone, 0.5 μg/mL

doxycycline alone or both compounds in combination.

3.3. Inhibition of DDR Kinases Results in Alterations in Production of Infectious Virus

To determine what effect inhibition of DDR kinases has on production of infectious virus,

TRE-BCBL-1-RTA cells were treated with two concentrations of ATR, ATM and DNA-PK inhibitors

or an equivalent concentration of DMSO 1 h prior to the addition of 0.5 μg/mL doxycycline. After

24 and 48 h, expression of late lytic glycoprotein K8.1A was initially assessed as an indicator of

completed viral replication (Figure 3A). At 24 h, expression of K8.1A was relatively low compared

to 48 h but was clearly elevated following inhibition of DNA-PK. After 48 h, expression was similar

between the DMSO-treated and DNA-PK inhibitor-treated cells but clearly reduced in the cells

treated with the higher concentrations of ATR and ATM inhibitors.
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Figure 3. Effect of DDR inhibition on production of infectious virus. (A) Expression of

late lytic glycoprotein K8.1A in TRE-BCBL-1-RTA cells 24 and 48 h following treatment

with DDR kinase inhibitors and doxycycline; (B) Expression of LANA in EA.hy926

cells following infection with supernatants collected from TRE-BCBL-1-RTA cells

24 and 48 h after treatment with DDR kinase inhibitors and doxycycline;

(C) Immunofluorescence microscopy analysis of the percentage of EA.hy926

cells expressing LANA following infection with supernatants collected from

TRE-BCBL-1-RTA cells 24 and 48 h after treatment with DDR kinase inhibitors and

doxycycline. Each column represents the mean of three independent experiments

while the error bars represent the standard error of the mean (SEM). A minimum of

500 cells were analysed for each repetition. * p < 0.05; ** p < 0.01; *** p <0.001

(statistical analyses were performed using a two-tailed and unpaired Student’s t-test);

(D) Percentage of TRE-BCBL-1-RTA cells expressing early lytic protein ORF59 24 h

following treatment with DDR kinase inhibitors and doxycycline. Each column

represents the mean of three independent experiments while the error bars represent the

standard error of the mean (SEM). A minimum of 500 cells were analysed for each

repetition; (E) Levels of phosphorylated DDR proteins in TRE-BCBL-1-RTA cells 24 h

following treatment with DDR kinase inhibitors and doxycycline.
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To ensure that levels of K8.1A expression were representative of the amount of infectious

virus produced from TRE-BCBL1-RTA cells, the medium supernatants were collected from the

cells after 24 and 48 h and used to infect the EA.hy926 endothelial cell line. After 48 h, western

blotting was used to assess expression of LANA as a marker of KSHV infection (Figure 3B).

The expression levels of LANA in the EA.hy926 cells correlated well with the levels of K8.1A

expression in TRE-BCBL-1-RTA cells at both 24 and 48 h. To quantify further the level of virus

contained in the supernatants, the proportion of EA.hy926 cells expressing LANA was calculated

using immunofluorescence microscopy (Figure 3C). In the EA.hy926 cells treated with the 24 h

supernatants there was a significant increase in the proportion of cells expressing LANA following

infection with the 5 μM DNA-PKi supernatants and a significant decrease following infection with

the 5 μM ATRi supernatants. In the EA.hy926 cells treated with the 48 h supernatants there was a

significant decrease in the proportion of cells expressing LANA following infection with the 5 μM

ATRi and 10 μM ATMi supernatants.

Since not all TRE-BCBL-1-RTA cells contain lytically replicating virus following treatment with

doxycycline, it is possible that the differences observed in infectious virus production are due to

changes in the percentages of cells containing lytic virus rather than changes in the amount of

virus produced from individual cells. To quantify the percentage of cells containing lytic virus

following treatment with DDR inhibitors and doxycycline, expression of delayed-early lytic protein

ORF59 was assessed using immunofluorescence microscopy (Figure 3D). Although the percentage

of cells expressing ORF59 appears elevated following the addition of DNA-PK inhibitor there were

no significant differences between any of the conditions. This suggests that the changes in production

of infectious virus are not because of differing numbers of cells containing lytic virus but because of

changes in the efficiency of viral replication.

Several proteins involved in DDR signalling can be phosphorylated by more than one of the

three key DDR kinases. To examine which kinase was responsible for the phosphorylation events

observed during lytic replication of KSHV, changes in phosphorylation level of several DDR proteins

in TRE-BCBL-1-RTA cells was assessed 24 h following addition of DDR inhibitors and doxycycline

(Figure 3E). Inhibition of DNA-PK markedly reduced phosphorylation of RPA32 at S4/S8 and

moderately reduced phosphorylation of H2AX at S139 and RPA32 at S33. DNA-PK inhibition

also led to an increase in ATM, NBS1 and CHK2 phosphorylation. Inhibition of ATM strongly

reduced CHK2 phosphorylation as expected but only partially reduced phosphorylation of NBS1.

Inhibition of ATR reduced phosphorylation of RPA32 at S33 and reduced NBS1 phosphorylation

to a greater extent than the ATM inhibitor. This indicates that DNA-PK and ATM are activating

downstream targets during lytic replication but also suggests active ATR despite the lack of

CHK1 phosphorylation.

3.4. CHK1 Activation is Inhibited at Later Times during Lytic Replication

While there is evidence of ATR activation during lytic replication, substantial CHK1

phosphorylation is not observed (Figure 1B). To determine whether ATR-CHK1 signalling is

functional during lytic replication, TRE-BCBL-1-RTA cells were exposed to 20 Jm−2 UV at several
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time points following initiation of lytic replication (Figure 4). Expression of RTA and ORF57 were

used to confirm lytic reactivation of KSHV. Exposure to UV at 3 and 6 h post-doxycycline treatment

led to phosphorylation of CHK1 at S345 and S317 which was comparable to the un-reactivated

control. However, when TRE-BCBL-1-RTA cells were treated with UV at 12, 24 and 48 h

following addition of doxycycline, levels of phosphorylated CHK1 were noticeably lower than in

the un-reactivated control. This suggests that at later times in the lytic cycle, when phosphorylation

of other DDR substrates occurs, activation of CHK1 is specifically inhibited by the virus.

 

Figure 4. Inhibition of CHK1 signalling at late times during KSHV lytic replication.

Levels of phosphorylated CHK1 (S317 and S345) following UV treatment of

TRE-BCBL-1-RTA cells treated with doxycycline for varying lengths of time. At each

time point following the addition of doxycycline, cells were treated with 20 Jm−2 UV

and levels of phosphorylated CHK1 were assessed by western blot.

3.5. DDR Activation Does Not Result in a G1 Block Following Lytic Reactivation

Since viruses are known to modulate the cell cycle to facilitate viral replication and DDR

activation can vary throughout the cell cycle, an assessment of cell cycle changes during

lytic replication and in the presence of DDR kinase inhibitors was undertaken (Figure 5).

TRE-BCBL-1-RTA cells were treated with DMSO or the higher concentrations of DDR kinase

inhibitors 1 h prior to the addition of doxycycline. Cells were harvested after 6, 12, 18 and 24 h

and subjected to PI staining. Because production of viral DNA by herpesviruses has been shown to

interfere with PI staining [21], all TRE-BCBL-1-RTA cells were also treated with ganciclovir 1 h

prior to the addition of DDR inhibitors or DMSO. At the 6 and 12 h time points the experiment was

also conducted without ganciclovir to confirm that this compound alone has no significant effects

on the cell cycle distribution following addition of doxycycline (data not shown). Cell counts also

confirmed that ganciclovir alone had no significant effect on the growth rate of TRE-BCBL-1-RTA

cells over 24 h (data not shown).
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Figure 5. Cell cycle changes during lytic replication of KSHV. (A) Representative

cell cycle profiles following PI staining of TRE-BCBL-1-RTA cells after addition of

doxycycline in the presence and absence of DDR kinase inhibitors; (B) Percentage of

TRE-BCBL-1-RTA cells in different phases of the cell cycle at 4 different time points

following addition of doxycycline in the presence and absence of DDR kinase inhibitors.

Each data point represents the mean of three independent experiments while the error

bars represent the standard error of the mean (SEM).

The addition of doxycycline to cells treated with DMSO resulted in a decrease in the proportion

of cells in G1 and an increase in the proportion in S-phase during the time course compared with
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the un-reactivated control. By 24 h there was also a notable increase in the proportion of cells in G2

following doxycycline treatment. Addition of the ATR inhibitor prior to doxycycline increased the

proportion of cells in G1 and decreased the proportion in S and G2 compared with the cells treated

with doxycycline and DMSO. By 24 h, the cell cycle profile in the presence of the ATR inhibitor

and doxycycline was almost identical to the un-reactivated control. While treatment with the ATM

and DNA-PK inhibitors also initially increased the proportion of cells in G1, by 24 h the difference

between these conditions and the cells treated with doxycycline and DMSO was minimal. It appears

then that DDR activation following lytic activation does not cause a G1 cell cycle block and instead

cells are able to proceed to S and G2 phases. Addition of the ATR inhibitor, however, appears to

inhibit the cell cycle changes normally induced during the lytic cycle.

3.6. RPA32 and MRE11 Localise to Sites of Viral Replication

Several DDR proteins are known to form discrete foci at sites of DNA damage [22]. In addition,

several herpesviruses are known to recruit DDR proteins to sites of viral replication where they may

be involved in viral DNA synthesis [23–25]. An assessment of the localisation of several DDR

proteins was undertaken 24 h after induction of KSHV lytic replication (Figure 6). As well as using

TRE-BCBL-1-RTA cells (Figure 6A), EA.hy926-RTA cells were examined as their larger size and

flat morphology allowed for clearer visualisation of protein localization (Figure 6B). Expression of

lytic proteins ORF6 and K8α were used as markers of KSHV lytic replication. The delayed-early

lytic protein ORF6 has been shown previously to localise to sites of viral DNA replication in BCBL-1

cells [26]. BrdU staining was used to confirm that ORF6-positive domains were sites of viral DNA

synthesis (Figure 6A).

Phosphorylated H2AX is a sensitive marker for the presence of DNA damage and γH2AX foci

were consistently observed in TRE-BCBL-1-RTA and EA.hy926 cells positive for ORF6 expression.

When ORF6 was localised to discrete replication bodies in EA.hy926-RTA cells, γH2AX foci

typically formed outside of these bodies in cellular DNA while in TRE-BCBL-1-RTA cells γH2AX

foci appear to form on the margins of these replication compartments. In cells with larger replication

bodies, γH2AX staining could be seen on the periphery of replication domains as cellular DNA is

marginalised to the edge of the nucleus. RPA32, which binds to single-stranded DNA, also forms foci

following DNA damage. In this case, RPA32 was consistently observed localised in the same areas of

the nucleus as ORF6 in both TRE-BCBL-1-RTA and EA.hy926-RTA cells, suggesting an association

with viral replication domains. In addition, MRE11, part of the MRN complex that localises to DSBs,

was also found to localise to viral replication compartments in both cell lines.

The localisation of 53BP1 was also examined as this protein is known to form foci at sites of

DSBs [27]. Despite the activation of ATM and DNA-PK in TRE-BCBL-1-RTA cells, consistent

formation of 53BP1 foci was not observed in cells positive for K8α after 24 h. In EA.hy926-RTA

cells, where it is possible to accurately quantify the number of foci present, less than 30% of cells

positive for K8α contained more than ten 53BP1 foci. As K8α did not appear to localise to replication

domains in EA.hy926-RTA cells, and since RPA32 was consistently observed in association with
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ORF6, RPA32 was used as surrogate marker for KSHV replication domains when staining for 53BP1.

When 53BP1 did form foci there was no evidence of localisation to KSHV replication domains.

Figure 6. Localisation of DDR proteins during lytic replication of KSHV. (A)

Localisation of γH2AX, RPA32, MRE11 and 53BP1 in TRE-BCBL-1-RTA cells 24 h

following addition of doxycycline and in cells without doxycycline treatment. KSHV

lytic proteins K8α and ORF6 were used as markers of lytic reactivation. In the bottom

panels, BrdU was used to confirm that ORF6 localises to sites of viral replication; (B)

Localisation of γH2AX, RPA32, MRE11 and 53BP1 in KSHV-infected EA.hy926-RTA

cells 24 h following addition of doxycycline and in cells without doxycycline treatment.

KSHV lytic proteins K8α and ORF6 were used as markers of lytic reactivation. In the

bottom panels, RPA32 was used as a surrogate marker for sites of viral replication. DAPI

staining is only shown in the left hand set of panels in each case for clarity.
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3.7. Lytic Reactivation of KSHV in an Endothelial Cell Line Activates the DDR

Since KSHV targets both B cells and endothelial cells in vivo, activation of the DDR during

KSHV lytic replication was also assessed in the EA.hy926 endothelial cell line (Figure 7). As

withthe TRE-BCBL-1-RTA cells, DDR activation was compared between uninfected EA.hy926

cells and KSHV-infected EA.hy926 cells containing an RTA expression construct (termed

rKSHV-EA.hy926-RTA) following treatment with doxycycline. In addition, uninfected EA.hy926

cells containing the RTA expression construct (termed EA.hy926-RTA) were also used to assess the

effect of RTA expression alone on DDR activation. All three cell lines were treated with doxycycline

and levels of phosphorylated H2AX and RPA32 were used to assess DDR activation at the same

times examined in TRE-BCBL-1-RTA cells. Expression of LANA and ORF57 were used to confirm

KSHV infection and lytic reactivation in the rKSHV-EA.hy926-RTA cell line. Induction of lytic

replication in rKSHV-EA.hy926-RTA cells led to DDR activation with increased phosphorylation of

RPA32 and H2AX. Expression of RTA alone in EA.hy926-RTA cells also increased phosphorylation

of H2AX but to a limited extent compared to cells containing KSHV.

Figure 7. Activation of the DNA damage response during lytic replication of KSHV in

EA.hy926 cells and following RTA expression alone. Levels of phosphorylated H2AX

and RPA32 following addition of doxycyline to control EA.hy926 cells, EA.hy926

cells containing an ORF50 expression construct (EA.hy926-RTA) and KSHV-infected

EA.hy926 cells containing an ORF50 expression construct (rKSHV-EA.hy926-RTA).

Expression of LANA and ORF57 confirm presence of KSHV and lytic reactivation of

the virus respectively.

4. Discussion

It has been demonstrated here that during lytic replication of KSHV, the ATM and DNA-PK

kinases are activated and phosphorylate several downstream targets. The timing of some of these

phosphorylation events suggests that immediate-early or delayed-early lytic gene expression is
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responsible for DDR activation. The use of ganciclovir to inhibit viral DNA synthesis and late

viral gene expression confirms that these stages of the lytic cycle are not required for the observed

activation of the DDR. In accordance with this, it was recently reported that expression of KSHV

immediate early lytic protein ORF57 can cause DNA damage and phosphorylation of H2AX when

expressed in isolation [16].

It has also been shown here that inhibition of ATR and ATM results in reduced production of

infectious virus following induction of lytic replication in B cells. Inhibition of ATM signalling has

also been shown to reduce replication of the related gamma herpesvirus Epstein-Barr virus (EBV) in

several studies [28–30]. Although the reduction in viral replication following ATM inhibition was

moderate, DNA-PK inhibition led to increased phosphorylation of ATM and downstream substrates

and increased production of infectious virus after 24 h. This observation also suggests that activation

of the ATM-CHK2 arm of the DDR can promote efficient KSHV replication in B cells. The

abrogation of ATM signalling was not completely efficient even at the higher concentration of ATM

inhibitor. While increased concentrations of inhibitor were avoided due to concerns about toxicity

and off-target effects, it would be interesting to see if a more complete knockdown of ATM could

result in a more dramatic inhibitory effect on viral replication. This could potentially be achieved

using Crispr/Cas in further investigations.

The inhibition of ATR resulted in the largest reduction in virus production although the lack of

CHK1 phosphorylation prompts the question of whether this kinase is activated during the lytic cycle.

While ATR inhibition reduced phosphorylation of NBS1 and RPA32, both of which are known ATR

substrates [31,32], it is possible that cell cycle changes induced by the ATR inhibitor could contribute

to a reduction in phosphorylation of these proteins by ATM and DNA-PK as well as the observed

decline in virus production, assuming that progression into S-phase is advantageous (Figure 5).

Whereas phosphorylation of CHK1 at serines 317 and 345 are typical markers for ATR activation

in response to replication stress [33], the ATR-CHK1 pathway can also be activated when repair of

DSBs during S and G2 phases generates RPA-coated ssDNA [34,35]. It was interesting therefore

to observe that there was minimal CHK1 phosphorylation even at late times during lytic replication.

In herpes simplex virus 1 (HSV-1), ATR signalling is disabled during viral replication and proteins

involved in the ATR-CHK1 pathway are recruited to viral replication centres [25]. It appears that

ATR-CHK1 signalling is disrupted at later times during KSHV lytic replication following treatment

with UV. It is not clear at this stage whether inhibition of CHK1 is a deliberate viral strategy or

merely a consequence of wider DDR deregulation during lytic replication.

It was notable that a G1 block was not observed during the first 24 h following lytic

replication considering that this has been reported in several studies of herpesviruses including

KSHV [21,36–39]. KSHV lytic proteins RTA and K8α have both been shown to induce a G1 block

when expressed in isolation [37–39]. However, KSHV also encodes a D-cyclin homolog, known as

v-cyclin, that has been reported to induce cell cycle progression via inactivation of p27KIP1 [40].

v-cyclin is expressed throughout the viral lifecycle but expression is increased following lytic

reactivation [41]. It has also been shown to activate the DDR in endothelial cells by promoting

deregulated S-phase entry [42]. Considering the apparent opposing effects of these viral proteins

on cell cycle progression, and the large number of genes expressed during the lytic cycle, it is clear
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that single gene expression studies could lead to contradictory finding in this area. While it has

been postulated that replication in G1 is ideal during the lytic cycle as the virus avoids competition

for DNA replication resources [37], there is also evidence that S-phase can provide KSHV with a

favourable environment for viral replication [43]. The data presented here suggest that, despite the

presence of DNA damage, cells containing lytic virus can still progress into S-phase and that when

a G1 block is induced by inhibition of ATR it has a negative effect on the efficient production of

viral DNA.

The activation of ATM and DNA-PK suggests the formation of DSBs during KSHV replication.

Increased phosphorylation of H2AX and the presence of γH2AX foci have previously been used

to confirm the presence of DSBs in B cells following induction of the lytic cycle [15,16]. The

formation of γH2AX foci was also observed during this study but since γH2AX foci can also form

at single-stranded DNA breaks and stalled replication forks [44], the presence of 53BP1 foci which

form rapidly at sites of DSBs was also examined. Curiously, we did not observe consistent formation

of 53BP1 foci in cells positive for lytic virus. Although 53BP1 localisation has been implicated in

ATM activation it is not strictly required following high levels of DNA damage [45]. In EBV, 53BP1

has been shown to be important for viral replication [46] while in human cytomegalovirus (HCMV),

overall 53BP1 levels decrease during infection [24]. In HSV-1, degradation of the E3 ubiquitin

ligases RNF8 and RNF168 inhibits localisation of 53BP1 to incoming viral genomes [47]. It will be

interesting to assess further whether expression and localisation of this protein is deregulated during

the KSHV lifecycle.

RPA32 and MRE11 can also form foci following DNA damage and both proteins were

consistently observed localised to areas of viral replication; this was particularly evident in EA.hy926

cells where ORF6 staining can be seen as discrete bodies that occupy a smaller proportion of the

nucleus than in B cells. Both RPA32 and MRE11 have been shown to localise to EBV replication

compartments where they are loaded onto newly synthesised viral DNA along with HR factors Rad51

and Rad52 [23]. Further work will be required to determine if any other DDR factors are recruited to

KSHV replication compartments and what role they play in viral replication.

Overall, it appears that lytic reactivation of KSHV leads to selective activation of the DDR and

this plays a positive role in the viral lifecycle. In addition, the localisation of DDR proteins to areas

of viral replication suggests that individual DDR proteins may contribute to viral DNA synthesis,

as is the case with other herpesviruses. Although the data presented here do not contradict the

demonstration that expression of ORF57 can elicit a DDR, our observations using an endothelial

cell line suggest that RTA alone can also modestly increase phosphorylation of H2AX. It is therefore

possible that expression of several early lytic proteins could be responsible for DDR activation which

then contributes to efficient production of viral progeny.
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Targeting CTCF to Control Virus Gene Expression:
A Common Theme amongst Diverse DNA Viruses
Ieisha Pentland and Joanna L. Parish

Abstract: All viruses target host cell factors for successful life cycle completion. Transcriptional

control of DNA viruses by host cell factors is important in the temporal and spatial regulation

of virus gene expression. Many of these factors are recruited to enhance virus gene expression

and thereby increase virus production, but host cell factors can also restrict virus gene expression

and productivity of infection. CCCTC binding factor (CTCF) is a host cell DNA binding protein

important for the regulation of genomic chromatin boundaries, transcriptional control and enhancer

element usage. CTCF also functions in RNA polymerase II regulation and in doing so can influence

co-transcriptional splicing events. Several DNA viruses, including Kaposi’s sarcoma-associated

herpesvirus (KSHV), Epstein-Barr virus (EBV) and human papillomavirus (HPV) utilize CTCF to

control virus gene expression and many studies have highlighted a role for CTCF in the persistence

of these diverse oncogenic viruses. CTCF can both enhance and repress virus gene expression and

in some cases CTCF increases the complexity of alternatively spliced transcripts. This review article

will discuss the function of CTCF in the life cycle of DNA viruses in the context of known host cell

CTCF functions.

Reprinted from Viruses. Cite as: Pentland, I.; Parish, J.L. Targeting CTCF to Control Virus Gene

Expression: A Common Theme amongst Diverse DNA Viruses. Viruses 2015, 7, 3574–3585.

1. Introduction

CCCTC-binding factor (CTCF) is a ubiquitously expressed DNA binding protein that is highly

conserved in bilaterian metazoans [1]. The protein contains 11 zinc fingers, 4 of which (zinc fingers

4–7) bind strongly to the core 12 base pair DNA sequence that is common in most CTCF binding

sites [2,3]. It is thought that the remaining zinc fingers differentially bind to sequences up- and

downstream of this central motif, allowing a large degree of flexibility and extension of the canonical

binding site [4,5]. The exact number of CTCF binding sites within the human genome is not clear, but

studies have shown up to 26,000 binding sites in human cells [3,6,7]. However, a more recent study

has highlighted the potential for many more CTCF binding sites within the human genome (in the

region of 300,000) whose occupancy depends on specific cell type and differentiation status [8].

CTCF binding appears to be enriched within intergenic spaces or in intronic regions of genes.

Approximately 12% of CTCF binding sites are located within proximal promoters [8].

The association of CTCF with the human genome is important for genomic organisation and

the control of gene expression. In particular, CTCF is essential for genomic imprinting, chromatin

insulation, and transcriptional activation and repression. Furthermore, association of CTCF with

specific regions of DNA has been linked to DNA looping, nucleosome organization, and the control

of RNA Polymerase II (RNA Pol II) progression to co-ordinate co-transcriptional gene splicing

events. Adding to the complexity of CTCF-mediated chromatin organization and the regulation of
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gene expression, DNA CpG methylation can influence CTCF DNA binding. Up to 41% of CTCF

binding sites have been shown to be sensitive to CpG methylation [9]. Interestingly, inhibition of

CTCF binding by DNA methylation has also been shown to alter gene-splicing events [10].

These important functions of CTCF in the control of host cell gene expression have been

extensively reviewed elsewhere. We will therefore focus this article on emerging evidence that

CTCF is utilised by diverse DNA viruses to control viral gene expression, genome organisation,

virus replication and persistence.

2. CTCF-Mediated Virus Transcription Activation and Repression

The role of CTCF in transcriptional silencing and activation was first described in the

1990s [11–13]. These early studies demonstrated that CTCF binds to multiple sites within the c-myc
gene promoter to repress transcription. A subsequent study showed that binding of CTCF to a core

sequence located at the 51 end of the chicken β-globin locus conferred strong enhancer blocking

activity [14]. Furthermore, transcriptional control of the imprinted Igf2/H19 locus is mediated by

CTCF binding to a differentially methylated region (DMR) within the imprinted control region

(ICR). Methylation of the paternal ICR prevents CTCF binding, thus allowing downstream enhancers

to act on the Igf2 promoter to facilitate Igf2 expression. Conversely, bound CTCF is present at

the unmethylated maternal ICR, which blocks enhancers acting on the Igf2 promoter [15,16]. In

this particular example, CTCF binding within the maternal allele blocks downstream enhancers

from activating Igf2 expression by forming loops within the DNA that prevent interaction of the

enhancer elements with the Igf2 promoter, thus promoting H19 expression from the maternal allele

only [15,17,18].

The involvement of CTCF in the control of viral gene transcription has been demonstrated in

several DNA viruses. In studies of Kaposi’s sarcoma-associated herpesvirus (KSHV), CTCF was

shown to associate with several regions within the viral genome, the strongest of these binding regions

was located at an intergenic site between the divergent ORF73 and K14 open reading frames (ORFs),

which are active in the latent and lytic phases of the virus life cycle, respectively. The association of

CTCF at this strong binding region occurs in a cell cycle dependent manner, specifically during mid-S

phase to repress transcription of lytic genes [19]. Mutation of this CTCF binding cluster disrupted the

recruitment of the cohesin complex (described in more detail below) and caused an increase in lytic

gene expression due to derepression of the promoter which drives K14 expression [20]. This result

was later confirmed by siRNA-mediated depletion of CTCF which showed a specific increase in the

early lytic gene expression including K14 and ORF74, but a greater increase in ORF57 and ORF6 was

noted [21]. This increase in lytic gene expression caused by depletion of CTCF resulted in a 20–25

fold increase in virion production, leading the authors to propose CTCF as a host cell restriction factor

for KSHV lytic replication. Interestingly, it has also been shown that cohesin and CTCF binding

at the promoter region of ORF50/RTA in KSHV represses ORF50 expression which is required

for latent reactivation, providing further evidence that CTCF and cohesin behave as repressors of

lytic transcription [22]. The idea that CTCF may function as a host cell restriction factor for viral

infections may also be true for human papillomavirus (HPV) as mutation of a single conserved CTCF
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binding site in HPV type 18 results in an increase in viral oncoprotein E6 and E7 transcription,

causing hyperproliferation of epithelial tissues [23]. In addition, CTCF has been proposed as a

restriction factor for human cytomegalovirus (hCMV) infection as it plays a major role in limiting

major immediate early (MIE) gene expression [24].

Interestingly, dynamic binding of CTCF at some sites within the KSHV genome has been

demonstrated, and rather than a global eviction of CTCF upon lytic cycle activation, CTCF was

gradually reduced at the majority of binding sites but maintained at others [21]. In this study, only

a subset of lytic KSHV genes were transcriptionally enhanced upon CTCF knockdown, illustrating

the use of site-specific CTCF binding. The authors conclude that this contributes to a mechanism

whereby CTCF initially acts as a stimulator of lytic gene expression and then subsequently acts as

an inhibitor of the lytic gene expression. Although the precise mechanism of this is unclear, it is

interesting that CTCF binding is so intimately linked to the switch in latent to lytic gene expression

in the KSHV life cycle.

In the Epstein-Barr virus (EBV) genome, CTCF binds to a site between the viral origin of

replication (OriP) and the C promoter (Cp). Deletion of this CTCF binding site results in an increase

in EBNA2 transcription levels, which is interesting considering EBV latency types are distinguished

by their expression of EBNA2 levels. Furthermore, there was more total CTCF protein and mRNA

detected in the type-I EBV cells compared to type-III. Overall, the presence of CTCF binding in EBV

was shown to negatively affect transcription at Cp [25]. Additionally, when the functional CTCF

binding site upstream of another EBV promoter termed Qp was abrogated there was a reduction in

initiation of Qp transcription, and instead an alternative promoter (Fp) upstream was preferentially

utilized causing overall disruption of latency transcript expression [26]. Mutation of a CTCF site

positioned within the EBV LMP1 and LMP2A region also resulted in a decrease in LMP1 and

LMP2A transcript expression [27].

There is also evidence to support a role for CTCF in regulating adenovirus replication and late

gene expression as siRNA-mediated depletion of CTCF represses late gene expression but had no

effect on early gene expression [28]. In addition, a recent study investigating the interaction of

CTCF with human cytomegalovirus (hCMV) showed that CTCF binding in the first intron of the

major intermediate early (MIE) gene caused repression of MIE gene expression, likely through a

transcriptional mechanism believed to involve the manipulation of RNA pol II function [24].

3. Chromatin Barrier Formation

CTCF is the major transcriptional insulator in mammals and, by binding to specific sites

within the cellular genome, creates a physical barrier between active and repressive chromatin,

forming chromatin boundaries. Genome-wide chromatin immunoprecipitation (ChIP)-Seq analysis

has demonstrated a significant enrichment of CTCF binding at regions located between active

and repressive chromatin domains [7] and depletion of CTCF appears to cause heterochromatin

spread [29,30]. The exact mechanism of how CTCF creates these boundaries remains elusive

but it has been suggested that CTCF recruits a variety of binding partners and is differentially

post-translationally modified to exert these effects (reviewed by [31]). During Herpes simplex
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virus type 1 (HSV-1) latent infection, the viral genome is organized in distinct transcriptionally

repressed and active chromatin domains characterized by histone H3 hypo- and hyper-acetylation,

respectively [32,33]. This separation of the active latency associated transcript (LAT) region and

inactive ICP0 lytic promoter is controlled by a cluster of CTCF binding sites at the 31 end of the LAT

region [34,35]. During latent infection, CTCF binding the LAT region insulates the LAT enhancer

from exerting effects on the adjacent ICP0 lytic promoter [34]. Binding of CTCF to the LAT region

therefore creates a boundary which separates inactive chromatin in the ICP0 lytic gene region from

an active LAT promoter region [35]. In the study by Tempera et al. [26] described above, mutation

of the high affinity CTCF binding site immediately upstream of Qp in EBV resulted in reduced Qp

activity but increased Cp and Fp activity. However, long-term culture of cells harboring this mutant

bacmid resulted in no detectable Qp activity. This loss of Qp activity was associated with increased

histone H3 lysine 9 trimethylation (H3K9me3) and CpG DNA methylation, indicating spread of

inactive chromatin marks from the repressed region situated upstream of the mutated CTCF binding

sites. Similarly, when the CTCF binding site in the EBV LMP1 and LMP2A region was abrogated

there was a noticeable increase in CpG methylation at the corresponding promoter control sites [27].

Conversely, despite CTCF binding between the alternative replication initiation site (rep*) and Cp in

the EBV genome of type III Burkitt’s lymphoma (BL) cell lines, a high level of CpG methylation

has been detected in this region, suggesting CTCF may not be able to prevent methylation across all

target sequences [36].

These data elegantly highlight the ability of CTCF to function as a chromatin barrier within the

context of a viral genome. Whether CTCF functions as a barrier to prevent the spread of inactive

chromatin in small DNA viruses remains to be determined but it is interesting to note that loss of

CpG methylation within the HPV16 genome has been demonstrated upon differentiation of host

cells [37]. While the HPV life cycle does not have a lytic phase as such, capsid protein production

is only induced in differentiated epithelial cells, suggesting that a molecular switch in early to late

(capsid) gene expression controls completion of the virus life cycle. Whether this is linked to CTCF

binding and epigenetic boundary formation that is altered upon host cell differentiation has yet to

be determined.

4. Chromatin Loop Formation

One of the ways in which CTCF contributes to genome wide organization of chromatin is in

the formation of loops that mediate long-range interactions between distant loci. Exactly how

CTCF co-ordinates loop formation is not entirely understood. Evidence suggests that CTCF is

able to form homodimers and complexes with proteins known to associate with insulator sites,

such as the nucleolar protein nucleophosmin, providing evidence that loop formation is mediated

by CTCF-associated protein complexes [38]. In addition, a number of studies have demonstrated

co-localization of CTCF and the cohesion complex at thousands of genomic sites [39–41]. The

cohesin complex is composed of four core subunits (Smc1, Smc3, Scc1/Rad21, Scc3), which form

a ring-like structure that encircles DNA strands to facilitate sister chromatid cohesion during mitotic

segregation (reviewed by [42]). Aside from its role in sister chromatid cohesion, there is evidence
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that co-localization of CTCF and cohesin at specific sites can facilitate the formation and stabilization

of chromatin loops and thereby influence gene expression [43,44]. The role of CTCF in mediating

long-range chromatin interactions at the Igf2/H19 locus (described above) and the β-globin locus has

been well described. In the β-globin locus, multiple CTCF binding sites are known to interact [45]

and a large (>50 kilobasepair) chromatin loop is formed between two CTCF binding sites [46], thus

highlighting the possibility of CTCF mediated looping in the control of virus transcription.

In support of this hypothesis, CTCF has been shown to co-localize with cohesin in the KSHV

episome on a region of the major latency control transcript during latent infection. Subsequent

deletion of this CTCF binding site resulted in a loss of cohesin binding and a reduction in stable

colony formation [20]. Co-incidentally, deletion of the CTCF binding site and loss of cohesin binding

within the major latency control region of KSHV caused derepression of lytic gene expression,

notably the K14/ORF74 transcript. This is similar to the role of Scc1 in transcriptional repression at

the c-myc locus [20]. Interestingly, knockdown of Scc1 alone was shown to enhance KSHV virion

production even more than CTCF knockdown alone, suggesting that cohesin has an even greater

influence than CTCF on the control of lytic gene expression and that while these proteins co-locate

in some areas of the viral genome, distinct localization of CTCF and cohesin may also occur [21].

Similarly, CTCF and cohesin are highly associated within the control region of the EBV latency

membrane proteins LMP-1 and LMP-2A, with this co-occupancy strongly linked with DNA loop

formation with the enhancer with the origin of replication (OriP) [27]. These studies highlight the

role of CTCF and cohesin co-localization to regulate the complex process of gene expression and

chromatin organization, through mediating DNA looping and structural changes of the chromatin.

To address the role of CTCF in mediating chromatin loop formation in EBV, chromatin

conformation capture (3C) was used to reveal loop formation between CTCF binding sites at the

type I latency promoter Cp and type III latency promoter Qp with the OriP enhancer. As predicted,

loop formation was demonstrated between OriP and Qp during type I latency and between OriP and

Cp during type III latency [47]. Subsequent deletion of the Qp CTCF binding site led to a loss in

loop formation with OriP and a switch to Cp transcription instead. Furthermore, abrogation of CTCF

binding at Cp led to a loss in both Qp-OriP and Cp-OriP loop associations, thus demonstrating a

critical role for CTCF in this looping function and subsequent regulation of gene expression [47].

Similarly, CTCF-mediated loop formation between OriP and the LMP1/2 gene region of EBV has

been described [48]. Abrogation of CTCF binding within OriP disrupts looping with LMP1 and

LMP2A control regions leading to an increase in H3K9me3 and CpG methylation in the LMP1

and LMP2A promoter regions and upregulation of LMP2B transcription [27]. It is plausible that the

ability of CTCF to confer loop formation between different sequences and regulatory elements can in

part explain its varying effects on the control of gene transcription in the EBV life cycle. Furthermore,

whilst a DNA looping mechanism may be advantageous for the genomic regulation of larger DNA

viruses in order to assemble distal elements, the potential role of looping in much smaller DNA

viruses such as adenovirus and HPV remains to be determined. It is likely however that DNA looping

may not be required for smaller genome viruses and instead CTCF confers genomic regulation

through alternative mechanisms. One potential counter-argument to this, however, has been provided

by a study by Mehta and colleagues [49] in which the cohesion subunit Smc1 was shown to bind to
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the late gene region of the HPV31 genome in a CTCF-dependent manner. At least a subset of the

Smc1 protein associated with HPV31 genomes is phosphorylated as part of the Ataxia-Telangiectasia

Mutated (ATM)-dependent DNA damage response and is recruited to the HPV31 genome to support

viral genome amplification. Whether recruitment of Smc1 to HPV genomes results in loop formation

to regulate viral gene expression and/or genome amplification is an interesting question.

5. Nucleosome Positioning and RNA Polymerase II Progression

It has been demonstrated that CTCF can bind to the large subunit of RNA Pol II, which is

needed for transcriptional initiation and elongation, and recruit RNA Pol II to target genes [50]. A

recent study has also shown that, in co-operation with the general transcription factor TFII-I, CTCF

influences the regulation of RNA pol II progression, downstream of recruitment to a pre-initiation

complex. TFII-I and CTCF appear to facilitate the recruitment of the cyclin dependent kinase 8

(CDK8) complex, which phosphorylates RNA Pol II within its C-terminal domain at serine 5 to

initiate mRNA synthesis [51]. In addition, binding of CTCF within exons has been shown to mediate

RNA Pol II pausing and promote inclusion of weak upstream exons via co-transcriptional RNA

splicing [10]. The potential of CTCF to regulate nucleosome positioning and RNA Pol II function

as a mechanism for transcriptional control in DNA viruses has been investigated using a KSHV

model system. Here, abrogation of CTCF binding in the first intron of the KSHV latency-associated

multicistronic transcript resulted in an elevation or ORF73, ORF72, ORF71 and viral miRNA

production but a concomitant decrease in K12 and ORF69 production, consistent with a previous

study demonstrating loop formation between the CTCF binding site and the 31 end of the K12

transcript [52,53]. Experiments also showed that CTCF was required for RNA Pol II programming,

since loss of CTCF binding resulted in an increase in phosphorylation of RNA Pol II at serine 5 at

the 51 end of the latency transcript and a decrease in RNA Pol II S5 at the K12 ORF while causing

the displacement of nucleosomes within the intron upstream of ORF73 [52]. It appears from these

studies that rather than acting as a physical roadblock to RNA Pol II, CTCF may serve to regulate

RNA Pol II within the intron upstream of ORF73 and mediate promoter selection by loop formation

within the latency transcript unit.

Studies in KSHV have also shown that CTCF binding influences alternative splicing of the

major latency transcripts [52], although an earlier study showed that CTCF recruitment to the

KSHV genome was cell cycle dependent while alternative transcript splicing was not [19]. It has

been proposed that CTCF binding to the EBV LMP region may facilitate RNA Pol II pausing and

subsequent gene splicing events [27], although this is yet to be formally proven. Abrogation of CTCF

binding by mutation of a binding site within the early gene region of the small DNA virus HPV type

18, in which transcripts are extensively alternatively spliced in order to generate multiple mRNAs

and increase the repertoire of expressed proteins, causes a significant alteration of major splicing

events important for the expression of early proteins [23]. However, the mechanistic underpinnings

of CTCF function in the control of HPV transcript splicing remain to be determined.
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6. Viral Genome Persistence

Cohesin and CTCF organize genomic DNA to create discrete nuclear regions to support efficient

DNA replication [54]. Whether this is also true for viral DNA replication remains to be determined

but the replication and stability of some DNA viruses is affected by CTCF recruitment. In some

instances the mutation of specific CTCF binding sites has been shown to alter episomal maintenance.

The CTCF binding site in Qp in the EBV genome and in the ORF73/LANA promoter region of

the primate gamma-2 herpesvirus, herpesvirus saimiri (HVS) is important for maintaining viral

episomes, as mutation to prevent CTCF binding led to a greater loss of episomes compared to the wild

type genome for both of these viruses [26,55], although the effect of viral genome loss in both of these

studies is more likely due to a reduction in the expression of viral transcripts required for latency.

Similarly, disruption of CTCF binding sites in the KSHV latency control region also had a negative

impact on stable episome maintenance during latency [20]. On the other hand lymphoblastoid cell

lines (LCLs) harboring EBV bacmids with mutated CTCF binding sites at the LMP1 and LMP2

overlapping region revealed increased episome copy number compared to the cells containing wild

type EBV bacmids [27]. While abrogation of CTCF binding within the early E2 ORF of HPV18

does not affect the maintenance of viral episomes (Pentland, Parish unpublished), mutating CTCF

binding sites within the late L2 region of HPV31 caused a loss of viral episomes, indicating that

CTCF may play a role in the replication or maintenance of HPV31 genomes [49]. These contrasting

findings may demonstrate that episome maintenance is affected when specific CTCF binding sites

are mutated in HPV and the location of these sites is likely to be important for determining the fate

of viral maintenance. It has yet to be determined whether CTCF mediates integration of viruses into

the host cell genome, or indeed whether CTCF participates in the reactivation of persistent, latent

viral infections.

7. Conclusions

It is clear that CTCF plays an integral role in virus genome organization and gene regulation, in

both large and small DNA viruses. Studies have demonstrated that CTCF organizes viral genomes by

creating boundaries between active and inactive chromatin and can regulate viral gene expression by

altering RNA pol II recruitment and progression, and nucleosome positioning. The co-localization of

CTCF with cohesin in EBV and KSHV has highlighted the complex regulation of chromatin structure

and the CTCF mediated DNA looping required to confer different genomic outcomes. The ability

of CTCF to alter nucleosome positioning and RNA Pol II function adds further evidence to its role

in altering gene splicing events and chromatin arrangement, in order to facilitate gene expression

across the genome. It is unlikely that CTCF mediates separate functions alone but instead uses them

in concert to co-ordinate complex genomic processes. It is intriguing that CTCF recruitment to some

sites within viral genomes appears to be restrictive to virus replication, while recruitment to other

sites results in activation of virus gene expression. The completion of a virus life cycle is without

doubt a finely tuned balancing act and it is likely that DNA viruses have evolved to utilize CTCF to

maintain this balance for efficient life cycle completion; CTCF thereby behaves as a restriction factor

and an activating factor depending on virus life cycle stage and the specific context of CTCF binding.
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The continued study of viral interactions with CTCF will allow us to further understand the functions

and implications of the vast array of CTCF-mediated events.
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Regulation of the Wnt/β-Catenin Signaling Pathway by
Human Papillomavirus E6 and E7 Oncoproteins
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Abstract: Cell signaling pathways are the mechanisms by which cells transduce external stimuli,

which control the transcription of genes, to regulate diverse biological effects. In cancer, distinct

signaling pathways, such as the Wnt/β-catenin pathway, have been implicated in the deregulation of

critical molecular processes that affect cell proliferation and differentiation. For example, changes

in β-catenin localization have been identified in Human Papillomavirus (HPV)-related cancers

as the lesion progresses. Specifically, β-catenin relocates from the membrane/cytoplasm to the

nucleus, suggesting that this transcription regulator participates in cervical carcinogenesis. The E6

and E7 oncoproteins are responsible for the transforming activity of HPV, and some studies have

implicated these viral oncoproteins in the regulation of the Wnt/β-catenin pathway. Nevertheless,

new interactions of HPV oncoproteins with cellular proteins are emerging, and the study of the

biological effects of such interactions will help to understand HPV-related carcinogenesis. This

review addresses the accumulated evidence of the involvement of the HPV E6 and E7 oncoproteins

in the activation of the Wnt/β-catenin pathway.

Reprinted from Viruses. Cite as: Bello, J.O.M.; Nieva, L.O.; Paredes, A.C.; Gonzalez, A.M.F.;

Zavaleta, L.R.; Lizano, M. Regulation of the Wnt/β-Catenin Signaling Pathway by Human

Papillomavirus E6 and E7 Oncoproteins. Viruses 2015, 7, 4734–4755.

1. Introduction

Signaling pathways are the mechanisms by which cells decide their fate and communicate

with other cells and their environment. The binding of ligands to cell receptors can activate

protein cascades and consequently affect gene transcription levels. Via these complex processes,

cells transform external stimuli into biochemical signals that control biological effects, such as

proliferation, differentiation, and death.

Many signaling pathways have been identified as being deregulated in cancer. Consequently,

numerous elements targeting these pathways have been proposed as therapeutic targets. Consistent

alterations of some important pathways controlling cell proliferation and apoptosis, such as

PI3K/Akt, ERK/MAPK, Notch, and Wnt/β-catenin, have been identified in different types of cancer.

In particular, the activation of the Wnt signaling pathway has been implicated in osteosarcoma [1],

hepatocellular carcinoma [2], colorectal cancer [3], and breast cancer [4]. More recently, this

signaling pathway was also implicated in oral cavity, oropharyngeal [5], and cervical cancers [6,7].

Cervical cancer is the fourth most common cancer in women worldwide and is one of the

leading causes of cancer death in women in developing countries [8]. Persistent infection with

Human Papillomavirus (HPV) is a necessary factor for cervical cancer development [9]. HPV is

also associated with other pathologies, such as head and neck [10] and anal cancers [11]. HPV types
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linked to cancer are those classified as high-risk HPV (HR-HPV), whose viral oncogenes interact and

regulate the function of several cellular proteins.

This review addresses the participation of the Wnt/β-catenin signaling pathway in HPV-related

cancers and the possible mechanisms by which HPV E6 and E7 oncoproteins induce the activation

of this pathway.

2. Wnt/β-Catenin Cell Signaling Pathway

The Wnt signaling pathway is involved in development, proliferation [12], differentiation [13],

adhesion [14], and cellular polarity [15]. The term Wnt, which was adopted in 1991, includes a

family of genes that encode secretory glycoproteins. Wnt is an acronym of homologous wingless

(wg) and Int-1, which had been described in the fly and mouse, respectively [16]. In 1982, Nusse and

Varmus found that the mouse mammary tumor virus (MMTV) promotes mammary carcinogenesis in

mice by inserting itself in a specific gene of the host genome [17]. They called this gene Int-1, and its

nucleotide and amino acid sequences were obtained in 1984 [18]. Later, in 1987, the wingless gene

in Drosophila melanogaster proved to be a homologue of Int-1 [19].

Currently, 11 receptors that are members of the Frizzled (Fz) family have been identified in

humans. These receptors include Fz1 to Fz10 and Smo, as well as the two co-receptors LRP 5 and

6, and all of these receptors are responsible for Wnt signaling activation. Moreover, 19 Wnt ligands

have been described for these receptors: Wnt1, 2, 2b, 3, 3a, 4, 5a, 5b, 6, 7a, 7b, 8a, 8b, 9a, 9b, 10a,

10b, 11, and 16 [20].

At least three signal transduction pathways activated by Wnt ligands are known, namely the

canonical Wnt/β-catenin pathway and two non-canonical pathways: the planar cell polarity pathway

(Wnt/PCP) and the Wnt/Ca2+ pathway. Moreover, the activation of the different pathways is

ligand-specific, and the primary ligands that activate the canonical pathway are Wnt1, 2 [21], 3,

3a [22], 7a [23], 8 [24], and 10b [25,26]. The activation of the non-canonical pathways is mediated

by Wnt4 [27], 5a [28,29], and 11 [30] ligands. However, diverse Wnt ligands have been shown to

elicit various effects when binding to the same Fz receptor [31].

The non-canonical Wnt/PCP, also known as the Wnt/JNK pathway, is important in various

processes including wound healing [32], the correct development of the neural tube [33], motility,

and the modulation of cellular morphology [34]. These events are all generated by the reorganization

of the actin cytoskeleton. Some of the main proteins involved in the transduction of the extracellular

signal generated by Wnt/PCP are vangl2, celsr1-3 [35], Dvl, JNK, PKC [36], Rac, and RhoA [37].

In the Wnt/Ca2+ pathway, secondary messengers, such as IP3 and DAG, liberate calcium ions

from the endoplasmic reticulum [29] and subsequently activate CaMKII [38] and PKC [39].

The processes that are triggered by the activation of this non-canonical pathway include the

following: the regulation of convergent extension movements [40], the reorganization of the actin

cytoskeleton [41], the modulation of cell motility [42], and the contribution to the inflammatory

response [43].

The Wnt canonical signaling pathway is the best understood Wnt signaling cascade. In

the absence of Wnt ligands (OFF-STATE), β-catenin is mainly located at cellular junctions.
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Nevertheless, a small amount remains in the cytoplasm and binds to a complex responsible for the

degradation of β-catenin via the proteasome. This degradation complex consists of the scaffold

protein Axin which recruits essential elements during this process such as GSK3β [44], CK1 [45],

APC [46], YAP/TAZ, and β-TrCP [47]. CK1 phosphorylates β-catenin at the Ser45 residue,

whereas GSK3β phosphorylates this protein at the Ser33, Ser37, and Thr41 residues [48,49].

Moreover, APC impedes the β-catenin dephosphorylation mediated by PP2A phosphatase [50].

Subsequently, the YAP/TAZ complex recruits the E3 ubiquitin ligase β-TrCP, which recognizes

Ser/Thr phosphorylation, to promote β-catenin ubiquitination and its subsequent proteosomal

degradation [47,51] (Figure 1A).

As a consequence of the Wnt ligand binding to the Fz receptor and LPR5/6 co-receptor [52]

(ON-STATE), β-catenin delocalizes, accumulating in the cytoplasm [22] and nucleus [53,54].

When the Fz receptor dimerizes with the LRP5/6 co-receptor, the intracellular motifs of the Fz

receptor recruits Disheveled (Dvl) protein [55], whereas CK1 phosphorylates LPR5/6 to allow

Axin binding [56,57], which results in the disassembly of the β-catenin destruction complex.

This process permits the accumulation and translocation of β-catenin to the nucleus. Moreover,

the binding of FOXM1, a member of the Forkhead box (Fox) transcription factor family, to

β-catenin promotes its nuclear translocation [58]. In the nucleus, β-catenin binds to transcriptional

factors members of the TCF/LEF family [53,59], inducing the dissociation of co-repressors, such

as Groucho/TLE [60], which allows the interaction with co-activators including CREPT [61],

FHL2, and CBP/p300 [62,63] and remodelers of chromatin such as Brg-1 [64] (Figure 1B). These

interactions with β-catenin promote the expression of diverse genes that regulate cellular polarity,

proliferation, and differentiation, such as c-jun, c-myc, Cyclin D1, Axin-2, Tcf-1 [20], and β-catenin

itself [65].

3. Human Papillomavirus

Persistent infection with Human Papillomaviruses (HPVs) has been implicated in the

carcinogenesis of the uterine cervix [9]. Oropharyngeal [10] and anal cancers have also been

related to HPV [11]. In fact, almost 70% of cervical cancer cases are associated with HPV16 and

HPV18 [66].

The carcinogenic potential of HPV is mainly due to the expression of E6 and E7 viral proteins,

which are directly involved in cellular transformation [67,68]. The E6 and E7 oncoproteins interfere

with cell cycle regulators and induce genomic instability, which results in a malignant phenotype.

More than 170 HPV types have been identified [69]. HPVs can infect the differentiating

squamous epithelium and are classified in two main groups: cutaneotropic and mucosotropic. The

majority of cutaneous HPVs belong to the beta and gamma genus, whereas the alpha genus contains

all known mucosal HPV types, and at least 40 members of this genus infect the anogenital region [70].

The mucosal HPVs are further divided according to the outcome of infection into low-risk HPVs

(LR-HPVs), which are associated with benign and self-limiting benign warts, and high-risk HPVs

(HR-HPVs), which are linked to pre-malignant lesions (low- and high-grade cervical intraepithelial
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neoplasia) and cancer. The most frequent HR-HPV types are: 16, 18, 58, 33, 45, 31, 52, 35, 59, 39,

51, and 56 [71].

Figure 1. Wnt/β-catenin cell signaling pathway. (A) In the absence of stimuli

(OFF-STATE), the Fz receptors are regulated by a group of antagonist proteins, such

as SFRP, which prevent further receptor-ligand interaction. In the cytoplasm, a

degradation complex is formed, to which β-catenin is recruited and phosphorylated

at specific residues by the GSK3β and CK1 kinases. These phosphorylated sites

are recognized by βTrCP ubiquitin ligase, which mediates β-catenin proteosomal

degradation. In the nucleus, the Groucho/TLE repressor binds to TCF/LEF, avoiding its

transcriptional activation; (B) In the presence of Wnt ligands (ON-STATE), LRP5/6 and

Fz dimerize; subsequently, Axin binds to LRP5/6, whereas Disheveled (Dvl) interacts

with Fz, allowing Axin-Dvl binding and the disassembly of the β-catenin degradation

complex. Finally, β-catenin is released in the cytoplasm and translocated to the nucleus,

aided by its binding partner FOXM1, where it binds to TCF/LEF and detaches the

Groucho/TLE repressor.

Persistent HR-HPV infection is a crucial event in cellular transformation, but additional events are

required to complete the malignant phenotype. Other mechanisms implicated in HPV-related cancers

include the activation of multiple cellular pathways such as the Hedgehog [72], Erk/MAPK [73],

Notch [74], and Wnt signaling pathways [75], which are involved in embryonic processes,

differentiation, survival, proliferation, cell cycle progression, and self-renewal in stem cells.
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HPV Genome

The HPV genome consists of a double-stranded circular DNA of approximately 8000 bp that

contains genes that are expressed early (E) or late (L) during the viral life cycle and whose

transcription and replication are mediated by the long control region (LCR) [76].

L1 and L2 are the HPV structural proteins [77,78]. Specifically, L1 is the major capsid protein

and constitutes approximately 80% of the viral capsid [77].

E1 is the viral DNA helicase, and E2 a transcriptional activator and repressor that also complexes

with E1 as a critical component of the HPV replisome [79]. E2 protein plays a crucial role in the

HPV life cycle due to its ability to regulate viral DNA replication and the transcription of E6 and E7

oncogenes [80].

The E4 coding sequence is contained within the E2 open reading frame (ORF). Although E4

is located in the early region, it is expressed as a late gene and is regulated by a promoter that is

responsive to differentiation transcription factors. Moreover, the properties of E4 have not been

fully characterized, but several studies implicate E4 in virion release via its association with keratin

filaments [81].

E6 and E7 are considered the most important viral oncoproteins: they play a clear role in

cellular transformation [82]. Among several cellular interactions, E6 oncoprotein binds to the tumor

suppressor protein p53 and to the E3-ubiquitin ligase E6AP, promoting p53 degradation via the

proteasome and facilitating DNA damage and mutation [83]. Furthermore, E7 oncoprotein associates

with a complex that contains Cullin 2, an E2 ubiquitin ligase, leading to the degradation of the tumor

suppressor pRB, to promote cell cycle progression [84].

During the normal viral life cycle, the HPV genome exists in host cells as an episome. However,

the viral genome may be incorporated into the host genome in rare cases. Viral genome integration

is closely tied to the development of cancer because most HPV-induced cervical cancer cases contain

an integrated form of the HPV genome. Viral episome rupture during integration frequently occurs

in a zone that includes E1 and E2. The consequent loss of E2 causes the uncontrolled expression of

the E6 and E7 oncoproteins, which increases the likelihood of HPV-induced carcinogenesis [85,86].

4. E6 and E7 in Cellular Transformation

E6 and E7 are small proteins that localize to the nucleus and cytoplasm and the interaction of

both E6 and E7 immortalizes primary cells in a highly efficient manner [87].

Moreover, the expression of E6 and E7 in organotypic raft cultures results in cellular changes

that are similar to those observed in high-grade squamous intraepithelial lesions [88]. Accordingly,

transgenic mice expressing HR-HPV E6 and E7 developed basal epithelial squamous carcinomas

upon low-dose estrogen treatment [89]. In this model, E7 alone is sufficient to induce high-grade

cervical lesions and invasive cervical neoplasia; nevertheless, the inclusion of E6 resulted in larger

and more extended tumors. These data demonstrate the cooperative effect of E6 and E7 in promoting

the development of cancer [67]. Even when E6 and E7 can immortalize cells in culture, these cells

do not form tumors in nude mice models in which the co-expression of supplementary oncogenes,

such as v-ras [90] or v-fos [91], is required for tumorigenesis [92].
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During HPV infection, E6 and E7 induce the proliferation of undifferentiated and differentiated

suprabasal cells and also inhibit apoptosis. These actions promote the accumulation of DNA damage

and mutations that can result in cell transformation and the development of cancer [92]. Table 1

summarizes the known E6 and E7 cellular targets and their biological consequences.

Table 1. Cell biological effects induced by HPV E6 and E7 oncoproteins via interactions

with cellular elements.

E6-Interactions Biological Effects

Protein

PDZ-domain
Degradation of proteins harboring PDZ domains, with a loss of cell architecture and polarity [93].

E6AP
Degradation of targets such as p53 [83].

Activation of hTERT transcription, inducing immortalization [94].

Bak, FADD

Procaspase 8
Induction of respective protein degradation, suppressing apoptosis [95,96].

BRCA1 Activation of estrogen receptor ER signaling pathway [97].

Tyk2 Impairment of Tyk2 activation thereby inhibiting IFN-induced signaling [98].

CBP/p300 Down-regulation of p53 activity by targeting the transcriptional coactivator CBP [99].

NFX1-91 Degradation of NFX1-91 and activation of hTERT [100].

c-Myc Increased hTERT gene expression [101].

Dvl2 β-catenin stabilization and Wnt signaling activation [102].

E7-Interactions Biological effects
pRb family proteins Disruption of pRb-E2F complexes thereby initiating the E2F-mediated transcription [103].

AP1 Transactivation of members of AP1 family [104].

Cyclin A/CDK2 Regulation of cell cycle [105].

Cyclin E/CDK2 Regulation of cell cycle (binding through p107) [106].

p21 Inactivation of p21, modulating CDK and PCNA inhibitory functions [107].

MPP2 Enhancement of MPP2-specific transcriptional activity [108].

p600 Contribution to anchorage-independent growth and transformation [109].

Mi2 Complexes with HDAC to promote the E2F2-mediated transcription [110].

IRF1 Abrogation of transactivation function of IRF1 [111].

p48 Down-regulation of IFN α-mediated signal transduction [112].

p27
Abolishment of p27’s cell cycle inhibitory function,

which endows the cell with invasive properties [113].

PP2A Inhibition of PP2A catalytic activity [114].

The E6 protein consists of approximately 150 amino acids and contains an LXLL motif in

the amino terminal region that is required to interact with the ubiquitin ligase E6AP. Moreover,

several proteins also bind to E6 via its LXLL motif, such as E6BP, IRF3, Tuberin, and Paxillin.

Another critical E6 motif found in the carboxyl terminus is the S/TXV PBM (PDZ-binding motif),

which mediates the interaction with specific domains on cellular proteins known as PDZ domains,

specialized in protein-protein interactions [115]. E6 interactions with PDZ-containing proteins

commonly induce their proteasome-mediated degradation [116]. PBM is present only in E6 of

HR-HPV, suggesting a possible role for this motif in HPV-induced oncogenesis [117] (See Table 1).
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The E7 protein consists of 98 amino acids separated in three conserved regions: CR1, CR2, and

CR3. CR2 includes a conserved LXCXE motif that mediates high-affinity binding to pRB [118].

The CR3 region contains two CXXC motifs separated by 29 or 30 residues, forming a zinc-binding

domain. This region is critical for interaction with cellular proteins, including pRB [119], p21 [107],

p27 [120], TBP [121], and E2F [122] (See Table 1).

Growing evidence suggests that HPV oncoproteins can modulate cell signaling pathways to

contribute to the carcinogenesis. Upon initial infection, this modulation may be necessary to

complete the viral cell cycle and form infective viral particles. Nevertheless, the consistent high-level

expression of viral oncoproteins may eventually alter the normal functions of the cell, triggering an

uncontrolled transformation process. Via their different cellular interactions, E6 and E7 may be

deregulating the different cell signaling pathways implicated in HPV-related cancers. Some of these

pathways are involved in cell proliferation and apoptosis, such as PI3K/Akt, Ras/Raf, Notch, and

Wnt/β-catenin [123].

5. Wnt/β-Catenin Signaling in HPV-Related Cancers

Several mutations in different components of the Wnt/β-catenin pathway have been described in

various types of cancer [124]. In contrast, in HPV-related neoplasias, mutations in Wnt pathway

members such as the CTNNB1 and AXIN1 genes are uncommon [125]. However, in cervical

cancer biopsies and oropharyngeal squamous carcinoma cells, membrane β-catenin is lost, whereas

cytoplasmic and nuclear β-catenin accumulation is observed during cancer progression [6,75]. Some

studies have shown that LGR5, a member of the G protein-coupled receptor family, is progressively

expressed in cervical neoplasia, promoting the proliferation and tumorigenesis of cervical cancer

cells via the activation of the Wnt/β-catenin pathway [126]. Furthermore, post-transcriptional

modifications have been identified in components that negatively regulate the pathway; for instance,

in cervical cancer samples, GSK3β is inactivated by the phosphorylation of its Ser9 residue, inducing

the over-activation of the Wnt signaling pathway [127].

Furthermore, patients with oral and lung cancers that express high levels of the β-catenin-binding

partner FOXM1 exhibit worse overall and relapse-free survival than patients with tumors that express

low levels of FOXM1; interestingly, this effect is significantly enhanced by the presence of HPV

DNA sequences [128]. Therefore, alterations in Wnt cell signaling pathway regulatory elements are

associated with cancer progression and poor prognosis in HPV-related cancers.

Epigenetic changes that suppress the activity of the negative regulator of the Wnt pathway have

also been identified. Specifically, methylation markers in the APC and SFRP3 promoters have been

found in ovarian cancer samples, but only in cases in which HR-HPV genomic sequences were

detected [129]. Moreover, in cervical cancer samples, methylation markers have been found in the

SRFP2 and DKK3 promoters [130].

Microarray expression studies of cervical cancer-derived tumors and cell lines have identified the

over-expression of genes involved in Wnt pathway maintenance and regulation, such as JUN, MYC,

FZD2, RAC1, GSK3β, Dvl-1, and CTNNB1 [131,132]. Specifically, Wnt/β-catenin elements are

differentially expressed in HPV-positive cervical cancer cell lines (HeLa and SiHa) compared with a
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non-tumorigenic immortalized cell line (HaCaT) [133]. In this study, 38 genes were identified to be

deregulated. Specifically, 15 genes were up-regulated (including CCND3, LRP5, TCF7, and FDZ9),

and 23 gene were down-regulated (including CCND2, WNT10A, WNT7A, TCF3, WNT1, FZD4,

and BTRC). Because these authors found that WNT7A expression was also significantly reduced in

cervical cancer samples, they restored WNT7A expression in HeLa cells, which resulted in a strong

decrease in cell viability, proliferation, and migration. In addition, aberrant hypermethylation in the

CpG islands within the WNT7A promoter was found in HeLa and SiHa cells but not in HaCaT cells;

this event suggests as a possible mechanism by which WNT7A is repressed.

Additionally, a systematic study in cervical cancer samples showed an alteration in the expression

of miRNAs involved in Wnt/β-catenin pathway modulation [134]. In this study, miR-21-5p,

miR-34c, and miR-96a were up-regulated, whereas miR-99b, miR-497-5p, and miR-617 were

down-regulated. Although functional analysis was not performed, these expression patterns were

hypothesized to modify the levels of their targets, i.e., WNT5A, FZD1, FAS, MYC, FZD6, CCND1,

and PDGFRA, to facilitate cell proliferation and invasion.

Clear evidence indicates that the Wnt pathway is hyperactivated in HPV-related cancers.

Currently, HPV oncoproteins are known to bind and alter the function of several cellular targets

associated with Wnt pathway regulation, including hTERT, p53, p300/CBP, Dvl, and PP2A (see

Table 1), and information about the possible viral regulatory mechanisms in this pathway is emerging.

6. Wnt/β-Catenin Cell Signaling Regulation by E6 and E7 Oncoproteins

The activation of the canonical Wnt pathway represents a second requirement for the malignant

transformation of the HPV-infected epithelium [75,135]. Specifically, several findings support the

direct or indirect participation of HPV oncoproteins in this pathway.

In HPV-positive oropharyngeal cells, β-catenin expression is strongly localized in the cytoplasm

and nucleus, whereas β-catenin is mainly detected in the membranes of HPV-negative cells [5].

In these HPV16-positive oropharyngeal cancer cell lines, E6 and E7 repression was shown to

significantly decrease the β-catenin cytoplasmic and nuclear protein levels as well as the β-catenin

mRNA levels. Moreover, both E6 and E7 expression were confirmed to up-regulate β-catenin

expression and to enhance TCF-mediated transcription. This effect was attributed to a decrease in the

ubiquitin ligase type 3 Siah-1 protein (seven in absentia homologue-1 protein), which acts as β-TrCP

to induce β-catenin degradation. Because p53 mediates Siah-1 transcriptional activation [136], the

down-regulation of p53 induces a decrease in the Siah-1 mRNA and protein levels in HPV-positive

cells that are E6-mediated, avoiding β-catenin degradation. However, the activation of Wnt/β-catenin

by the E7 oncoprotein is currently poorly understood [5].

An in vitro study showed that the HR and LR-HPV E6 proteins can distinctly augment the TCF

response, with the highest activity observed for the HR-HPV E6 proteins [137]. In contrast to the

previous research, E6 augmented the Wnt/β-catenin/TCF signaling response, although it did not

significantly alter β-catenin stability and expression. This process did not depend on p53 degradation,

the E6 PDZ-binding motif, APC/Axin/GSK3β complex activity, or β-catenin nuclear localization;
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instead, the presence of the E6/E6AP complex enhanced the TCF transcriptional activity mediated

by the proteasome, independent of changes in β-catenin levels.

Subsequently, E6AP was confirmed to act as a novel Wnt signaling regulator that cooperates

with E6 [138]. Specifically, the levels of E6 decrease in a proteasome-dependent manner in cells in

which the Wnt pathway is activated; however, E6 is restored and stabilized in the presence of E6AP,

suggesting that E6 requires E6AP to function in Wnt-activated cells. The participation of E6AP in

the induction of the TCF response is independent of its catalytic activity. In contrast, β-catenin is

stabilized by E6/E6AP, a process that requires the E6AP catalytic domain. Subsequently, β-catenin

nuclear accumulation depends on its phosphorylation by GSK3β [138]. The mechanism by which

E6/E6AP stabilizes β-catenin is not clear. To date, a direct interaction of E6 or E6AP with β-catenin

has not been proven, but the E6/E6AP complex could alternatively participate in the sequestration of

a negative regulator of the Wnt pathway.

Another element participating in the Wnt signaling pathway is FOXM1, which is also regulated

by the HPV E6 oncogene. FOXM1 can induce β-catenin nuclear translocation by directly binding to

β-catenin [58]. In cells harboring the HPV genome, E6 but not E7 oncoprotein was associated with

FOXM1 overexpression [128]. This regulation is mediated by the MZF1/NKX2-1 transcriptional

factors axis. E6 induces MZF1 expression, and MZF1 consequently activates NKX2-1 transcription.

Because the FOXM1 promoter contains three putative sites for NKX2-1, E6 indirectly enhances

FOXM1 transcription. In E6-expressing cells, the high levels of FOXM1 increase β-catenin

translocation, which promotes TCF transcriptional activation and the expression of Wnt/β-catenin

targets such as c-Myc and Cyclin D1 and stemness genes such as Nanog and Oct4. Thus, via the

MZF1/NKX2-1 axis, E6 is responsible for metastasis, invasiveness, and stemness induced by the

FOXM1-mediated activation of the Wnt/β-catenin pathway.

In vivo studies of transgenic mice support the role of the HPV E6 oncogene in the Wnt signaling

pathway. In the K14E6 transgenic mice, the nuclear accumulation of β-catenin depends on the

E6 PDZ-binding motif [102]. In this model, Wnt target genes (MYC, BIRC5, and CCND1) were

up-regulated in the presence of full-length E6, but these genes were not up-regulated in mice

expressing a truncated version of E6 lacking the PDZ-binding motif. Nevertheless, in vitro studies

showed that both E6 forms enhanced TCF transcriptional activity due to the interaction of E6

with Dvl2, which is responsible for the disassembly of the β-catenin degradation complex [102].

These results suggest that the ability of E6 to activate the TCF response can be both dependent and

independent of β-catenin translocation.

Other assays of double-transgenic mice expressing E7 and a constitutively active β-catenin

indicated that the co-expression of both proteins promotes invasive cervical cancer, supporting that

the activation of the Wnt/β-catenin pathway in premalignant lesions may be partly due to HPV [135].
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Figure 2. Participation of HPV oncogenes at different levels of Wnt/β-catenin

cell signaling regulation. (A) The binding of E6-Dvl can disrupt the β-catenin

degradation complex, releasing β-catenin which then accumulates in the cytoplasm; (B)

The E6/E6AP complex stabilizes β-catenin, avoiding its proteasomal degradation and

promoting its nuclear translocation, which results in an increase in TCF transcriptional

activity; (C) E6-induced p53 degradation inhibits Siah-1 expression, which reduces

β-catenin degradation; (D) E6 induces FOXM1 expression via the MZF1/NKX2-1

axis, which promotes FOXM1/β-catenin nuclear translocation and TCF transcriptional

activation; (E) E7 binds to PP2A in the structural and catalytic domain, which may avoid

the GSK3β activation and consequently β-catenin is stabilized.

Although the role of the E7 oncoprotein in the regulation of Wnt signaling has not been

studied as well as that of E6, some findings suggest that this protein is involved in this pathway.

Specifically, PP2A participates as a negative regulator of Wnt signaling. This phosphatase induces

GSK3β activation via its dephosphorylation at the Ser 9 residue, which results in β-catenin
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degradation [139]. In a model based on primary human foreskin keratinocytes immortalized with E6

and E7 oncoproteins and transformed with SV40 small T antigen (smt), the smt antigen directly binds

to the PP2A catalytic domain, preventing its activation to consequently induce Wnt signaling [75].

Moreover, cell line studies have demonstrated that the functions of E7 and smt are similar: they both

strongly bind to the catalytic subunit of PP2A to inhibits its activity [114]. This role of E7 may

contribute to β-catenin stabilization in the cytoplasm.

Notably, the above-described findings strongly support a role for HPV oncoproteins in the Wnt

canonical pathway. Nevertheless, HPV has not been conclusively linked to the Wnt non-canonical

pathway regulation, although some E6 targets, such as WNT7A and Dvl, are known to participate in

the activation of Wnt non-canonical pathways.

Evidence supporting the role of HPV in the modulation of the Wnt signaling pathway is shown

in Figure 2, which depicts the possible contribution of HPV oncoproteins at different levels in the

activation of Wnt signaling.

7. Conclusions

Persistent infection with high-risk HPV types is clearly a main factor in cervical cancer

development, and such infections are also implicated in the development of other types of cancer.

HPV infection and the activation of diverse cellular processes such as signaling pathways are required

to induce a malignant phenotype. Moreover, the Wnt/β-catenin pathway is deregulated in various

neoplasias, and has been implicated in HPV-related cancers.

Several studies support the role of HPV oncoproteins in the activation of the canonical

Wnt/β-catenin pathway, which may be involved in the onset, progression and maintenance of

transformed cells.

Deciphering the precise mechanisms by which HPV oncogenes participate in Wnt/β-catenin

modulation will help to elucidate HPV-related carcinogenesis. This information could eventually

aid in identifying biomarkers of prognosis and contribute to the design of more effective

targeted therapeutics.
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Abstract: Cancer-causing HPV E6 oncoproteins are characterized by the presence of a PDZ binding

motif (PBM) at their extreme carboxy terminus. It was long thought that this region of E6 had a sole

function to confer interaction with a defined set of cellular substrates. However, more recent studies

have shown that the E6 PBM has a complex pattern of regulation, whereby phosphorylation within

the PBM can regulate interaction with two classes of cellular proteins: those containing PDZ domains

and the members of the 14-3-3 family of proteins. In this review, we explore the roles that the PBM

and its ligands play in the virus life cycle, and subsequently how these can inadvertently contribute

towards the development of malignancy. We also explore how subtle alterations in cellular signal

transduction pathways might result in aberrant E6 phosphorylation, which in turn might contribute

towards disease progression.
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Pim, D.; Szalmas, A.; Thatte, J.; Thomas, M.; Tomaić, V.; Banks, L. The Human Papillomavirus E6

PDZ Binding Motif: From Life Cycle to Malignancy. Viruses 2015, 7, 3530–3551.

1. Human Papillomaviruses and Cancer

Human Papillomaviruses (HPV) are the primary causal agents of cervical cancer and are linked

to a growing number of other malignancies [1]. Of these cancers, the most important is cervical

cancer of which there are over 500,000 cases worldwide annually [1,2]. The cancer causing HPV

types are termed high risk types and the most frequently occurring HPV types in cervical cancer

are HPV 16 and HPV 18 [3]. HPV is also the causative agent of cancers at a number of other

anogenital sites [4] and in a rapidly increasing proportion of head and neck cancers [5]. The hallmark

of HPV induced cancer is the persistent expression of the early proteins E6 and E7, which function

as oncogenes throughout development of the malignancy [6,7]. Indeed, ablation of E6 and/or E7

expression in cervical tumor derived cell lines [8,9], primary cervical tumor cells [10] and also in

tumors in transgenic mice [11] expressing the E7 oncoprotein, results in a cessation of transformed

cell growth and tumor repression, manifested through senescence [12] or apoptosis [13]. Therefore,

these viral oncoproteins are excellent targets for therapeutic intervention in HPV induced malignancy.

2. Differences between the High and Low Risk Viruses

There are close to 200 HPV types that have been described thus far, but among these only a

few are associated with cancer. These high-risk viruses, which include the predominant cancer

causing viruses HPV16 and HPV18, also includes 10 other types (31, 33, 35, 39, 45, 51, 52, 56,
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58, and 59), which are also defined as cancer causing by the WHO [3]. The HPV types that

do not cause malignancy are termed “Low risk” and include the HPV types 6 and 11, which are

generally associated with benign epithelial condylomas. The question of why some viruses are

cancer causing, while others are not has garnered a great deal of attention. Detailed analyses of

various viral genomes demonstrate a high degree of conservation between the virus types, as well

as conservation in many of the cellular targets of the viral oncoproteins. One of the most obvious

differences between the E6 oncoproteins of the high and low risk HPV types is the presence of

a C-terminal PDZ (PSD-95/DLG/ZO-1) binding motif (PBM) [14] in the E6 oncoproteins of high

risk viruses that is absent in the low risk HPV types. This PBM, therefore, represents a molecular

signature for the oncogenic potential of the high risk E6 proteins [15,16].

PDZ domains are stretches of 80–90 amino acids in length and were described from the three

proteins that were first shown to harbor these domains i.e., the Post Synaptic Density 95 (PSD95),

the Discs Large (Dlg) and the Zona Occludens 1 (ZO-1) proteins. These domains are sites of

protein-protein interactions with the ligands containing the so-called PDZ binding motifs (PBMs).

Many of these proteins contain multiple copies of these PDZ domains and frequently also contain

other protein-protein interaction motifs, thereby allowing these proteins to be involved in a plethora of

different activities. Indeed, in the case of many PDZ domain containing proteins, they are considered

to act as scaffolding proteins, facilitating the assembly of multi-protein complexes [17].

The recognition of the PDZ domain is dependent upon the precise sequence of the PBM on

the PDZ ligand. This PBM usually lies at the extreme C-terminus of the protein, but can also be

found at internal sites [14]. There are three broad classes of PBM’s defined by their C-terminal

consensus sequences: type I PBM (-X-S/T-X-ΦCOOH), type II PBM (-X-Φ-X-ΦCOOH), and type

III PBM (-X-D/E-X-ΦCOOH), where X is any residue and Φ is a hydrophobic residue [14,18,19].

However, there is a wide diversity in the types of PBM’s, and 16 distinct subtypes have been

proposed [14,17]. Furthermore, PDZ domain-ligand specificity is not solely dependent upon the

last four amino acids but involves at least the last seven carboxy terminal amino acids, with both

canonical and non-canonical residues in the PBM contributing towards substrate specificity [20]. As

can be seen from Figure 1, the high risk HPV E6 oncoproteins, while all possessing the canonical

X-S/T-X-ΦCOOH consensus site, nonetheless display significant degrees of variation within this

region. The first intimation that these changes might be biologically relevant came from early

studies on the interaction of HPV 16 and 18 E6 with two potential PDZ domain substrates, the

Discs Large (Dlg) and the Scribble (Scrib) proteins. In this case, a single Leucine/Valine substitution

at the C terminal residue of the E6 PBM, was instrumental in determining substrate preference,

with a C terminal Valine in 18E6 conferring preference for Dlg interactions, with a C terminal

Leucine in 16E6 conferring preference for Scrib [21]. Indeed, both crystallographic and NMR

studies performed under conditions where the HPV18 E6 PBM is in complex with two different PDZ

domain-containing substrates, Dlg and the Membrane-associated guanylate kinase, WW and PDZ

domain-containing protein 1 (MAGI-1), defined the importance of non-canonical residues within the

PBM for contributing towards substrate specificity [22–24]. As can be seen from Figure 1, apart

from the key residues at p0 and p-2 which define the PBM, residues at p-3, p-4, p-5 and p-6, and

in the unique case of HPV-18 E6 at p-11, play essential roles in determining substrate specificity in
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the recognition of both Dlg and/or MAGI-1. Interestingly, most of these residues are non-canonical

and lie outside the core PBM consensus sequence. As can be seen, there is also a great degree

of variation in the sequence of these residues among the different high risk E6 oncoproteins. This

highlights the fact that there is a considerable variability in the way these E6 proteins recognize

diverse PDZ domain substrates.

Figure 1. Papillomavirus oncoproteins show diversity in the PBMs and their kinase

recognition sequences. The multiple sequence alignment of various HPV E6 proteins

from different HPV types and the MmPV E7 using the Clustal X color scheme for the

ClustalW sequence alignment program [28] show variation in the sequences of their

C-terminus, which includes the PBM in the high risk HPV E6 proteins as well as the

MmPV1 E7 protein, which is absent in the low risk HPV E6 types. The 4 boxed amino

acids at the extreme C-terminus designate the canonical PBM. Whilst residues at p0

and -2 form the basis of PDZ recognition, the residues marked (*) indicate the amino

acids that have been shown to be important for the specificity of E6 interaction with Dlg,

while residues marked (+) designate the amino acids crucial for MAGI-1 specificity. The

consensus sequences for AKT and PKA recognition of the E6 proteins is also shown.

High resolution NMR studies show that the upstream flanking regions of the PDZ1 domain of

MAGI-1 increase the binding affinity to the PBM of E6 and also shows the PBM to have a disordered

structure which becomes structured upon binding to the PDZ domain [22]. The number of critical

contact sites is reflected directly in the strength of association between E6 and its different PDZ

targets, with dissociation constants lying in the micromolar range with regard to MAGI-1, with a
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KD value of about 3.0 μM for 16E6 and 1.5 μM for 18E6 [23], with again the difference in the

C-terminal residue playing a significant role. Taken together, these studies indicate conservation of

the PBM across high-risk E6 types, although the identity of preferred PDZ domain substrates of these

different HPV E6 oncoproteins is likely to vary. As will be seen from the following discussion, this

is indeed borne out by the fact that different E6 oncoproteins target a large number of different PDZ

domain containing proteins, many of which are involved in the control of the same cell signaling

pathways [25] (Table 1). Recent proteomic studies also have identified potential novel interacting

partners of HPV E6 that play a role in pathways other than cell polarity [25–27], such as endosomal

transport (Table 1).

Table 1. Known PDZ Domain containing targets of E6.

Protein Name Function Reference

DLG1 Polarity/tumour suppressor [15,16,21,29–34]

SCRIB Polarity/tumour suppressor [21,35,36]

MAGI1/2/3 Polarity/tumour suppressor [24,32,37,38]

PSD95 Signaling complex scaffold [39]

TIP2/GIPC TGF-β signaling [40]

NHERF1 PI3K/AKT signaling [41]

MUPP1 Signaling complex scaffold [42]

PATJ Tight junction assembly [43,44]

PTPH1/PTPN3 Protein tyrosine phosphatase [45,46]

PTPN13 Non-receptor phosphatase [47]

PDZRN3/LNX3 RING-containing ubiquitin ligase [48]

14-3-3 Signaling complex adapter [49,50]

PAR3 Polarity/tumour suppressor [51]

SNX27 Endosomal trafficking/signaling [26,27]

ARHGEF12 RhoGEF [26]

FRMPD2 Tight junction formation [26]

LRRC7 Normal synaptic spine function [26]

A critical aspect of HPV E6 is its multifunctionality. This protein has been reported to interact

with at least 30 different cellular substrates [52], and these are involved in all aspects of E6 activity,

from roles in the virus life cycle to the development of malignancy. For example, interaction with the

cellular ubiquitin ligase, E6AP would appear central to many of E6 activities, by allowing E6 to direct

its targets for proteasome mediated degradation [52]. However, this interaction also appears to play a

central role in regulating E6 stability and turnover, presumably through holding the E6 structure in a

stable conformation [53–56]. Another critical interaction involves the p53 tumor suppressor, and the

ability of E6 to target and degrade p53 appears essential for multiple E6 functions [52]. However,

it is also clear from the E6 structure that E6 interaction with E6AP and p53, as well as many of

its other substrates, is very complex and often involves overlapping interaction sites [54–57]. This

makes elucidating the role of these interactions in HPV E6 biological functions very complex, as
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mutations which abolish one set of interactions are likely to affect other substrates, thereby making

interpretations as to which interactions are relevant for each activity very difficult. In contrast, the

PBM is a highly defined region of the E6 oncoprotein and structural studies indicate a disordered

structure, well away from E6’s other protein interaction sites [57]. This makes studies to understand

the function of this region of E6 much easier as it allows specific mutations to be introduced in the

PBM without affecting any of E6’s other activities [58,59]. This is exemplified most clearly in studies

on the virus life cycle.

3. The E6 PBM and the Viral Life Cycle

The productive phase of the HPV life cycle is intimately linked with the differentiation program

of the host epithelium [60]. The virus infects the basal cells of the epithelium via micro abrasions

(see Figure 2), where multiple viral genome copies are maintained as persistent episomes. The

division of these infected cells and their movement through the upper strata of the epithelium as

they differentiate is coupled with the expression of different viral proteins including E6, and with the

amplification of viral DNA [61]. Studies with HPV genomes lacking E6 show that these genomes

are unable to establish themselves as episomes within the cell [62,63]. It is speculated that the

roles of E6 in the viral life cycle range from the inhibition of apoptosis that is induced by the E7

oncoprotein to the facilitation of viral DNA amplification within the upper epithelial strata [64].

Studies in Human Foreskin Keratinocytes (HFKs) transfected with HPV 31 genomes have shown

that the presence of the E6 and E7 oncoproteins is crucial for the stable replication of viral DNA, but

not for transient replication [63]. The maintenance of viral copy number and proliferation, as well as

episomal maintenance of viral DNA in undifferentiated cells, also requires the presence of the PBM,

as demonstrated by the reduced replicative capacity and growth rates of HFKs stably maintaining

PBM mutant genomes of HPV 31 [34].

HFKs containing HPV 18 genomes also displayed similar phenotypes, with the cells expressing

E6 ΔPBM containing genomes proliferating somewhat more slowly than the cells containing wild

type HPV 18 genomes. Furthermore, in organotypic cultures, the E6 ΔPBM genomes exhibited

defects in the levels to which the viral genomes could be amplified and a corresponding decrease in

the number of suprabasal cells that were capable of replicating DNA. Most interestingly, extended

periods of passaging resulted in a loss of E6 ΔPBM genomes, indicating that the E6 PBM plays

an essential role in episomal maintenance and in creating an environment favorable for viral DNA

replication [65].

Normal Immortal Keratinocytes (NIKS) containing HPV 16 genomes with E6 ΔPBM mutations

also exhibited significant defects in the viral life cycle. However, in this particular instance, this was

correlated with decreased levels of expression of the HPV 16 E6 protein [66]. This suggested that

at least one of the E6’s PDZ target proteins might play a role in regulating E6 stability or levels of

expression. In support of this, loss of Scrib in HeLa cells was found to greatly reduce the levels of

HPV 18E6 protein. However, the molecular basis for this effect remains to be determined [66]. It

was also observed that the HPV 16 E6 ΔPBM genomes failed to be maintained as episomes in NIKS

cells, compared with wild type genomes.
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Figure 2. The role of the E6 PBM in the HPV life cycle and malignancy. The

figure shows the productive life cycle of the virus after infection of the epithelium with

coordinate expression of the different viral gene products during epithelial differentiation,

ultimately resulting in the production of new infectious virus particles. The E6 PBM

function, most likely through PDZ targeting, is required for expansion of replication

competent cells and for maintenance of the viral episomal DNA. During differentiation

and viral DNA amplification in the G2M like phase of the cell cycle, E6 will most

likely be phosphorylated within the PBM, which could confer interaction with 14-3-3

proteins. Following a persistent infection of up to 20 years, the progression of HPV

induced malignancy can occur. The role of the E6 PBM in this stage is unknown, but

PDZ targeting might contribute to loss of cell polarity regulators and drive proliferation

and invasion. Phosphorylation of the E6 PBM might be a means of negatively regulating

this activity of E6.

Recent studies in NIKS containing either wild type HPV16 genomes or genomes with mutant

forms of E6 that were either prematurely terminated to ablate all forms of E6 or were lacking just

the last two amino acids of the PBM, thus making them unable to interact with PDZ proteins, show

that, although the PBM defective mutant is not maintained stably as episomes in these cells through

extended passages as described previously [66], this phenotype can be reversed by the repression of

p53. The repression of p53, either through shRNA or through the expression of a dominant negative
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form of the protein, stabilizes the PBM defective 16E6 mutant genome in these NIKS, and the

genome is now capable of being maintained as a stable episome [67]. These results are particularly

intriguing since the PBM deletion mutants of E6 target p53 as efficiently as wild type E6. This

indicates that at least one aspect of E6 PDZ targeting links directly to pathways that are controlled

by p53 [67,68]. It is also possible that the PDZ-PBM interaction of wild type E6 contributes towards

the abrogation of a p53 function that is independent of the degradation of p53, and this functional

ablation is necessary for viral genome maintenance. Clearly, elucidating the molecular basis for the

link between PDZ targeting and p53 is a particularly exciting avenue of future research.

Taken together these studies indicate that the E6 PBM plays an essential role in the virus life

cycle, being required for expansion of the population of replication-competent cells and thereby

increasing the number of cells in which viral genome amplification can occur. A recent intriguing

study demonstrated that evolution of the E6 PBM most likely preceded acquisition of an oncogenic

phenotype, suggesting the possibility that the PBM may also play an important role in specific tissue

tropism or niche selection [69], something that seems to be supported by studies described below in

which the biological effects of the E6 PBM varies, depending upon the tissue or origin of cells.

4. The Role of the PBM in Transformation and Cancer

The ability of the high risk HPV E6 oncoproteins to effectively recognize and bind to cellular

PDZ domain containing targets has been shown to be important for the transformation potential

of E6, both in vitro [16,70] and in vivo [58], although differences are observed depending on cell

type and the anatomical site. Studies in immortalized human keratinocytes that the HPV 18E6

transfected keratinocytes show an exaggerated epithelial to mesenchymal (EMT) phenotype and

changes in actin cytoskeletal organization that are significantly reduced in the cells that contain

HPV 18E6 PBM mutant cDNA. Furthermore, the wild type E6 expressing cells also show aberrant

adherens junction and desmosome formation not observed in the E6 PBM mutant containing cells,

implying that the E6 PBM contributes towards the development of transformed characteristics

in primary keratinocytes [70]. Likewise, the E6 PBM has been shown to contribute towards

anchorage-independent growth in murine and human tonsillar keratinocytes, as well as contributing

to their immortalization [47]. The E6 PBM is also necessary for the inhibition of apoptosis in human

airway epithelial cells [71]. In the case of rodent cells, the E6 PBM appears to contribute towards the

ability of E6 to promote transformation, although this is not observed in mammary epithelial cell or

foreskin keratinocyte immortalization assays [16,34,65,72,73]. This indicates that the E6 PBM itself

plays a limited role in immortalization per se, most likely functioning in the later stages of malignant

transformation; however, there are also clear elements of context dependence, where the E6 PBM

has a more active role in certain cell types and/or contexts than in others.

Transgenic mice have been used extensively to dissect the role of E6 and E7 in the development

of malignancy. This has been based on the expression of the viral oncogenes from a keratin 14 (K14)

promoter, which ensures expression of the viral proteins in the correct cell type i.e., basal cells of the

cutaneous and squamous epithelia. Mice expressing HPV 16 E6 in the epidermis develop epithelial

hyperplasia, which progresses to squamous carcinoma. In contrast, transgenic mice that express
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an E6 ΔPBM mutant, fail to develop hyperplasia, although they show a radiation response similar

to the mice expressing wild type 16E6, as demonstrated by the lack of p53 or p21 induction upon

irradiation. This indicates that both the wild type and the E6 ΔPBM mutant are capable of targeting

and degrading p53, but that the ability to cause hyperplasia and promote progression towards a

transformed phenotype is dependent on the presence of an intact and functional PBM [58]. In the

cervix, HPV16 E6 and E7 promote the development of tumors in the presence of chronic estrogen

treatment [74,75]. Additionally important to note is that although E6 expressing mice develop tumors

in the presence of estrogen, E7 is more efficient in initiating tumor formation in a similar setting,

indicating that E6 most likely plays a greater role later in tumor progression [74]. In addition, mice

that express wild type 16E6 alone develop cervical tumors at a greater frequency if estrogen treatment

is extended to 9 months, whilst the E6 ΔPBM mice have fewer and smaller tumors [59]. There is

also a significant reduction in the tumor size and multiplicity of tumors in mice expressing the PBM

deletion mutant in co-operation with wild type E7 when compared with mice that express wild type

E6 and E7 [59].

Studies with transgenic mouse models of head and neck cancer, as well as models of anal cancer,

differ from those of the skin and cervix with respect to the potential role of the E6 PBM in the

development of these cancers [76,77]. In the case of head and neck cancer, there is a co-operation

between the E6 and E7 oncoproteins in the induction of squamous cell carcinoma, with E7 being

the more potent oncogene in the presence of the chemical carcinogen 4-nitroquinoline-1-oxide

(4-NQO) [76,78]. The studies with mice that express the E6 ΔPBM, showed that the ability of E6 to

co-operate with E7 to cause head and neck squamous cell carcinoma (HNSCC) does not require an

intact PBM function [76]. These results indicate that although E6 and E7 synergize to induce HNSCC

in transgenic mice, this most likely involves a mechanism that is independent of the E6 PDZ binding

potential. Similar phenotypes have been observed in mouse models of anal carcinoma, where HPV16

E7 is more effective in inducing proliferation in the anal epithelium compared with mice expressing

16 E6 alone when treated with the chemical carcinogen DMBA. Additionally important to note is

that the co-expression of E6 and E7 in these mice does not seem to increase tumor induction rate

or size compared with mice expressing E7 alone [77]. These observations again implicate E7 as the

more potent oncogene in the development of anal cancer similar to HNSCC, although further studies

with mutant E6 mice and a reduction of the treatment time with DMBA in the case of anal cancer

may reveal potential roles of E6 in anal carcinogenesis.

These studies demonstrate a potent contribution of the E6 oncoprotein and the E6 PBM towards

the development of certain malignancies in transgenic mice. However, the precise contribution of the

PBM varies depending upon the anatomical site, again indicating a degree of context dependence in

which the E6 PBM functions. This context dependence is a recurring theme in cell polarity signaling

pathways; whose control is largely governed by PDZ domain containing proteins.

5. E6, Cell Adhesion and Polarity

Epithelial tissues have a characteristic polarized cellular architecture and specialized cell-cell

junctions, including desmosomes, tight and adherens junctions. There are a number of signaling
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and polarity complexes that are involved in the recruitment of proteins to the junctions and in the

establishment of cell polarity [79]. Cell polarity plays a crucial role in the organization of signaling

pathways, which allow the interpretation of signals from the surrounding microenvironment, thus

enabling the control of proliferation, metabolism, apoptosis, differentiation and motility [80]. Cell

polarity is maintained by an intricate interplay between conserved groups of proteins that form

distinct complexes:The Crumbs, Par and Scribble complexes. Apical polarity is controlled by the

Crumbs complex, made up of Crumbs3, Pals1 and PatJ [81,82]. The Par complex consists of

Par3, Cdc42, Par6 and atypical protein kinase C (aPKC), which is a dynamic complex and which

also interacts with the Crumbs complex [80]. The Scribble complex consists of the scaffolding

proteins Scribble, Dlg and Hugl, which maintain basolateral polarity. Of these cell polarity proteins,

PatJ, Par3, Scrib and Dlg all possess PDZ domains and, hence, are potential targets of E6 [83].

It is important to remember that the control of cell polarity hinges on the correct spatio-temporal

regulation of the expression levels of the cell polarity regulators. Alterations in expression levels or

mislocalization of any of these components perturbs the function of the complex as a whole and leads

to aberrant signaling that may be a driver of neoplastic transformation [84].

One of the primary characteristics of the transition of a benign neoplasm to a malignant phenotype

is a major disorganization of cellular architecture, which includes the loss of cell-cell contact and

polarity, either through the degradation or mislocalization of the components that regulate these

processes. The impact of the loss of polarity can be profound- the perturbation of the trafficking

of proteins to the apical or basolateral regions may cause aberrant signaling due to mislocalization

of receptors, or a redistribution of cell adhesion molecules that can promote cellular transformation

in EMT. Altered polarity can also lead to an inappropriate distribution of degradative enzymes such

as matrix metalloproteinases at the cell surface, thus promoting cell invasion and transformation, as

well as affecting migration and cytoskeletal organization [85]. Many of the key regulators of cell

polarity and adhesion are PDZ domain containing proteins, a number of which have been reported to

be targets of high risk HPV E6 oncoproteins, albeit with varying affinities (See Figure 3), and these

include the core components of the cell polarity control machinery; the Scribble-Dlg [21,33,36],

the Par-aPKC [51,86], and the Crumbs complexes [43,44]. Furthermore, a number of cell junction

proteins are targeted by E6 and these include the MAGI group of proteins [37,38], all of which are

crucial for maintaining junctional stability and integrity.

The Scribble-Dlg axis appears to be one of the bona fide targets of the high risk E6 oncoproteins,

with numerous studies showing that both proteins can be bound and degraded by E6 in vitro and

in vivo [33,36,87]. It has also been observed that overexpression of Scrib inhibits the transformation

of rodent epithelial cells by high risk E6 and E7 proteins, indicating a potential role for Scribble

as a tumor suppressor [21,36,58]. Indeed, deregulation of Scribble function is seen in a wide

range of epithelial cancers- including colorectal [88] , breast [89], prostate [90], and endometrial

cancers [91]. In the case of cervical cancer, the expression patterns of Scrib and Dlg are severely

perturbed during tumor development [92–94]. A general trend during the development of cervical

cancer is the unusual cytoplasmic distribution of Dlg in cervical intraepithelial precursor lesions,

as opposed to the cell-cell contact localization seen in normal tissue. In contrast, a loss of Dlg is

observed only in late stage invasive cervical cancer [92]. This trend is also observed in the case of
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Scribble, where a redistribution of Scribble is observed from sites of cell contact in normal squamous

cells to the cytoplasm in early dysplasia, followed by a steady reduction in protein levels as the tumor

progresses [95]. Whether these perturbations to Dlg and Scrib expression during the progression of

cervical cancer are due to the effects of E6 is still an open question and subject of intense research.

 

Figure 3. Papillomavirus oncoprotein targeting of cell polarity proteins. The cartoon

depicts the various proteins comprising the three major complexes that regulate cell

polarity: apical is defined by the Crumbs (CRBS) complex, subapical by the Par complex

and basolateral by the Scrib complex. These complexes interact through a series of

mutually antagonistic interactions ensuring correct spatial distribution and levels of

expression of the individual components. Note the propensity of HPV E6 and MmPV

E7 to target diverse components of this cell polarity control network, thereby perturbing

their levels of expression or subcellular distribution.

It is important to note that E6 does not induce the degradation of the entire pool of Scribble

and Dlg, but instead only targets a specific subset of the proteins. In the case of Dlg and HPV

18E6, only phosphorylated and nuclear fractions of Dlg appear to be targeted for proteasome

mediated degradation. Paradoxically, both Dlg and Scribble show pro-oncogenic activity in certain

contexts [96,97]. For example, the adenovirus E4 protein triggers Dlg translocation to the plasma

membrane of epithelial cells where it goes on to activate PI3K, with the assembly of a ternary

complex made up of Dlg1, PI3K, E4 and Akt [98,99]. This membrane associated PI3K is

constitutively active and mediates Akt signaling which is associated with tumorigenesis. Scrib has

also been found to be overexpressed and mislocalized in breast cancer and has been linked to a gain of

pro-oncogenic activity [100]. It is also interesting to hypothesize that such pro-oncogenic functions
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of PDZ proteins can be manipulated by the HPV E6 protein to create a favorable environment for

cellular proliferation.

Indeed, recent studies showed that E6 stimulates RhoG activity by a mechanism that is dependent

upon its interaction with Dlg and the RhoG guanine nucleotide exchange factor SGEF. Thus, in

HPV positive cells, there are high levels of RhoG activity, resulting in increased invasive potential,

which is directly dependent upon continued expression of E6, Dlg and SGEF [101]. These findings

demonstrate a hitherto unknown pro-oncogenic function of Dlg in HPV transformed cells. It is thus

tempting to speculate that the mislocalization or overexpression of Dlg or Scrib may induce a switch

from tumor suppressor to a pro-oncogenic function, possibly due to the alteration in the pool of

their interacting partners, thus modulating their function, especially in the case of intermediate grade

tumors, thus increasing their potential for progression to invasive cancers [102].

The MAGI family of proteins has been shown to be one of the most strongly bound and most

susceptible groups of proteins to be targeted by the high risk E6 proteins [22,37,38,103,104].

MAGI-1 in particular is a major degradation target of both HPV 16E6 and HPV 18E6 [87]. As in the

case of Dlg, only certain pools of the protein are targeted, with the membrane and nuclear pools of

MAGI-1 being susceptible to proteasome-mediated degradation by both HPV 16E6 and HPV 18E6.

The loss of TJ integrity is a direct consequence of the loss of MAGI-1 in cervical cancer cell lines

HeLa and CaSKi, which is reinstated upon E6 ablation and the re-emergence of MAGI-1 expression

in these cells [87]. It is also interesting to note that the reintroduction of a mutant MAGI-1 that is

resistant to E6 induced degradation in HPV positive cells leads to the accumulation of ZO-1 and

Par3 at cell contact sites, as well as a significant reduction in cell proliferation and an increase in the

number of apoptotic cells [105]. This finding sheds light upon the pathological consequence of the

loss of MAGI-1 in HPV positive cells, which includes loss of tight junction stability, an increase in

proliferation and a suppression of apoptosis, all of which can be expected to enhance the progression

of hyperplastic lesions into metastatic cancer. Interestingly, from a life cycle point of view, this

dissociation of the control of cell proliferation by contact inhibition might be means by which E6

targeting of these junctional complexes can be expected to induce proliferation of the suprabasal

epithelial cells during the virus life cycle (See Figure 2).

The only other Papillomavirus known to cause cervical cancer in its natural host is the Macaca
mulatta Papillomavirus type 1 (MmPV1). This virus is very similar to HPV16, is sexually transmitted

and causes cervical cancer in rhesus macaques [106–108]. However, unlike the high risk HPVs, the

E6 protein of MmPV1 does not contain a C-terminal PBM. Instead, a class I PBM (ASRV) is present

on the C-terminus of the E7 protein of this virus. As can be seen from Figure 1, the sequence of

the E7 PBM is quite distinct from that found in the high risk HPV E6 proteins [86], however it

nevertheless fits perfectly within the consensus sequence. Not surprisingly, such a difference in the

PBM is reflected in differences in the PDZ proteins bound by MmPV1 E7, with only very weak levels

of interaction seen with Scribble and Dlg. Indeed, the preferred PDZ substrate of the MmPV1 E7

protein is Par3, which, as noted above, is a critical component in the cell polarity control pathway.

Par3 defines the sub-apical region of the cell and maintains apico-basal polarity in conjunction with

the Crumbs and Scribble complexes and therefore belongs to the same polarity control pathway

as Scrib and Dlg [86,109,110]. Whilst there is no information available on the status of Par3 in



315

Rhesus macaque cervical cancers, it is clear that MmPV1 E7 perturbs the pattern of Par3 expression

in cultured cells, and can therefore be expected to perturb the correct functioning of the cell

polarity network. This interaction of MmPV1 E7 with Par3 is also biologically significant, as Par3

binding-defective mutants of MmPV1 E7 lose their ability to transform primary rodent cells [86].

It thus appears that the high risk HPVs and MmPV1 target the same pathway of polarity control

using a similar mechanism of PDZ recognition, although they target different components of the

pathway through the action of different viral oncoproteins, indicating a high degree of evolutionary

conservation across these different cancer causing Papillomaviruses.

6. The Multifunctionality of the E6 Oncoprotein

As noted above, the E6 oncoproteins are multifunctional with many different interacting partners

required for their multiplicity of function, both during the changing environment of the virus life

cycle and during cancer development. Not surprisingly, the E6 PBM is equally multifunctional.

Embedded within the PBM of all of the high risk HPV E6 oncoproteins is a potential phospho

acceptor site (see Figure 1). It was first shown for HPV 18E6 that Protein Kinase A (PKA) could

very efficiently phosphorylate the Threonine residue at position 156 within the PBM, and this in turn

resulted in a dramatic inhibition of the ability of E6 to interact with its PDZ substrate Dlg [111]. This

is in accordance with observations that phosphorylation of the PBM generally abrogates PDZ-PBM

interactions and this is because the phospho moiety cannot be accommodated in the PDZ binding

pocket [112]. Not surprisingly, this phospho-dependent inhibition of PDZ recognition is also true

for other HPV E6 oncoproteins and other PDZ domain containing substrates [49]. What is more

surprising is that the regulation of the different HPV E6 PBMs is not controlled by the same kinase.

For example, HPV 18E6 is only phosphorylated by PKA, whilst HPV 16E6 can be phosphorylated

by PKA or AKT [49]. A similar situation also holds true for some HPV E6 proteins from other virus

types. This raises the surprising possibility that there are significant differences in how the different

HPV E6 oncoproteins are regulated. For example, AKT levels are high in proliferating cells [113],

whilst PKA levels are high during differentiation [65,70], and this suggests subtle differences in the

mechanisms by which the interaction of the high risk HPV E6 oncoproteins with the different PDZ

substrates are modulated.

So, does the phosphorylation of the PBM simply act to negatively regulate PDZ recognition

or can it confer an additional function upon the E6 protein? Indeed, recent studies have shown

that phosphorylation of the E6 PBM confers a strong direct interaction with members of the 14-3-3

family of proteins [49]. 14-3-3 proteins are a group of highly conserved acidic proteins. There are

seven known isoforms of 14-3-3 present in mammals that are encoded by seven distinct genes. 14-3-3

proteins bind to a large repertoire of proteins mainly in a phospho-specific manner [114–117]. 14-3-3

proteins function as adapter proteins and interact with a plethora of cellular proteins involved in a

wide variety of processes, including signal transduction, apoptosis, metabolic control, cytoskeletal

maintenance, tumor suppression, and transcription [118]. The interaction of E6 with 14-3-3 in a

phospho-specific manner thus raises intriguing questions as to its role in the modulation of 14-3-3
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function or vice versa. The phosphorylation of E6 confers preferred association with 14-3-3 zeta,

which in turn seems to be important for maintaining E6 stability in HeLa cells [49].

It therefore seems likely that the E6 PBM function will be differentially regulated through the

progression of the viral life cycle, both in the context of recognition of different PDZ containing

substrates as well as its interaction with phosphorylation-dependent cellular proteins, such as 14-3-3.

Indeed, mutation of the PKA consensus recognition site in HPV 18E6, in the context of the whole

genome in organotypic cultures, leads to a more hyperplastic and stratified phenotype, most likely as

a result of conferring constitutive interaction with PDZ domain containing substrates [65]. So, what

do these observations mean in the context of the fine regulation of E6 PBM function during the course

of the viral life cycle and in the development of malignancy? Certainly it is plausible that changes

in cellular signal transduction pathways might be reflected in altered patterns of phosphorylation

of E6. This in turn could promote or restrict malignant progression, depending upon the specific

situation. Since 14-3-3 proteins are heavily involved in the regulation of the cell cycle, it also raises

the possibility that the interaction of E6 with 14-3-3 may be modulating its function so as to maintain

an environment favorable for viral genome amplification, as for example in the G2/M phase of the

cell cycle even in the absence of appropriate signals. It is also tempting to speculate that this intricate

phospho-regulation may have arisen as a way of allowing compartmentalization of E6 function during

the various stages of the viral life cycle. In this way, phosphorylated E6 will be sequestered by the

14-3-3 proteins and will thus be unable to target the PDZ proteins that are crucial for maintaining

structural integrity of the infected cell and appear to be required for promoting cellular proliferation.

It is also plausible that the aberrant regulation of E6 phosphorylation may be a prognostic marker

for the predisposition of benign lesions to progress into invasive cancer. Whether this is due to a

lack or gain of phosphorylation is obviously an aspect requiring further investigation. Future studies

involving the dissection of the role of phospho-E6 and its possible effects on 14-3-3 activity, both

during the virus life cycle and during the progression to malignancy, should yield fascinating insights

into the function of this highly dynamic and multifunctional region of the E6 oncoprotein.
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HPV16 E6 Controls the Gap Junction Protein Cx43 in 
Cervical Tumour Cells 

Peng Sun, Li Dong, Alasdair I. MacDonald, Shahrzad Akbari, Michael Edward,  
Malcolm B. Hodgins, Scott R. Johnstone and Sheila V. Graham 

Abstract: Human papillomavirus type 16 (HPV16) causes a range of cancers including cervical and 
head and neck cancers. HPV E6 oncoprotein binds the cell polarity regulator hDlg (human 
homologue of Drosophila Discs Large). Previously we showed in vitro, and now in vivo, that hDlg 
also binds Connexin 43 (Cx43), a major component of gap junctions that mediate intercellular 
transfer of small molecules. In HPV16-positive non-tumour cervical epithelial cells (W12G) Cx43 
localised to the plasma membrane, while in W12T tumour cells derived from these, it relocated with 
hDlg into the cytoplasm. We now provide evidence that E6 regulates this cytoplasmic pool of Cx43. 
E6 siRNA depletion in W12T cells resulted in restoration of Cx43 and hDlg trafficking to the cell 
membrane. In C33a HPV-negative cervical tumour cells expressing HPV16 or 18 E6, Cx43 was 
located primarily in the cytoplasm, but mutation of the 18E6 C-terminal hDlg binding motif resulted 
in redistribution of Cx43 to the membrane. The data indicate for the first time that increased 
cytoplasmic E6 levels associated with malignant progression alter Cx43 trafficking and recycling to 
the membrane and the E6/hDlg interaction may be involved. This suggests a novel E6-associated 
mechanism for changes in Cx43 trafficking in cervical tumour cells. 

Reprinted from Viruses. Cite as: Sun, P.; Dong, L.; MacDonald, A.I.; Akbari, S.; Edward, M.; 
Hodgins, M.B.; Johnstone, S.R.; Graham, S.V. HPV16 E6 Controls the Gap Junction Protein Cx43 
in Cervical Tumour Cells. Viruses 2015, 7(10), 5243-5256. 

1. Introduction 

Gap junctions are specialized cell membrane channels that allow direct intercellular diffusion of 
critical regulatory ions and small molecules between contiguous cells and are normally present in 
large aggregates called “plaques” on the cell membrane [1,2]. Gap junction assembly is dependent 
on the efficient delivery of connexons (half of a gap junction) to the plasma membrane and 
subsequent docking of these between adjacent cells [3]. Gap junctions are then recycled from the 
centre of the plaques into the endosomal/lysosomal pathway, but they can also be degraded by the 
proteasome [4]. Regulation of gap junctional intercellular communication (GJIC) has been 
demonstrated to produce cellular changes underlying tumour formation. Additionally, connexons 
have been shown to have gap junction-independent tumour promoting activity [5]. 

There are 21 human connexin proteins, all of which have four transmembrane α helices anchored 
in the cell membrane with a short N- and variable length C-terminus in the cytoplasm [3]. For 
example, Connexin 43 (Cx43), the most widespread connexin and a major component of gap 
junctions in stratified epithelia, has a 151 amino acid long C-terminus which integrates with 
intracellular signalling pathways [6]. A body of evidence has accumulated to show that GJIC may 
be lost during malignant progression, as seen in HPV-positive cervical cancer [7]. Cx43 is often 
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down-regulated in epithelial carcinomas [7] as well as precancerous lesions [8] although in other 
cases expression may be increased in invasive tumours [9]. Nevertheless, the steps leading to changes 
in connexin expression and trafficking and how these are related to tumour progression are  
largely unknown. 

Human papillomaviruses (HPVs) are small double-stranded DNA viruses, which infect the 
stratified epithelia [10]. HPV16 is the most prevalent so-called “high-risk” HPV genotype associated 
with cervical and other anogenital carcinomas [11], in addition to a subset of head and neck  
cancers [12]. Progression from the premalignant to malignant phase of high-risk HPV-associated 
disease is driven by overexpression of the viral oncoproteins E6 and E7 [10]. In the nucleus, E6 binds 
and targets the tumour suppressor p53 for degradation [13]. However, E6 also contains a highly 
conserved C-terminal motif [14,15] that can interact with the PDZ (PSD-95/Dlg/ZO-1)  
domain-containing proteins MAGI-1, 2, 3, MUPP-1, hScrib and hDlg [16,17]. In vitro and in vivo 
studies have revealed that the E6 PDZ binding motif is essential for the HPV infectious life cycle 
and for HPV-associated tumour progression underlining the importance of E6/PDZ protein 
interactions [15,18]. 

Proteins of the membrane-associated guanylate kinase homologue (MAGUK) family can form 
protein scaffolds and comprise macromolecular complexes with protein partners thought to be 
involved in cell signalling cascades and cell morphology organization [19,20]. hDlg is a MAGUK 
protein located at intercellular contact sites in epithelial cells [21,22]. Previously we reported an 
interaction between Cx43 and hDlg in HPV16-positive cervical epithelial cells. The C-terminal 
domain of Cx43 binds the N- and C-termini of hDlg [23]. hDlg and Cx43 were both located at the 
plasma membrane in non-tumour cervical epithelial cells (W12G) but were co-localised in the 
cytoplasm in invasive cervical tumour cells derived from these (W12T; formerly named  
W12GPXY) [23,24]. Functional studies indicated that hDlg was responsible for maintaining a 
cytoplasmic pool of Cx43, protected from degradation that may be capable of trafficking to  
the membrane. 

In this study we first demonstrate a physical association between hDlg and Cx43 in vivo. The 
known interaction of E6 with hDlg prompted us to investigate whether HPV16 E6 could interact with 
and regulate the subcellular location of the hDlg/Cx43 complex. We detected association of E6 with 
Cx43 at low levels in W12T cells. However, E6 siRNA depletion in W12T cells caused redistribution 
of Cx43 from the cytoplasm to the membrane. Conversely, overexpression of HPV 16 or 18 E6 in 
HPV-negative C33a cells resulted in reduced levels of Cx43 and redistribution from the membrane 
to the cytoplasm. Finally, HPV-negative C33a cells overexpressing a wild type or mutant HPV18 E6 
demonstrated the critical role E6 plays in membrane localisation of Cx43. These findings reveal a 
novel E6-regulated pathway through which Cx43 trafficking, and potentially GJIC, is altered in 
cervical tumour cells. 
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2. Materials and Methods 

2.1. Cell Culture and Antibodies 

W12G cells are non-tumour cervical epithelial cells (clone 20861: [25]). W12T cells are invasive 
tumour cells derived from W12G cells. They were originally called W12GPXY [24]. W12T, C33a, 
and HEK-293 cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented 
with 10% FCS; W12E, W12G cells were cultured in serum-free keratinocyte growth medium (KGM) 
from Cambrex, UK (cc-3101). All cells were maintained under humidified 5% CO2 at 37 °C. 

Polyclonal antibody raised in rabbits against a synthetic peptide corresponding to residues  
363–382 of native Cx43, was kindly provided by Dr E. Rivedal, The Norwegian Radium Hospital, 
Oslo. Polyclonal antibodies against HPV-16 E6 (sc-1583) and against ZO-1 (61-7300) and a 
monoclonal antibody against hDlg (sc-9961) were purchased from Santa Cruz Biotechnology, 
California, CA, USA. Polyclonal antibody against flag (F7425) was purchased from Sigma (Poole, 
UK). Monoclonal antibody against Cx43 (C-6219) was purchased from Sigma. Antibody dilutions 
were as described [23]. 

2.2. Proximity Ligation Assay (PLA) 

Archival paraffin-embedded cervical biopsy samples were obtained with ethical permission 
(Glasgow Royal Infirmary: RN04PC003). Diagnosis was made by two gynaehistopatholgists. HPV 
presence was confirmed by PCR. Sections on slides were de-paraffined, and antigen retrieval 
performed using sodium citrate (10 mM, pH6.0). Sections were incubated in blocking solution (PBS, 
0.5% BSA, 0.25% TritonX-100) for 1 h and primary antibodies for Cx43 (Rivedal, 1:50) and hDlg 
(Santa Cruz, 1:50) added in blocking solution overnight at 4 °C. For standard immunofluorescence, 
samples were washed in PBS three times, blocked for 30 min, then secondary antibodies (Alexa 
Fluor, Lifetechnologies, Paisley, UK, 1:500) added for 30 min at room temperature. For Proximity 
Ligation Assay (PLA), following overnight primary antibody incubation, samples were washed in 
PBS and detection performed using a Duolink kit (Sigma, Poole, UK) as previously described [26]. 
All samples were mounted using ProLong antifade diamond containing DAPI (Life Techologies, 
Paisley, UK). Negative controls (no primary antibody) were included in all experiments. Images 
were taken using a Zeiss LSM510 Meta confocal microscope. 

2.3. Co-Immunoprecipitation 

Cells at 70% confluence were washed twice with ice-cold PBS and scraped into 5 mL chilled IP 
buffer containing PBS, 1% Triton X-100, 0.5% CHAPS, 0.1% SDS with one tablet of mini-proteinase 
inhibitor cocktail and one tablet of PhosSTOP phosphatase inhibitor cocktail per 10 mL (Roche, 
UK). The cell lysates were incubated on ice for 15 min and the solutions sonicated for 1 min on ice. 
Cell lysates were then cleared of cellular debris by centrifugation at 12,000 g for 10 min at 4 °C and 
the protein concentration determined by Bradford’s assay (Bio-Rad Laboratories, Hemel Hempstead, 
UK). Cell lysates were pre-cleared with protein-G sepharose beads (Sigma, Poole, UK) for one hour 
at 4 °C. Primary antibodies were then added to 100 g protein of each cell lysate and incubated for 
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2 h at 4 °C with rotation. Subsequently, 40 g of reconstituted protein G-Sepharose was added and 
the volume was adjusted to 750 L.The samples were mixed by rotation at 4 °C for 4–5 h. 
Immunocomplexes were then harvested by centrifugation and washed four times with 250 L  
ice-cold IP buffer and once with 25 L ice cold PBS. Proteins were solubilised by sonicating the 
complexes in PBS mixed with 5 L 6× protein loading buffer (1× buffer: 125 mM Tris (pH 6.8), 4% 
SDS, 20% glycerol, 10% mercaptoethanol and 0.006% bromophenol blue) for 5 min on ice and 
separated by SDS-PAGE. 

2.4. Western Blotting 

Confluent cells were scraped into protein-loading buffer (125 mM Tris (pH 6.8), 4% SDS, 20% 
glycerol, 10% mercaptoethanol and 0.006% bromophenol blue, fresh protein inhibitor cocktail 
(Roche, Welwyn Garden City, UK); 50 g protein was resolved by polyacrylamide gel 
electrophoresis and subsequently transferred to a nitrocellulose membrane. The membrane was 
preincubated for 1 h at room temperature with 5% dried milk in PBS-0.1% Tween, before overnight 
incubation at 4 °C with diluted primary antibody in PBS-Tween, 1% dried milk. Horseradish 
peroxidase (HRP)-conjugated secondary antibodies were diluted 1:1000 in PBS-Tween and 
incubated for 1 h. The blot was developed using Pierce enhanced chemi-luminescence (ECL) kit and 
exposed to Kodak X-OMAT film. 

2.5. Plasmid Construction and Cell Transfection 

The HPV18 E6 wild type gene and E6 aa156 Thr → Glu mutation cloned into pcDNA-3 plasmid 
were provided by Dr Lawrence Banks [27]. The plasmids were sequentially digested with EcoR I 
and Hind III, then the E6 fragments were purified with phenol:chloroform extraction and ethanol 
precipitation. The vector p3x-FLAG-CMVTM-10 (Sigma, Poole, UK) was cut with EcoR I and Hind 
III and ligated with the wild type and mutant HPV18 E6 DNA fragments to generate the pN-terminus 
3XFLAG-fused wild-type HPV18 E6 (pNFWE6) and pN-terminus 3X FLAG-fused mutant HPV 18 
E6 (pNFME6). The recombined plasmids were sequenced to confirm correct insertion. 

C33a cells (2 × 105) were transfected with 3 g of p3x-FLAG-CMVTM-10, pNFWE6 or pNFME6 
using Lipofectamine (Invitrogen, Paisley, UK) according to the recommended protocol and selected 
in medium supplemented with 500 g/mL G418 (Sigma, Poole, UK) to obtain stably transfected cell 
colonies. The experiments were carried out with 2 independent cell lines selected from each 
transfection. The plasmid pMAXGFP was used as an expression control plasmid and for calculating 
transfection efficiency. 

2.6. W12T Cell Transfected with siRNA 

Purified siRNA against HPV16 E6 (5 GUUACCACAGUUAUGCACATT3 ) or a control 
siRNA (siGLO), were transfected into 1.5 × 105 W12T cells per well in DMEM with 10% FCS using 
Lipofectamine RNAiMAX (Invitrogen, Paisley, UK) according to the manufacturer’s instructions. 
The final siRNA final concentration was 0.2 μM. Cells were harvested for analysis at 32 h  
post-transfection. 
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2.7. Immunofluorescence Microscopy 

Cell were grown on sterile 18 × 18 mm coverslips until 90% confluent, washed three times with 
PBS and fixed and permeabilised with 100% ice-cold methanol for 5 min at 20 °C or with 58 mM 
sucrose, 4% formaldehyde in PBS for 10 min at room temperature [23]. Coverslips were blocked 
using 5% (v/v) horse serum in PBS for 30 min at room temperature then washed three times with 
PBS. Cells were incubated with diluted primary antibodies in 1% horse serum in PBS for 1 h at room 
temperature. Coverslips were washed in PBS six times before incubation for 1 h with secondary 
antibodies labelled with fluorescein or Texas-Red diluted 1:100 in PBS (Vector laboratories, 
Peterborough, UK). After washing in PBS six times, the coverslips were mounted with Vectashield 
mounting medium (with DAPI as a nuclear stain). Negative controls (no primary antibody) were 
included in all experiments. Images were taken using a Zeiss LSM510 Meta confocal microscope. 

3. Results 

3.1. hDlg and Cx43 Interact In Vivo 

Previously we demonstrated loss of GJIC in a number of HPV16-positive (CaSki, SiHa, W12T 
(formerly named W12GPXY)) and HPV18-positive (HeLa) cervical cancer cell lines but not in 
HPV16-positive non-tumour cervical epithelial cells (W12E, W12G) [23,24]. In the W12T cervical 
tumour cells Cx43 was no longer located in membrane gap junction plaques but was redistributed to 
the cytoplasm where it colocalised with the PDZ domain protein hDlg. Cx43 was also located in the 
cytoplasm in two other HPV-16-positive cervical cancer cell lines (CaSki and SiHa cells 
(Supplementary Figure S2). To determine if the Cx43/hDlg interaction occurs in cervical epithelial 
tissues in vivo we examined location of the proteins in HPV16-positive high grade cervical lesions. 
Analysis by immunofluorescence showed that hDlg and Cx43 co-localise in epithelial cells in 
discrete regions of the cells i.e., perinuclear location (Figure 1A,B). To further define this, we probed 
tissues using a proximity ligation assay (PLA), which identifies protein interactions based on proteins 
being within 40 nm of each other. Figure 1C,D (red spots) shows detection of the hDlg-Cx43 
complex within the epithelial cells of the cervical lesion. Figure 1E shows low level detection of 
Cx43/hDlg complexes in a limited area of a representative cervical tumour in agreement with the 
observation that Cx43 levels decline in cervical cancer tissues in vitro and in vivo [24,28,29]. Two 
cervical lesions and two cervical cancers were examined and there was evidence that Cx43 and hDlg 
were in close proximity in all tissues. Figure 1F shows a duolink secondary control. The image is 
from the outer region of the tissue shown in Figure 1C. We chose this area of the tissue because it 
represents the only autofluorescence we detected in any of the tissues we examined. Some antibody 
trapping on the outer surface of the epithelium was detected but there was no staining detected in the 
cells in the tissue interior. These data confirm our previous in vitro findings that Cx43 and hDlg 
interact and demonstrates the formation of protein complexes in human cervical epithelial cells  
in vivo. 
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Figure 1. Cx43 and hDlg interact directly in cervical tumour cells in vivo. (A) 
Representative immunofluorescence image showing a section of a high grade cervical 
lesion; (B) A region of Cx43 and hDlg colocalisation in (A) enlarged 5×. 
Immunofluorescence shows hDlg (green), Cx43 (red) and DAPI (blue). The yellow arrow 
indicates one area of Cx43/hDlg colocalisation; (C) Immunofluorescence proximity ligation 
for hDlg and Cx43, where red staining indicates colocalisation of the proteins within 40 nm 
of each other; (D) Regions of Cx43 and hDlg colocalisation detected by PLA in C enlarged 
5×; (E) Immunofluorescence proximity ligation for hDlg and Cx43 in a region of a cervical 
tumour; (F) Immunofluorescence proximity ligation secondary control on the outer region 
of the cervical lesion a part of which is shown in (C). 

3.2. HPV16 E6 Is Present in a Complex Containing hDlg and Cx43 Cervical Tumour Cells 

Structural analysis has demonstrated that PDZ domains in hDlg can bind to the X-S/T-X-V/L 
protein motif of high risk HPV E6 proteins [14]. As we have shown previously that the C-terminal 
domain of Cx43 interacts with the N- and C- termini of hDlg [23], it is possible that E6, a 17 kDa 
protein, could form a complex with hDlg while hDlg is also bound to Cx43. Therefore we 
investigated formation of protein complexes between Cx43, hDlg and E6 by co-immunoprecipitation 
in W12G (non-tumour cervical epithelial cells) and in W12T (cervical tumour) cells (Figure 2). 

Cx43 and hDlg were co-immunoprecipitated from both W12G (top panel, lane 3) and W12T  
(top panel, lane 5) cell extracts (Figure 2A). Moreover, as expected, E6/hDlg complexes were able 
to be precipitated from both W12G and W12T cells (Figure 2A middle panel, lanes 3 and 5) but were 
more abundant in the latter. Co-immunoprecipitation of Cx43 with E6 antibody was detected at low 
levels in W12T cells (Figure 2A, bottom panel, lane 5) but not in W12G cells. A reverse precipitation 
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of E6 with hDlg or Cx43 was not successful due to poor reactivity of the HPV16 E6 antibody in 
western blots. These data indicate that in cervical tumour cells E6 can be part of a complex containing 
hDlg and Cx43, at least at low levels. 

 

Figure 2. HPV16 E6 associates with Cx43 in W12T cervical cancer cells.  
(A) Co-immunoprecipitation of E6 with hDlg and Cx43 in W12G non-tumour and W12T 
tumour cells. Antibodies used in immunoprecipitation (IP) and the antibodies used to 
probe western blots (WB) are indicated on the right hand side. No IgG, beads alone used 
in the immunoprecipitation. Cntr IgG, a matched antibody isotype negative control 
immunoprecipitation. Input, 10% of the volume of cellular extract as used in the  
co-immunoprecipitation experiments; (B) Confocal immunofluorescence microscopy 
imaging showing E6 (green) in the nucleus of W12G cells (arrowheads) but in the 
cytoplasm of W12T cells (arrows); (C) Confocal immunofluorescence microscopy 
imaging of Cx43 (red) in W12G cells located in large punctuate gap junction plaques 
(arrowheads) on the membrane. In W12T cells membrane Cx43 (red) is reduced and 
some perinuclear staining is detected (arrows). E6 is shown in green. Nuclei are stained 
with DAPI (blue). Bar = 10 M. 

Next we used confocal immunofluorescence microscopy to investigate the subcellular location of 
endogenous Cx43 and E6 in the W12 non-tumour and tumour cells. In the W12G non-tumour cells 
E6 was primarily localised within the nucleus as expected (Figure 2B, arrowheads) [30]. However, 
in the W12T tumour cells E6 was located in both the nucleus and the cytoplasm (Figure 2B, arrows). 
Immunofluorescence analysis of E6 and Cx43 in the two cell types revealed that Cx43 was located 
mainly in gap junction plaques (arrowheads) at the plasma membrane in W12G cells. There was no 
colocalisation of E6 and Cx43 as they were detected in different subcellular compartments  
(Figure 2C). However, in W12T cells Cx43 was located in a perinuclear location in the cytoplasm as 
previously observed (arrows) [23,24] and E6 was diffusely located in the cytoplasm (Figure 2C). E6 
and Cx43 colocalised around the nucleus of W12T cells. 
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3.3. HPV16 E6 Controls Cx43 Trafficking in Cervical Tumour Cells 

Since our previous study indicated that hDlg was not responsible for Cx43 relocation from the 
membrane to the cytoplasm [23] next, we investigated the hypothesis that if E6 can potentially form 
a complex with hDlg and Cx43 it could restrict Cx43 trafficking to the plasma membrane. W12G 
and W12T are isogenic cell lines where the HPV16 genome is integrated into the host genome. Both 
lines express only the bicistronic E6E7 viral mRNA [25,31]. Therefore, we depleted the E6E7 mRNA 
using siRNA and examined changes in the subcellular location of Cx43 in W12T cells. Western 
blotting showed that specific siRNA treatment caused a marked reduction in total E6 protein levels 
(Figure 3A). Confocal immunofluorescence microscopy showed that treatment of W12T cells with 
a control siRNA (siGLO) did not alter the cytoplasmic location of Cx43 (Figure 3B arrowheads). In 
contrast, treatment of W12T cells with the E6 siRNA resulted in some restoration of Cx43 on the 
plasma membrane in typical gap junction plaques at points of cell-cell contact (Figure 3C, arrows). 
hDlg also appeared at the membrane in the E6 siRNA-treated cells (Figure 3C). These data indicate 
that a protein translated from the E6E7 bicistronic mRNA may be involved in Cx43 (and hDlg) 
intracellular trafficking. There are a number of possible proteins: E6 full length, E6*I, E6*II, E6*X 
and E7 [32]. However, only E6 full length can bind hDlg. Next we tested whether this protein was 
responsible for controlling Cx43. 

 

Figure 3. E6 restricts Cx43 trafficking to the plasma membrane in W12T cells. (A) 
Western blot showing depletion of E6 following siRNA treatment of W12T cells. Lipo, 
mock transfected cells treated with lipofectamine. siGLO, cells transfected with control 
siRNA. E6 siRNA, cells transfected with HPV16 E6 siRNA; (B) Confocal 
immunofluorescence microscopy imaging showing the location of hDlg (red) and Cx43 
(green) in control transfected W12T cells or in W12T cells transfected with siRNA 
against E6. Arrowheads indicate cytoplasmic Cx43 while arrows indicate Cx43 located 
in gap junctions plaques on the cell membrane. Nuclei are stained with DAPI. Bar = 10 M. 
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3.4. HPV E6 Causes Reduced Levels of Cx43 in C33a Cells 

Previously we found that cytoplasmic hDlg protected a pool of Cx43 from degradation: siRNA 
depletion of hDlg resulted in reduced levels of Cx43 in W12T cells [23]. Although not as efficient 
as HPV18 E6, HPV16 E6 can target hDlg for degradation via the proteasome in cervical cancer  
cells [27]. Thus it is possible that the reduction in Cx43 levels following depletion of hDlg could be 
mediated by HPV E6. To test this we examined Cx43 expression in HPV-negative C33a cervical 
tumour cells stably transfected with either an empty FLAG vector (C33aV, no E6 expression) or a 
vector expressing FLAG-tagged HPV16 E6 (C33a16E6). Levels of Cx43 protein were assessed using 
a protein lysate titration western blot and quantified (Figure 4A,B). As expected FLAG-E6 was 
detected using an anti-FLAG antibody in C33a16E6 cells but not in C33aV cells (Figure 4A). 
Expression of E6 in C33a16E6 cells resulted in a significant reduction in Cx43 expression  
(Figure 4A,B) with no notable changes in the expression of hDlg (Figure 4A). These data suggest 
that E6 may target Cx43 for degradation independent of its effects on hDlg. 

C33a cells normally retain strong GJIC and display Cx43 gap junction plaques on the plasma 
membrane [24] indicating that HPV expression might regulate GJIC in tumour cells. To confirm our 
data that E6 regulates Cx43 intracellular trafficking we examined the effect of E6 expression on 
Cx43 and hDlg in C33a cells using confocal immunofluorescence microscopy. Figure 4C 
(arrowheads) shows that Cx43 was located primarily on the plasma membranes between adjacent 
C33aV cells. In contrast, in C33a16E6 cells Cx43 was primarily localised within intracellular regions 
(Figure 4C arrows), with a marked reduction in membrane gap junction plaques. Figure 4D show 
that in these cells E6 was located throughout the cytoplasm and the nucleus with some evidence of 
colocalisation with Cx43 on the plasma membrane (arrowhead) and in the cytoplasm (arrow). In 
contrast to what we observed in W12T cells, hDlg was found mainly at the cell periphery and there 
was only limited colocalisation of hDlg with Cx43 in the cytoplasm of C33a16E6 cells (Figure 4E). 
To test the effect of ectopic expression of HPV16 E6 on Cx43 levels in a non-cervical tumour cell 
line we transfected the FLAGE6 expression vector into HEK-293 cells. Figure 4F shows that no 
change in hDlg levels was detected when E6 was expressed and instead of a decrease in Cx43 levels 
a slight increase was observed. E6 expression did not cause Cx43 relocation from the membrane in 
these cells (Figure 4G). 
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Figure 4. C33a cells expressing HPV16E6 show reduced Cx43 levels and some 
colocalisation between E6 and Cx43 is seen in the cytoplasm. (A) Titration western blot 
showing the levels of Cx43 and hDlg in C33a cells stably transfected with vector alone 
(C33aV) or with a vector expressing FLAG-tagged HPV16 E6 (C33a16E6). As indicated, 
10, 5 or 2 g protein extract was applied to the lanes as indicated. hDlg degradation results 
in a product that appears as an additional protein species of around 70 kDa (asterisk). E6 
was detected in C33a16E6 cells using a FLAG antibody. GAPDH is shown as a loading 
control; (B) Quantification of levels of Cx43 relative to GAPDH from 5 separate western 
blot experiments. The data show the mean and standard error of the mean; (C) Confocal 
immunofluorescence microscopy imaging of Cx43 (red) location in C33aV and C33a16E6 
cells; (D) Confocal immunofluorescence microscopy imaging of the location of Cx43 (red) 
and E6 (green) in C33a16E6 cells. Cytoplasmic colocalisation is indicated (arrow). The 
arrowhead indicates some Cx43 remaining on the plasma membrane where there is also  
co-staining with E6; (E) Location of Cx43 (red) and hDlg (green) in C33a16E6 cells.  
Co-staining in the cytoplasm is indicated with arrowheads. Nuclei are stained with DAPI. 
Bar = 10 M; (F) Western blot analysis of Cx43 and hDlg levels in HEK-293 cells 
expressing HPV16 E6. Mock, mock transfected cells, cntrl, cells transfected with a control 
plasmid, 16E6, cells transfected with an expression construct for HPV16 E6. (G) Confocal 
microscopy analysis of Cx43 location in 293 cells transfected with the control plasmid 
(mock) or with an expression construct for HPV16 E6 (16E6). 
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3.5. E6 PDZ Binding Motif Is Required for Relocation of Cx43 from the Membrane to the 
Cytoplasm 

To investigate the relationship between E6 and hDlg and Cx43 re-location to the cytoplasm in 
cervical tumour cells, C33a cells were transfected with empty vector (C33aV) or a vector expressing 
wild type E6 (C33a18E6) or the same vector expressing an HPV18 E6 mutant that does not bind 
hDlg [27] (Figure 5A). This time HPV18 E6 was used because it binds and degrades hDlg more 
effectively than HPV16 E6 [33]. Moreover, there is a high degree of conservation between the 
HPV18 and HPV16 E6 proteins and loss of Cx43 GJIC is observed in HPV18 as well as  
HPV16-positive cervical tumour cells [24]. HPV18 E6 expression caused a reduction in both Cx43 
and hDlg levels but expression of the HPV18 E6 mutant that does not bind hDlg did not affect levels 
of either protein compared to cells transfected with vector alone (Figure 5B). Similar to what was 
observed for HPV16 E6, Cx43 relocated from the cell membrane of C33aV cells (Figure 5C) to a 
perinuclear location in the C33a cells expressing ectopic 18E6 (Figure 5C). hDlg was present at the 
membrane and in the cytoplasm of both the C33aV and C33a18E6 cells but displayed increased 
colocalisation with Cx43 in the C33a cells expressing 18E6 (Figure 5C). 

 

 

Figure 5. C33a cells expressing a mutant HPV18 E6 that cannot bind hDlg display 
membrane Cx43. (A) Western blot analysis of FLAG E6 expression in C33a cells stably 
transfected with vector alone (C33aV), vector expressing HPV18E6 (wt18E6) or a mutant 
HPV18 E6 that does not bind hDlg (mut18E6); (B) Western blot analysis of levels of Cx43 
and hDlg in C33aV, C33a wt18E6 and C33a mut18E6. GAPDH is used as a loading control 
for the blots in (A,B); (C) Confocal immunofluorescence microscopy imaging of Cx43 
(green) and hDlg (red) in C33aV cells, C33a18E6 cells and C33amut18E6 cells (cells 
expressing C-terminal mutated 18E6 that cannot bind hDlg). Membrane gap junction 
plaques are indicated with arrowheads. The arrow in B indicates cytoplasmic Cx43 staining. 
Nuclei are stained with DAPI. Bar = 10 M. 
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Our data suggest that E6 is involved in Cx43 trafficking and turnover in cervical cancer cells.  
E6 could control Cx43 via changes in intracellular signalling that impact on the Cx43 cytoplasmic  
C-terminal domain. Alternatively, E6 could regulate Cx43 via its effects on hDlg. If hDlg-E6 
interaction was important in Cx43 recycling from the membrane then a mutant E6 that could no 
longer bind hDlg might alter Cx43 trafficking. To test this, we examined the effects on Cx43 
localisation in C33a cells of the HPV18 E6 mutated in its hDlg binding motif (C33amut18E6) [27] 
(Figure 5C). In contrast to wild type E6 transfected cells (C33a18E6 cells) where Cx43 and hDlg 
were located in the cytoplasm and Cx43 was found in a perinuclear location (Figure 5C), C33a cells 
expressing the mutant E6 displayed some Cx43 on the cell membrane in gap junction plaques. Taken 
together these data reveal that high risk HPV E6 controls critical steps in Cx43 recycling from the 
plasma membrane and, at least for HPV18, that E6 interaction with hDlg may underlie the loss of 
GJIC observed in cervical tumour cells. 

4. Discussion 

Elucidation of the control of Cx43 trafficking is crucial in understanding gap junction and 
connexin hemichannel assembly and disassembly, and its impact in a range of skin diseases, 
cardiovascular disease, diabetes and cancer. Although both reduced levels and overexpression of 
Cx43 have been reported in various cancers [7], loss of Cx43 from the plasma membrane has been 
observed in cervical precancers and cancers [8]. These studies suggest that Cx43 trafficking is altered 
in cervical cancer cells. 

Previous studies on Cx43 trafficking have focused on the interaction of Cx43 with the  
membrane-associated scaffolding protein ZO-1. ZO-1 was shown to control cell migration, adhesion 
and Cx43 trafficking to and from the membrane in a range of cell types [34–39]. However, we 
discovered that Cx43 interacts with another scaffolding protein hDlg, in HPV16-positive cervical 
tumour cells. We have now confirmed this interaction can occur in vivo suggesting it has a functional 
significance. hDlg appears to have a role in Cx43 trafficking by maintaining a cytoplasmic pool of 
Cx43 protected from lysosomal degradation [23]. 

GJIC is disrupted and Cx43 is located in the cytoplasm of HPV-positive cervical tumour cells but 
not in HPV-negative cervical tumour cells [24]. This indicates that one of the viral oncoproteins 
could control Cx43 trafficking. High risk HPV E6 oncoprotein is the most obvious candidate because 
it associates with hDlg through its C-terminal PDZ binding motif [14,15], and we have evidence that 
Cx43 forms a complex with hDlg [23]. Because the amounts and intracellular locations of HPV16 
E6 were significantly different between W12G non-tumour and the W12T tumour cells we 
considered the hypothesis that cytoplasmic E6 in W12T cells could modulate Cx43 and/or hDlg 
trafficking to the plasma membrane. Our data suggest that E6 does not appear to have a very strong 
interaction with Cx43 because it was detected only at low levels in co-immunoprecipitation in 
cervical tumour cells. This result is perhaps not surprising given that HPV16 E6 has been shown to 
interact with hDlg only at low affinity [40]. Some co-localisation of E6 with Cx43 was detected in 
the cytoplasm of W12T and in C33a cells ectopically expressing FLAG-tagged E6, but because E6 
was distributed widely in the cytoplasm the specificity of this co-localisation requires further 
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investigation. The data suggest that Cx43, hDlg and E6 interact in HPV-positive cervical tumour 
cells. It seems likely that Cx43 interaction with E6 is mediated by E6 binding hDlg. 

siRNA depletion of E6 in W12T cells led to relocation of some Cx43 onto the plasma membrane 
where it formed gap junction plaques. This suggests that E6 is involved in the trafficking of Cx43. 
E6 can control intracellular signalling pathways [41–43] that impact upon Cx43 trafficking [6]. 
Therefore, increased E6 levels could affect Cx43 trafficking indirectly via changes in intracellular 
signalling sensed by the C-terminal intracellular domain of Cx43. Such changes may include  
post-translation modifications such as phosphorylation. Indeed dephosphorylation of Cx43 is known 
to lead to loss of Cx43 from gap junction plaques and intracellular relocation [44–46] and 
phosphorylation levels of Cx43 are lower in W12T cells than in W12G cells (Supplementary Figure 1). 
Alternatively, formation of an intracellular Cx43/hDlg/E6 complex in the E6-expressing cervical 
tumour cells might inhibit Cx43 trafficking to the membrane directly by removing Cx43 from its 
normal trafficking pathway. In our experiments HPV18 E6/hDlg interaction seemed to be important 
for Cx43 trafficking because it was found on the plasma membrane in HPV-negative C33a cells 
expressing the hDlg binding mutant of HPV18 E6 Cx43. It is also possible that hDlg could function 
in the transport cycle of Cx43 by providing a docking platform for molecules [47] in addition to E6 
that are involved in assembling or disassembling connexon hemichannels. Expression or activity of 
such molecules could be induced by increased expression of E6 and/or by other changes induced by 
tumour progression. 

It has been suggested that changes in Cx43 phosphorylation can be induced by changes in tissue 
architecture [48]. Compared to W12G cells, W12T cells exhibit alterations in microtubules and 
microfilaments and drug-induced disruption of the cytoskeleton led to changes in Cx43 cellular 
location (unpublished data). Interestingly, no relocation of Cx43 was observed in HEK-293 cells 
expressing HPV16 E6. It is possible that Cx43 post-translation modifications in HEK-293 cells result 
in a protein that is not able to dock with hDlg (or other trafficking proteins) or that signalling 
pathways in HEK-293 cells cannot be altered by E6 in a manner similar to those in W12T or C33a 
cells. It will be interesting to examine Cx43 and hDlg localization in the normal cervix and the  
HPV-infected cervix. For example, the transformation zone that has altered architecture and appears 
to be susceptible to HPV infection may exhibit Cx43/hDlg colocalisation. The relative contribution 
of E6/hDlg interaction, Cx43 phosphorylation and cytoskeletal alterations to Cx43 trafficking 
remains to be tested in normal and tumour tissues. 

Ectopic expression of E6 in C33a cervical tumour cells resulted in reduced levels of Cx43. These 
data suggest that E6 is involved in targeting Cx43 for degradation. This observation correlates with 
the fact that in W12T cells that express higher levels of E6, but not in the W12G cells that express 
lower levels, Cx43 entered, and was degraded by, the lysosomal degradation pathway [23]. A study 
using clones of HPV-18 positive HeLa cervical tumour cells revealed a spectrum of Cx43 expression 
with the majority displaying no or low Cx43 levels in agreement with our data [28]. Similarly, in 
C33a cells expressing HPV18 E6 Cx43 was located in the cytoplasm and few gap junction plaques 
were observed. In contrast, King et al. showed that overexpression of Cx43 in HeLa cells resulted in 
appearance of gap junction plaques on the membrane [29]. However, Cx43 was also strongly expressed 
in the nucleus and cytoplasm, presumably due to the very high levels of Cx43 overexpression [29]. 
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In this case endogenous HPV18 E6 could not mediate full cytoplasmic internalization of Cx43 
perhaps due to the large amount of Cx43 in the cell overwhelming trafficking pathways. In HEK-
293 cells overexpression of HPV16 E6 did not cause a reduction in Cx43 levels. This suggests that 
the effect of E6 is cell type-specific and perhaps restricted to cancer cells, for example Cx43 is also 
not degraded in W12G cells [23]. We have not yet tested whether Cx43 is targeted for lysosomal 
degradation in C33aE6 cells. Critically, Cx43 can also be degraded by the proteasome. E6 targets 
p53 for proteasomal degradation via the ubiquitin ligase, E6-associated protein (E6AP). It is possible 
that via E6, E6AP may also be able to ubiquitinate Cx43 and target it for degradation. 

5. Conclusion 

In conclusion, our findings highlight a role for high risk HPV E6 in Cx43 trafficking between the 
plasma membrane and the cytoplasm. Taken together, the present results suggest that when expressed 
at high levels, for example in cervical cancer cells, high risk HPV E6 may regulate Cx43 trafficking, 
resulting in decreased delivery of connexon hemichannels to the plasma membrane and inhibition of 
the formation of gap junctions. Alternatively, E6 could control rapid recycling of gap junction Cx43 
into the cytoplasm. Whichever route is correct, reduced gap junctional communication may be 
another pathway by which E6 overexpression leads to tumour progression. 
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Recent Progress in Therapeutic Treatments and Screening 
Strategies for the Prevention and Treatment of 
HPV-Associated Head and Neck Cancer 

Sonia N. Whang, Maria Filippova and Penelope Duerksen-Hughes 

Abstract: The rise in human papillomavirus (HPV)-associated head and neck squamous cell 
carcinoma (HNSCC) has elicited significant interest in the role of high-risk HPV in tumorigenesis. 
Because patients with HPV-positive HNSCC have better prognoses than do their HPV-negative 
counterparts, current therapeutic strategies for HPV+ HNSCC are increasingly considered to be 
overly aggressive, highlighting a need for customized treatment guidelines for this cohort. 
Additional issues include the unmet need for a reliable screening strategy for HNSCC, as well as the 
ongoing assessment of the efficacy of prophylactic vaccines for the prevention of HPV infections in 
the head and neck regions. This review also outlines a number of emerging prospects for therapeutic 
vaccines, as well as for targeted, molecular-based therapies for HPV-associated head and neck 
cancers. Overall, the future for developing novel and effective therapeutic agents for HPV-associated 
head and neck tumors is promising; continued progress is critical in order to meet the challenges 
posed by the growing epidemic. 

Reprinted from Viruses. Cite as: Whang, S.N.; Filippova, M.; Duerksen-Hughes, P. Recent Progress 
in Therapeutic Treatments and Screening Strategies for the Prevention and Treatment of 
HPV-Associated Head and Neck Cancer. Viruses 2015, 7(9), 5040-5065. 

1. Introduction and Background 

Head and neck squamous cell carcinoma (HNSCC) is the sixth most common cancer in the world, 
with an incidence of over half a million new cases annually [1–5]. The most common tumor sites  
of HNSCC include the oral cavity, nasal cavity, larynx, hypopharynx, and the oropharynx [2–4,6–8].  
A few decades ago, a decline in HNSCC in relation to the carcinomas of the hypopharynx and larynx 
was indicated [2,5,9–11]. This was attributed to the rise in public awareness [8,12–14] and the 
consequential decline in excessive tobacco and alcohol consumption, factors traditionally associated 
with this carcinoma [2,5,15–17]. In contrast to the encouraging trend, certain types of HNSCC have 
risen over the past couple of decades due to an increase in the incidence of oropharynx squamous cell 
carcinoma (OPSCC) [2,5,10,11], which includes cancers that form in the tonsils and at the base  
of the tongue [4,9,10,15,17–19]. This became particularly evident in patients with no history of 
tobacco smoking or alcohol abuse [5,16,20], arguing for the presence of an additional etiological 
agent [3,5,15]. The striking increase in these cancers has been attributed to the rising prevalence of 
human papillomavirus (HPV)-associated tumors [10,15,16,21–24]. 

The link between HPV and oropharyngeal carcinoma was initially suggested four decades ago, 
when it was still considered a risk factor [11,15]. However, it was not until the past decade that  
the prevalence of HPV in the head and neck has elicited considerable attention [25], and the 
International Agency for Research against Cancer (IARC) has now acknowledged HPV as an 
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emergent etiological factor in the development of OPSCC [4,11,15,19,20,26]. With up to 80% of 
OPSCC now related to HPV [26], research reveals that the virus has undoubtedly altered the 
epidemiology and survival outcome landscape of head and neck carcinoma [3,21,27]. In fact, the 
incidence of HPV-negative head and neck squamous cell carcinomas has statistically decreased  
by 50%, in step with the gradual reduction of tobacco and alcohol use since the  
1980s [11,17,21,25,28,29]. In contrast, HPV-positive oropharyngeal carcinomas have escalated by 
a dramatic 225% in the US [11,13,17,21,25,28,29], and they will represent a large fraction of the 
HNSCC population in the country within the next 20 years [9,21]. In fact, at the current rate of 
increase, OPSCC is predicted to surpass the incidence of HPV-positive cervical cancer, the archetypal 
HPV malignancy, in the US by the year 2020 [2,13–15,21,23,28,30–32]. Not only does this 
carcinoma affect the US, but it also confers a growing public health concern internationally [2,21]. 
Thus, the increasing epidemic of HPV-derived HNSCC is becoming a major health care issue with 
significant clinical ramifications [2,21]. 

2. High-Risk HPV as an Etiological Factor 

HPV infection has been extensively studied in the context of its association with cervical  
cancer [2,9,23], the second leading cancer in women in less developed countries [15,33], and 
multiple studies have clearly established that HPV infection in the genitals is transmitted by sexual  
contact [20,34]. The factors responsible for the surge in HPV-derived HNSCC were once  
nebulous [29,34], but accumulating evidence now indicates that HPV-initiated OPSCC may be a 
result of changing sexual behaviors in the population [2,10,16,17,20,21,26,28,29,35,36]. For 
example, it has been demonstrated that HPV is eight times more likely to be isolated from the oral 
cavity of sexually experienced individuals than from the oral cavity of those who are sexually 
inexperienced [32,37–39]. Similarly, oral infection is highly correlated with multiple lifetime sexual 
partners, early coital debut, oral–genital sex, as well as French kissing [11,15,26,29,31,35,37,39,40]. 
Osazuwa et al., surmised that within the US, a sexually active individual is likely to encounter an 
HPV infection at one or more points during their lifetime [11,41]. However, not every HPV 
infection develops into a carcinoma. In fact, a large majority of infections are transient and clear 
without any clinical manifestations [9,18,23,41,42], with 66% of infections clearing within 12 
months and 90% within 24 months [9,42]. Despite the high level of clearance, the presence of 
high-risk HPV infection in the oral cavity has been associated with a five to fifty-fold increased risk 
of HNSCC development, depending on the HPV type [20,28,29,38]. Consequently, the chances of 
developing head and neck cancer (HNC) increase when interacting with more than 25 lifetime 
vaginal sex partners and/or more than five lifetime oral sex partners, according to a study conducted 
by D’Souza et al. [2,20,43,44]. Interestingly, it has been shown that an HPV infection in the head and 
neck is correlated with an infection in the anogenital area [10,29] as cervical cancer patients have a 
five-fold higher risk of head and neck cancer [32,34,45]. In addition, an increased risk for tongue and 
tonsil carcinomas are observed in male partners of women with cervical carcinoma [2,10,32,46], and 
these results have been corroborated by a match on the HPV type in those couples [29,34,47,48]. 
Therefore, significant accumulated evidence supports the idea that the likely transmission of this 
infection is primarily through oral–genital and oral–oral routes [26,34]. 
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Since HPV-positive oropharyngeal cancers display a different etiology than do HPV-negative 
cancers [14,21,49], HPV-derived OPSCCs are found in a subpopulation of patients that is 
epidemiologically, genetically, and demographically distinct from patients presenting with the more 
traditional HPV-negative OPSCCs [2,9,11,22]. Unlike HPV-negative OPSCCs, which are typically 
found in individuals older than 60 years of age with a strong history of tobacco and alcohol 
consumption [11,50], HPV-related OPSCC typically appears in younger populations, between the 
ages of 40 and 55, with generally low levels of substance abuse [9,12,29,37,51]. This cohort of 
patients tends to be high functioning [28], and demonstrates a better general condition [29] as well 
as health [2,3,36,39,52–55]. Moreover, a recent study reported an 80% higher incidence in males 
than in females [2,11,19,25,32,56,57] and a lower incidence in blacks than in Caucasians (4% in 
blacks vs. 34% in their Caucasian counterparts) [2,21,32,58,59]. In addition, this patient cohort 
possesses higher economic status and more education [2,13]. Therefore, subjects with HPV-related 
HNSCC are likely to be middle-aged Caucasian males who are non-smokers and non-drinkers with a 
higher socioeconomic status and educational level [9,28,32]. 

3. Current Treatments and Therapies 

Current therapeutic interventions for HNSCC patients include surgery, chemotherapy, and 
radiotherapy [6,15,52,60]. Each of these treatments have been employed at different clinics in the  
US [31], but currently no clinical guidelines differentiating treatment strategies between 
HPV-derived and tobacco-derived HNSCC exist [23,61,62]. Moreover, only a few clinical trials 
have made such a distinction [1,2,31,60,63–66], even though these two subsets represent separate 
disease entities pathologically and etiologically [24,26,31,49,57,63]. Presently, the standard therapy 
for head and neck cancer is determined by the tumor stage [2,4,15,64], the site of the tumor [4,15,64] 
and the expected functional outcomes [4], as well as by the preference of the practitioner and the 
patient, which include considerations of the level of organ preservation and the patient’s quality of 
life [2]. Head and neck cancer is classified into the following categories: early-stage or stage I/II, 
locally advanced or stage III/IV, and recurrent or metastatic phase [67]. Early stages of head and 
neck cancer are usually treated with a single-modality treatment, such as radiotherapy or surgical 
resection [4,12,13,15,68]. A combination of multiple therapies for superior oncologic results are 
required for the management of advanced stages III/IV [4,61,67]; for example, surgery with adjuvant 
radiation or chemoradiation with chemotherapy being added for high risk pathologic features  
found from the surgical specimen [2,14,35,69,70], or radiotherapy with concomitant  
chemotherapy [14,64,71–73]. Therefore, patients with advanced stages of head and neck cancer are 
treated through a multidisciplinary and multimodal treatment approach [50,67,68,74]. 

3.1. Surgery 

Surgery is one of the standard treatments for early stage I/II HNSCC. In the past, surgical  
procedures sometimes consisted of extensive open transmandibular, and open pharyngotomy  
procedures [2,12,62,64,75] that resulted in severe morbidities including facial deformity, dysarthria, 
and dysphagia [15,52,53,62], especially in more locally advanced cases. Over the past 30 years, 
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advances in radiotherapy and chemotherapy yielding favorable oncologic outcomes shifted treatment 
choices away from open surgery [52,55,62], until new minimally invasive trans-oral surgery (TOS) 
came into prominence as a viable surgical tool for early phase OPSCC [9,54,62,66,75] within the last 
decade, promising to reduce morbidity and mortality while improving organ preservation [9,24,53]. 
This new surgical approach enables resection of a tumor through the opening of the mouth without 
the damage to normal tissue and musculature seen in transcervical or transmandibular  
approaches [62,76]. Because of these advancements in technology, HPV-associated OPSCC patients 
may be the most appropriate subgroup to undergo a minimally invasive TOS regimen since they tend 
to be younger, non-smokers, and have good odds for long-term survival [9,62]. Moreover, the 
restoration of surgical resection as a safe treatment modality reinstituted the advantage of acquiring 
surgical specimens for definitive pathological staging to guide in the determination of adjuvant 
therapy needed. Transoral laser microsurgery (TLM) and transoral robotic surgery (TORS) are 
currently the principal TOS techniques utilized for head and neck carcinoma [9,28,62]. 

TLM is one of the procedures available for early head and neck cancer [28]. This procedure 
utilizes surgical apparatus already present in many medical centers, such as a laryngoscope, 
operating microscope, and a CO2 laser [28,77]. TLM is capable of conserving normal tissue  
by resecting the tumors via a direct transoral approach using transtumor cuts to assess tumor  
depth and microscopic magnification to aid in margin control [28,54,77]; as a result, the TLM 
treatment of locally advanced head and neck cancer can attain excellent cosmetic and functional 
outcomes [28,53]. 

In 2009, TORS, an alternative method for transoral surgery, became approved for small primary 
tumors of the head and neck region [9] and is quickly becoming a popular technique [53,54,62,75]. 
TORS’s magnified and angled stereoscopic visualization and articulated robotic arms aid in complex 
resections [2,52–54] as well as the performance of oncologic extirpations en bloc in the oral  
cavity [28,62,77]. In addition, TORS offers tremor filtration and high-precision motion scaling 
although at a significantly higher cost [28,52,54,62]. The price for a Da Vinci robotic system 
surpasses a million dollars, and the additional expenses for services and expendable supplies can be a 
limiting factor for many clinical centers [53,54,62]. However, some of the advantages of the TORS 
over open surgery include low rates of complications and mortality with shorter postoperative recovery 
time, as well as satisfactory oncological results and improved swallowing outcomes [2,9,52,53]. 
There is some evidence to suggest that TORS resection may allow reduced doses of adjuvant 
radiation with similar oncologic control and reduced treatment morbidity [53,75]. To help clarify 
this, the ECOG 3311 clinical trial is evaluating the de-intensification of postoperative radiation after 
surgical resection of HPV-associated OPSCC [61,62,76]. Therefore, these new trans-oral surgical 
techniques are decreasing cosmetic disfigurement while improving function and quality of  
life [62,78]. 

3.2. Chemotherapy 

Cisplatin is the most widely used chemotherapeutic agent with the best prognostic outcome, 
achieving about a 90% 3-year survival rate [15,67]. Cisplatin, also known as cis-Diammineplatinum 
(II) dichloride or CDDP, is a DNA intercalator targeting cells that replicate at a high rate [74]. This 
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intercalator binds to guanine residues causing crosslinks between the DNA strands, and eventually 
leading to cell death [74]. Studies indicate that HPV-associated patients have a higher response rate 
to platinum-based chemotherapy than do their HPV-negative counterparts [74]. However, the 
benefits of this therapy come at a price due to comorbidities such as, but not limited to, xerostomia, 
dysphagia, neurotoxicity and renal failure [15,52,55]. This platinum-based regimen continues to be a 
standard treatment for organ preservation protocols [15,72,79] as well as advanced and unresectable 
head and neck cancers [15,80]. Other commonly used chemotherapeutic agents consist of platinum  
compounds such as carboplatin; taxanes such as docetaxel and paclitaxel; methotrexate; and 
5-fluorouracil [67,81,82]. These chemotherapeutic drugs are showing some promise in the treatment 
of HNSCC patients, however, additional agents that can target the tumor cells more specifically are 
under investigation. Targeted chemotherapeutic agents such as cetuximab are discussed below. 

3.3. Radiotherapy 

Historically, radiotherapy has been thought of as a conventional treatment for HNSCC and is 
usually a component of a multi-modal therapy plan [8,55]. Radiotherapy induces double strand 
breaks of the tumor cells, reducing cell viability and increasing cell cycle arrest and death [83]. 
Radiation treatment delivery has evolved through the decades, and advances in radiotherapy have led 
to the development of intensity-modulated radiotherapy (IMRT) [84,85]. IMRT delivers radiation to 
tumor tissues while simultaneously reducing the dosage to non-carcinogenic cells [62,86]. In this 
manner, IMRT can more efficiently spare healthy tissues, enhance tumor coverage, and achieve a 
steady dose distribution [85]. Even though IMRT has improved survival outcomes, the toxicities 
concomitant to irradiation continue to deteriorate a patient’s quality of life [28,86]. For instance, 
HNSCC treated patients have a higher likelihood of experiencing occlusive carotid artery disease 
and stroke [12,28]. Moreover, a considerable amount of radiotherapy-induced malignancies become 
apparent in HNC survivors [28]. Notwithstanding, the major cause of death in HNC survivors 
unrelated to cancer is cardiovascular disease associated with radiotherapy [28]. Since the 
HPV-dependent OPSCC population is typically younger and exhibits a favorable prognosis, the value 
of reducing chronic morbidities such as xerostomia [12,53], dysphagia, mucositis, lymphedema, and 
fibrosis is considerable [3,53,62]. Therefore, radiation protocols are actively being researched in 
attempts to decrease both the dosage and duration of therapy [77]. 

Research has shown that disease control is attainable in both HPV-related and HPV-unrelated 
subsets when TORS is employed as an initial surgical approach followed by chemoradiation [9,35]. 
Unfortunately, these patients are subject to the side effects of surgical procedures as well as those  
of nonsurgical interventions [9,31]. Despite the improvements in therapeutic techniques toward reducing 
morbidity and increasing survival, the 5-year survival rate of HNSCC patients remains at around  
50% [4,6,35,57,67,75,82,87–89]. 

4. Management of HPV-Associated Tumors: The Debate 

Clinicians are becoming increasingly aware of the need for differential therapeutic regimens between 
HPV-positive and HPV-negative patients [31] due to their distinct disease etiologies [14,15,22,63]. 
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Evidence that differences in the biological aspect of these subgroups may affect their prognosis and 
optimal treatment is increasing [1,15,90]. For example, data collected over the past several years 
makes a compelling case that patients with HPV-derived OPSCC have a more favorable survival 
than do their matched controls, regardless of treatment strategy [1,3,20–22,28,31,35,37,57,60,63,65,91]. 
Research suggests that HPV expression corresponds with increased response rates to conventional 
chemotherapy [2,17,28,29,52,57,63,91], radiotherapy [1,2,16,17,22,29,57,63], and radiochemotherapy 
(RCT) [1,28,31,52,63,65,91,92]. Moreover, the 3-year overall survival of patients with 
HPV-associated OPSCC is about 75% as opposed to 50% for those with HPV-unassociated  
malignancies [10,24,31,37,57,63]. Additionally, studies of HPV-positive HNSCC revealed a drop of 
approximately 50% in recurrences, a 40% decrease in the risk of death [17,25,39] and a lower 
incidence of metastases than seen with their HPV-negative counterparts [2,23,37,65,93]. As 
impressive as these statistics look, recurrence and metastasis are still responsible for the leading 
cause of death in HPV-derived OPSCC [31,49,94]. In summary, patients with HPV-induced tumor 
report improved therapeutic responses to interventions and better survival rates due to increased 
sensitivity to chemotherapy and radiotherapy [1,15,20,28,31,35,95]. 

The reason(s) HPV-related HNSCC are associated with an improved survival outcome  
as compared to HPV-unrelated cancers remains speculative [9,14,60], but this difference  
could be ascribed to a variety of factors [17,63]. One set of explanations focuses on the patient 
population, indicating that the favorable prognosis of patients with HPV-associated cancers may be 
attributable to their younger age at diagnosis [1,2,9,17,74], their high functioning and superior 
performance status [2,9,17], as well as the presence of minimal tobacco and alcohol related 
co-morbidities [1,2,17,28,74]. 

An alternate or possibly complementary explanation focuses on differences in biological 
mechanisms. That is, even though the biologic mechanisms leading to divergent prognoses  
in HPV-dependent and independent oropharyngeal cancer have been elusive [14,57], the survival 
benefit enjoyed by HPV-associated patients could be connected to the molecular differences arising 
from virus-mediated activities as opposed to events that occur as a consequence of the carcinogens or 
mutations present in non-HPV cancer patients [43,53,63]. For example, in most tobacco-related 
tumors, the tumor suppressor gene TP53 is mutated and inactive, while the TP53 gene in 
HPV-infected tumors is wild-type and functionally intact, with the protein being degraded by the 
HPV oncoprotein E6 [2,5,30,35]. Research indicates that persistent treatment with certain 
therapeutic agents can suppress E6 oncogenes, allowing the TP53 gene to carry out its normal 
function [53,74]. Therefore, the presence of the wild-type TP53 gene and the lower mutation rate [37] 
observed in HPV-derived SCC may enable these tumor cells to undergo an intact apoptotic response 
when treated with radiotherapy and/or chemotherapy, resulting in a high response rate [2,3,9,20,53]. 

Another possibility is that HPV-positive cancer cells express viral proteins that induce and 
enhance the immune response, which becomes involved in clearing cancer cells during  
treatment [2,8,74,96]. This theory was proposed after a cancer cell line treated with 
chemoradiotherapy in vitro demonstrated increased survival [3] and resistance to treatment [1,28] as 
compared to the same therapy applied in vivo, where the cells are surrounded by an immunologic 
microenvironment. Likewise, an apparent higher response in immunocompetent vs. 
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immunodeficient mice further supports this finding [3]. In addition, studies indicate that the majority 
of HPV-infected tumor patients manifest a higher titer of T cells infiltrating the tumor [1] and a high 
percentage of cytotoxic CD8+ T cells that are specific to HPV [1,3,37] compared to non-HPV  
tumor patients. 

Lastly, the difference in the degree of intratumor heterogeneity between HPV-dependent  
and HPV-independent OPSCC could contribute to their divergent prognoses. Intratumor 
heterogeneity refers to a tumor population comprised of subpopulations that display differing genetic 
makeups [28]. Assuming that certain subpopulations are more susceptible to treatment therapies than 
others, tumors with high intratumor heterogeneity are progressively identified as having poor 
therapeutic response and recurrence or metastasis [28]. HPV-driven tumors are considered to 
represent a homogeneous, one-agent-induced population, and are thus less intratumorally 
heterogeneous, possibly leading to the better therapeutic response. 

To date, an effective mono-dimensional therapy approach suitable for head and neck carcinoma is 
not available [31]. Moreover, the classical therapies generate substantial side effects [77,96]. 
Traditionally, therapeutic strategies have consisted of open surgery with the option of 
radiochemotherapy [55,77]. The adverse effects of these therapeutic interventions have not improved 
in recent decades, and severe consequences associated with swallowing [15,55,77],  
talking [15,55,77], breathing [77], hearing [15], and even one’s countenance [15,55,77] are 
prevalent. The current contention lies in whether the intensity level of the therapy is too high for the 
cohort of HPV-positive patients that exhibit better outcomes [20,23,31,55,76]. The different 
therapeutic strategies all have comparable oncological effects, yet the functional complications can 
have a particularly long lasting effect on the rising cohort of young patients with HPV-associated 
head and neck cancer [2,28]. In making their decisions, clinicians are dealing with a subset of 
patients that will most likely reach full recovery and surpass their cancer by a few decades, and hence 
will be severely affected by the late sequelae of cancer treatment [2,28,52,54,93]. Consequently, an 
intensive multidisciplinary regimen resulting in considerable morbidity might be inappropriate for 
the HPV-initiated HNSCC subgroup [2,9]. Accordingly, the favorable prognosis in HPV-driven 
oropharyngeal cancer has prompted the progression to organ preservation strategies [23,28,55] that 
treat the tumor with minimal cosmetic and functional complications [19]. Therefore, evaluating the 
options for therapeutic de-escalation to reduce toxicity and determining treatment strategy with  
high efficacy to optimize quality of life is of utmost importance for this HPV-associated  
subpopulation [9,28,31,55,64,87,97]. 

Some researchers contend that concurrent radiochemotherapy may confer excess treatment [9]. 
Moreover, evidence has surfaced denoting the overtreatment of adjuvant chemotherapy after surgical 
resection in locally advanced HNSCC patients [77], accruing proponents for the de-escalation 
regimens. Yet the establishment of a de-intensification regimen can be challenging since nearly 10% 
of patients with HPV-derived tumors have a poorer prognosis and a higher likelihood of developing 
metastases or recurrence [9,14,31,63], demanding a more potent therapy. Some advise not to change  
treatment decisions or management strategy on the basis of HPV, as conclusive evidence is  
lacking [4,18,20,24,37,97]. Others argue that the treatment of patients with HPV-associated OPSCC 
should depend on the tumor phase [24], the general condition and performance status of the patient, 
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and the expected functional outcomes [9]. Their aim is to increase the opportunities to tackle early 
phase carcinomas with a mono-dimensional regimen [9]. Further investigation is necessary to 
determine whether an alternative treatment strategy is required for HPV-associated HNC patients. 

5. De-Intensification Trials 

Clinical trials testing various de-intensification strategies for HPV-positive head and neck 
carcinoma patients are under examination [23,28]. The de-escalation of therapy intensity may be 
achieved through several different approaches [36,52]. An initial proposal was to decrease the 
standard dose of definitive radiotherapy or chemoradiotherapy, since radiation is considered the most 
toxic component of a therapeutic regimen [23,28]. An Eastern Cooperative Oncology Group 
(ECOG1308) phase II trial evaluated the response to chemotherapy with paclitaxel, carboplatin, and 
cetuximab, and based on their complete response, determined which patients could safely undergo 
radiation dose reduction [23,31,53,80,93]. In 2014, the investigators revealed positive initial results 
in patients that underwent the dose reduction [3]. 

Another strategy is to employ the new minimally invasive TOS technique as a primary surgical 
therapy [28,52]. A randomized trial, ECOG3311, evaluating whether initial transoral surgery 
(TORS) can allow for decreased adjuvant dose radiotherapy for patients with HPV-positive HNC is 
currently in progress in the US [28,37,76,93]. 

Another possibility is the administration of a less toxic alternate agent, such as cetuximab, an 
anti-epidermal growth factor receptor (EGFR) antibody [52]. The Radiation Therapy Oncology 
Group study (RTOG 1016) and De-ESCALaTE phase III trials are comparing conventional cisplatin 
concurrently with radiotherapy to the new cetuximab with concomitant radiation in HPV-driven 
locally advanced oropharyngeal squamous cell carcinoma (SCC) [15,23,28,31,36,37,93]. 

6. Molecular Mechanisms 

Ever since the presence of HPV was demonstrated in tissues of HNSCC patients in 1983,  
the study of molecular mechanisms in HPV-associated HNSCC has garnered significant  
attention [3,15,20,98]. Insight accumulated on the molecular progression of HPV derives from the 
extensive research performed on cervical tumorigenesis [2,9,23,74]; consequently, cervical cancer 
has become the standard model for HPV studies [15,18]. With an epidemic on the horizon, it will be 
vital to adjust our understanding of the properties of HPV in cervical carcinoma to be applicable to 
head and neck carcinoma [15]. 

Approaches already developed for the treatment and prevention of cervical cancer may be of great 
help in combating HPV-derived HNSCC [15]. Nonetheless, the different anatomical and molecular 
aspects between cervical and oropharyngeal carcinoma must be delineated to adapt the current 
knowledge to the oral context [15]. For example, estrogen signaling plays a significant role in 
cervical cancer, while hormonal dependence is not discernible in head and neck carcinomas [15,99]. 
Furthermore, the cervix is not as frequently exposed to elevated amounts of cytotoxic agents and 
chemical carcinogens as the oropharynx [9]. The distribution of specific HPV types detected  
in the two cancers varies as well, revealing a broad spectrum of high-risk HPV types accounting  
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for cervical cancer in comparison to the more limited variety observed in head and neck  
carcinomas [15]. Another difference observed is that, contrary to the integrated HPV form 
predominant in cervical cancers [100,101], the HPV genome in HNSCC samples is frequently found 
in both episomal and integrated forms [20,32,34,102–104], indicating that integration is not essential 
for progression of tumorigenesis in this location [15,34]. Additionally, the presence of HPV in 
different cancers engenders divergent prognoses [57]. That is, while HPV-driven HNSCC have 
better treatment outcomes, the presence of HPV in cervical cancer is associated with poor  
prognosis [57,105], and HPV-associated cervical cancers are considered more chemoresistant than 
are other gynecological tumors [106]. These differential prognoses may be due to the distinctive 
properties and elements characteristic of the host cancer that come into play with the virus, and might 
contribute substantially to the pathogenesis of HPV malignancy [57]. Despite these considerations, 
the molecular virology of infection is not anticipated to be significantly different in HNSCC as 
compared to that present in cervical cancer. The prevailing understanding of the molecular details of 
HPV has therefore shed light on HPV-positive head and neck cancer. 

HPV is transmitted through the mucosal and non-mucosal skin epithelia [15,37]. About 200 HPV 
types categorized based on the HPV L1 sequence have been detected, some of which have the ability 
to induce carcinogenesis [15,23,33,37,107]. Nearly 40 of these HPV types affect the mucosal  
tissues [107] and can be stratified into low-risk (HPV 6,11) and high-risk (i.e., HPV-16, 18) 
categories, based on their ability to develop precancerous lesions and their potential to cause 
malignant transformation [1,15,28,33,37,108,109]. The oncogenic high-risk subtypes are expected 
to give rise to 5.2% [14,15,18,28,110] of cancers globally, being responsible for up to 70% of 
oropharyngeal [14,33], 99% of cervical [14], 88% of anal [14], and 70% of vaginal [2,14,33] lesions. 
Of the 20 identified carcinogenic high-risk HPV types [37,107], HPV-16 is the most  
rampant [25,39], accounting for more than 90% of HPV-positive oropharyngeal cancers [1,14–16], 
followed by HPV-18 [11]. 

The HPV is a non-enveloped, double-stranded DNA virus that displays a predilection for 
squamous cell epithelium [15,28,33,37,111]. The stratified squamous epithelium is composed of 
progenitor cells in the lower stratum, and as they move up the suprabasal layer [20,37], they become 
differentiating keratinocytes [15,74]. HPV infection occurs when small lesions or tears at the surface 
of the epithelium are present, granting the virus entry to the progenitor cells in the basal layer of the 
stratified epithelium [15,20,37,74]. Following an infection, the virus will seize the host cellular 
machinery to synthesize viral nucleic acids and transcribe proteins, though usually at low  
levels [9,15,42]. HPV then takes advantage of the differentiation process in these keratinocytes to 
complete its life cycle [15,42,112]. When the differentiating cells reach the top stratum of the 
epithelium, HPV will proceed with protein coat formation, assembly of the new viral components, 
and eventual viral release [15]. Though the process described does not normally lead to cancer, 
certain events can trigger HPV to transform the differentiating keratinocytes into SCC [9]. 

The HPV genome is composed of approximately 8,000 base pairs [109] with dual promoters that 
encode two separate groups of viral proteins [1,107,111,113]. The non-structural or early genes E1, 
E2, E4, E5, E6, and E7 are involved in viral replication, and the structural or late genes L1 and L2 
control the viral packaging [15,33,107,111]. E1 manages the replication and transcription of the 
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virus by acting as a DNA helicase [15], and is the only viral protein with enzymatic activity [33]. E2 
can regulate the HPV genome and down-regulate the expression of E6 and E7 oncoproteins by 
binding to their promoters [15,111]. The activity of E4 is less well understood, but findings suggest 
that its interactions with the intermediate filaments of the keratin cytoskeleton may assist with viral 
release [15,114]. 

The immortalizing qualities of the virus are attributable primarily to the oncoproteins E6  
and E7 [1,2,15,112] with additional contributions from E5 [37]. The cooperation between these three 
oncoproteins and with their interacting cellular partners promotes the transformation of the host’s 
epithelium and maintenance of the phenotype that leads to tumorigenesis [1,15,23,37,42,112]. As 
currently understood, the function of E5 is to subvert immune surveillance by repressing the major 
histocompatibility complex (MHC) class I molecules in the host cells [42,115]. Moreover, the E5 
oncoprotein, particularly E5 from HPV-16, is involved with trafficking and signaling through  
the EGFR pathway [42,115]. 

The oncoproteins E6 and E7 are constitutively expressed throughout the progression of the 
carcinoma [90], making them attractive targets for antiviral therapy [112,114,116–119]. In the case 
of cervical cancer, the elevated expression of the E6 and E7 oncoproteins is attributed to the 
integration of HPV into the genome of the host, in such a way as to deregulate expression of the 
negative regulator E2 [15,19,102,111]. However, integration seems to be less necessary for the 
development of HNSCC, indicating that the enhanced expression of viral oncogenes in this context 
can be independent of viral integration [23,103]. We can speculate that the reason for the expression 
of oncoproteins in episomal HPV oral cancer may be exposure to exogenously derived factors, which 
can synergistically work in conjunction with the virus to elicit tumorigenesis. 

The central role of the oncogenic protein E6 is to inhibit apoptosis of the infected cells by 
accelerating the degradation of apoptotic mediators, including the well-known tumor suppressor 
protein p53 [109,120–122], thereby removing these proteins from functioning in the intrinsic 
apoptotic pathway [115]. The HPV E6 oncoprotein induces ubiquitination of p53 by complexing 
with E6AP, an E3 ubiquitin ligase [20,123]. The resulting annihilation of p53 leads to the prevention 
of cell cycle arrest and/or apoptosis [20,30,112,123]. E6 proteins from high risk and low risk HPV 
types are both able to bind to p53, however, only the high-risk types are able to carry it through to 
proteasomal degradation [112,124]. In addition to blocking the intrinsic apoptotic pathway through 
p53 degradation, E6 is able to protect host cells from extrinsic apoptosis, which is triggered by the 
binding of tumor necrosis factors (TNF)-family ligands to their corresponding receptors [115]. For 
example, E6 has been shown to bind to major players of the extrinsic apoptotic pathway such as the 
initiator of the caspase cascade, procaspase 8 [125,126], as well as the adaptor molecule 
Fas-associated Death Domain (FADD) [127,128]. E6 binding to these substrates leads to their 
accelerated degradation, thereby inhibiting the transmission of apoptotic signals to effector caspases 
such as caspases 3 and 7. As a result, E6 prevents cells from undergoing apoptosis initiated through 
both the intrinsic and extrinsic pathways [129]. 

Another oncogene, E7, enhances cellular proliferation by inactivating the retinoblastoma protein 
(pRb) and other proteins involved in the control of cell division [2,25,109,120,130,131].  
The HPV E7 protein binds to the pRb-E2F complex and removes pRb from the complex, leading to 



354 
 

 

the disruption of cell cycle controls [20,123,132]. Hence, a therapeutic strategy that targets these 
oncogenes would target the cells that have been infected and transformed by reactivating their 
intrinsic and extrinsic apoptotic pathways and regaining cell cycle control. Such promising avenues 
could potentially augment the effectiveness of current modalities while reducing toxicity  
and morbidities. 

7. HPV Detection and Screening Tools 

The majority of head and neck carcinomas are discovered at late stages of tumor progression, 
arguing for the need of a reliable detection tool that is clinically relevant to facilitate early detection 
of HNSCC [15,27]. Considering factors of age, stage of disease, and tobacco smoking status in  
these cancer patients, the most significant prognostic indicator of survival found to date is HPV 
status [2–4,8,19,20,63,64,74]. It is estimated that HPV affects approximately 70% of all carcinomas 
in the oropharynx and the oral cavity [2,10,21,31,34,35,39,73,85]. Moreover, since HPV-related 
OPSCC has a remarkably more favorable prognosis than does HPV-unrelated cancer [35], 
establishing HPV status through an effective screening tool will offer significant advantages. 

In contrast to the case with cervical cancer, there are no reliable screening methods or routine 
check-ups equivalent to the Pap smear to detect early HPV neoplasia in the oral cavity [13,15,29,35]. 
Moreover, since the infected tissue in the oral cavity normally arises in an inaccessible location, 
devising and implementing such a tool for regular diagnosis becomes challenging [15,32,133], 
leaving it up to the patients to consistently monitor for symptoms such as continual sore throats, oral 
lesions, or swollen masses or glands [13,15]. Unfortunately, these relatively mild and non-alarming 
manifestations tend to go unnoticed quite frequently, compounding the issue that most head and neck 
carcinomas are identified at later tumor stages by the time of diagnosis [6,7,15,82,83]. Consequently, 
finding accurate and practical methods to assess the presence of HPV in the oral cavity is a high 
priority [2]. 

At this point, the technique(s) to be employed for determining the HPV status of head and neck 
cancers is controversial, due to variations in available methods in terms of cost, sensitivity, 
technicality, specificity, and reliability [2,18,20,27–29,134–136]. Three common methods of 
detection are currently used: Polymerase Chain Reaction (PCR), in situ hybridization (ISH), and p16 
immunohistochemistry (IHC) [2,54]. In particular, the detection of the viral DNA, such as E6 or E7 
sequences [137,138] through PCR or ISH has been a very common practice [9,139,140]. PCR is 
highly sensitive, detecting as little viral DNA as 0.001 copy per genome from tumor samples, plasma 
or salivary collections [28,141]. It can also assess the viral load [135] and identify the viral subtype 
by probing for the L1 region of the HPV genome [9,28,135,138,142]. A disadvantage of focusing on 
the L1 region is that this region can be compromised or deleted following integration into the host 
genome [138,143], thereby leading to underestimates of the presence or the viral load of HPV [22]. 
Furthermore, since PCR detects a region of the viral genome indiscriminately of whether it is in the 
integrated or episomal form, this method does not have the ability to determine the physical status of 
the virus nor its activity, which are essential in assessing tumor development [28,138,139]. 
Additionally, this method is rather expensive and is therefore only utilized in select laboratory 
centers [28,144]. On the other hand, ISH is highly specific in detecting viral integration status and 
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transcriptional activity [9,28,139]. It utilizes a fluorescent-labeled probe to localize and visualize  
the HPV DNA in the host genome of the tumor dissection [135,138]. Diffuse signals indicate the 
presence of episomal HPV, while punctate signals represent the integrated forms [145]. 
Nevertheless, since ISH does not amplify the viral genome, this method is not as sensitive [138] or as 
fast as PCR. However, the procedure can be automated and has become available in certain clinical 
laboratories [28,135]. 

The detection of HPV E6/E7 mRNA is the “gold standard” validation of active HPV oncoprotein 
transcription, and is considered clinically applicable in the evaluation of carcinogenesis [9,27,139,146]. 
Since mRNA is very fragile and easily degraded, fresh or rapidly frozen samples are required for this 
approach [9,139]. While the detection of mRNA through reverse-transcriptase PCR or RT-PCR is 
technically challenging and perceived as inappropriate for routine screening [9], the novel ISH assay, 
RNAscope, has been met with great interest and found to be perhaps the most promising of available 
methods [139,146]. 

Another major alternative for detecting the virus is the IHC of the CDK inhibitor p16, a transcript 
encoded by the CDKN2A gene [9,54,138]. This technique has become popular due to its high 
sensitivity [28], technical ease, swiftness, practicality [28,37,139,144], inexpensiveness [28,37,139,144], 
and adequate consistency with PCR and ISH [28]. p16 is considered a suitable surrogate marker of 
HPV infection [9,20], and is biologically relevant because its overexpression corresponds closely to 
the transformation of infected cells [15,138]. p16 becomes up-regulated when E2F is released from 
the E2F-pRb complex after pRb is degraded by E7 [9,15,20,37,96]. This method of detection is the 
most widespread across multiple clinical centers [37,139]. It should, however, be noted that not all 
tumors that test positive for p16 contain HPV [37]. Across various tests, HPV infection has not been 
identified in approximately 10%–20% of p16+ head and neck carcinomas [37,139]. Since the 
practice, interpretation, and reporting of p16 IHC differ, in some cases its prognostic diagnosis can 
be misinformative and hence unreliable as a stand-alone method [2,9,28,139]. 

Many investigators propose that using RT-PCR to detect the presence of E6/E7 mRNA may be 
suitable as a gold standard for fresh samples, since the expression of these two oncogenes is 
characteristic of a functional HPV infection and cell transformation [9,17,19,27]. However, this 
method requires further examination [139]. According to one study, the employment of HPV-PCR or 
p16 IHC alone is not very reliable or clinically adequate [147]; notwithstanding, Dalianis et al. 
reported that a HPV DNA test such as PCR in addition to an evaluation of p16 overexpression 
through IHC is regarded as “specific and sensitive as utilizing a gold standard” [9,17,19,145,148].  
Yet another panel of experts has suggested a “cost-efficient” stepwise algorithm to reliably 
determine HPV infections, which includes an initial testing of p16 through IHC followed by an HPV 
ISH to confirm the IHC results [28,139]. If the tests provide conflicting results, a PCR or an ISH 
probe for specific HPV types can be utilized [28]. This sequence of methods is thought to provide the 
highest specificity for determining HPV status [20,139]. Others have suggested variations of these 
detection methods and proposed a variety of combinations [9,136,139]. In order to standardize the 
detection methods in clinical settings and to design reliable clinical research, a unanimous agreement 
on the most reliable detection tool(s) for HPV status is required and requisite [27,28]. 
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8. Prophylactic Vaccines 

A steep upward shift in the incidence of HPV-derived HNSCC demands a search for a vaccine 
that can avert the infection of oral HPV before an opportunity to develop a malignant lesion arises, 
especially considering the lack of a reliable routine screening tool for those at risk of oropharyngeal 
SCC [15,21]. Past vaccines have been effective at immunizing against viruses such as influenza and 
varicella, and such prototypes should help in the development of prophylactics against oral HPV 
infection [15]. 

Preventive vaccines against HPV in the cervix have been developed and have become available to 
the public within the past decade [9]. The first prophylactic vaccine to be approved was Gardasil, a 
quadrivalent vaccine that prevents infection from high-risk HPV types 16 and 18 as well as the 
low-risk HPV types 6 and 11 [15,42]. Cervarix has been developed as a bivalent vaccine that 
immunizes against HPV types 16 and 18 [15,42]. Both prophylaxes encompass the predominant 
high-risk HPV types that are found in cervical malignancy, whereas the quadrivalent vaccine also 
targets genital warts and contains in addition the two most prevalent non-oncogenic viral  
types [15,28]. Despite the fact that Cervarix excludes the low-risk HPV types, a study that compares 
both prophylaxes indicated that Cervarix is able to produce a stronger antibody response than 
Gardasil against the two oncogenic HPV types [42]. Phase III trials of these vaccines established 
efficacy and safety in the protection against anogenital HPV infections, lesions, and warts, but these 
prophylaxes have not been certified for the immunization of HPV infection in the head and neck 
region [9,15]. Notwithstanding, there is great potential that the current HPV vaccination will prevent 
oral HPV infection [9,19]. A trial that was originally intended to examine the efficacy of the HPV 
vaccine in cervical infections has collected oral rinses that showed encouraging results of the 
vaccine’s effectiveness in obviating HPV infection from the oral cavity [11,13,32,133]. 

In contrast to the large diversity of high-risk HPV types observed in cervical carcinoma [15], HPV 
types 16 and 18 constitute over 95% of HPV-positive tonsillar and oropharyngeal cancers [11,19,35]. 
Hence, the current prophylactic vaccines can be highly effective at preventing HPV-derived 
HNSCC, since they encompass the primary HPV types that are causal of OPSCC [15]. Moreover, 
although clinical evidence supporting their efficacy in the prevention of head and neck cancers is not 
yet documented [9,35], these vaccines have demonstrated that they can induce a systemic robust 
humoral response against the oncogenic HPV types 16 and 18, and hence should in principle be 
efficacious against oral infections [9,15,20]. Ongoing clinical trials are currently assessing the 
effectiveness of the quadrivalent HPV vaccine against HPV infection in the oral cavity [34]. The 
effect of these prophylactic HPV vaccines on oropharyngeal HPV infection and HPV-derived head 
and neck cancer will be clearer once further results are obtained [32,35,42]. 

9. Therapeutic Vaccines 

Therapeutic vaccines for HPV-driven malignancies are currently undergoing clinical 
investigations [20,23]. Unlike the previously described prophylactic vaccines, which offer no 
protection against individuals already infected with HPV [2,35,112,116,120], therapeutic vaccines 
are intended to treat the individual by eliciting a cell-mediated response that can recognize and attack 
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an established dysplasia or persistent infection [23,34,107]. Moreover, in contrast to prophylactic 
vaccines, which incite an antibody-mediated humoral response to clear the virus and to prevent 
access to the squamous epithelium, therapeutic vaccines must activate the T cell-mediated immune 
system to destroy the existing HPV-infected cells and prevent them from developing into  
carcinomas [42,111,118]. This can be challenging for immunocompromised patients because of their 
weakened immune system; hence, these vaccines are anticipated to be most effective in 
immunocompetent individuals. 

In the design and development of therapeutic vaccines, HPV-16 E6 and E7 oncoproteins have 
become popular viral targets since they are consistently expressed in HPV malignancies and are 
critical for transformation [23,90,107,116–119]. Moreover, in contrast to tumorigenic antigens 
derived from mutated or overexpressed self-proteins, viral E6 and E7 are entirely foreign proteins, 
which express numerous antigenic epitopes and thus contribute toward an enhanced immune 
response [23,116,119]. More importantly, only the infected cells will express these viral proteins, 
making them ideal targets for therapy of HPV-derived cancers [23,118]. A majority of clinical trials 
for therapeutic vaccines are in their early phase and have focused on feasibility, immunogenicity, and 
safety [20,114]. Multiple vaccines are currently being explored as potential therapeutic strategies 
including DNA vaccines, peptide and protein vaccines, cell-based vaccines, as well as bacterial and 
viral live vector vaccines [20,23,107,116–118]. 

Due to their safety, ease of production, purity and stability, DNA vaccines have become attractive 
therapeutic candidates for HPV-associated HNSCC [23,107,111,116,118,119]. DNA vaccines 
introduce plasmid DNA into the host and promote its transcription and immune presentation of the 
encoded HPV proteins by the transfected cells [107,118,119]. This MHC presentation elicits T 
cell-mediated and/or antibody-mediated responses that attack the encoded antigen [107,118,119]. 
However, DNA vaccines can have low immunogenicity because they lack the ability to spread the 
DNA from the transfected cells and amplify it in the neighboring cells [111,119]. Despite such 
limitations, significant results from the therapeutic HPV DNA vaccine studies have progressed to 
various clinical investigations [119]. For example, a phase I trial at Johns Hopkins University is 
evaluating a DNA vaccine targeting HPV-16 E7 antigens in patients with advanced HPV-16-positive 
OPSCC [23,119,149]. This vaccine encodes for HPV-16 E7 fused to the immuno-modulatory agent 
calreticulin, a protein that can stimulate natural killer T cells and enhance MHC class I antigen 
presentation [23,117,119,149]. 

In contrast, peptide vaccines are taken up by antigen presenting cells (APC) directly without the 
need for encoding and are loaded onto MHC molecules for antigenic presentation [23,107]. This 
leads to activation of an antigen specific T cell response and putative elimination of infected  
cells [107]. Peptide vaccines are safe, stable, and easily prepared, but have poor  
immunogenicity [107,111,119]. Some adjuvants used to circumvent the low immunogenicity include 
costimulatory molecules, cytokines, chemokines, and Toll-like receptor (TLR) ligands [111,119]. 
Specific examples include calreticulin, Montanide ISA-51, and GM-CSF, [2,23,111,117]. Another 
disadvantage with respect to peptide vaccines is that they are MHC restricted, which limits their 
widespread use [111,119]. However, this restriction can be overcome by the use of overlapping long 
peptides that harbor several epitopes of the antigen [111]. One study has devised an HPV peptide 
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vaccine composed of synthetic long overlapping peptides that encompass the E6 and E7 
oncoproteins of HPV type 16 [42,90,111]. Additionally, a phase II clinical trial of this peptide 
vaccine with the adjuvant Montanide ISA-51 resulted in the mounting of a complete vaccine-induced 
immunologic response [42,90,111]. 

Protein vaccines are similar to peptide vaccines in many ways, but they can bypass MHC 
restriction since the protein contains a variety of antigenic epitopes [111,118]. Additionally, protein 
vaccines are loaded onto MHC class II molecules, creating primarily a humoral response instead of a 
cell-mediated response [111,118]. A phase II trial of the HspE7 protein-based vaccine, which  
is a chimeric protein composed of HPV-16 E7 and a Bacille Calmette-Guerin (BCG) heat shock 
protein (Hsp65), yielded modest results [107,118]. TA-CIN, a fusion protein composed of HPV-16 
E6, E7, and L2, represents advancement in the field of HPV vaccination because it combines 
therapeutic as well as prophylactic vaccines. This protein-based vaccine has progressed to clinical 
trial [90,111]. 

The cell-based vaccine technique entails the pulsing of dendritic cells (DC) with an  
antigen [107,119], allowing for the presentation of epitopes, such as those derived from HPV E7, in 
association with MHC molecules, and is capable of eliciting a high immunologic response [107,111]. 
A phase I study has shown the approach to be safe and immunogenic, and a phase II trial is  
underway [107]. However, the production of this vaccine is lengthy, taxing, and expensive [111,119] 
due to the need to isolate immature dendritic cells from the patient, transfect or pulse the autologous 
DCs with the specific antigen, allow the DCs to mature, and expand the DCs ex vivo before injecting 
them back into the patient [111,118]. 

A live vector, consisting of either a bacteria or a virus, can be employed to deliver antigens such as 
those found in the E6 and E7 oncoproteins to the host APCs in order to enhance antigen presentation 
and the induction of a cell-mediated response [107,111,118]. These vectors generate a strong 
immune response by facilitating the spread and expansion of oncoproteins [107,111,118]. However, 
the disadvantage is that these live vectors could incite an immune response against the vector itself 
since it is intrinsically pathogenic and foreign to the host [107]. A bacterial vector-based vaccine 
composed of a genetically modified strain of Listeria monocytogenes fused to E7 has shown the 
ability to cause regression of solid tumors and has progressed to phase I clinical studies in 
oropharyngeal cancer patients [107,111,118,149]. Another group designed a vector vaccine using an 
integrase defective lentiviral vector (IDLV) to deliver a HPV-16 E7 protein fused to  
calreticulin [2,111,117]. A preclinical study revealed that a single intramuscular injection eradicated 
90% of early stage tumors [2,117]. These encouraging outcomes along with emerging therapeutic 
vaccine trials may imply that an immunotherapeutic vaccine for immunocompetent patients shows a 
promising future [2,117]. 

10. Targeted Therapies Directed against Growth Factor Receptors 

Current treatment for HNSCC patients is confined to standard therapies, such as irradiation, 
surgery, and chemotherapy [60,67]; and despite continued advances in these classic clinical 
modalities, survival rates remains comparable and many patients experience long-term side  
effects [15,60,82,150]. Consequently, advancements in molecular research have made the 
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identification of targeted therapies an attractive therapeutic approach due to its purported reduced 
toxicity and improved efficacy [15,150]. 

We have come a long way in understanding the molecular biology of head and neck cancer over 
the past few decades [68]. Interestingly, the EGFR has been shown to be frequently elevated in  
over 90% of HNSCC patients [2,4,67,71,88,150]. EGFR contributes to the pathogenesis of HNSCC 
such that its overexpression is closely related to low survival, distant metastases, and  
radioresistance [4,36,67,71,88,150]. Studies have indicated that low EGFR levels in HPV-positive 
tumors were correlated with favorable therapeutic outcomes, while high EGFR levels were 
associated with poor survival [34,60,88,150,151]. 

The role of EGFR is to transmit signals to intracellular pathways that regulate a host of cellular 
activities including proliferation, cell cycle progression, apoptosis, migration, metastasis, 
differentiation and angiogenesis [36,60,80,151]. Among the mechanisms attributed to 
overexpression of EGFR are deregulation of TP53 and amplification of EGFR [67]. Thus, this 
extracellular domain has been an attractive and prominent therapeutic target for treatment 
intervention [60]. Several agents directed against EGFR have been produced, of which monoclonal 
antibodies (mAb) and small tyrosine kinase inhibitors (TKIs) have been shown to be the most 
effective [68,150]. The mAbs bind to the extracellular binding domain of this receptor, while TKI’s 
bind to the cytoplasmic side of EGFR and influence downstream molecular pathways [2,57,68,80]. 

Cetuximab is a recombinant chimeric immunoglobulin (Ig)G mAb, specifically targeting the 
extracellular domain of EGFR [2,60,80,150]. This mAb has been the most extensively studied of the 
anti-EGFR antibodies [150] and is the first and only targeted therapy approved for head and neck 
carcinoma [14,28,68,71,80]. Food and Drug Administration (FDA) approval of cetuximab (Erbitux, 
Merck; Darmstadt, Germany) was established in 2006 after a phase III randomized study yielded 
remarkable results in the overall survival of HNSCC patients when cetuximab was used in conjunction 
with radiotherapy (a survival of 45.6% vs. 36.4% for radiotherapy alone) [4,15,28,60,67,80,152]. 
Therefore, cetuximab is recommended for the treatment of locally advanced HNSCC in combination 
with radiation and in recurrent/metastatic disease either as a monotherapy or in conjunction with 
platinum-based chemotherapy and 5-fluorouracil [15,23,67,71,80,150]. Several clinical trials are 
active including the Radiation Therapy Oncology Group (RTOG1016) trial, which compares 
cetuximab to cisplatin along with radiation in locally advanced disease [15,23,28,36,37,80,93]. This 
study will determine whether the less toxic cetuximab can replace cisplatin as part of a 
de-intensification protocol in HPV-derived HNSCC [37,80]. 

Other fully humanized IgG anti-EGFR antibodies under consideration include zalutumumab 
(HuMax-EGFr, Genmab, Copenhagen, Denmark) and panitumumab (Vectibix, Amgen; Thousand 
Oaks, CA, USA), and these are being investigated in phase II and III studies [2,23,37,67,80]. A  
phase II trial on nimotuzumab (YM Biosciences; Ontario, Canada), a recombinant humanized mAb, 
has demonstrated remarkable outcomes [67,68]. These antibodies could potentially be used as 
substitutes for cetuximab [2]. 

EGFR TKIs have also demonstrated some clinical activity in HNSCC but without as much 
success as seen with the mAbs [57,80]. The small molecule TKIs gefitinib and erlotinib showed no 
efficacy in recurring and metastasizing tumors [68,80]. A phase II trial of gefitinib on recurrent or 
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metastatic head and neck cancer produced a low response rate [80], and ECOG-E1302, a phase III 
randomized study, evaluated gefitinib in addition to docetaxel in recurrent or metastatic head and 
neck cancer but was terminated before its completion [80]. Despite these disappointments,  
other EGFR targets have yielded some early encouraging results [24]. Lapatinib, a dual reversible 
tyrosine kinase inhibitor of EGFR/HER2, is in a phase III trial assessing its efficacy in  
the maintenance of treatment [60,71]. Afatinib, also known as BIBW2992, is an irreversible  
dual tyrosine kinase inhibitor of EGFR/HER2 [71,80]. A randomized phase II trial is comparing 
cetuximab to afatinib in patients with recurrent or metastatic HNSCC where cisplatin has been 
unsuccessful [71,80]. 

EGFR is involved in downstream intracellular pathways such as the PI3K/Akt/mTOR pathway. 
Alterations in the phosphoinositide 3-kinase (PI3K) pathway have been found in patients with head 
and neck cancers, and appear even more predominately in patients with HPV-derived tumors [24,57,153]. 
These alterations may contribute to tumor resistance to anti-EGFR therapy [24]. Hence, targeting 
PI3K is a reasonable strategy for OPSCC treatment, and trials in phases I and II are in progress [24]. 
Research on the mammalian target of rapamycin (mTOR) inhibitors rapamycin, everolimus, and 
temsirolimus have shown mTOR suppression and delayed tumor advancement [87,150,154]. 
Additionally, rapamycin has been revealed to synergize with platinum-based chemotherapy in the 
eradication of OPSCC [87]. There are numerous trials in progress of mTOR inhibitors concomitant 
with different therapeutic modalities for head and neck carcinoma [87]. 

Vascular endothelial growth factor (VEGF) is another type of growth factor and is considered one 
of the most critical angiogenic cytokines in tumor vasculogenesis [83,150]. Target agents have been 
developed to block its receptor, VEGFR. Bevacizumab is a monoclonal antibody against VEGFR 
that is being explored in conjunction to other anti-EGFR therapies [83,150,155]. Sorafenib and 
sunitinib are tyrosine kinase inhibitors directed against VEGFR that have revealed notable 
therapeutic results in different human cancer cells with tolerable toxicity, and are showing 
encouraging results in OPSCC [154,156]. 

11. Targeted Therapies Directed against HPV Oncoproteins 

Determining the molecular differences between HPV-dependent and HPV-independent head and 
neck cancers will be crucial in the discovery of therapeutic targets specific for HPV-dependent 
malignancies [15]. Various investigations have indicated that the HPV oncogenes E6 and E7 or their 
substrates may be efficacious anti-cancer targets [31,157]. However, approaches targeting the 
oncogenes have only reached very early phases of development, in contrast to the late-phase 
developments attained by agents targeting growth factor receptors [158]. Therapeutic agents 
targeting the viral oncoproteins include synthetic peptides [159], RNA aptamers [33,109],  
ribozymes [33,159], transcription factors [160], intrabodies [160], anti-sense oligonucleotides [33,160], 
small interfering RNA (siRNA) [30,33,159], and small molecule inhibitors [159]. Because small 
molecule inhibitors can be easily delivered and absorbed by tumor cells [159] and since they are 
flexible for medical use [161], they have gradually surfaced as a treatment option with notable 
efficacy and low toxicity (Figure 1) [30]. 
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Figure 1. Involvement of small molecule inhibitors on cellular pathways affected by the 
E6 and E7 HPV oncoproteins. 

The interaction between E6 and E6AP represents an attractive antiviral target, as agents that target 
this interaction may be able to inhibit the degradation of p53 and sensitize cells to agents that induce 
apoptosis [30,33,90,112]. One study has identified small molecules that bind to the oncoprotein E6 
with great affinity [120]. In this study, the novel flavone CAF-24 and the naturally occurring 
flavonoid luteolin were shown to inhibit the E6-E6AP interaction by binding to the hydrophobic site 
between these two proteins [120]. This strategy inhibits the oncoproteins from binding to their 
cellular partners, thus inhibiting their oncogenic activities [120,160]. Preventing the binding of 
E6AP and thus the degradation of p53 can reactivate the apoptotic pathways, enhancing the outcome 
of available therapies [30,120,162]. 

A small molecule that has been widely studied in multiple types of cancer is the p53 protector, 
RITA (Reactivation of p53 and Induction of Tumor cell Apoptosis) [159,163]. This molecule targets 
p53 by changing its conformation and protecting it from binding to molecules such as E6AP and E6 
that facilitate ubiquitination [33,112,159]. In this way, p53 is rescued and the apoptotic pathway 
reactivated, leading to the loss of tumor cells [159]. 

A similar approach is taken by the non-peptide small molecule compound Nutlin-3A, an 
imidazoline analog and potent MDM2 antagonist. Nutlin causes substantial cell death in a variety  
of wild-type p53 expressing cell lines [30]; however, its activity appears to be moderate as compared 
to RITA [159]. Another promising molecule that reactivates the wild-type p53 is Minnelide, a 
triptolide analog, which has shown to induce apoptosis in HPV-positive HNSCC tumors in vitro as 
well as in vivo [30]. CH1iB is a novel small molecule that also reactivates p53 function by inhibiting 
E6 from binding to p300 and thereby allowing p300 to acetylate p53 [164]. This acetylation increases 
p53 stability and transcriptional activity, prompting the active p53 tumor suppressor pathway to 
induce apoptosis when cells are treated with chemotherapeutic agents [164]. A preclinical study of 
Obatoclax, a small molecule antagonist of the Bcl-2 family (B-cell lymphoma 2 (Bcl-2) is a 
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downstream substrate of E6 that is associated with resistance to treatment [151]), indicates some 
therapeutic value in the treatment of oropharyngeal carcinoma [165]. 

Another attractive target is the interaction of E6 and caspase 8, a protein involved in  
the extrinsic apoptotic pathway [166]. The extrinsic apoptotic pathway can be activated by  
several TNF-family ligands including TNF-related apoptosis-inducing ligand (TRAIL). TRAIL  
can initiate apoptosis in tumor cells with expression of TRAIL-specific receptors, namely DR4  
and DR5 [167], and TRAIL-therapy is considered a promising anti-tumor approach. Binding of 
ligands to the receptor activates the apoptotic cascade, which starts with the formation of the 
death-inducing signaling complex (DISC) complex composed, in many instances, of the receptor, 
FADD and the initiator caspase, procaspase 8. The assemblage of this complex results in cleavage 
and activation of procaspase 8. E6 interferes with this process by binding to procaspase 8 and FADD, 
accelerating their degradation and preventing the successful completion of the apoptotic  
cascade [125–128]. If therapeutic agents such as small molecules could inhibit E6 from binding to 
procaspase 8 and FADD, it would restore the normal functioning of the apoptosis pathway. Proof of 
principle for this approach was demonstrated by the flavonol myricetin, which was able to prevent 
the binding of E6 to caspase 8, showing potential for reactivating the extrinsic apoptotic  
pathway [166]. Further studies on the identification, optimization and evaluation of small molecules 
of E6 inhibitors are currently underway. 

Another strategy is to inhibit the interaction between E7 and pRb, thereby preventing E7 from 
inhibiting pRB’s ability to inhibit cell division. The small compound thiadiazolidinedione inhibits 
HPV-E7 from disrupting the pRb-E2F complex by blocking the E7-pRb interaction [168]. Lastly, a 
small compound, namely nicandrenone, has demonstrated the ability to target the sites of both  
the E6-p53 and E7-pRb1 interactions, thereby blocking the transformative activities of both viral 
oncoproteins [169]. All the above strategies can lead to the development of efficient therapies against 
HPV-driven OPSCC and could be used in combination with current therapies to induce tumor cell 
death and reduce the undesirable side effects of current treatments. 

Research into small molecules useful for the treatment of HPV-dependent cancers is ongoing and 
encouraging. However, concepts developed during studies conducted on cervical cancer will have to 
be assimilated and translated to oropharyngeal carcinoma. Further developments in our 
understanding of the molecular biology underlying the development of HNSCC will be necessary to 
refine the efficacy of these early phase agents. 

12. Conclusions and Future Directions 

The current epidemic of HNSCC has sparked significant interest in the role of HPV in 
oncogenesis, and the emergence of HPV-positive head and neck cancer has shifted the demographic 
of HNSCC from an older population to a younger generation. Current treatments, which consist of 
transoral surgery, platinum-based chemotherapy, and intensity-modulated radiotherapy, are 
increasingly recognized as requiring improvements. While advances in standard therapies have 
improved outcomes, the new group of younger patients is at high risk of morbidity and consequently 
a compromised quality of life. Therefore, the demand for major progress in the therapy and diagnosis 
of HPV-associated carcinoma remains current and compelling [35]. The better prognosis of 
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HPV-related OPSCC has broached topics of de-escalation strategies [77], leading to the emergence 
of various de-intensification trials for HNSCC. With this concern in mind, standardizing a screening 
method for HPV status would help in diagnosing and delivering appropriate treatments to this 
subpopulation. The commercially available HPV prophylactic vaccines have had a profound effect in 
the prevention of HPV infection in the context of cervical cancer, but their efficacy has not yet been 
proven in the context of HPV-dependent head and neck carcinomas. Ongoing trials are anticipated to 
address this issue. A preventive vaccine would mitigate the epidemic long-term, but will not address 
the more urgent issue of treating patients with existing HPV infections. Hence, the development of 
therapeutic vaccines has the potential to meet a pressing need for better treatments of 
HPV-associated tumors in immunocompetent OPSCC patients. Additionally, targeted therapies of 
growth factors potentially have a more widespread use, and they have progressed in clinical trials, 
though with mixed results and varying success. 

Several advances in biotherapy have led to the identification of a number of small molecular 
compounds with the potential for contributing to the development of less toxic treatments. The field 
of small molecular targeted therapy is in its infancy, but current findings are encouraging, advocating 
for the rapid progression of the field. The studies presented above reveal the urgency of the burden 
and the impetus to identify better targets and antiviral therapies effective in attenuating the incidence 
of HPV infection and counteracting the growing epidemic of HPV-associated head and neck  
cancers [112]. 
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The Subcellular Localisation of the Human Papillomavirus
(HPV) 16 E7 Protein in Cervical Cancer Cells and Its
Perturbation by RNA Aptamers
Özlem Cesur, Clare Nicol, Helen Groves, Jamel Mankouri, George Eric Blair and
Nicola J. Stonehouse

Abstract: Human papillomavirus (HPV) is the most common viral infection of the reproductive

tract, affecting both men and women. High-risk oncogenic types are responsible for almost 90%

of anogenital and oropharyngeal cancers including cervical cancer. Some of the HPV “early”

genes, particularly E6 and E7, are known to act as oncogenes that promote tumour growth and

malignant transformation. Most notably, HPV-16 E7 interacts with the tumour suppressor protein

pRb, promoting its degradation, leading to cell cycle dysregulation in infected cells. We have

previously shown that an RNA aptamer (termed A2) selectively binds to HPV16 E7 and is able to

induce apoptosis in HPV16-transformed cervical carcinoma cell lines (SiHa) through reduction of E7

levels. In this study, we investigated the effects of the A2 aptamer on E7 localisation in order to define

its effects on E7 activity. We demonstrate for the first time that E7 localised to the plasma membrane.

In addition, we show that A2 enhanced E7 localisation in the ER and that the A2-mediated reduction

of E7 was not associated with proteasomal degradation. These data suggest that A2 perturbs normal

E7 trafficking through promoting E7 ER retention.

Reprinted from Viruses. Cite as: Cesur, Ö.; Nicol, C.; Groves, H.; Mankouri, J.; Blair, G.E.;

Stonehouse, N.J. The Subcellular Localisation of the Human Papillomavirus (HPV) 16 E7 Protein in

Cervical Cancer Cells and Its Perturbation by RNA Aptamers. Viruses 2015, 7, 3443–3461.

1. Introduction

Papillomaviruses have been discovered in many vertebrates including humans, cattle, dogs, birds

and reptiles. Within the papillomavirus family, around 170 human and 130 animal genotypes have

been sequenced, identified and subsequently classified into 37 genera to date (see Papillomavirus

Episteme (PaVE) [1]. Human papillomaviruses (HPVs) are classified into five genera (Alpha, Beta,

Gamma, Mu and Nu) [2]. The Alpha genus contains high-risk mucosal HPVs that are the main

cause of cervical cancer [3]. Amongst high-risk genotypes, HPV16 and 18 are most frequently found

in cervical biopsies [4]. The majority (70%–90%) of HPV infections with both high- and low-risk

genotypes are asymptomatic and can be cleared spontaneously within one to two years. Only a small

percentage of persistent infections (around ∼5%–10%) with high-risk types result in precancerous

lesions. If untreated, these lesions may lead to squamous cell carcinoma (SCC) [5].

HPV-related anogenital and oropharyngeal cancers are a global health burden. Cancer Research

UK reported around ∼3000 new cases of cervical cancer in 2011 alone in the UK; the twelfth most

common female cancer and third most common gynaecological cancer after uterine and ovarian

cancers. In a worldwide perspective, cervical cancer is the second most prevalent cancer in women
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with an estimated 530,000 new cases in 2012 and around 270,000 deaths mostly in the developing

world, according to the World Health Organisation (WHO) [6]. There is no HPV-specific cervical

cancer treatment. However, protection can be achieved by the use of barrier methods and vaccination.

Currently, there are two prophylactic vaccines in use based on virus-like particles (VLPs): the

bivalent Cervarix (HPV16 and 18 VLPs) and the quadrivalent Gardasil (HPV6, 11, 16 and 18 VLPs).

A nine-valent vaccine covering five additional high-risk HPVs is undergoing a Phase 3 clinical trial

(trial number NCT00943722).

HPV encodes oncoproteins termed E5, E6 and E7. E7 is a highly phosphorylated, acidic

polypeptide of approximately 100 amino acid residues. The E7 phosphoprotein has two conserved

regions: CR1, CR2 and a carboxy-terminal region containing two zinc finger domains. CR2 contains

a conserved LXCXE (L, leucine; C, cysteine; E, glutamate; X, any amino acid) motif, which is

required for the interaction with pRb. E7 shares sequence similarities with the adenovirus (Ad) E1A

protein and the simian vacuolating virus 40 (SV40) large tumour (large T) antigen [7]. Structural

characterisation of HPV45 E7 [8,9] indicates that the N-terminus is intrinsically disordered while

the C-terminus is highly structured with the zinc-binding region possibly involved in dimerisation.

E7 has been shown to be present in dimeric form when expressed in Escherichia coli by gel

filtration and non-denaturing acrylamide gel electrophoresis [10]. It has also been reported to

form tetramers [11] and higher order oligomers [12] by analytical ultracentrifugation sedimentation

equilibrium experiments.

The intracellular localisation of E7 has been investigated in detail. Subcellular fractionation

experiments in CaSki cells demonstrated the presence of E7 in soluble cytoplasmic fractions [13].

Nuclear [14] and nucleolar [15] distribution in HPV16+ CaSki cells has also been proposed. Using

antibodies with high discrimination capacity against monomeric, dimeric or oligomeric forms of

E7, E7 dimers were shown to distribute to the nucleus, whilst oligomeric E7 displayed cytoplasmic

distribution [16]. The presence of nuclear localisation and export sequences led to the hypothesis that

E7 shuttles between the cytoplasm and nucleus [17]. Consistent with this, leptomycin B treatment

has been shown to lead to E7 accumulation in the nucleus [17,18]. Cell confluency has also been

proposed to dictate E7 localisation, being predominantly cytoplasmic in confluent cells but locating

to both the nucleus and cytoplasm in sub-confluent cells [18], suggesting that location may be cell

cycle-dependent.

Aptamers are short (15–100 nucleotides), single-stranded RNA or DNA molecules generated

by SELEX (Systematic Evolution of Ligands by Exponential Enrichment), reviewed in [19–21].

Aptamers fold into specific complex structures that bind target proteins in a conformation-dependent

manner and can interfere with function. Aptamers have been identified which recognise a number

of viral proteins including HPV16 E6 and E7 [22–24], the RNA-dependent RNA polymerase of

foot-and-mouth disease virus [25,26] and hepatitis C virus non-structural protein 5B [27,28]. An

aptamer, targeted to VEGF termed pegaptanib (Macugen) was approved by the Food and Drug

Administration (FDA) for the treatment of age-related macular degeneration in 2004 and examples

of aptamers with anti-proliferative effects in cancer cells are currently undergoing clinical trials,

including a guanosine-rich DNA oligonucleotide, AS1411 [29] and a L-RNA aptamer (Spiegelmer),

NOX-12 [30].
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We previously described an HPV16 E7 aptamer (termed A2) that resulted in a loss of E7

expression after transfection into HPV16+ cells [24]. We postulated that E7 was being targeted

for degradation. Here, we show that aptamers can endocytose into early/late endosomes and that A2

redistributes E7 to the ER from the plasma membrane. We therefore propose that A2 interferes with

normal E7 trafficking and cellular localisation.

2. Materials and Methods

2.1. Cell Culture

The SiHa cell line (ATCC No. HTB-35) was derived from a human squamous cell carcinoma

of the cervix and contained 1–2 copies of the integrated HPV16 genome. CaSki cells (ATCC

No. CRL-1550) were derived from a human epidermoid carcinoma of the cervix, and contain

approximately 600 integrated copies. The HeLa cell line (ATCC No. CCL-2) was derived from

a human adenocarcinoma of the cervix and contains approximately 10–50 copies of HPV18 genome.

HaCaT cells are spontaneously-immortalised human keratinocytes (HPV negative). SaOS-2 (ATCC

No. HTB-85) is an osteosarcoma cell line and negative for HPV DNA. SaOS-2, CaSki, SiHa,

HeLa and HaCaT cells were maintained in DMEM containing 1% L-glutamine (GE Healthcare,

Little Chalfont, Buckinghamshire, UK) supplemented with 10% foetal bovine serum (FBS) (PAA,

Pasching, Austria), 100 units/mL penicillin (Lonza, Slough, UK), 0.1 mg/mL streptomycin (Lonza)

in T-25 flasks. Flasks were maintained in a horizontal position in a humidified incubator (37 ◦C; 5%

CO2). Cells were plated in 6-well (for protein extraction) or 12-well (for immunostaining) dishes for

the experiments. In order to analyse the pathway of E7 degradation, CaSki cells were treated with a

proteasome inhibitor, MG132 (Cayman Chemicals, Ann Arbor, MI, USA) at 100 μM for up to 6 h in

the presence or absence of 100 nM aptamer.

2.2. Generation of 2′-Fluoro-Modified RNA Molecules

We have previously generated a library for templates of RNA aptamers selected against E7 [23].

A2 and SF1 aptamer templates were amplified by PCR and in vitro transcription was performed as

previously described, incorporating 2′F U and C [22–24]. Aptamer 21-2 (5′-Cy5 and 3′-Cy3-labelled)

and aptamer 47tr (5′-Cy3-labelled) both contained 2′F C and aptamer 21-2 also included 2′F U.

21-2 was purchased from Abgene (UK) and 47tr was synthesised by phosphoramidite chemistry in

house [26,31].

2.3. Transfection of Cells with Aptamers Using Oligofectamine

Cells were transfected with aptamers at a final RNA concentrations of up to 100 nM

using Oligofectamine (Invitrogen, Life Technologies, Waltham, MA, USA) according to the

manufacturer’s instructions.
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2.4. Collection of Cells and Protein Extraction

Cells were lysed in radio-immunoprecipitation (RIPA) buffer [50 mM Tris-HCl (pH 8.0), 150

mM NaCl, 1% (v/v) Nonidet P-40, 0.5% (w/v) sodium deoxycholate, 0.1% (w/v) SDS] containing

EDTA-free protease inhibitors (Roche, Penzberg, Germany) (1 tablet per 10 mL buffer), DNase I

(5 μg/ mL) and 10 mM MgCl2 on ice for 30 min. Protein samples were mixed with 2 × Laemmli

buffer and boiled to denature at 95 ◦C for 5 min.

2.5. SDS-PAGE and Western Blotting

This was performed as previously described [23]. Membranes were probed with rabbit

anti-GAPDH (Sigma-Aldrich, St. Louis, MO, USA, used at 1:6000), mouse monoclonal HPV16

anti-E7; clone NM2 (Santa Cruz Biotechnology, Inc., Dallas, TX, USA, used at 1:200) overnight at

4 ◦C. Membranes were labelled with goat anti-mouse IgG peroxidase conjugate (Sigma, USA used

at 1:2000) and goat anti-rabbit IgG peroxidase (Sigma, St. Louis, MO, USA, used at 1:1000) in 5%

(w/v) milk for 1 h at room temperature.

2.6. Immunostaining of Cells and Fluorescence Microscopy

SiHa, SaOS-2, HeLa and HaCaT cells were grown on coverslips, washed with PBS and fixed

with 4% (v/v) formaldehyde in PBS for 10 min at room temperature. Permeabilisation of cells was

performed by incubation in 0.1% (v/v) TritonX-100/PBS for 10 min. Cells were incubated in blocking

solution [1% BSA/Triton X-100 in 1 x PBS (w/v)] for 1 h at room temperature. Mouse monoclonal

HPV16 anti-E7; clone 289–17013 (Abcam, UK used at 1:2000), mouse monoclonal HPV16 anti-E7;

cloneNM2 (Santa Cruz Biotechnology, Inc., Dallas, TX, USA, used at 1:200), mouse monoclonal

HPV18 anti-E7; clone 8E2 (Abcam, Cambridge, UK, used at 1:200), rabbit polyclonal anti-EEA1

(Millipore, Billerica, MA, USA, used at 1:500), rabbit polyclonal anti-LAMP-1 (CD107a) (Millipore,

Billerica, MA USA used at 1:500) or rabbit polyclonal anti-LC3 (Abcam, Cambridge, UK used at

1:2000) were added to cells and incubated overnight at 4 ◦C on a rotating platform. To analyse

cell-surface staining, cells were incubated with anti-E7 at 4 ◦C prior to fixation for 1 h.

Cells were washed with PBS and incubated with fluorochrome-conjugated secondary antibodies

AlexaFluor 568 F goat anti-mouse IgG (H+L), AlexaFluor 488 chicken anti-mouse IgG (H+L),

AlexaFluor 488 goat anti-rabbit IgG (H+L). Secondary antibodies (all from Life Technologies,

Waltham, MA, USA) were used at 1:500 in 1% BSA/Triton X-100 for 2 h at room temperature

and kept in the dark. Glass coverslips were mounted on microscope slides in Vectashield-DAPI stain

(Vector laboratories, Burlingame, CA, USA) and viewed on Zeiss LSM 510 upright or LSM 700

inverted confocal microscopes.

2.7. Quantitation of Co-Localisation by Imeris Software

Confocal images were analysed by Bitplane:Imeris image analysis software in order to calculate

the Pearson’s co-localisation coefficient values. Results are presented as % of co-localisation between

two different channels and n refers to the number of cells analysed.
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3. Results

3.1. A2-Mediated Degradation of E7 Is Not Mediated via Proteasomal Pathways

We have previously described a loss of E7 in A2-transfected HPV16+ CaSki cells. The effect

was not observed with a control aptamer SF1, selected to an unrelated protein [24]. Here, the

peptide-aldehyde proteasome inhibitor, MG132 (carbobenzoxyl-L-leucyl-L-leucyl-L-leucinal) was

used to study E7 degradation in the presence or absence of A2. CaSki cells transfected with

A2 or a control aptamer (SF1) for 14–16 h were treated with 100 μM MG132 for up to 6 h.

Figure 1 demonstrates that transfection of the A2 aptamer appeared to result in a lower level of

E7, as evidenced by the level at t = 0 (corresponding to 14–16 h post-transfection), in agreement

with previous data [24]. Furthermore, in A2-transfected cells, E7 levels remained low. MG132

treatment clearly had little effect, indicating that newly-synthesised E7 was still being degraded. In

contrast, the level of MG132-mediated inhibition appeared to be highly variable in the mock- or

SF1-treated cells and E7 did appear to accumulate, suggesting that the protein normally undergoes

proteasomal degradation. The clear differences between the E7 levels in the mock- or SF1-treated

cells compared to A2-treated cells led to the suggestion that A2 acts to enhance E7 degradation by a

non-proteasomal mechanism.

3.2. E7 Localises to the Plasma Membrane

We next sought to investigate the intracellular distribution of E7. Using HPV16 E7-specific

antibodies in HPV16+ SiHa cells, we observed that E7 displayed diffuse cytoplasmic staining, as

expected, however this appeared to extend to the cell periphery, characteristic of localisation to

the plasma membrane or plasma membrane-associated sub-membrane cisternae (Figure 2A). It is

interesting to note that HeLa cells (HPV18+) show a similar distribution of E7, Figure 2B. We

aimed to confirm this observation by detecting E7 staining in unpermeabilised SiHa cells. These

experiments (with two different anti-HPV16 antibodies) demonstrated E7 localisation at the cell

surface (Figure 2A, i and ii). No such pattern of staining was evident in SaOS-2 cells or HaCaT

cells (HPV-negative cell lines), confirming the staining to be E7 specific (Figure 2A, iii and iv). We

also employed a plasma membrane-specific stain (CellMask Orange). This stain is an amphipathic

molecule, consisting of a lipophilic region and a negatively charged hydrophilic dye for membrane

loading and the attachment of the probe in the plasma membrane, respectively [32,33]. Use of

CellMask also demonstrated the presence of E7 at the plasma membrane, Figure 3A.
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Figure 1. Proteasomal degradation of E7 was not affected by A2 treatment. CaSki cells

were mock-transfected or transfected with 100 nM A2 or SF1 for 16 h. Cells were treated

with MG132 (100 μM) for the indicated time points and immunoblot analysis of cell

lysates was performed to detect E7 and GAPDH (as a housekeeping control) (A); Mean

data from three independent experiments is shown, together with standard errors (B).

It should be noted that we were unable to produce membrane fractions that were completely free

of cytoplasmic contamination, therefore were unable to confirm E7 localisation by cell fractionation

(data not shown). However, we investigated the ability of E7 to undergo internalisation and

removal from the plasma membrane, using protocols documented for the study of other cell-surface

proteins [34]. Cells were maintained at 4 ◦C to allow antibody attachment followed by incubation

at 37 ◦C for 30 min to follow the internalisation of cell-surface E7. Redistribution of E7, from a

peripheral cell surface localisation (observed at t = 0) to the peri-nuclear region of the cells (at t = 30

min) was observed. This strongly suggested that E7 is endocytosed from the plasma membrane to an

intracellular compartment, indicative of rapid internalisation from the cell surface (Figure 3B).
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Figure 2. E7 distributes to the plasma membrane of HPV-transformed cells. (A)

HPV16 E7+ SiHa cells (i and ii) and SaOS-2 cells (iii) HaCaT cells (iv) (as negative

controls, containing no E7) were fixed, permeabilised and incubated with antibodies

recognising full-length HPV16 E7 (i) and (iii) and residues 35–56 (ii). A comparable

group of live cells was incubated with these antibodies in parallel. Cells were fixed and

stained with AlexaFluor568 anti-mouse antibodies. Fluorescent imaging was performed

using either a Zeiss LSM700 or LSM510 inverted microscope. The scale bar = 10 μm.

Representative images are shown; (B) HeLa cells were fixed, permeabilised and labelled

with anti-HPV18 E7 antibodies, which recognise residues 36–70, followed by staining

with AlexaFluor594 goat anti-mouse IgG.
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Figure 3. (A) Co-distribution of E7 with the cell membrane marker CellMask Orange

(red) in unpermeabilised SiHa cells. Live cells were dual-stained with anti-E7 (Abcam)

and CellMask Orange; (B) Time and temperature-dependent internalisation of cell

surface E7, chased by anti-E7 antibody (Abcam). SiHa cells were incubated with

the anti-E7 antibody for 1 h at 4 ◦C and incubated at 37 ◦C for 30 min to allow

E7 internalisation. Cells were fixed, permeabilised and stained with AlexaFluor568

anti-mouse antibodies. Fluorescent imaging was performed using either a Zeiss LSM700

or LSM510 inverted microscope. The scale bar = 10 μm.

3.3. Aptamers Localise to Early/Late Endosomes upon Transfection

The internalisation of ligands, extracellular molecules, plasma membrane proteins and lipids

commonly occur by endocytosis. Typically, endocytosed cargo is delivered to early endosomal

compartments, followed by transit to the late endosomes/lysosomes for degradation, to the

trans-Golgi network (TGN) or recycling endosomes in order to return the cargo back to the plasma

membrane, reviewed in [35]. However, little is known about the sub-cellular localisation of RNA

molecules after uptake.

To investigate uptake of RNA aptamers in E7-expressing cells, we utilised

chemically-synthesised, model aptamers (i.e., not selected to bind to E7), labelled with Cy3 [26,31]

and assessed their transit into cellular compartments at defined time points post-incubation.
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Counting the number of aptamer-postive cells revealed a transfection efficiency of 87% (n = 90).

At 3 h post-transfection, co-localisation with EEA1 demonstrated that the cy3-labelled aptamer

21-2 predominantly localised to early endosomes (63.3%, Figure 4A,C). However, in cells

transfected for 6 h, this co-localisation was reduced and the aptamer was localised to both early

and late endosomes/lysosomes (45.5% and 33.2% respectively, Figure 4B,C). A second aptamer,

Cy3-labelled 47tr, displayed a similar pattern of distribution to Cy3 21-2 in SiHa cells (data

not shown). Taken together these data suggest that RNA aptamers are targeted to early/late

endosomal/lysosomal pathways following cell entry. However, the fate of these aptamers at later

time points is currently unknown.

 

Figure 4. Cont.
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Figure 4. A model aptamer (aptamer 21-2) localises predominantly in early and late

endosomes in SiHa cells following Oligofectamine transfection. Cells were transfected

with 80 nM Cy3-labelled 21-2 using Oligofectamine. At 3 (Panel (A)) or 6 h (Panel (B))

post-transfection, cells were fixed, permeabilised and incubated with primary antibodies

anti-EEA1 or anti-LAMP1 (staining early and late endosomes, respectively) prior to

incubation with AlexaFluor488 goat anti-rabbit secondary antibody. The right hand side

panel is a zoom of merged images. The scale bar = 10 μm. The level of co-localisation

was analysed by Bitplane:Imeris image analysis software (Panel (C)). For EEA1 and

LAMP1 colocalisation respectively, n = 8 and 29 at 3 h and n = 30 and 19 at 6

h. Red, green and blue are Cy3 (21-2), FITC (early or late endosomes) and DAPI

(nucleus), respectively.

3.4. Localisation of E7 in Cellular Compartments upon Aptamer Transfection

We have previously shown that aptamer A2 can reduce E7 levels [24] but the mechanism of this

effect was not addressed. Given our finding that E7 can distribute to the plasma membrane (Figures 2

and 3) we hypothesised that the A2 aptamer may bind cell surface E7, and mediate E7 degradation

via the endosomal/lysosomal pathways. As labelling of A2 may have effects on conformation and

therefore function, indirect methods were used to evaluate the effects of A2 on E7. Co-localisation

studies with E7 and endosomal markers were performed to assess the cellular distribution of E7 in

the presence or absence of A2 and the control aptamer, SF1. Cells were fixed 16 h post-transfection,

in order to allow time for any A2-mediated effects to become apparent [24]. It should be noted that

we were unable to quantitate transfection efficiency with A2 or SF1. These aptamers are similar in

size, but somewhat larger than 21-2. It is therefore likely that the transfection will be less efficient.

We observed only minimal co-localisation of E7 with the endosomal marker EEA1 (Figure 5A,C)

with values of 12.6%, 13.0% and 16.0% for mock-, A2- and SF1-treated SiHa cells, respectively.

There were no statistical significant differences between the three treatments. It should be noted that

these data were collected at a later timepoint than the data shown in Figure 3, as we aimed to allow

time for A2-mediated effects on E7 to become apparent. It is therefore possible that co-localisation

between E7 and endosomal markers may have been evident at earlier times post-transfection.

Co-localisation with LAMP1 (Figure 5B,C) was low and very similar for the three treatments (ranged
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between 2.0% and 2.5%, not significant. The level of colocalisation between the autophagosomal

marker LC3 (Figure 6A,C) and E7 also showed no difference between the three treatments (12.7%,

10.2%, 11.6%). In contrast, there was an increased co-localisation of E7 with the ER marker,

calreticulin, upon transfection with A2 (Figure 6B,C). Co-localisation in mock- and SF1-treated cells

was 15.1% and 15.1%, but significantly higher at 32.3% in A2-transfected cells (p ≤ 0.01). Taken

together, these data suggest that A2 perturbs normal E7 trafficking and cellular distribution through

enhancing E7 ER retention following E7 binding.

 

Figure 5. Cont.
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Figure 5. E7 does not co-localise with the early endosomal marker, EEA1 (A) or the late

endosomal (lysosomal) marker, LAMP1 (B). SiHa cells were mock-transfected (M) or

transfected with 100 nM A2 or SF1 using Oligofectamine. At 14 h post-transfection,

cells were co-stained with either anti-EEA1 or anti-LAMP1 (staining early and late

endosomes, respectively) prior to incubation with AlexaFluor488 goat anti-rabbit

secondary antibody. Cells were then incubated with anti-E7 antibody (Abcam) followed

by AlexaFluor568 rabbit anti-mouse secondary antibody. Red, green and blue are E7,

FITC (early or late endosomes) and DAPI (nucleus), respectively. The last panel is a

zoom of merged images. The scale bar = 10 μm. E7/EEA1 and E7/LAMP1 colocalisation

were analysed using Bitplane:Imeris image analysis software based on the calculation of

Pearson’s correlation coefficient values and presented as percentage co-localisation (C).

n = 27, 23 and 4 for E7/EEA1 and n = 12, 24 and 9 for E7/LAMP-1 in mock-, A2- and

SFI-treated SiHa cells, respectively.

 

Figure 6. Cont.



389

 

Figure 6. E7 does not co-localise with an autophagosome marker, LC3 (A) but appears

to co-localise with endoplasmic reticulum marker calreticulin (B) in the presence of A2.

SiHa cells were mock-transfected (M) or transfected with 100 nM A2 or SF1 using

Oligofectamine. At 14 h post-transfection, cells were co-stained with anti-E7 (Abcam)

and either anti-LC3 (an autophagosomal marker) or anti-calreticulin (an ER marker)

prior to incubation with either AlexaFluor568 rabbit anti-mouse or AlexaFluor488

goat anti-rabbit secondary antibodies. Red, Green and Blue are E7, FITC (LC3,

autophagosome) and DAPI (nucleus), respectively. The last panel is a zoom of merged

images. The scale bar = 10 μm. E7/LC3 and E7/calreticulin colocalisation was analysed

using Bitplane:Imeris image analysis software based on the calculation of Pearson’s

correlation coefficient values and presented as percentage co-localisation (C). n = 21,

23 and 17 for E7/LC3 and n = 19, 39 and 20 for E7/calreticulin with mock-, A2- and

SFI-treatment, respectively. * p ≤ 0.0005, ** p ≤ 0.002.
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4. Discussion

This work is the first to describe the localisation of E7 to the plasma membrane and to propose

a mechanism for E7 degradation in the presence of the E7-specific aptamer, A2. Three independent

antibodies recognising full-length HPV16 E7, HPV16 E7 residues 35–56 and HPV18 E7 residues

36–70 were employed to show that E7 distributed to the plasma membrane. It is therefore likely

that the N-terminal region of E7 is accessible and extracellularly-exposed since we could detect

E7 in unpermeabilised SiHa cells. We were unable to produce membrane fractions that were

completely free of cytoplasmic contamination, therefore were unable to confirm E7 localisation by

cell fractionation. However, the data above, together with the ability of E7 to undergo internalisation

and removal from the plasma membrane provide compelling evidence for membrane localisation. It

should be noted that the amount of membrane-associated E7 is relatively low and this could explain

why this has not been detected previously [13,36]. The level of cell confluency could also be a

factor [18]. Although the data with HPV18 is preliminary, it is possible that this effect may be

common across other HPV types. Further work would be necessary in order to establish whether this

is the case.

We have previously reported that transfection of CaSki cells with the aptamer A2 resulted

in a decrease of E7 levels with an accompanying increase in pRb, which was suggested as the

reason behind the apoptotic effects of A2 observed in HPV-transformed cells [24]. The loss of

E7 in A2-transfected cells was previously suggested to be due to the inability of A2-bound E7 to

interact with its major cellular partners including pRb, thus remaining unfolded which could lead to

destabilisation and degradation [24]. The proteasome/ubiquitin system is primarily responsible for

clearance of cellular misfolded/unfolded proteins. E7 is a short-lived protein with a half-life of 30–40

min [13], allowing detection of protein accumulation within a few hours of addition of MG132.

Consistent with previous studies [37], we showed that degradation of E7 can be mediated by 26S

proteasomes as MG132 treatment resulted in the accumulation of E7. However, in the presence A2,

E7 accumulation was much less evident. Given this data, we propose an alternative non-proteasomal

mechanism for aptamer-mediated E7 degradation.

Studies with a control, labelled aptamer revealed that this molecule localised to both early

and late endosomes. Localisation to early endosomes was particularly striking at early timepoints

post-transfection (3 h). It is interesting to note that the reduction in co-localisation seen after 6 h did

not correlate with an increase in co-localisation with the late endosomal marker. Further time points

might be useful, however, this could be indicative of escape of aptamers from the endocytic pathway.

Whilst there is a paucity of data on the sub-cellular localisation of aptamers, transfection of siRNAs

using cationic lipids, nanoparticles or cell-type-specific delivery reagents have shown that siRNAs

are trafficked to the endosomal pathway (early and then late endosomes), reviewed in [38]. It is clear

that such siRNA molecules must escape the endosomal pathway to function, and the observation

led to a hypothesis for A2-mediated activity. E7 on the cell surface could be internalised along

with the bound aptamer during transfection, resulting in its accumulation in endosomes and then late

endosomes/lysosomes for degradation. In order to investigate this hypothesis, HPV16+ SiHa cells

were co-stained with E7 and several endosomal markers in the presence and absence of A2. We
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found no evidence of E7 accumulation in lysosomes or autophagosomes in aptamer-transfected or

mock-transfected SiHa cells after 14 h. However, E7 localisation in the ER (using calreticulin as

a marker) increased in cells transfected with A2. Interestingly, E7 localisation to the ER has been

demonstrated previously in CaSki cells (using calnexin as a marker) [39]. These authors also noted

localisation to the Golgi, we have not investigated whether A2 has any effect here. Our data suggest

that a possible conformational change of E7, mediated by A2 binding, leads to an accumulation in the

ER. This would be predicted to perturb normal biosynthetic delivery of E7 to the plasma membrane

or other organelles (Figure 7). As E7 does not possess common peptide ER retention motifs such

as [K/H]DEL, KKXXX, KXKXXX and PL[Y/F][F/Y]XXN, it is likely that A2 binding prevents

correct E7 folding/oligomerisationleading to its accumulation in an unfolded/aberrant state. This

accumulation of unfolded E7 and subsequent stimulation of related stress responses may contribute to

the stimulation of apoptosis previously observed in HPV+ cells [24,40–42]. Future work (including

the use of specific inhibitors) would be necessary to validate this model.

 

Figure 7. A2 can enter the cells alone or via the endosomal system. Upon contact with

E7; either at the plasma membrane or intracellularly, A2 enhances E7 retention in the ER.

This would be predicted to reduce E7 delivery to the plasma membrane via its normal

biosynthetic route. ER: endoplasmic reticulum, EE: early endosome, LE: late endosome,

MVB: multivesicular bodies, RE: recycling endosome.
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5. Conclusions

In summary, the data reported here demonstrate the utility of RNA aptamers as molecular tools

to aid our understanding of the cellular function of the HPV E7 oncoprotein.
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Mechanisms of Cancer Cell Killing by the Adenovirus  
E4orf4 Protein 

Tamar Kleinberger 

Abstract: During adenovirus (Ad) replication the Ad E4orf4 protein regulates progression from the 
early to the late phase of infection. However, when E4orf4 is expressed alone outside the context of 
the virus it induces a non-canonical mode of programmed cell death, which feeds into known cell 
death pathways such as apoptosis or necrosis, depending on the cell line tested. E4orf4-induced cell 
death has many interesting and unique features including a higher susceptibility of cancer cells to 
E4orf4-induced cell killing compared with normal cells, caspase-independence, a high degree of 
evolutionary conservation of the signaling pathways, a link to perturbations of the cell cycle, and 
involvement of two distinct cell death programs, in the nucleus and in the cytoplasm. Several  
E4orf4-interacting proteins including its major partners, protein phosphatase 2A (PP2A) and Src 
family kinases, contribute to induction of cell death. The various features of E4orf4-induced cell 
killing as well as studies to decipher the underlying mechanisms are described here. Many 
explanations for the cancer specificity of E4orf4-induced cell death have been proposed, but a full 
understanding of the reasons for the different susceptibility of cancer and normal cells to killing by 
E4orf4 will require a more detailed analysis of the complex E4orf4 signaling network. An improved 
understanding of the mechanisms involved in this unique mode of programmed cell death may aid 
in design of novel E4orf4-based cancer therapeutics. 

Reprinted from Viruses. Cite as: Tamar Kleinberger. Mechanisms of Cancer Cell Killing by the 
Adenovirus E4orf4 Protein. Viruses 2015, 7, 2334-2357. 

1. Introduction 

The adenovirus (Ad) Early region 4 open-reading-frame 4 (E4orf4) protein is a regulator of the  
progression of Ad infection from the early to the late phase. Its activities include down-regulation of 
early viral gene expression and of cellular genes affecting Ad replication [1–4], control of alternative 
splicing of viral mRNAs [5,6], and regulation of protein translation [4,7]. E4orf4 effects on viral 
gene expression also influence viral DNA replication [8,9]. Deletion of the E4orf4 sequence from 
the Ad genome was shown to moderately inhibit Ad replication in cells in tissue culture by only a 
few fold [7,10]. However, considerable homology exists between E4orf4 proteins belonging to  
several classes of human Ads [11], suggesting that E4orf4 function is important for the virus. The 
effect of E4orf4 on the efficiency of Ad infection in a whole organism is currently unknown. 

The E4orf4 protein is a 14 kDa polypeptide without known non-Ad homologs. Ab initio modeling 
of the structure of E4orf4 predicted that it consists of three -helices, as well as N- and C-terminal  
loops [12]. The E4orf4 protein contains a highly basic stretch of amino acids (residues 66–75), which 
may provide a nuclear and nucleolar targeting function [13], as well as a docking site for one of the 
E4orf4 partners, Src kinase [14] (Figure 1). 
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Figure 1. Mutation analysis of PP2A and Src binding sites in E4orf4. The Ad5 E4orf4 
protein sequence is shown. The basic E4ARM domain is displayed in bold and  
underlined in red. The tyrosines that are phosphorylated by Src kinases are in bold green 
and a larger font. Other residues involved in E4orf4-induced cell death are marked in 
pink. Mutations in the E4orf4 sequence that reduced association of E4orf4 with a PP2A 
phosphatase activity by at least two-fold and impaired E4orf4-induced cell death (‘class 
I’ mutants [11]) are shown above the sequence in light blue. Mutations that did not reduce 
the E4orf4-PP2A interaction more than two-fold but were deficient in induction of cell 
death (‘class II mutants’) are shown below the sequence in dark red. Three more 
mutations were found to reduce PP2A binding: V19A/T102I, A25T/ D52/R87C and 

V29/R81C, which are not shown for simplicity sake. The basic E4orf4 ARM domain is 
required for Src kinase binding, but has only a low effect on PP2A binding [14,19]. 

Protein phosphatase 2A is a major E4orf4 partner [15]. Phosphatases of the PP2A group are 
Ser/Thr phosphatases, which are involved in most cellular processes. These enzymes contain three 
subunits: one of two isoforms of a catalytic C subunit encoded by PPP2CA and PPP2CB, one of two 
isoforms of a scaffolding A subunit encoded by PPP2R1A and PPP2R1B, and one of twenty-three 
regulatory B subunits belonging to four unrelated gene families, each containing several isoforms 
(B/B55: PPP2R2A-PPP2R2D, B’/B56: PPP2R5A-PPP2R5E, B’’: PPP2R3A-PPP2R3C, and B’’’: 
STRN, STRN3, STRN4). The combinatorial assembly of the various PP2A subunits yields 92 
combinations of heterotrimeric enzyme complexes (ABC) and four combinations of heterodimeric 
complexes (AC), each possessing its own catalytic properties, substrate specificities, tissue or  
cell-specific expression, and subcellular localization [16]. A functional heterodimeric BC complex 
has also been described [17]. It has been reported that in both mammalian cells and in yeast E4orf4 
associates with PP2A through an interaction with regulatory B subunits, including the mammalian 
B55/yeast Cdc55 and mammalian B56 subunits [11,15,18–21]. The E4orf4-PP2A complex contains 
all three types of PP2A subunits (ABC) and has substantial phosphatase activity [15,18,21]. All 
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E4orf4 activities during virus infection that are known to date require an interaction between PP2A 
and the viral protein [2,3,5,7,11,15]. 

2. The Unique Mode of E4orf4-Induced Cell Death 

When E4orf4 is expressed alone, outside the context of virus infection, it induces cell death in  
transformed cells, which is dose-dependent [20,22], p53-independent [23–25] and possesses several  
interesting features described below. These include a higher susceptibility of cancer cells to  
E4orf4-induced cell killing compared with normal cells, participation of caspase-independent 
signaling pathways that are linked downstream to known cell death programs, a high degree of 
evolutionary conservation of the relevant signaling pathways, a link to perturbations of the cell cycle, 
and the involvement of at least two distinct cell death programs, in the nucleus and in the cytoplasm. 
In contrast, during virus infection E4orf4 does not contribute significantly to cell death for several 
reasons: (1) E4orf4 levels during virus infection are regulated by negative feedback [2] and may not 
be sufficient for induction of cell death; (2) Viral cell death-inhibitory genes may reduce premature 
cell killing by E4orf4; (3) During infection, E4orf4 is detected mostly in the nucleus [26], suggesting 
that at least the cytoplasmic cell death program induced by E4orf4 may be diminished; (4) In nature 
Ad infects normal, untransformed cells that may be less susceptible to E4orf4 toxicity. Moreover, 
E4orf4 was reported to possess a protective effect during Ad infection of non-transformed CREF 
cells [4]. 

Two major E4orf4 partners, protein phosphatase 2A (PP2A) and Src kinases, together with 
additional E4orf4-associating proteins, play an important role in E4orf4-induced cell death, and 
studies of their contribution are described in detail below (Section 3). 

2.1. Cancer Specificity of E4orf4-Induced Cell Death 

Experiments in primary rat embryo fibroblasts revealed that E4orf4 induced high levels of cell 
death when co-transfected with various oncogene combinations but not when co-transfected with an 
empty vector. Thus oncogene expression sensitized primary cells grown in tissue culture to killing 
by E4orf4 [19]. A mutant E4orf4 protein that lost the ability to bind an active PP2A also lost the 
ability to kill oncogene-transformed cells [19]. Consistent with these results, a later review paper 
described studies showing that E4orf4 induced cell death in 40 human cancer cell lines, but not in 
several primary human cell types derived from various tissues [27]. Unpublished results from our 
laboratory indicate that E4orf4 also eliminates cancer clones in the Drosophila eye disc more efficiently 
than normal clones, suggesting that E4orf4-induced cell death is cancer specific not only in tissue 
culture cells but also in a multicellular organism. 

The basis for the differential response of normal and cancer cells to E4orf4 is not clear yet but 
several possible explanations have been proposed based on the nature of transformed cells and on 
features of E4orf4-induced cell death described below: (1) Activation of the oncogenic state leads to 
induction of latent apoptotic signals that are uncoupled from the basic apoptotic machinery and 
provide a lower threshold for activation of cell death by various signals [28]; (2) It was reported that 
cancer cells become addicted to crucial oncogenic pathways [29] and it may be possible that E4orf4 
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inhibits these pathways leading to cell death of the oncogene-addicted cells but not of normal cells; 
(3) E4orf4 may exploit activated oncogenes in cancer cells, such as Src, for induction of cell death 
(Section 3.5); (4) Cell cycle checkpoints in cancer cells are defective to some extent [30] and these 
cells would be more susceptible to E4orf4, which disrupts mitotic checkpoints (Section 2.5); (5) We 
showed in the Drosophila model system that E4orf4 can inhibit classical apoptosis in normal fly 
tissues (Section 4), and it can be hypothesized that this E4orf4 function is lost in cancer cells, leading 
to a more effective cell killing [31]; (6) E4orf4-induced structural changes observed in mitochondria 
(Section 3.5) could affect metabolic reprogramming, which may influence cancer and normal cells 
differentially [32]. Deciphering the mechanisms underlying E4orf4-induced cell death will facilitate 
a better understanding of the different susceptibility of normal and cancer cells to E4orf4 toxicity. 

As E4orf4 induces a p53-independent, non-canonical programmed cell death [23–25] and a large 
percent of human tumors are p53-deficient [33], investigation of the unique mode of E4orf4-induced 
cancer cell killing may have exciting implications for cancer therapy. Although understanding of the 
differential sensitivity of normal and cancer cells to E4orf4-induced cell death is still minimal, 
several researchers began to explore the feasibility of using E4orf4-based approaches for cancer  
therapy [34–38]. These initial attempts to use E4orf4 to treat cancer cells in vivo are still very 
preliminary but they provide further motivation to develop basic research aimed at understanding the 
E4orf4 cell death network both in tissue culture cells and in animal models. 

2.2. Caspase-Independent Cell Death Signaling that Feeds into Known Cell Death Pathways 

Several reports have indicated that E4orf4-induced cell death is caspase-independent although  
crosstalk with caspase-dependent pathways also occurs [23,39–41]. Numerous lines of evidence led 
to these conclusions. First, addition of various broad-range caspase inhibitors did not prevent E4orf4-
induced cell killing in several cell lines and in some cases no caspase activation was observed upon 
E4orf4 expression [23,41]. However, caspase activation was observed when E4orf4 was expressed 
in other types of cells [40,41]. Furthermore, in some cell lines caspase inhibition eliminated certain 
morphologies associated with E4orf4-induced cell death, such as accumulation of sub-G1 cells 
containing fragmented DNA [40,41], and in other cases caspase inhibition decreased nuclear 
condensation induced by E4orf4 and even increased cell survival measured by a clonogenic  
assay [40]. Variability in the type of caspase-dependent pathways that were induced by E4orf4 also 
emerged from these studies. One report described a contribution of the extrinsic apoptotic pathway 
including FADD/MORT1 and caspase-8 to E4orf4-induced cell death in 293T cells, but no 
involvement of caspase 9 [40], whereas another report described a contribution of the  
mitochondria-apoptosome intrinsic apoptotic pathway to E4orf4-induced DNA fragmentation in 
C33A cells [41]. 
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The activation of classical caspase-dependent pathways in addition to caspase-independent cell  
killing may facilitate amplification of E4orf4-induced cell death. Furthermore, in addition to utilizing 
classical apoptosis to assist E4orf4-induced cell killing in some cell lines, it was reported that in the  
p53-deficient H1299 cells E4orf4 could execute cell death with necrotic characteristics through induction 
of mitotic catastrophe [42]. Taken together, the results suggest that E4orf4 initiates  
caspase-independent signaling that can be linked to various cell death pathways, such as  
caspase-dependent apoptosis or mitotic catastrophe-mediated necrosis. A crosstalk between  
caspase-dependent and independent pathways was also observed during E4orf4-induced cell death in 
Drosophila melanogaster, and both these types of cell death contributed to E4orf4-induced toxicity 
in the fly [22]. The mechanisms underlying the decision dictating the direction in which  
caspase-independent E4orf4 cell death signaling will proceed are not known, but they may depend 
on the physiological state of the cells and on the cell genetic or proteomic content. 

2.3. Evolutionary Conservation of E4orf4 Cell Death Signaling 

The major E4orf4 partners described to date are protein phosphatase 2A (PP2A) and Src kinases, 
and their contribution to E4orf4-induced cell death signaling is described below (Section 3). PP2A 
is highly conserved in evolution from yeast to mammalian cells [43], and Src kinase, although absent 
from yeast, is conserved from the unicellular choanoflagellate Monosiga ovata through the primitive 
multicellular sponge Ephydatia fluviatilis to mammals [44]. It appears that the high evolutionary 
conservation of the E4orf4 partners results in the ability of E4orf4 to induce its unique mode of cell 
death signaling in various organisms from yeast [18,45] through Drosophila [22] to mammalian cells 
(Figure 2), facilitating the use of model organisms for research on E4orf4 functions. 

2.4. Morphological Hallmarks of E4orf4-Induced Cell Death and Assays for Measuring  
E4orf4-Induced Cell Killing 

Since upstream caspase-independent events in the E4orf4-induced cell death pathway appear to 
be linked downstream to various types of cell death, only few morphological hallmarks of  
E4orf4-induced cell killing can be consistently used to assay this process. It has been shown that the 
most typical morphologies associated with E4orf4-induced cell death include membrane blebbing, 
nuclear condensation and cell detachment, whereas morphologies associated with classical apoptosis 
such as DNA fragmentation, caspase activation, phosphatidylserine externalization, or changes in 
mitochondrial membrane potential do not always accompany E4orf4-induced cell killing [23,40,42]. 
Therefore, the assays commonly used to quantify E4orf4-induced cell death include determination 
of the percentage of cells with membrane blebbing or with nuclear condensation and clonogenic cell 
survival assays. 
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Figure 2. E4orf4-induced cell death is highly conserved in evolution. E4orf4-induced 
toxicity was studied in the yeast S. cerevisiae, in Drosophila melanogaster and in 
mammalian cells in tissue culture. The pictures shown here demonstrate E4orf4 effects 
in the various organisms, including budding defects in yeast (marked with arrows), 
reduced size of yeast colonies, caspase activation in a Drosophila wing disc, a wing 
defect in adult flies (marked with an arrow) and nuclear condensation seen by DAPI 
staining with cell rounding and blebbing seen by GFP staining in mammalian cells (arrows 
mark nuclei of transfected cells). E4orf4-induced toxicity required an interaction with PP2A 
in all these organisms and an interaction with Src kinases contributed to this process in 
flies and mammals. Studies of E4orf4 in all these model systems contributed different 
insights into E4orf4 biology. See the text for more details. Parts of this figure were adapted 
from the following sources with permissions: Top panel: [45]. Middle panel: [22]. Bottom 
panel: [25]. 

2.5. Perturbations of the Cell Cycle Precede E4orf4-Induced Cell Death 

Many adenoviral genes cause alterations in the cell cycle as a consequence of their contribution 
to virus infection [46]. When cellular effects of E4orf4 were examined, it was noticed that induction 
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of E4orf4 expression in HEK293-derived cell lines resulted in accumulation of cells with 4N DNA 
content 24 h after induction, suggesting a cell cycle arrest at G2/M. This arrest was followed at later 
times by an accumulation of apoptotic sub-G1 cells [25,45]. Later studies of E4orf4 in the yeast S. 
cerevisiae revealed that E4orf4 induced an irreversible growth arrest in this organism, which was 
also associated with G2/M arrest [18,45]. Visualization of spindles with GFP-marked tubulin 
demonstrated that most E4orf4-expressing yeast cells were arrested either with short pre-anaphase 
spindles or with extended telophase spindles [45]. At least part of the inhibitory effect of E4orf4 on 
cell cycle progression in yeast could be attributed to its interaction with the spindle checkpoint 
containing the anaphase-promoting complex/cyclosome (APC/C) and recruitment of PP2A to this 
complex [45]. APC/C is an E3 ubiquitin ligase, which marks cell cycle regulators for degradation. It 
associates with various activating subunits at specific stages of the cell cycle, including Cdc20 early 
in mitosis and Cdh1 in later mitosis and G1 [47]. Ase1 and Pds1 are substrates of APC/CCdh1 and 
APC/CCdc20 respectively. It was shown that E4orf4 stabilized Ase1 and increased Pds1 levels [45], 
suggesting that it inhibited both APC/C complexes. Furthermore, benomyl, a microtubule 
depolymerizing drug that transiently triggers the spindle assembly checkpoint by inhibiting 
APC/CCdc20 sensitized yeast cells to E4orf4 toxicity [45]. This observation is consistent with 
inhibition of APC/CCdc20 by E4orf4, as benomyl may exacerbate cell cycle arrest when APC/C is 
already partially inhibited by E4orf4. Moreover, using the power of yeast genetics it was shown that 
mutations in APC/C and its co-activators Cdc20 and Cdh1 displayed synthetic lethality with E4orf4 
expression [45], further demonstrating that APC/C inhibition increased E4orf4 toxicity. 

Additional cell cycle mutants that manifested synthetic lethality with E4orf4 expression in yeast  
contained mutations that reduced activity of Cdc28, the yeast cell cycle-dependent kinase 1  
(Cdk1) [45]. Furthermore, E4orf4 increased Histone H1 phosphorylation by a Cdc28 complex 
containing the mitotic Clb2 cyclin and this effect was dependent on the yeast B55 subunit of PP2A, 
Cdc55, and on the Cdc28 phosphatase Mih-1 [18,45]. It was suggested that E4orf4 may partially 
counteract its own cell cycle inhibitory effect by stimulating Cdc28, an activator of APC/C [48,49], 
as part of a multifaceted mode of regulation [45]. 

In contrast to the results indicating inhibition of APC/CCdc20, it was reported that when yeast cells 
were arrested in S-phase by hydroxyurea treatment, APC/CCdc20 was prematurely activated by E4orf4 
and Pds1 levels were reduced, as were the levels of Scc1 whose stability depends on the presence of 
Pds1. The activity of APC/CCdh1 was not altered under these conditions. Premature activation of 
APC/CCdc20 required the E4orf4 interaction with PP2A [50]. How may these seemingly contradictory 
results describing both inhibition and activation of APC/CCdc20 be reconciled? A possible explanation 
could involve the existence of different potential targets of PP2A in the APC/C complex and in its  
modulators that may be targeted differentially by the E4orf4-PP2A complex in S-phase and mitosis. 
For example, the APC/C inhibitor Emi1, which is itself inhibited by Cdk1 phosphorylation [51] could 
be such a target. Although Emi1 is not normally phosphorylated during S-phase, a Cdc55-dependent 
E4orf4-induced Cdk1 activation [18,45,50] may lead to Emi1 phosphorylation in S-phase followed 
by premature APC/C activation. On the other hand, during mitosis, Cdc55-dependent inhibition of 
APC/C may be more prominent [45], while Emi1 is degraded at mitotic entry [52,53]. However, 
whereas inhibition of APC/C complexes may account at least in part for the E4orf4-induced G2/M 
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arrest, it is not clear how premature activation of APC/CCdc20 in S-phase assists in this process. Thus 
a better understanding of the interaction between E4orf4 and the cell cycle requires more study. 

The delay in the cell cycle and M-phase perturbations caused by E4orf4 may result in cells with 
improper chromosome numbers returning to the cell cycle, leading to cell death. It was indeed shown 
recently that E4orf4 expression in H1299 cells led to accumulation of cells with 4N DNA content 
which contained high levels of Cyclin E but not of mitotic markers such as Cyclin B1 or pSer10 
Histone H3. It was suggested that these cells were in the G1 phase of the cell cycle rather than in 
G2/M and that they progressed from mitosis to G1 in the absence of cytokinesis [54]. These results 
were further confirmed by time-lapse microscopy experiments demonstrating that E4orf4 slowed 
down dramatically the transit of H1299 cells through mitosis and caused a delay or failure of 
cytokinesis [55]. E4orf4-induced perturbation of cytokinesis was also observed in yeast cells, which 
displayed abnormal budding [17,18,45] (Figure 2). Both the tetraploid H1299 cells and cells with 2N 
DNA content found in the E4orf4-expressing cell population proceeded to undergo cell death, as 
measured by uptake of propidium iodide. When arrested at G0/G1 and then released into the cell 
cycle, E4orf4-expressing cells also manifested a deficiency in initiation of DNA replication [54]. 
DNA replication may be affected by E4orf4 through inhibition of APC/CCdh1, as this complex is 
involved in degradation of proteins that control DNA replication, or through targeting of PP2A to 
other substrates involved in regulation of DNA replication [56,57]. 

The findings portrayed above, demonstrating that the activity of Cdc28 in complex with mitotic  
cyclins was increased in E4orf4-expressing yeast cells whereas E4orf4-expressing H1299 cells contained 
high levels of Cyclin E but not of the mitotic Cyclin B1 [18,45,54] indicate that these events may 
depend on the type of cell expressing E4orf4. However, taken together, the results indicate that 
E4orf4 targets various cell cycle regulators and that perturbation of the normal cell cycle may lead 
to cell death. A link between cell cycle disruption and induction of cell death was shown previously, 
using drugs or other viral genes that induced both cell cycle arrest and cell death (for example, [58–61]), 
but the exact mechanisms underlying this link have not been fully defined yet. Mitotic catastrophe 
was suggested as one mechanism that can account for the link between cell cycle perturbations and 
cell death [62,63]. Furthermore, mitotic catastrophe can lead to various modes of cell death, such as 
apoptosis and necrosis, as well as to senescence, depending on the genetic identity of the cells and the 
physiological conditions [64]. Besides mitotic catastrophe, other distinct mechanisms can remove 
cells that failed at later mitotic stages and progressed to G1, such as outcompeting cells with an 
abnormal number of chromosomes, a condition that leads to reduced fitness [65]. Since E4orf4 
interacts with other nuclear proteins which contribute to induction of cell death, besides direct cell 
cycle regulators [57], and because it also induces a cytoplasmic cell death program (Section 2.6), 
additional cell death pathways are also likely to be important for E4orf4 toxicity. 

2.6. E4orf4 Induces Nuclear and Cytoplasmic Cell Death Programs 

During virus infection, GFP-tagged E4orf4 was described to concentrate in the nucleus but its  
localization did not overlap viral replication centers. Only very little E4orf4 staining was found in 
the cytoplasm [26]. The localization of native E4orf4 during virus replication was not published. 
When E4orf4 expression was induced outside the context of virus infection, several studies in various 
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cell lines revealed that it first accumulated in the nucleus but was later detected in the cytoplasm, 
cytoskeleton and membrane regions, with a tendency to concentrate in membrane blebs [1,13,41,66]. 
Nuclear localization of E4orf4 required a highly basic arginine-rich motif (residues 66–75) named 
E4ARM [13] (Figure 1). This motif was reported to target GFP-tagged E4orf4 to nucleoli as well [13], 
although native E4orf4 was not observed to concentrate there [67]. 

When expressed alone, the shift of E4orf4 accumulation from nuclear to non-nuclear cellular  
locations was shown to depend on the interaction of E4orf4 with Src family kinases and on  
Tyr-phosphorylation of E4orf4 by these kinases [66,68]. Co-expression with constitutively active 
Src kinase increased E4orf4 accumulation in the cytoplasm, in membrane blebs and in  
a triton-insoluble cytoskeleton protein fraction [66]. Substitution of E4orf4 Tyr residues, which are 
normally phosphorylated by Src kinases, to phenylalanine led to E4orf4 nuclear localization, whereas 
mimicking phosphorylation by replacing Tyr residues with glutamic acid enhanced E4orf4 
accumulation outside the nucleus [68]. Based on these results, it was suggested that E4orf4 
phosphorylation by Src may result in changes to E4orf4 conformation in such a way that would promote 
its retention outside the nucleus. It was reported that leptomycin B, an inhibitor of CRM1-mediated 
export from the nucleus did not affect E4orf4 cytoplasmic accumulation, but inhibition of the myosin 
II motor by blebbistatin induced E4orf4 nuclear retention [41]. These results imply that the myosin 
II motor, but not CRM1-dependent nuclear export, is required for the accumulation of E4orf4 outside 
the nucleus. 

Because E4orf4 shifted with time from a nuclear to a cytoplasmic-membranal localization, 
experiments were performed to determine the relative contribution of nuclear, cytoplasmic, and 
membranal E4orf4 to cell death signaling [41]. Targeting GFP-tagged E4orf4 to the cytoplasm (using 
a nuclear export sequence) or to membranes (using a myristoylation signal or a CAAX box) 
reconstructed efficiently the contribution of Src to E4orf4-induced cell death, inducing membrane 
blebbing and nuclear condensation at least as competently as the WT GFP-E4orf4 protein. Nuclear 
targeting of GFP-E4orf4 (using a nuclear localization sequence) prevented the early appearance of 
membrane blebbing and delayed the appearance of nuclear condensation. It was further shown, using 
E4orf4 Tyr substitutions, that E4orf4 phosphorylation by Src was required for the cytoplasmic 
morphologies associated with E4orf4-induced cell death, such as membrane blebbing, but had a 
much smaller effect on nuclear condensation [68]. Analysis of additional E4orf4 mutants revealed 
that E4orf4 binding to its major partners, PP2A and Src kinases, affected differentially the nuclear 
and cytoplasmic forms of E4orf4-induced cell death [14]. Based on these results it was suggested 
that E4orf4 induced two distinct cell death programs, a nuclear program supported by the interaction 
with PP2A and a cytoplasmic program supported by the interaction with Src kinases. Caspase 
activation occurred, but was dispensable for the execution of both cell death programs, whereas 
calpains were required for the Src-mediated cytoplasmic death signal. It was further shown that the 
relative contribution of the two branches of E4orf4-induced cell death differed in various cell  
lines [41]. However, it is still not absolutely clear whether E4orf4 activates two independent cell 
death programs or whether initial E4orf4 functions in the nucleus contribute to activation of both 
pathways. Thus, artificial targeting of E4orf4 to various cellular sites was not absolute and the 
residual presence of E4orf4 in the nucleus may have been sufficient to perform the required 
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preliminary nuclear functions that may potentially be needed to trigger both branches of the death 
program. Likewise, although mutants that did not bind PP2A were still able to induce cytoplasmic 
cell death signaling [14], it is possible that residual PP2A binding was sufficient to initiate it. 
Although E4orf4-induced cell death was shown to be dose-dependent [20,22], it was not determined 
yet whether both PP2A- and Src-dependent death programs required high E4orf4 levels or whether 
even low levels of interaction with PP2A were enough to initiate cell death signaling. 

3. Mechanisms Underlying the Contribution of E4orf4-Associating Proteins to  
E4orf4-Induced Cell Death 

3.1. PP2A 

Early studies of E4orf4-induced cell death addressed the question whether the interaction with 
PP2A was required for this process. Mutation analyses of E4orf4 (Figure 1) revealed that alterations 
in several residues significantly reduced PP2A binding and also extensively decreased E4orf4 
toxicity [11,19]. These mutants were classified as class I mutants. On the other hand, a second class 
of E4orf4 mutants, class II, was also described, which contained mutants that bound PP2A at more 
than 50% WT efficiency but their ability to induce cell death was significantly impaired [11]. It was 
suggested that the E4orf4-PP2A interaction of class II mutants was different than the WT interaction 
and could not exert a biological function. It is also possible that these mutants failed to bind  
E4orf4-PP2A substrates or that they failed to bind another protein that might also contribute to 
induction of cell death. A more direct support for a role of the PP2A-B55 subunit, which mediates 
the PP2A-E4orf4 interaction, in E4orf4-induced cell death came from the findings that a B55 
antisense construct that reduced B55 expression also inhibited E4orf4- but not p53-induced cell  
death [19] and that B55 overexpression increased E4orf4 toxicity [12,21,45]. Similarly, in the yeast 
S. cerevisiae, deletion of cdc55, encoding the yeast PP2A B55 subunit, or of tpd3, encoding the 
PP2A-A subunit, reduced dramatically E4orf4 toxicity [18,45]. Although E4orf4 was reported to 
bind not just the B55 subunit of PP2A but also the B56 subunit [21], only PP2A complexes containing 
the B55 subunit contributed to induction of cell death [18,21,45]. It appears that the complete PP2A 
holoenzyme plays a role in E4orf4 toxicity as it was reported that an E4orf4 mutant (S95P) that bound 
the B55 subunit alone, possibly displacing the A and C subunits from the complex, acted as a 
dominant negative mutant, reducing cell death induced by WT E4orf4 [21]. On the other hand, based 
on work in yeast, it was suggested that although the PP2A-C subunit contributes to E4orf4-mediated 
toxicity, the Cdc55 subunit may provide an additional contribution to this process that is independent 
of stable complex formation with the PP2A-C subunit [69]. However, Cdc55 did not appear to  
mediate E4orf4 toxicity through a Tpd3-independent pathway [69]. The nature of the  
PP2A-C-subunit-independent role of the Cdc55 subunit is not clear, although it was suggested that 
Cdc55 may form a heterotrimeric phosphatase with Tpd3 and with another PP2A-like catalytic 
subunit, Sit4, a yeast PP6 orthologue. Remarkably, deletion of Sit4 in yeast and knockdown of PP6 
in mammalian cells increased E4orf4-mediated cell death. However, a physical interaction between 
E4orf4 and Sit4 could not be detected [69]. 
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It was previously shown that the interaction of E4orf4 with an active PP2A was required for 
various E4orf4 functions during virus infection including down-regulation of gene expression and 
regulation of alternative splicing and that the PP2A inhibitor okadaic acid inhibited these E4orf4 
functions [6,15]. However, the nature of the molecular consequences of the E4orf4-PP2A interaction 
that lead to cell death is controversial at present and two possibilities have been suggested. One 
suggestion indicates that upon overexpression, E4orf4 sequesters PP2A complexes containing the 
B55 subunit and prevents dephosphorylation of substrates that are required for cell survival [70]. 
Another hypothesis proposes that E4orf4 targets PP2A to novel substrates thus disrupting normal 
cellular regulation, creating optimal conditions for virus replication but leading to cell death in the 
absence of virus functions that may prevent premature cell killing. 

The first hypothesis was based on the following findings: (1) Some, but not all, non-physiological 
substrates of the E4orf4-PP2A complex that were tested have been dephosphorylated in vitro less  
efficiently by an E4orf4-PP2A complex immunoprecipitated with an E4orf4-specific antibody than 
by a PP2A complex immunoprecipitated with HA-B55-specific antibodies in the absence of  
E4orf4 [20]. However, as acknowledged by the authors, E4orf4 associates with many PP2A 
complexes containing different B55 or B56 isoforms [20,21] and therefore this indirect comparison 
could reflect altered substrate specificity of the various holoenzymes associating with E4orf4; (2) 
Although E4orf4 expression in the context of the virus was associated with hypophosphorylation of some 
viral and cellular proteins [4,6], when E4orf4 was expressed alone hyperphosphorylation of some 
PP2A candidate substrates was observed [7,20]. However, this effect was not shown to be direct and 
may occur through activation of kinases, such as mTOR [7]; (3) Treatment of E4orf4-expressing 
cells with the PP2A inhibitors okadaic acid or I1PP2A enhanced E4orf4-induced cell death [20]. 
However, okadaic acid can inhibit other PP2A-like phosphatases at least as efficiently as PP2A  
itself [71], and the I1PP2A inhibitor was shown to associate with PP1 and modify its substrate 
specificity [72], indicating that these inhibitors may have off-target effects that are not dependent on 
PP2A. Indeed, as described above, reduced expression of PP6, a PP2A-like phosphatase, was shown 
to increase E4orf4-induced cell death [69], and PP6 is inhibited by okadaic acid even more efficiently 
than PP2A [73]. These observations suggest that the increase in E4orf4 toxicity that was reported to 
be caused by okadaic acid treatment may stem from PP6 inhibition; (4) The E4orf4-binding site in 
the PP2A-B55 subunit was mapped by bioinformatics predictions and mutation analyses [12,70]. 
These studies revealed that residues located on two sides of a putative substrate binding groove 
described in the PP2A-B55 structure [74] contributed to E4orf4 binding. Consequently it was 
suggested that E4orf4 competes with PP2A-B55 substrates for binding to the substrate binding site 
and prevents their dephosphorylation [70]. In support of this conclusion it was demonstrated that the 
presence of E4orf4 led to inhibition of p107 binding to B55 and to its hyperphosphorylation. On the 
other hand, only part of the B55 residues reported to be important for dephosphorylation of the  
PP2A-B55 substrate, Tau, were shown to be necessary for E4orf4 binding. This suggests that the 
binding sites for E4orf4 and PP2A substrates only partially overlap. Furthermore, during virus 
infection E4orf4 was shown to recruit PP2A-B55 to new substrates, such as a subgroup of the SR 
splicing factors [5,70], indicating that while E4orf4 may prevent accessibility of some substrates to 
PP2A, it also recruits novel substrates to this enzyme. In addition, the hypothesis that upon 
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overexpression E4orf4 sequesters PP2A holoenzymes containing B55 and prevents 
dephosphorylation of important substrates, thus, leading to cell death, appears to contradict additional 
findings reported previously. First, overexpression of B55 increased E4orf4-induced cell death [12,21], 
while the sequestration hypothesis would predict that B55 overexpression would reduce cell killing. 
Second, knockdown of mammalian B55 and deletion of yeast Cdc55 inhibited E4orf4-induced cell 
killing instead of increasing it [18,21,45]. Therefore, a second hypothesis was proposed to explain 
PP2A-dependent E4orf4-induced cell death. This hypothesis postulates that E4orf4 recruits PP2A to 
novel substrates or enhances the affinity of substrate binding to PP2A, leading to an imbalance in 
normal cellular pathways and to cell death. In support of this hypothesis, overexpressed E4orf4, 
outside the context of virus infection, was reported to recruit PP2A to substrates such as the ACF 
chromatin remodeling factor in mammalian cells ([57], Section 3.2) and the mitotic regulator APC/C 
in yeast ([45], Section 3.3), both of which contributed to E4orf4 toxicity. Nevertheless, the possibility 
of a combined scenario may also be considered, in which the dephosphorylation of diverse proteins 
by PP2A is influenced in various ways by E4orf4 and the integrated effects of altered 
phosphorylation of these proteins lead to cell death. To further examine the proposed mechanisms 
underlying PP2A-dependent E4orf4 toxicity, direct E4orf4-PP2A targets must be identified and their 
contribution to the death process will have to be determined. 

3.2. The ATP-Dependent Chromatin Remodeling Factor, ACF 

ACF is an ATP-dependent chromatin remodeling factor consisting of the SNF2h ATPase and the 
Acf1 regulatory subunit [56]. Both subunits were found to co-immunoprecipitate with E4orf4, and 
the PP2A C subunit associated with ACF in the presence of WT E4orf4 but not in its absence or in 
the presence of a mutant E4orf4 protein that could not bind PP2A [57]. Moreover, when chromatin 
proteins were fractionated by extraction in increasing salt concentrations, the PP2A-B55 subunit was 
enriched in higher salt fractions in the presence of E4orf4 compared to its distribution in the absence 
of E4orf4 or in the presence of the mutant E4orf4 protein. These results suggest that E4orf4 alters 
the chromatin-binding properties of PP2A, possibly by recruiting it to ACF. It was also demonstrated 
that the ACF complex was involved in E4orf4-induced cell death. Reduced SNF2h expression or 
expression of a dominant-negative catalytically-inactive SNF2h mutant inhibited E4orf4-induced 
cell death whereas, surprisingly, knockdown of Acf1 increased cell death. Knockdown of an Acf1 
homolog, WSTF, which also associates with SNF2h, inhibited E4orf4-induced toxicity. The 
hypothesis proposed to explain these results inferred that the E4orf4-PP2A complex inhibited ACF 
and facilitated enhanced chromatin remodeling activities of other SNF2h-containing complexes, such 
as WSTF-SNF2h. An E4orf4-induced switch in chromatin remodeling may determine life versus 
death decisions [57] (Figure 3). This hypothesis predicts phosphorylation changes in ACF or  
ACF-associating proteins that could be important to E4orf4 function, but such alterations have not 
been reported yet. It is not likely, however, that E4orf4 recruits PP2A to a new substrate like ACF, 
with the sole purpose of inhibiting PP2A activity towards it. 
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Figure 3. A working model of E4orf4 function in chromatin. Various SNF2h-containing 
complexes participate in chromatin remodeling and affect transcription, DNA replication, 
DNA repair, etc. The model shown in this figure proposes that E4orf4 together with 
PP2A inhibits the ACF chromatin remodeler. This inhibition leads to a shift in the balance 
between various SNF2h-containing remodeling complexes, allowing, for example, more 
activity of a WSTF-SNF2h complex. The variation in chromatin remodeling activity alters 
chromatin structure and induces changes in transcription, DNA replication, DNA repair, 
or other processes that require remodeling. These events contribute to E4orf4 functions 
during virus infection and lead to cell death when E4orf4 is expressed alone. This figure is 
adapted from [57] with permission of Oxford University Press. 

3.3. The APC/C Ubiquitin Ligase Complex 

A second potential E4orf4-PP2A target is the mitotic regulator APC/C. As described above (Section 
2.5), work in yeast revealed that E4orf4 recruited PP2A to the APC/C complex and affected 
degradation of APC/C substrates [45,50]. As a result of the physical and functional interactions 
between E4orf4 and the APC/C, E4orf4 caused perturbations in the cell cycle which progressed to 
cell death. Genetic experiments revealed a functional interaction between the yeast B55 subunit, 
Cdc55, and the APC/C activating subunits Cdc20 and Cdh1 even in the absence of E4orf4 [45,75,76]. 
It was also shown that a PP2A complex containing the Cdc55 subunit dephosphorylated APC/C 
subunits [77]. It is possible therefore that E4orf4 may stabilize an existing transient interaction 
between PP2A and the APC/C [45]. It was reported that E4orf4 increased nuclear accumulation of 
Cdc55 [50], thus possibly enhancing the targeting of nuclear substrates, such as the APC/C by PP2A 
holoenzymes containing the B55/Cdc55 subunit. However, phosphorylation sites in the APC/C 
complex or its activating subunits, which may be affected by the E4orf4-PP2A complex, have not 
been identified to date. Interestingly, APC/C was found to be a target of many viral proteins and 
some of these proteins cause cytotoxicity specifically in tumor cells, providing evidence that 
targeting the APC/C could be exploited to selectively eliminate cancer cells [78]. 
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3.4. The Golgi UDPase, Ynd1 

Inducible expression of E4orf4 in the yeast S. cerevisiae was shown to result in PP2A-dependent 
irreversible growth arrest [18,45], suggesting that at least part of the E4orf4 signaling network responsible 
for induction of cell death is conserved from yeast to mammals. A further confirmation of the high 
degree of evolutionary conservation of E4orf4-induced cell death came from a genetic screen in yeast 
for E4orf4 mutants that lost their toxicity. These mutants were shown to have impaired abilities to 
bind PP2A and to induce cell death in mammalian cells [79]. Thus the results suggest that  
E4orf4-induced toxicity in yeast reflects accurately E4orf4-induced cell death in mammalian cells 
and therefore yeast may serve as a powerful genetic model system for the study of E4orf4-induced 
cell killing. Studies in this model organism revealed that not all of E4orf4-induced toxicity was 
generated via a B55/Cdc55-dependent pathway. Although much of the E4orf4 toxicity was abrogated 
in yeast cells lacking Cdc55, some residual growth inhibitory effect of E4orf4 could be  
detected [18,76]. Moreover, E4orf4 mutants that were deficient in PP2A binding could elicit low 
levels of toxicity [18]. A yeast screen for mediators of E4orf4 toxicity indeed demonstrated that a 
second E4orf4 partner, the Golgi apyrase Ynd1, contributed to E4orf4-induced irreversible growth 
arrest, and the contributions of Cdc55 and Ynd1 to this process were additive, indicating that they 
were not part of the same pathway [76]. 

Apyrases are nucleoside triphosphate diphosphohydrolases that hydrolyze a variety of nucleoside  
5’-triphosphates and 5’ diphosphates with different nucleotide preferences. Most members of this 
family are integral membrane glycoproteins, and their catalytic sites face the extracellular medium 
or the lumen of intracellular organelles [80]. Ynd1 is a Golgi apyrase whose enzymatic activity is 
required for regulation of nucleotide-sugar import into the Golgi lumen. This protein is inserted in the 
Golgi membrane, its 500 N-terminal amino acids, including its catalytic domain, are located in the 
Golgi lumen, whereas its 113 C-terminal residues are found at the cytoplasmic face of the Golgi 
membrane [81,82]. 

Although Cdc55 and Ynd1 had an additive effect on E4orf4 toxicity, there was also a functional 
interaction between them, since deletion of YND1 sensitized the cells to killing by E4orf4 in the  
presence of over-expressed CDC55. It was further shown that the Ynd1 and Cdc55 proteins 
interacted physically [76]. The physical and functional interactions between Ynd1 and Cdc55 
together with their additive effects on E4orf4 toxicity are consistent with the hypothesis that the 
Ynd1-mediated E4orf4 function has PP2A-dependent as well as PP2A-independent aspects. 
Investigation of the role of mammalian Ynd1, Golgi UDPase, in E4orf4-induced cell death supported 
this possibility. On the one hand, E4orf4 was shown to stabilize the UDPase protein in a  
PP2A-dependent manner and the rise in UDPase levels increased E4orf4-induced cell death, whereas 
reduced UDPase expression inhibited E4orf4 toxicity. On the other hand, E4orf4 disrupted large 
molecular weight protein complexes containing the Golgi UDPase in a PP2A-independent  
manner [83]. A functional interaction between YND1 and the APC/C activators, CDC20 and CDH1 
was also observed, although the nature of this link is not currently understood [76]. 

Surprisingly, the Ynd1 cytosolic tail was found to mediate E4orf4-induced toxicity whereas the  
apyrase activity was dispensable for this process [76,84]. It was suggested that the Ynd1 cytosolic 
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tail could potentially mediate E4orf4 toxicity by acting as a scaffold for a multi-protein complex 
which is targeted and disrupted by E4orf4, releasing some of its protein components [84]. The 
Saccharomyces Genome Database cites at least 10 membrane proteins, which physically associate 
with Ynd1, probably through its cytosolic tail. Six of these proteins associate with each other and 
may all be part of a large protein complex. Some of them participate in both early and late secretory 
pathways in yeast, and it is conceivable that E4orf4 targets a secretory protein complex anchored to 
the Ynd1 cytosolic tail. It was shown that E4orf4 affected protein trafficking in mammalian cells 
through its association with Src kinases ([85], Section 3.5). It is possible that in yeast cells, which 
lack Src family members, E4orf4 may utilize a backup mechanism which allows it to interact directly 
with components of the secretory pathway and to influence protein trafficking, thus further transducing 
its toxic signal [84]. This mechanism is likely used by E4orf4 in mammalian cells as well. 

3.5. Src Family Kinases (SFKs) 

When expressed alone, E4orf4 was found to associate with SFKs [14,66] but this interaction was 
not reported during virus infection. Absence or low levels of E4orf4-Src interaction during virus 
infection may stem from the inaccessibility of E4orf4 to Src, as E4orf4 is mostly nuclear in  
virus-infected cells [26]. E4orf4 interacts with less than 1-5% of endogenous Src proteins, depending 
on the cell type. This interaction is mediated by the kinase domain of Src and the E4orf4 ARM 
domain [14]. The Src-binding domain of E4orf4 slightly overlaps with the PP2A binding domain, 
but E4orf4 complexes containing both PP2A and Src were detected, demonstrating that binding of 
these proteins to E4orf4 was not mutually exclusive [14]. Src binding is required for the cytoplasmic 
cell death program induced by E4orf4 [14]. The interaction of E4orf4 with SFKs leads to alterations 
in both protein partners. E4orf4 is phosphorylated on tyrosine residues within motifs that are typical of 
SFK substrates, including Tyr-26, -42, and -59 and these phosphorylation events affect E4orf4 cellular 
localization and cell death signaling [68]. Conversely, WT E4orf4 protein, but not E4orf4 mutants that 
are unable to bind SFKs, modulates SFK signaling. Thus, E4orf4 inhibits phosphorylation of 
substrates that are involved in SFK signaling to survival pathways, such as focal adhesion kinase 
(FAK) and ERK [14,66], and on the other hand it promotes SFK phosphorylation of substrates that 
are involved in regulation of actin dynamics, such as the F-actin-binding protein cortactin, JNK, and 
myosin light chain [14,66,86]. As a result, E4orf4 appears to recruit SFK signaling to stimulate  
actin-dependent membrane remodeling, leading to cell death through multiple mechanisms [87]. 

Following phosphorylation by SFKs, E4orf4 accumulates at cytoplasmic sites and induces the  
assembly of a juxtanuclear actin-myosin network. The juxtanuclear actin-myosin structures are  
connected to the cell cortex by actin cables, which converge on enlarged focal adhesions that reflect 
an increase in cell tension, [86,87]. Activation of the myosin II motor and the juxtanuclear increase 
in actin-myosin-based contraction drives E4orf4-induced blebbing, an early characteristic 
morphology that accompanies the E4orf4 cell death process [66]. 

The dramatic actin remodeling induced by E4orf4 requires two major pathways involving the family 
of Rho GTPases. The first is a Src-Rho-Rho kinase (ROCK) signaling pathway that activates JNK to 
phosphorylate Paxillin. Paxillin phosphorylation leads to deregulation of adhesion dynamics and 
disrupts tension homeostasis in the cell [88]. The second pathway consists of Cdc42, N-Wasp, and 
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the Arp2/3 complex, and promotes actin polymerization on internal membranes and alterations in recycling 
endosome (RE) dynamics [86]. REs are a heterogeneous population of tubulovesicular endosomes 
usually concentrated in the pericentriolar region, which form the endocytic recycling compartment 
(ERC). RE trafficking is regulated by the small GTPase Rab11 and is involved in retrieval of 
internalized membranes and signaling molecules to the plasma membrane or to the trans-Golgi via 
retrograde membrane transport. Both pathways involving the Rho GTPases cooperate to transduce 
the cytoplasmic death-promoting activity of E4orf4, which acts via actin remodeling [86]. Indeed, 
inhibition of actin polymerization by low doses of drugs such as cytochalasin D reduced  
E4orf4-induced cell death, indicating a causal role for actin dynamics in this process [66,86]. 

A more detailed investigation of the role of actin remodeling and RE trafficking in E4orf4 death 
signaling [85] revealed that in the early stages of E4orf4-induced cell death, some SFKs, Cdc42, and 
actin interfered with the organization of the endocytic recycling compartment and enhanced RE 
transport to the Golgi apparatus while decreasing the recycling of protein cargos back to the plasma 
membrane. The resulting changes in Golgi membrane dynamics required actin-regulated Rab11a 
membrane trafficking and triggered scattering of Golgi membranes. This process functionally 
contributed to the progression of cell death as shown by the findings that Rab11a knockdown 
inhibited cell death as did knockdown of syntaxin-6, a TGN trafficking factor involved in fusion of 
RE with Golgi membranes, or overexpression of golgin-160, a Golgi matrix protein associated with 
Golgi dynamic changes during apoptosis. Thus, E4orf4 acts by recruiting SFK signaling to promote 
transport of REs to the Golgi where they may facilitate the dynamic rearrangement of membranes. It 
was suggested that E4orf4-induced assembly of the perinuclear actin network may be the outcome 
of polarized membrane traffic, which may facilitate delivery of actin-remodeling factors [85]. It is 
currently not known how fission of Golgi membranes brings about cell death, although an appealing 
suggestion was made whereby factors released from the Golgi may contribute to this process, 
similarly to factors released from the mitochondria [85]. 

In addition to its effects in the Golgi apparatus, E4orf4 was reported to cause dramatic changes in 
the morphology of mitochondria and to stimulate their mobilization to the polarized actin network 
using SFK- and Rab11a-dependent mechanisms. Based on these findings it was proposed that 
Rab11a may be responsible for regulation of both polarized membrane trafficking and mitochondrial 
dynamics during rearrangement of the cell to coordinate organelle functions with cytoskeletal 
dynamics [32]. It was recently realized that oxidative phosphorylation in the mitochondria plays a 
role in ATP production in cancer cells, as well as in proliferating cells and not just in quiescent  
cells [89]. The E4orf4-induced structural changes in mitochondria may lead to metabolic 
reprogramming which could contribute to the E4orf4-induced cell death process. 

4. E4orf4-Induced Cell Death in an Animal Model 

Because the mechanisms underlying PP2A-dependent E4orf4-induced toxicity appeared to be 
highly conserved in evolution from yeast to mammals, the effect of E4orf4 in a multicellular 
organism was investigated in another model organism, Drosophila melanogaster, which provides 
many genetic tools that facilitate the efficient investigation of regulatory pathways. The study of 
E4orf4 in Drosophila revealed that the characteristics of E4orf4-induced cell death in the fly were 
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very similar to those in mammalian cells [22] (Figure 2). Thus in normal Drosophila tissues, E4orf4 
induced low levels of cell killing, caused by both caspase-dependent and –independent mechanisms. 
Drosophila PP2A-B55 (twins/abnormal anaphase resolution) and Src64B contributed additively to 
this form of cell-death. However, this study, which addressed for the first time the consequences of 
E4orf4 expression in a whole multicellular organism, revealed a surprising finding: E4orf4 not only 
induced cell death but also inhibited classical apoptosis induced by the fly proapoptotic genes reaper 
(rpr), head involution defective (hid), and grim. E4orf4 also inhibited cell death induced by JNK 
signaling. However, whereas inhibition of rpr, hid and grim partially reduced cell killing, JNK 
inhibition did not diminish E4orf4-induced toxicity and even enhanced it. These results indicate that 
E4orf4-induced cell killing is a distinctive form of cell death that differs from classical cell death 
pathways induced by rpr/hid/grim or JNK signaling. Although E4orf4 appeared to inhibit JNK 
signaling in Drosophila [22], it was reported to activate JNK in certain transformed mammalian 
tissue culture cells [14,88]. This apparent contradiction can be explained by findings described 
previously, demonstrating that JNK signaling can be highly dependent on cellular context and on the 
nature of the stimulus [90–92]. Alterations of these conditions may impact the interaction between 
E4orf4 and the JNK pathway [22]. Future studies will have to determine whether JNK inhibition or 
activation by E4orf4 depend on the tumorigenic state of the cells, on the cell environment (monolayer 
or tissue) or on the type of organism studied. 

The combination of both induction and inhibition of cell death by E4orf4 which was observed in 
normal Drosophila resulted in minor effects, leading to minimal tissue damage [22]. However,  
unpublished results from our laboratory indicated that expression of E4orf4 in cancer clones that 
were induced in larval eye discs by a combination of an activated oncogene and deletion of a tumor 
suppressor led to a dramatic reduction in cancer clone size and to significantly enhanced survival of 
adult flies that would not have emerged in the absence of E4orf4. These findings suggest one possible 
explanation for the differential effect of E4orf4 in normal and cancer cells. It can be hypothesized 
that E4orf4 is unable to inhibit apoptosis in cancer cells, thus inducing higher cell death levels [31]. 
This hypothesis is one of several possible explanations for enhanced cell killing by E4orf4 in cancer 
cells, which will have to be tested in the future (Section 2.1). As described above, E4orf4-mediated 
protection from toxicity was also observed in untransformed mammalian cells, albeit in the context 
of virus infection [4]. 

5. Perspectives 

E4orf4 research has progressed significantly in the past several years as summarized in Figure 4. 
Several mechanisms appear to contribute additively to E4orf4-induced cell death although their  
relative importance in this process may vary in different cells. However, many questions remain 
unanswered. Two major E4orf4 partners, PP2A and Src kinases were identified and appear to provide 
much of the contribution to E4orf4-induced cell death. However, several other E4orf4 partners, such 
as the Ynd1 Golgi UDPase, may make additional contributions. Downstream effectors of both PP2A 
and Src have been identified but a detailed analysis of the connectivity of the E4orf4 network is still 
lacking. Thus, for example, what are the direct targets of the E4orf4-PP2A complex in chromatin and 
in the APC/C and how exactly does their altered phosphorylation influence E4orf4-induced cell 
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death? What is the molecular nature of the contribution of changes in protein trafficking and Golgi 
membrane disruption to nuclear condensation and cell death? Is there a crosstalk between PP2A and 
Src kinases during the E4orf4 cell death process? What is the contribution of Ynd1 and of other as 
yet undescribed E4orf4-associating proteins to induction of cell death? These are just a few examples 
of questions that remain open. Furthermore, our as yet unpublished results demonstrate that E4orf4 
contributes to inhibition of the cell DNA damage response by Ad, and this function may also aid in 
cancer cell killing by E4orf4, requiring further study. Once the molecular signaling involved in 
E4orf4-induced cell death is further elucidated, it will be easier to compare the underlying  
mechanisms in normal and cancer cells and identify the reasons for the different susceptibility of 
these cells to E4orf4. Moreover, the E4orf4 cell death network should be investigated not only in 
tissue culture cells but also in animal models to provide additional insights. The knowledge obtained 
in such experiments will further aid in design of novel E4orf4-based cancer therapeutics. 

 

Figure 4. An integrated model of the mechanisms underlying E4orf4-induced cell death. 
E4orf4, in collaboration with its partners, PP2A and Src, induces alterations in the 
nucleus (chromatin remodeling, perturbations in cell cycle regulation) and in the 
cytoplasm (actin remodeling, changes in protein and membrane trafficking, changes in 
mitochondria morphology and mobilization), which result in blebbing, nuclear condensation 
and cell death: see the text for details. Arrows representing PP2A-dependent signaling 
are marked in orange and arrows showing Src-dependent signaling are marked in blue. 
Nuclear effectors are highlighted in orange and non-nuclear effectors are highlighted in 
blue. Connections in the E4orf4 network that were suggested but not proven yet are 
shown by discontinuous arrows. E4orf4 is represented by a structural model containing 
three alpha-helices as suggested by ab initio modeling [12]. This model was originally 
published in J. Biol. Chem. by Ben Horowitz, Rakefet Sharf, Meirav Avital-Shacham, 
Antonina Pechkovsky, and Tamar Kleinberger. 2013. 288: 13718-13727. © The 
American Society for Biochemistry and Molecular Biology. 
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Impact of Adenovirus E4-ORF3 Oligomerization and Protein 
Localization on Cellular Gene Expression 

Elizabeth I. Vink, Yueting Zheng, Rukhsana Yeasmin, Thomas Stamminger, Laurie T. Krug 
and Patrick Hearing 

Abstract: The Adenovirus E4-ORF3 protein facilitates virus replication through the relocalization 
of cellular proteins into nuclear inclusions termed tracks. This sequestration event disrupts antiviral 
properties associated with target proteins. Relocalization of Mre11-Rad50-Nbs1 proteins prevents 
the DNA damage response from inhibiting Ad replication. Relocalization of PML and Daxx impedes 
the interferon-mediated antiviral response. Several E4-ORF3 targets regulate gene expression, 
linking E4-ORF3 to transcriptional control. Furthermore, E4-ORF3 was shown to promote the 
formation of heterochromatin, down-regulating p53-dependent gene expression. Here, we 
characterize how E4-ORF3 alters cellular gene expression. Using an inducible, E4-ORF3-expressing 
cell line, we performed microarray experiments to highlight cellular gene expression changes 
influenced by E4-ORF3 expression, identifying over four hundred target genes. Enrichment analysis 
of these genes suggests that E4-ORF3 influences factors involved in signal transduction and cellular 
defense, among others. The expression of mutant E4-ORF3 proteins revealed that nuclear track 
formation is necessary to induce these expression changes. Through the generation of knockdown 
cells, we demonstrate that the observed expression changes may be independent of Daxx and 
TRIM33 suggesting that an additional factor(s) may be responsible. The ability of E4-ORF3 to 
manipulate cellular gene expression through the sequestration of cellular proteins implicates a novel 
role for E4-ORF3 in transcriptional regulation. 

Reprinted from Viruses. Cite as: Vink, E.I.; Zheng, Y.; Yeasmin, R.; Stamminger, T.; Krug, L.T.; 
Hearing, P. Impact of Adenovirus E4-ORF3 Oligomerization and Protein Localization on Cellular 
Gene Expression. Viruses 2015, 7, 2428-2449. 

1. Introduction 

The outcome of adenovirus (Ad) infection is determined by the interplay between the ability of 
the host cell to mount an effective antiviral response and the ability of the virus to restrict host cell 
defenses. Successful Ad replication relies on functions provided by the early region four (E4). This 
region encodes seven known proteins required for counteracting the host cell antiviral response,  
effective shutoff of host-cell protein synthesis, late viral mRNA accumulation, and late viral protein 
synthesis [1–3]. 

The E4-ORF3 and E4-ORF6 proteins have functionally redundant properties sufficient to 
facilitate virus DNA replication and infectious particle production [1,2]. Together with Ad  
E1B-55K, E4-ORF6 primarily functions as an adaptor molecule in an E3 cullin-RING ligase 
complex [4,5], promoting the ubiquitination and proteasome-dependent degradation of substrates, 
such as p53 [6,7], Mre11-Rad50-Nbs1 (MRN complex proteins) [8], DNA ligase IV [9],  
integrin 3 [10], and bloom helicase [11]. Rather than targeting proteins for degradation, the 14 kDa 
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E4-ORF3 protein promotes productive Ad infection by oligomerizing into filamentous nuclear 
inclusions termed tracks [12]. E4-ORF3 nuclear track assembly creates protein binding interfaces 
and results in the sequestration and inhibition of a variety of cellular proteins [13,14]. This inhibits 
cellular antiviral properties [15] and serves as a hub for post-translational modifications [16]. Like 
E4-ORF6, E4-ORF3 targets the MRN DNA repair complex and p53 for inactivation [8,17,18]. 
Cellular targets unique to E4-ORF3 include PML, TRIM24, and TRIM33 [12,19,20]. Sequestration 
of cellular proteins into E4-ORF3 nuclear tracks results in inhibition of the DNA damage response, 
altered p53-mediated signaling, disruption of the interferon-mediated antiviral response, and may 
influence transcriptional regulation [8,17,18,20–22]. 

Relocalization of MRN complex components Mre11, Rad50, and Nbs1 by E4-ORF3 disrupts 
activation of the double-strand break repair pathway and may influence cell cycle checkpoint  
signaling [15]. In the absence of E4 protein products, the MRN complex detects the linear,  
double-strand Ad genome. The resulting activation of the non-homologous end-joining pathway 
generates viral genome concatamers, too large to be packaged into the viral capsid [8,17,23,24]. 
Interestingly, activation of the DNA damage response and concatamer formation is not sufficient to 
inhibit viral genome replication [25,26]. Associating directly with viral DNA, the MRN complex 
inhibits genome synthesis by blocking access to the origin of replication [27]. As early as six hours  
post-infection (hpi), Ad serotype 5 (Ad5) E4-ORF3 sequesters the MRN complex away from virus 
replication centers and promotes the sumoylation of Mre11 and Nbs1 [8,16,17,25]. The physical 
removal of MRN proteins is sufficient to allow genome replication and inhibits double-strand break 
repair [8,17]. Supplementary to E4-ORF3, Ad inhibits the MRN complex as well as downstream 
non-homologous end-joining repair protein DNA ligase IV through E1B-55K/E4-ORF6-dependent 
degradation [9]. 

E4-ORF3 sequesters PML into tracks [12]. As a multifunctional protein, PML has been linked  
to many different processes through its ability to form punctate structures termed nuclear bodies  
(PML-NB) [28]. E4-ORF3-dependent relocalization of PML disrupts PML-NB and sequesters  
PML-NB components Daxx and Sp100. This interferes with the ability of the cell to mount an 
effective interferon-mediated antiviral response [21,22]. PML-NB protein composition varies 
between tissue types and cellular conditions; the vast PML interactome implicates PML-NB in a 
wide variety of cellular processes [28]. PML-NB-associated functions include cell cycle regulation, 
post-translational modification, DNA damage response, apoptosis, and transcriptional regulation [29]. 
It remains unclear if relocalization by E4-ORF3 impacts each of these PML-NB-associated functions. 

Although E4-ORF3 does not alter p53 localization, E4-ORF3 down-modulates p53-mediated 
signaling [18]. E4-ORF3 track formation facilitates the colocalization of histone methyltransferases 
SUV39H1 and SUVH2 at dense cellular DNA; this is thought correlate with the upregulation of 
heterochromatin production. Forming a continuous scaffold with H3K9me3 heterochromatin at p53 
promoter elements, E4-ORF3 indirectly antagonizes the ability of p53 to associate with DNA [18]. 

The E4-ORF3 protein relocalizes several members of the TRIM protein family into nuclear tracks 
including TRIM19 (PML), TRIM24 (TIF1 ) and TRIM33 (TIF1 ) [12,19,20], although the 
functional significance of TRIM24 and TRIM33 relocalization remains unclear. TRIM (TRIpartite 
Motif) family members share conserved N-terminal Ring-B box-Coiled Coil (RBCC) motifs; 
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TRIM24 and TRIM33 contain C-terminal PHD/Bromo domains [30–32]. TRIM24 and TRIM33 are 
multifunctional proteins involved in cellular processes including transcriptional regulation, growth 
control, regulation of development, and protein post-translational modification [30–32]. It is 
interesting to hypothesize that relocalization of these proteins by E4-ORF3 alters one or more of 
these properties. The RBCC domains of both TRIM24 and TRIM33 have ubiquitin ligase activity that 
targets substrates including p53 and Smad4 for ubiquitin-dependent proteasome degradation [33,34]. 
TRIM33 also directs sumoylation of cellular substrates [35]. TRIM24 acts as a ligand-dependent 
coregulator of gene expression from nuclear receptor-bound promoter elements, influencing retinoic 
acid and estrogen-mediated signaling pathways [36–38]. Like TRIM24, TRIM33 serves as a 
multifunctional coregulator of gene expression, influencing TGF  signaling [38,39]. Functioning as 
a reader of heterochromatin modifications, the PHD/Bromo domain positions TRIM33 on promoter 
elements upstream of target genes. This activates the ubiquitin ligase activity of TRIM33 which then 
alters the composition of regulatory Smad proteins at promoter elements [40,41]. 

Here, we characterized how E4-ORF3-dependent relocalization of transcriptional regulators alters 
cellular gene expression. A series of microarray time course experiments spanning 24 hours 
highlighted over 400 E4-ORF3-regulated genes. By sequentially disrupting E4-ORF3 functions or 
knocking-down cellular effectors, we determined that these differential expression events rely on 
nuclear track formation, but that changes in cellular gene expression by E4-ORF3 appear to be 
independent of MRN and resistant to Daxx and TRIM33 knockdown. These results suggest that an 
additional factor(s) may be responsible for E4-ORF3 activity. The ability of E4-ORF3 to manipulate 
cellular gene expression through the sequestration of cellular proteins implicates a novel role for 
E4-ORF3 in transcriptional regulation. 

2. Materials and Methods 

2.1. Cell Culture and Virus Infection 

Experiments were carried out in U2OS-Tet (Clontech, Mountain View, CA, USA), U2OS (ATCC, 
Manassas, VA, USA), and 293FT (Life Technologies, Grand Island, NY, USA) cells. Cells were 
grown in Dulbecco’s modified eagle medium (DMEM) supplemented with 10% Fetal Clone III 
(Hyclone, Logan, UT, USA; U2OS-Tet and U2OS cells) or 10% Fetal Bovine Serum (Hyclone; 
293FT cells), 2 mM L-glutamine, 100 M MEM non-essential amino acids, and 1 mM sodium 
pyruvate. Cells were transfected using Lipofectamine (Life Technologies, Grand Island, NY, USA) 
or Fugene 6 (Roche, Indianapolis, IN, USA) using the manufacturer’s instruction. Cells were infected 
with Ad5 E1-replacement viruses that express HA-tagged wild-type or mutant E4-ORF3 proteins for 
1 h using 500 particles per cell followed by the addition of fresh medium. E1A replacement  
viruses that express E4-ORF3 fused to an HA epitope under the control of a CMV promoter  
include Ad-CMV-HA-ORF3-WT, Ad-CMV-HA-ORF3-N82A, Ad-CMV-HA-ORF3L103A, and  
Ad-CMV-HA-ORF3D105A/L106A [17,26]. 
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2.2. Immunofluoresence and Western Blot Analysis 

Cells were grown on glass coverslips, transfected, and then infected under the conditions 
described above. Between 16 and 18 hours post-infection (hpi), cells were washed with PBS, fixed 
with 20 °C methanol, and blocked for 1 h at room temperature with 10% goat serum diluted into 
PBS. Primary antibodies were diluted into 10% goat serum block and applied to coverslips for 1 h at 
room temperature. Coverslips were then washed with PBS and incubated with secondary antibody 
consisting of tetramethyl rhodamine isothiocyanate (TRITC) labeled anti-rat (Invitrogen) or 
fluorescein isothiocyanate (FITC) labeled anti-rabbit (Invitrogen) antibody for 30 min at room 
temperature in the dark. Coverslips were mounted on slides using ImmunoMount (Thermo Shandon, 
Pittsburgh, PA, USA). 

Cell lysates prepared for western blot analysis were resolved on SDS polyacrylamide gels. 
Proteins were transferred to polyvinylidene fluoride (PVDF) (Hybond-P, GE Healthcare, Pittsburgh, 
PA, USA) membranes or nitrocellulose membranes (Protran, GE Healthcare, Pittsburgh, PA, USA) 
overnight at 40 mA. Membranes were blocked for 1 h with 3% BSA in PBS, and then incubated with 
primary antibody overnight at 4 °C. The membranes were washed and incubated in anti-mouse HRP, 
anti-rabbit HRP, or anti-rat HRP secondary antibodies for 30 min. Immobilon chemiluminescent 
HRP substrate (Millipore, Billerica, MA, USA) was used for detection. 

Primary antibodies used for immunofluorescence and Western blot analysis include: tubulin 
(T5192, Sigma Aldrich), PML (PG-M3, sc-966, Santa Cruz Biotechnology, Dallas, TX, USA), Daxx 
(25C12, Cell Signaling Technology, Danvers, MA, USA), HA peptide (600-401-384, Rockland 
Immunochemcials, Limerick, PA, USA), rat monoclonal E4-ORF3 (mAb 6A11, [42]), and rabbit 
polyclonal anti-TRIM33 (generated at Lampire Biological Laboratories, Pipersville, PA, USA). 

2.3. Creation of an E4-ORF3 Inducible Cell Line 

Clontech’s Tet-On system was used to generate a stable E4-ORF3-inducible cell line. A  
PCR-generated amplicon consisting of the Ad2 E4-ORF3 coding region was cloned into the BamHI 
and EcoRI restriction enzyme sites of the pUHD10-3 vector, fused at the N-terminus with an HA 
epitope and placing it under the control of a doxycycline (dox)-inducible promoter element  
(pTet-HA-E4-ORF3). The resulting plasmid construct was cotransfected into U2OS-Tet-On 
osteosarcoma cells with pTK-Hyg (Clontech) using Fugene 6. Two days post transfection, cells were 
treated with 200 g/mL G418 and 100 g/mL Hygromycin B to select for cells with  
pTet-HA-E4-ORF3. Individual, drug-resistant colonies were isolated, amplified, and treated with  
1 g/mL dox for 48 h to screen for HA-E4-ORF3 expression. One cell subclone that exhibited no 
E4-ORF3 expression minus the addition of dox and levels of E4-ORF3 equivalent to that observed 
following Ad5 infection was chosen for subsequent use (termed Tet-E4-ORF3 cells). 

2.4. Microarray Analysis 

Three independent aliquots of dox-induced Tet-E4-ORF3 cells were collected at 6, 12, 18, and 24 h 
time points. Two aliquots of dox-induced parental U2OS-Tet-On cells were collected at 6 and 24 h 
post induction. Aliquots of untreated Tet-E4-ORF3 and untreated U2OS-Tet-On cells also were 
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collected. Total cellular RNA was isolated from cells using the RNeasy kit (Qiagen, Valencia, CA, 
USA) according to the manufacturer’s instruction. RNA quality was measured on an Agilent 2100 
Bioanalyzer with the RNA 6000 Nano LabChip®. Transcripts were prepared with Agilent’s Quick 
Amp Labeling Kit, two-color, then hybridized to an Agilent 4 × 44k whole human genome expression 
array. Initial processing of the raw data was performed using Agilent’s Feature Extraction (FE) 
software v9.5 (Santa Clara, CA, USA). Data were then normalized using the Limma Bioconductor 
Package (http://www.bioconductor.org/packages/release/bioc/html/limma.html). Results were 
subject to loess normalization within each array and Aquantile normalization between arrays and 
then log2 transformed. [43,44]. A hierarchical clustering algorithm with centroid linkage implemented 
by Cluster 3.0 software was used to group expression data from each array replicate and the results 
were visualized with Java Treeview [45,46]. 

The data were subject to enrichment analysis via the Database for Annotation, Visualization, and 
Integrated Discovery (DAVID) [47,48]. Agilent probe names corresponding to genes of interest were 
uploaded to the database along with a list of probe names corresponding to all genes represented on  
the microarray as background. Gene Ontology (GO) terms associated with P-values less than 0.0001 
were considered. 

2.5. RT-qPCR 

Total cellular RNA was isolated from cells using the RNeasy system (Qiagen). 2 g of RNA were 
subject to reverse transcription PCR using SSII RT (Invitrogen) according to the manufacturer’s 
instructions. cDNA pools were diluted 1:10 in dH2O. 1 L of this dilution served as a template for  
qRT-PCR along with 0.5 M each forward and reverse primer and 10 L 2× DyNAmo HS sybr green 
master mix (Thermo Scientific, Waltham, MA, USA) in a total volume of 20 L per reaction. Primer 
pairs were designed with the aid of qPrimerdepot [49] and RTPrimerDB [50] (Supplemental Table 
S4). Each RT-qPCR run contained two technical replicates of each sample. RT-qPCR was carried 
out and analyzed on an Applied Biosystem 7500 Real Time PCR System, according to the program: 
95 °C for 10 min hot start followed by 40 cycles of 95 °C for 15 s, 60 °C for 1 min. The Pfaffl method 
of relative quantification was used to convert the resulting threshold cycle data for each sample to 
relative fold change information [51]. Primer efficiencies were calculated by performing serial 
dilutions of template cDNA and generating a standard curve. The slope of the standard curve was 
applied to the equation Efficiency = 10( 1/slope). Efficiencies listed in Supplemental Table 4, column 
E represent and average value of at least two results. 

2.6. Generation of Knockdown Cell Lines 

Oligonucleotides to express short hairpins RNAs directed against TRIM33 [34] were cloned into 
the pSIREN-RetroQ vector (Clontech). Constructs containing non-functional shRNA (shControl) or 
shRNA directed against Daxx (shDaxx) were previously described [52]. 4 g Retrovirus construct 
was cotransfected in to 293FT cells along with 4 g pVSV-G and 4 g helper virus vector using 
Lipofectamine 2000. Aliquots of the resulting retrovirus-containing media from transfected cells 
were collected at 48 h and 72 h post-transfection, clarified by centrifugation, filtered through  
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a 0.45- m filter, and stored at 80 °C. Undiluted retrovirus stock was added to Tet-E4-ORF3 cells 
directly or diluted 1:500 into general media before infection in the presence of 5 μg/mL polybrene. 
Media was replaced after overnight incubation, and the virus was allowed to recombine with host 
cell genomes. At 48 hpi, cells were treated with 2 g/mL puromycin to select for stably transfected 
cells. Pools of cells were screened for knockdown by Western blot analysis for the corresponding 
protein of interest. 

3. Results 

3.1. Creation and Characterization of a Tet-Inducible E4-ORF3 Cell Line 

To characterize changes in gene expression that result from E4-ORF3 expression, we generated a 
stable U2OS-derived cell line that expresses HA-tagged E4-ORF3 in a dox-inducible manner (termed 
Tet-E4-ORF3 cells). Human U2OS osteosarcoma cells were selected for their ability to express  
wild-type p53. This approach allows for consistent E4-ORF3 expression while minimizing 
background transcriptional changes that may have resulted from the use of a viral expression vector. 
HA-E4-ORF3 was cloned into the pUHD10-3 vector under the control of a Tet response element 
(TRE). This construct was transfected into U2OS-Tet cells, a cell line that constitutively expresses 
the reverse tetracycline transactivator protein (rtTA). The introduction of dox allows rtTA to 
associate with the TRE and induce expression of HA-E4-ORF3. After drug selection, the resulting 
colonies were screened for their ability to express HA-E4-ORF3 in a dox-inducible manner. 

HA-E4-ORF3 expression in Tet-E4-ORF3 cells was characterized over a 24 h period following 
dox treatment. Cell lysates were collected at 6, 12, 18, and 24 h post induction (1 g/mL dox) and 
analyzed for HA-E4-ORF3 expression by Western blot analysis (Figure 1A). Minimal HA-E4-ORF3 
expression was observed in untreated cells. HA-E4-ORF3 accumulation could be detected as early 
as 6 h post induction, with peak expression at 24 h post-induction. Dox treatment for periods longer 
than 24 h failed to yield further increases in HA-E4-ORF3 expression. Induced Tet-E4-ORF3 cells 
express HA-E4-ORF3 to a similar degree and over a similar time frame as E4-ORF3 expression 
during wild-type Ad infection (Supplementary Figure S1A). To assay for potential cytotoxicity of  
HA-E4-ORF3 expression or dox treatment, cellular proliferation of dox-treated Tet-E4-ORF3 and 
parental U2OS-Tet cells was monitored over a period of 96 h. HA-E4-ORF3-expressing cells and 
untreated Tet-E4-ORF3 cells proliferated to a similar extent for the first 48 h of dox induction 
(Supplementary Figure 1B). The presence of HA-E4-ORF3 corresponded with impaired proliferation 
after 48 h. This suggests that a time course experiment spanning 24 h of dox treatment should be free 
of cytotoxic effects of dox treatment or E4-ORF3 expression. 

To confirm the formation of functional E4-ORF3 nuclear tracks, Tet-E4-ORF3 cells were grown 
on coverslips, stimulated with dox, and analyzed for HA-E4-ORF3 localization and PML 
reorganization by immunofluoresence (Figure 1). In accordance with the Western blot results,  
HA-E4-ORF3 tracks could be detected in cells as early as 6-h post induction (G). Over the ensuing 
18 h, HA-E4-ORF3 tracks became more elongated and densely packed the nuclei in the majority of 
cells (H–J). Costaining with an antibody directed against PML revealed that HA-E4-ORF3 efficiently 
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disrupted PML-NB and relocalized PML into nuclear tracks (C–F, merged images K–N). We 
conclude that Tet-E4-ORF3 cells express functional E4-ORF3 protein in an inducible manner. 

 

Figure 1. Doxycycline-treated Tet-E4-ORF3 cells produce HA-E4-ORF3 capable of 
recruiting endogenous PML into nuclear tracks. Tet-E4-ORF3 cells in tissue culture 
dishes (A) or grown on coverslips (B–N) were mock-treated or supplemented with 1 

g/mL dox for 6, 12, 18, or 24 h. Lysates were subject to Western blot analysis using  
-HA antibody or - tubulin antibody (A). Cells on coverslips were fixed and stained 

with an antibody directed against E4-ORF3 or PML followed by TRITC and FITC 
labeled secondary antibodies. PML localization is shown in (B–F). HA-E4-ORF3 
localization is shown in (G–J). Merged images are shown in (K–N). 

3.2. Microarray Experiments and Quality Control 

Dox-induced HA-E4-ORF3 expression increased over time with maximum detectable protein 
levels at 24 h post induction (Figure 1). We carried out a time course experiment to observe changes 
in cellular gene expression over a 24 h period of E4-ORF3 expression. Tet-E4-ORF3 cells were left 
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untreated or were treated with 1 g/mL dox for 6, 12, 18, and 24 h. Aliquots of cells were taken from 
each time point and subject to Western blot and immunofluoresence analyses to verify E4-ORF3 
expression and track formation. Total cellular RNA was purified from the remaining cells and 
analyzed by microarray. Transcripts generated from each dox-induced time point were cohybridized 
to an Agilent 4 × 44k whole human genome expression array along with transcripts generated from 
an untreated, reference population of Tet-E4-ORF3 cells. This time course experiment was repeated 
to yield a total of three biological replicates. 

To minimize the consideration of genes displaying E4-ORF3-independent changes in expression, 
we carried out a control microarray experiment. Duplicate batches of parental U2OS-Tet cells were 
treated with 1 g/mL dox for 6 or 24 h before RNA purification. The four pools of transcripts were 
cohybridized to an Agilent 4 × 44k array against the same reference pool of transcripts used in the 
HA-E4-ORF3 experiment set. Expression changes highlighted in this experiment may represent  
dox-dependent changes in gene expression, variation resulting from the additional passage of  
U2OS-Tet cells beyond the creation of the E4-ORF3 expressing cell line, as well as random 
background expression changes. 

Results from both E4-ORF3 time course and control microarrays were normalized using the 
limma Bioconductor package and were subject to Loess normalization within each array and 
Aquantile normalization between arrays [43,44]. Gene expression data were determined by 
comparing transcript levels in the presence of E4-ORF3 or dox relative to transcript levels in the 
absence of treatment. This was calculated by determining the log2 ratio of green to red fluorescent 
intensity levels. We performed quality control analyses on the resulting data. Fluorescent intensity 
data from each of the arrays were subject to hierarchical cluster analysis to assess the interrelatedness 
of each microarray time course replicate (Supplementary Figure 2A). The four control arrays formed 
a distinct cluster, independent of the E4-ORF3 expression arrays, indicating a high degree of 
interrelatedness. Arrays from replicates 2 and 3 segregated into early (6 h, 12 h) and late (18 h, 24 h) 
clusters. Time points produced in replicate 1 formed a distinct cluster in the dendrogram, indicating 
that a high degree of differential expression in this replicate may be due to technical variation. The 
distribution of fluorescent intensity across each array was graphed on a density plot (Supplementary 
Figure S2B). A wider distribution of fluorescent intensities was seen associated with genes on the 
control arrays than with the test arrays. This suggests that a greater number of genes were differentially 
expressed under control conditions than in the presence of E4-ORF3. This could indicate that many of 
the observed changes in transcript levels result from technical, rather than biological variation. To 
account for any technical variation, we used two methods to select target genes of interest (see below). 
Identification of a target gene by both methods provides strong evidence of E4-ORF3-dependent 
expression changes. For one of these methods—selecting genes of interest that display a high degree 
of differential expression at 24-hours post induction—we only considered data from replicates 2 and 3. 

3.3. Data Analysis and Target Gene Selection 

Two approaches were used to analyze the resulting microarray data cluster analysis and identify 
genes that show E4-ORF3-dependent differential expression at 24-h post induction relative to 6-h 
post induction. First, we identified genes with a significant two-fold or greater change in response to  
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E4-ORF3 expression and then subjected that list to gene ontology enrichment analysis. Second, we 
identified gene with unique E4-ORF3-dependent gene expression profiles by hierarchical clustering. 
These two approaches selected for genes using different criteria, yielding overlapping, but  
non-identical pools of target genes.  

Determining differential expression at 24-h post induction relative to 6-h post induction selects  
for genes that share a similar expression pattern as HA-E4-ORF3 (Figure 1). Transcript levels in  
dox-induced Tet-E4-ORF3 cells were determined relative to transcript levels in dox-treated, parental 
U2OS-Tet cells to eliminate the inclusion of dox-dependent expression changes. Dox-independent 
expression changes at 24-h post induction were calculated relative to 6-h post induction to yield a 
value representing E4-ORF3-dependent expression changes at 24-h post induction relative to 6-h  
post induction. To search for E4-ORF3-regulated targets, we considered genes that show a two-fold 
or greater expression change and possess a p-value less than 0.01. 409 genes met these criteria; 289 
were up-regulated and 120 were down-regulated at 24-h post induction (Supplementary Table S1).  

To look for potential cellular processes influenced by E4-ORF3, we subjected the list of 409 genes 
to enrichment analysis. The Database for Annotation, Visualization, and Integrated Discovery 
(DAVID) was used to identify Gene Ontology (GO) terms over-represented in the list of  
E4-ORF3-regulated targets compared to a background list encompassing all genes represented on the 
microarray. GO terms associated with p-values less than 0.0001 were considered. The 409 E4-ORF3 
targets are associated with a variety of terms including cell signaling and cellular defense. This gene 
list is also enriched in terms implicating growth factor activity and suggests many targets localize to 
the plasma membrane and extracellular space (Table 1).  

As a complementary approach to E4-ORF3 target selection, expression change data from each 
array were subject to hierarchical cluster analysis with centroid linkage using Cluster3.0 [45] then 
visualized with Java TreeView [46]. Genes that cluster together in the presence of E4-ORF3 but not 
under control conditions may be coregulated by a common promoter element and/or share functional 
relevance. Two cluster analyses were carried out. Expression data from 6, 12, 18, and 24 h  
post-induction time points from Tet-E4-ORF3 replicates 1, 2, and 3 were subject to cluster analysis. 
Expression data from 6 and 24 h time points from the control, dox-only array were used in a second 
cluster analysis. Potential clusters of interest were considered on the basis of forming a distinct node 
in the associated dendrogram and contained genes that display similar expression tendencies within 
each time point. Finally, genes must not cluster in the absence of E4-ORF3 expression. As most 
genes did not display differential expression in the presence of E4-ORF3, a high proportion of genes 
did not fall into distinct, easily discernible clusters. Two clusters were initially considered: cluster 1 
contains 31 genes (Figure 2A, Supplementary Table S2) and cluster 2 contains 79 genes (Figure 2B, 
Supplementary Table S3). Both clusters consist of genes that were either down-regulated or not 
differentially expressed at 6 h post-induction but were up-regulated after 24 h of E4-ORF3 
expression. Gene expression under control conditions failed to match expression patterns seen in the 
presence of E4-ORF3. Of the 110 genes highlighted by the cluster analysis, 27 also fall into the group 
of 289 genes up-regulated at 24-h post induction relative to 6-h post induction. 
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Table 1. Enrichment analysis of E4-ORF3 target genes. 

Category Term Count % p value 

Biological process 

Cell surface receptor-linked signal transduction 59 18.97 1.01E-09 
Response to wounding 29 9.32 5.77E-08 
Inflammatory response 19 6.11 8.57E-06 

Defense response 25 8.04 4.95E-05 
Cell-cell signaling 25 8.04 6.65E-05 
Immune response 25 8.04 1.94E-04 

G protein coupled receptor signaling pathway 28 9.00 3.44E-04 
Cell migration 14 4.50 8.35E-04 

Cellular component 

Extracellular region 74 23.79 2.86E-11 
Extracellular space 36 11.58 1.42E-08 

Integral to plasma membrane 50 16.08 2.03E-08 
Intrinsic to plasma membrane 50 16.08 4.20E-08 

Extracellular region part 42 13.50 1.10E-07 
Plasma membrane part 62 19.93 1.49E-04 

Molecular function 

Growth factor activity 14 4.50 3.75E-06 
Polysaccharide binding 13 4.18 1.36E-05 

Pattern binding 13 4.18 1.36E-05 
Cytokine activity 14 4.50 2.47E-05 

Glycosoaminoglycan binding 12 3.86 2.86E-05 
Ligand-gated ion channel activity 11 3.54 6.42E-05 

Ligand-gated channel activity 11 3.54 6.42E-05 
Heparin binding 10 3.22 6.47E-05 

Carbohydrate binding 18 5.79 1.00E-04 
Gated channel activity14 16 5.14 2.71E-04 

A list of 409 E4-ORF3-regulated genes were subject to enrichment analysis using DAVID. Category  
indicates the ontology under consideration, whereas the term refers to the specific Gene Ontology (GO) 
term. Values in the count column specify the number of E4-ORF3-regulated genes that associate with each 
GO term. The % column indicates the percentage of genes associated with each GO term present in the list 
of 409 E4-ORF3-regulated genes. The P Value column lists modified Fischer Exact P-values associated 
with each enrichment event. Terms with p-values less than 0.0001 were considered. 

Expression data from E4-ORF3 or control microarray analyses were subject to hierarchical cluster 
analysis with centroid linkage. Clusters were selected for further analysis on the basis of forming a 
distinct node unique to the E4-ORF3 dendrogram and maintaining consistent expression patterns 
within each time point. Blue signal represents down-regulation, whereas yellow indicates 
up-regulation. Results of E4-ORF3 and control cluster analysis were combined in each heat map for ease  
of visualization. 
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Figure 2. Heat maps and dendrograms corresponding to cluster 1 (A) and cluster 2 (B).  

3.4. Target Gene Validation 

E4-ORF3 targets were selected for validation on the basis of displaying a consistently large  
E4-ORF3-specific change in expression in each biological replicate. Four genes were selected from 
each cluster of interest: HEY1, TLE3, SP8, and FGF9 from cluster 1 (Figure 2A, Supplementary Table S2) 
and AREG, BAMBI, PITX2, and RGS2 from cluster 2 (Figure 2B, Supplementary Table S3). Five 
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of these genes—AREG, BAMBI, RGS2, HEY1, and TLE3—were indicated as potential E4-ORF3 
targets in both analyses. 

 

Figure 3. Validation of select E4-ORF3 targets from (A) cluster 1 or (B) cluster 2 by  
RT-qPCR with relative quantification. Bars represent Log2 fold expression change in  
dox-treated Tet-E4-ORF3 or U2OS-Tet cells relative to mock treated Tet-E4-ORF3 or 
U2OS-Tet cells, normalized to GAPDH at 6 and 24 hours post-induction. Error  
bars = S.D., n = 3. 

The ability of E4-ORF3 to influence these eight genes was validated by RT-qPCR (Figure 3).  
We performed reverse transcription PCR to generate cDNA from mock, 6 h and 24 h RNA pools 
used in the microarray experiment or from a pool of RNA generated from newly induced Tet-E4-
ORF3 cells for a total of three biological replicates. To verify that the expression changes are specific 
to E4-ORF3, we also generated three sets of cDNA from mock-treated parental U2OS-Tet cells or 
U2OS-Tet cells treated with 1 g/mL dox for 6 or 24 h. These batches of cDNA served as templates 
for qPCR using primers directed against the eight genes of interest. The Pfaffl method of relative 
quantification was used to calculate changes in gene expression in the presence of dox relative to 
untreated conditions and normalized to GAPDH [51]. FGF9, HEY1, SP8, and TLE3 demonstrated 
greater than four-fold E4-ORF3-dependent expression changes by 24-h post induction, although 
FGF9 and SP8 yielded a two-fold increase in response to dox alone (Figure 3A). AREG, BAMBI, 
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PITX2, and RGS2 displayed greater than a two-fold increase in expression change specifically in the 
presence of HA-E4-ORF3 by 24-h post induction (Figure 3B).  

3.5. Linking Differential Gene Expression to E4-ORF3 Functions 

The wide array of transcriptional changes induced by E4-ORF3 has the potential to influence  
many cellular processes. Linking the differential expression of the validated genes to previously 
characterized E4-ORF3 functions may help to suggest a functional significance for these transcriptional 
changes in the context of Ad infection. To link differential expression events to E4-ORF3 function, 
we utilized a series of Ad expression vectors that express wild-type and mutant versions of E4-ORF3. 
The mutant proteins relocalize a subset of cellular proteins normally targeted by wild-type E4-ORF3 
or fail to form tracks entirely.  

The formation of nuclear tracks serves as a necessary prerequisite for the relocalization of cellular 
proteins by E4-ORF3. The ability of E4-ORF3 to induce the differential expression of target genes 
independent of track formation would suggest that E4-ORF3 does not rely on the sequestration of a 
cellular protein to influence gene expression. This could imply that E4-ORF3 regulates target genes 
directly, or that HA-E4-ORF3 over-expression induces a cellular stress response independent of  
E4-ORF3 function. E4-ORF3L103A contains a point mutation in a region necessary for protein 
oligomerization [13,14]. Although this protein folds properly, it fails to form nuclear tracks. We 
normalized infection conditions to express mutant or wild-type E4-ORF3 at a level similar to that 
produced in Tet-E4-ORF3 cells after 24 h of dox treatment (Figure 4A). Tet-E4-ORF3 cells were 
infected with HA-E4-ORF3WT or HA-E4-ORF3L103A expression viruses for 24 h. As a positive 
control, Tet-E4-ORF3 cells were treated with 1 g/mL dox for 24 h. Total cellular RNA was isolated 
from cells and subject to RT-qPCR. The resulting pool of cDNA served as template with primer pairs 
directed against the eight validated genes of interest. qPCR results were subject to the Pfaffl method 
of relative quantification [51]. The experiment was repeated a total of three times (Figure 4B). 
Whereas wild-type E4-ORF3, either expressed in Tet-E4-ORF3 cells by dox induction or by an Ad 
expression vector, facilitated the induction of the eight target genes, mutant E4-ORF3L103A failed to 
induce expression. These results demonstrate that nuclear track formation is necessary for the  
up-regulation of the eight tested E4-ORF3 target genes and supports a hypothesis that suggests that a 
cellular protein sequestration event, rather than another E4-ORF3 activity, facilitates differential 
cellular gene expression. Failure of HA-ORF3L103A to up-regulate the eight genes of interest also 
suggests that the differential expression events highlighted by the microarray study do not result from 
a general stress response induced by dox addition and the expression of an ectopic protein. 

E4-ORF3 relocalizes proteins of the MRN complex, interfering with the ability of the host cell to 
detect and repair double-strand DNA breaks. E4-ORF3D105A/L106A contains two point mutations in a 
region that forms the MRN complex binding interface. This version of E4-ORF3 forms tracks, 
sequesters PML, TRIM24, and TRIM33, but fails to relocalize the MRN complex [17,26]. To 
determine if the recruitment of the MRN complex influences the differential expression of the eight 
validated genes, we mock-infected Tet-E4-ORF3 cells or expressed HA-E4-ORF3WT and  
HA-E4-ORF3D105A/L106A by virus infection for 24 h (Figure 4A). These cells were used to generate 
total cellular RNA which served as a template for RT-qPCR, as described above. Both  
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HA-E4-ORF3WT and HA-E4-ORF3D105/L106 clearly induced an increase in all target genes (Figure 
4B). The increase in the level of induction with the HA-E4-ORF3D105A/L106A mutant protein compared 
with HA-E4-ORF3WT correlated with increased E4-ORF3 mutant protein expression (Figure 4A). 
These results suggest that the sequestration of the MRN complex is not necessary for the observed
E4-ORF3-dependent up-regulation of cellular gene expression.  

 

Figure 4. Nuclear track formation, but not sequestration of the MRN complex, is 
necessary for the up-regulation of select E4-ORF3 target genes. Cells were induced with 
doxycycline or infected with wild-type or mutant E4-ORF3-expressing Ad vectors to 
yield an equivalent amount of protein product. E4-ORF3L103A folds properly but fails to 
form nuclear tracks. E4-ORF3D105A/L106A forms tracks and relocalizes all known targets 
except the MRN complex. (A) Protein levels were verified by Western blot analysis. * 
Indicates a background band; (B) Cellular transcript levels were recorded by relative 
quantification RT-qPCR. Bars represent Log2 fold change in expression at  
24hpi + E4-ORF3, relative to mock, normalized to GAPDH. Error bars = S.D., n = 3. 
Gene expression differences in the presence of HA-ORF3-WT vs. HA-ORF3-L103A are 
statistically significant (p < 0.05) for every target except SP8 as determined by one-way 
ANOVA analysis with multiple comparisons.  

Several cellular proteins sequestered into E4-ORF3 nuclear tracks regulate cellular gene 
expression. Daxx generally represses gene regulation through chromatin remodeling although is may 
serve as a transcriptional activator in certain cases [53]. TRIM33 serves as a multifunctional 
coregulator of gene expression, influencing TGF  signaling and other pathways [38,39]. Daxx and 
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TRIM33 serve as transcriptional effectors that respond to multiple signaling pathways. To examine 
a potential link between the sequestration of Daxx and TRIM33 with the regulation of cellular gene 
expression by E4-ORF3, we generated knock-down cell lines in the Tet-E4-ORF3 cell background. 
shRNAs directed against Daxx or TRIM33, or a non-specific control, were introduced into the 
inducible E4-ORF3 cell line using retroviruses and reductions in corresponding protein levels was 
analyzed by Western blot (Figures 5A and 6A). shRNAs against Daxx and TRIM33 knocked-down 
target protein expression ~5-fold for each protein relative to shControl cells (Figures 5A and 6A).  

 

Figure 5. Loss of Daxx does not impede the up-regulation of E4-ORF3 target genes.  
(A) Pools of Tet-E4-ORF3 cells were stably infected with retrovirus that express short 
hairpin RNA directed against Daxx or a nonspecific control. 60, 30, 15, and 3 g of 
shControl lysate were loaded on a polyacrylamide gel with 30 g of shDaxx and subject 
to Western blot analysis; (B) shDaxx and shControl cells were mock-treated or 
supplemented with dox to express E4-ORF3 for 24 hours. Transcript levels were recorded 
by relative quantification RT-qPCR. Bars represent log2 fold change in expression in 
mock treated shDaxx cells, dox-induced shDaxx cells, or dox-induced shControl cells, 
relative to mock-treated shControl cells, normalized to GAPDH. Error bars = S.D.,  
n = 3. No statistically significant difference in transcript levels could be detected between 
dox-induced control cells and dox-induced shDaxx cells as determined by one-way 
ANOVA analysis with multiple comparisons. 
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Figure 6. Loss of TRIM33 does not prevent the up-regulation of E4-ORF3 target genes.  
(A) Pools of Tet-E4-ORF3 cells were stably infected with retrovirus that express short 
hairpin RNA directed against TRIM33 or a nonspecific control. 60, 30, 15, and 3 g of 
shControl lysate were loaded on a polyacrylamide gel with 30 g of shTRIM33 and 
subject to Western blot analysis; (B) shTRIM33 and shControl cells were mock-treated 
or supplemented with dox to express E4-ORF3 for 24 h. Transcript levels were recorded  
by relative quantification RT-qPCR. Bars represent log2 fold change in expression in  
mock-treated shTRIM33 cells, dox-induced shTRIM33 cells, or dox-induced shControl 
cells, relative to mock-treated shControl cells, normalized to GAPDH. Error bars = S.D.,  
n = 3. No statistically significant difference in transcript levels could be detected between 
dox-induced control cells and dox-induced shTRIM33 cells as determined by one-way 
ANOVA analysis with multiple comparisons. 

Control or knock-down cells were left untreated or treated with dox to induce HA-E4-ORF3 
expression. At 24-h post induction, total cellular RNA was isolated and used to generate cDNA to 
be used as a qPCR template. The Pfaffl method of relative quantification was used to determine the 
transcript levels of the eight genes of interest in knockdown cells relative to uninduced shControl 
cells (Figures 5B and 6B). Each experimental set was repeated a total of three times. Knockdown of 
Daxx or TRIM33 did not prevent the E4-ORF3-dependent up-regulation of any of the eight genes 
analyzed. Knockdown of Daxx alone modestly induced the expression of RGS2, FGF9, and SP8 
(Figure 5B). Knockdown of TRIM33 alone reduced AREG expression and induced SP8 and RGS2 
expression 2- to 4-fold, respectively (Figure 6B). 
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4. Discussion  

Previous studies link E4-ORF3-induced nuclear track formation to disruption of the  
interferon-mediated antiviral response, inhibition of the DNA damage response, and altered  
p53-mediated signaling [8,17,18,21,22,25]. Here, we implicate a novel role for E4-ORF3 track 
formation in the regulation of cellular gene expression. We have identified over four hundred genes 
that are differentially expressed in response to E4-ORF3 expression, and provide evidence that track 
formation is necessary for these changes to occur with eight genes that were analyzed further. These 
E4-ORF3-dependent changes in cellular gene expression appear to be independent of MRN activity 
and resistant to Daxx and TRIM33 knockdown.  

To allow for a more robust examination of potential E4-ORF3 target genes, we utilized two 
methods of microarray data analysis. First, we considered genes that displayed a two-fold or greater 
expression change at 24-h post induction relative to 6-h post induction in the presence of E4-ORF3 
relative to dox alone (Supplementary Table S1). This method highlights genes that display a high 
degree of differential expression at times that correspond to high levels of E4-ORF3 expression. As 
an alternate approach, we performed a cluster analysis (Figure 2, Supplementary Tables S2 and S3). 
Highlighting genes with similar expression patterns over the time course study, this analysis 
generates clusters of potentially coregulated genes. These two approaches select for genes using 
different criteria, yielding overlapping, but non-identical pools of target genes. We considered gene 
expression trends between 6 and 24 h post induction, as well as the absolute magnitude of differential 
expression at individual time points. We investigated all genes that met the minimal standards of 
showing a significant two-fold or greater E4-ORF3-dependent expression change. In addition, we 
considered genes displaying smaller expression changes that cluster with other potentially relevant 
E4-ORF3 targets. We believe that using two methods of data analysis allows for a more comprehensive 
identification of potential genes of interest. 

To gain a better understanding of how the E4-ORF3 target genes highlighted by the microarray 
experiment relate to Ad infection, we subjected the group of 409 E4-ORF3 target genes to gene 
ontology enrichment analysis (Table 1). Results implicate E4-ORF3 as influencing a wide variety of 
cellular processes including the regulation of cellular growth properties. Many of the  
E4-ORF3-influenced genes localize in the extracellular space or in the plasma membrane. It is 
interesting to speculate that E4-ORF3 influences genes that alter gene expression in neighboring 
cells, perhaps to prepare them to accept incoming Ad. E4-ORF3-regulated genes also fell into 
categories related to antiviral effects including inflammatory response, defense response, immune 
response, and cytokine activity. There was no obvious common transcriptional regulatory mechanism 
or pathway that relates to the regulation of these diverse genes. The fact that E4-ORF3 up-regulated 
~70% of the target genes and down-regulated the remaining ~30% of the target genes 
(Supplementary Table S1) indicates that E4-ORF3 may influence the activities of different cellular 
effectors of gene regulation. This idea is consistent with the observation that E4-ORF3 regulates gene 
expression of some genes early (6-h post induction) and other genes later (by 24-h post induction; 
Supplementary Tables S2 and S3). The latter observation also is consistent with the possibility that 
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E4-ORF3 influences primary effectors early that result in secondary events at later times after
E4-ORF3 expression. 

Interestingly, genes that encode E4-ORF3 track-associated proteins were not highlighted by the 
cluster analysis or through the selection of highly differentially expressed genes at 24-h post 
induction. PML, MRN components, TRIM24, TRIM33, Daxx, and Sp100 transcript levels remained 
consistent in the presence or absence of E4-ORF3 expression. This suggests that the cell does not 
compensate for a decrease in free protein by increasing transcription of these target genes.  

E4-ORF3 has been previously shown to inhibit p53-mediated signaling. However, we were unable 
to detect an enrichment of p53 targets in the population of E4-ORF3-influenced genes. Furthermore,  
E4-ORF3 did not alter p53 stability or phosphorylation status in Tet-E4-ORF3 cells (data not shown). 
Stressors including DNA damage, oncogenes, and the Ad E1A protein trigger the activation of  
p53-mediated signaling [54,55]. P53 likely remains repressed in Tet-E4-ORF3 cells in the absence 
of these stressors. This may prevent E4-ORF3 from further down-regulating p53-mediated signaling.  

Eight genes were validated by RT-qPCR: HEY1, TLE3, SP8, and FGF9 were selected from cluster 
1, and AREG, BAMBI, RGS2, and PITX2 were selected from cluster 2 (Figure 2, Supplementary 
Tables S2 and S3). These targets were selected on the basis of showing a large E4-ORF3-dependent 
change in expression. Furthermore, these genes of interest correspond to high quality probes on the 
microarray; displaying high levels of fluorescence relative to background, as well as pixel correlation 
values approaching one. These genes serve as readout of E4-ORF3-influenced transcriptional 
regulation. Identifying factors that impact the up-regulation of these genes helps to elucidate how
E4-ORF3 may be influencing transcription. 

Comparison of transcript levels after the introduction of wild-type or mutant E4-ORF3-expressing 
Ad vectors revealed that differential expression of the eight validated genes relied on E4-ORF3 
nuclear track formation but was independent of the MRN complex. Mutant E4-ORF3L103A folds 
properly but fails to form nuclear tracks [14]. Failure of this mutant protein to up-regulate target gene 
expression suggests that the differential expression changes highlighted by the microarray 
experiment do not result from a stress response induced by an ectopic protein, but likely relies on the 
sequestration of a cellular protein. Mutant E4-ORF3D105A/L106A targets PML, TRIM24, and TRIM33 
for track localization, but fails to sequester the MRN complex [17,26]. Like wild-type E4-ORF3, this 
mutant protein induced the up-regulation of select target genes. These results indicate that 
sequestration of the MRN complex does not influence expression of the tested genes, suggesting they 
function independent of the DNA damage response. To explore the requirement for the track 
localization of Daxx and TRIM33 on E4-ORF3 transcriptional regulation, we knocked down these 
proteins in Tet-E4-ORF3 cells. Neither reduction in Daxx nor TRIM33 protein levels prevented the 
E4-ORF3-dependent up-regulation of any of the eight validated genes. Interestingly, knockdown of 
Daxx alone modestly induced the expression of RGS2, FGF9, and SP8 (Figure 5B). Knockdown of 
TRIM33 alone reduced AREG expression and induced SP8 and RGS2 expression 2- to 4-fold, 
respectively (Figure 6B). TRIM33 and Daxx both have transcriptional repressor properties. It is 
interesting to speculate that Daxx and TRIM33 contribute to the down-regulation of RGS2, FGF9 and 
SP8 under normal cellular conditions. Sequestration into E4-ORF3 tracks could inhibit this 
transcriptional repression. Multiple E4-ORF3 track proteins may influence an overlapping pool of 
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target genes. The simultaneous knockdown of multiple cellular effectors may have a greater influence 
on transcription than what was observed through knocking down of individual factors.  

5. Conclusions 

We conclude that the Ad E4-ORF3 protein influences the expression of a wide range of cellular 
genes involved in different cellular functions. E4-ORF3-induced nuclear track formation is necessary 
to induce these expression changes. The observed expression changes may be independent of Daxx 
and TRIM33 suggesting that an additional factor(s) may be responsible. The ability of E4-ORF3 to 
manipulate cellular gene expression through the sequestration of cellular proteins implicates a novel 
role for E4-ORF3 in transcriptional regulation. 
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Role of Host MicroRNAs in Kaposi’s Sarcoma-Associated 
Herpesvirus Pathogenesis 

Zhiqiang Qin, Francesca Peruzzi, Krzysztof Reiss and Lu Dai 

Abstract: MicroRNAs (miRNAs) are small non-coding RNA species that can bind to  
both untranslated and coding regions of target mRNAs, causing their degradation or  
post-transcriptional modification. Currently, over 2500 miRNAs have been identified in the human 
genome. Burgeoning evidence suggests that dysregulation of human miRNAs can play a role in the 
pathogenesis of a variety of diseases, including cancer. In contrast, only a small subset of human 
miRNAs has been functionally validated in the pathogenesis of oncogenic viruses, in particular, 
Kaposi’s sarcoma-associated herpesvirus (KSHV). KSHV is the etiologic agent of several human 
cancers, such as primary effusion lymphoma (PEL) and Kaposi’s sarcoma (KS), which are mostly 
seen in acquired immune deficiency syndrome (AIDS) patients or other immuno-suppressed 
subpopulation. This review summarizes recent literature outlining mechanisms for KSHV/viral 
proteins regulation of cellular miRNAs contributing to viral pathogenesis, as well as recent findings 
about the unique signature of miRNAs induced by KSHV infection or KSHV-related malignancies. 

Reprinted from Viruses. Cite as: Qin, Z.; Peruzzi, F.; Reiss, K.; Dai, L. Role of Host MicroRNAs in 
Kaposi’s Sarcoma-Associated Herpesvirus Pathogenesis. Viruses 2014, 6, 4571-4580. 

1. Introduction 

MicroRNAs (miRNAs) are small (~19–24 nucleotides in length), non-coding RNAs that bind to 
both, untranslated and coding regions of target mRNAs, causing their degradation or  
post-transcriptional modification. The biogenesis of miRNAs begins in the nucleus where RNA 
polymerase II generates primary miRNA (pri-miRNAs) transcripts, which are subsequently 
processed by the RNase III enzyme Drosha, generating precursor miRNAs (pre-miRNAs).  
Pre-miRNAs are transported from the nucleus to the cytoplasm where they are cleaved by the 
cytoplasmic RNase III enzyme, Dicer, generating mature miRNAs, which are incorporated into the 
RNA-induced silencing complex (RISC) [1,2]. Published literature has demonstrated that miRNAs 
regulate a variety of physiological and pathological processes in the cell, such as cell proliferation, 
apoptosis, differentiation, development, mobility, invasiveness, and angiogenesis [3]. 

miRNAs are encoded by many different organisms including viruses, in which miRNA 
sequences and functions are often different from human miRNAs [4]. For example, several 
oncogenic herpesviruses have been found encoding multiple miRNAs in their genomes, such as 
Kaposi’s sarcoma-associated herpesvirus (KSHV), which is the etiologic agent of human cancers 
including multicentric Castleman’s disease (MCD), primary effusion lymphoma (PEL), and 
Kaposi’s sarcoma (KS) [5–7]. Thus far, 12 KSHV pre-miRNAs (miR-K12-1~miR-K12-12), 
encoding 18 mature miRNAs, have been identified within the viral genome [8,9]. These miRNAs 
are located in the KSHV latency-associated region (KLAR), together with several KSHV-encoded 
latent proteins, which are critical for maintenance of the viral episome and for KSHV-mediated 
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oncogenesis. In fact, most of these KSHV-miRNAs are expressed in different KSHV-infected host 
cells and/or KSHV-related tumor tissues, and play important roles in viral pathogenesis and 
tumorigenesis, which have been comprehensively reviewed by us and others before [10–13]. 
Interestingly, several KSHV-miRNAs, including miR-K12-11, miR-K12-10a and miR-K12-3, can 
act as viral analogs of the human cellular miRNAs miR-155, miR-142-3p and miR-23, 
respectively. As a result of such homology in the seeding sequence, cellular and viral miRNAs can 
share the repertoire of targeted genes [14–17]. In contrast to the well-defined KSHV-miRNAs, we 
know little about how human miRNAs can be regulated by KSHV/viral proteins and functionally 
involved in viral pathogenesis and tumorigenesis. The current review will summarize recent 
findings regarding the regulatory function of human miRNAs contributing to the pathogenesis of 
KSHV-infected host cells and KSHV-related malignancies. 

2. Human miRNAs and KSHV-Induced Cell Mobility and Angiogenesis 

Acquisition of a migratory or invasive phenotype represents one of the hallmarks of KSHV-
infected endothelial cells, with implications for both, viral dissemination and angiogenesis within KS  
lesions [18,19]. Moreover, KS is characterized by the proliferation of infected spindle cells of 
vascular and lymphatic endothelial origin, accompanied by intense angiogenesis with erythrocyte 
extravasation and inflammatory infiltration [20,21]. Recent reports provide the solid evidence that 
cellular miRNAs are involved in KSHV-induced cell mobility and angiogenesis. Tsai and 
colleagues reported that KSHV-encoded K15 protein, minor form (K15M), can induce cell 
migration and invasion, potentially through upregulation of cellular miR-21 and miR-31 via its 
conserved Src-Homology 2 (SH2)-binding motif [22]. In contrast, knocking down both miR-21 and 
miR-31 inhibited K15M-mediated cell motility, which indicated that targeting K15 or its 
downstream-regulated microRNAs may represent novel therapies for treatment of KSHV-associated 
neoplasia [22]. Upregulation of miR-31 by KSHV was further confirmed in virally infected 
lymphatic endothelial cells (LECs), in which depletion of miR-31 reduced cell mobility [23]. One 
of the mechanisms identified for the miR-31 mediated increasing cell motility was through direct 
repression of a novel tumor suppressor and inhibitor of migration, FAT4; moreover, a reduction of 
FAT4 enhanced EC mobility [23]. Through the analysis of miRNAs microarray data, the  
miR-221/miR-222 cluster was found significantly downregulated in KSHV-infected LECs and 
resulted in an increase of EC migration, potentially through KSHV-encoded latency-associated 
nuclear antigen (LANA) and Kaposin B proteins [23]. Further experimental data confirmed that the 
transcription factors, ETS2 and ETS1, were the downstream targets of miR-221 and miR-222, 
respectively, and overexpression of ETS1 or ETS2 alone was sufficient to induce EC migration [23]. 
In addition to these factors, KSHV can also downregulate miR-30b and miR-30c, whereas increasing 
the expression of their direct target, Delta-like 4 (DLL4), a functional protein in vascular development 
and angiogenesis [24], can induce KSHV-mediated LECs angiogenesis [25]. Interestingly, these 
miRNAs (miR-21, miR-31, miR-221/222, miR-30) can act as either “oncogenes” or  
“tumor-suppressor genes” in a variety of cancers in which they can regulate tumor cell proliferation, 
apoptosis, invasion, angiogenesis, metastasis and other important cellular functions [26–30], indicating 
functional relevance of these regulatory miRNAs in virus-related malignancies. 
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3. Human miRNAs and KSHV Lifecycle/Replication 

KSHV lifecycle involves two distinct phases: latent and lytic. During latent infection, which 
represents the predominant phase in the majority of infected cells, only a limited number of viral 
genes are expressed. Exposure to a variety of stimuli induces lytic replication, resulting in virion 
assembly and release of infectious viral particles [31]. Maintenance of latent KSHV infection, 
coordinated with lytic reactivation within a small subset of infected cells, is critical for promotion 
of KSHV persistence and dissemination. Several published studies have demonstrated a role for 
specific KSHV-miRNAs in maintaining viral latency through either direct targeting of the viral 
lytic reactivation activator, Rta (ORF50) [32,33], or via indirect mechanisms including targeting 
host factors such as I B , nuclear factor I/B (NFIB), Rbl2, BCLAF1, and IKK  [34–38]. In 
contrast, little is known about the role of human miRNAs regulating “latent to lytic” switch in 
KSHV lifecycle. Recent miRNA profiling studies indicated that ectopic expression of HIV-encoded 
Nef protein can suppress the expression of KSHV lytic proteins and the production of infectious 
viral particles, potentially through regulation of cellular miRNAs [39]. Indeed, at least five of the 
99 miRNAs upregulated by Nef (miR-557, miR-766, miR-1227, miR-1258, and miR-1301) had 
putative binding sites in the 3’ UTR of viral lytic reactivation activator, Rta [39]. Further data 
confirmed that ectopic expression of miR-1258 impaired RTA synthesis and enhanced Nef-
mediated inhibition of KSHV replication [39]. Based on the complex mechanisms (direct and 
indirect) for KSHV lytic reactivation mentioned above, it is reasonable to conceive that there 
should be even more cellular miRNAs involved in the regulation of KSHV lifecycle  
and replication. 

4. Human miRNAs and KSHV-Induced Cytokine Response and Immune Recognition 

KSHV infection can induce a variety of pro-migratory, pro-angiogenic and pro-inflammatory 
cytokines and chemokines to promote viral pathogenesis and survival of the infected cells [21]. 
Moreover, to establish a life-long persistent infection, KSHV has evolved a complex mechanism by 
which unique viral proteins antagonize host innate and adaptive immunity [40]. For example, 
KHSV infection and ectopic expression of KSHV-encoded viral FLICE inhibitory protein (vFLIP) 
suppressed the expression of one chemokine receptor, CXCR4 [41]. Suppression of CXCR4 by 
KSHV and vFLIP was associated with the upregulation of cellular miR-146a expression, a miRNA 
that is known to bind to the 3’UTR of CXCR4 mRNA. Further data confirmed that upregulation of 
miR-146a required vFLIP-induced NF- B activities, because vFLIP NF- B-defective mutant lost 
such ability. For clinical relevance, downregulation of CXCR4 accompanied by increased 
expression of miR-146a has been found in the KS tissues derived from patients, and it could 
contribute to KS development by promoting premature release of KSHV-infected endothelial 
progenitors into the circulation [41]. 

KSHV encodes a viral interleukin 6 (vIL-6) that mimics many functions of human IL-6 (hIL-6), 
since they can both stimulate the proliferation of tumors caused by KSHV and play a role in the 
inflammatory cytokine syndrome associated with HIV and KSHV co-infection [42–45]. Kang and 
colleagues recently identified a direct repression of vIL6 by cellular miR-1293 and hIL6 by  
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miR-608 through binding sites in their ORF sequences [46]. More importantly, miR-1293 is 
primarily expressed in the germinal center, but is not present in the mantle zone of human lymph 
nodes where the expression of vIL6 is often found in patients with KSHV-associated MCD [46]. 
Interestingly, the KSHV-encoded ORF57 protein appeared to compete with miR-1293 and/or  
miR-608 for the same binding site in the vIL-6 and/or hIL-6 RNAs, thereby preventing vIL-6 
and/or hIL-6 RNA degradation from association with the miR-1293/miR-608-specified RISC [47]. 
These data have demonstrated that KSHV has evolved a “smart strategy” by using viral proteins 
against host miRNAs regulation to its own advantage, including mechanisms that would allow 
survival of infected cells and promote virus-associated malignancies. 

In addition, Lagos et al. reported two groups of cellular miRNAs induced during primary KSHV 
infection of LECs: the “early” group reached its peak of expression at six hours post-infection, and 
included miR-146a, miR-31 and miR-132; the “late” group, which included miR-193a and Let-7i, 
steadily increased its expression during the next 72 hours [48]. One of the lately expressed miRNAs, 
the highly upregulated miR-132, has been shown to negatively affect the expression of  
interferon-stimulated genes through suppression of the p300 transcriptional co-activator, facilitating 
viral gene expression and replication [48]. These data clearly indicate that this oncogenic virus can 
use host miRNAs to regulate antiviral innate immunity to promote survival of the infected cells. 
Interestingly, a similar induction of functional miR-132 was also observed during infection of 
monocytes with herpes simplex virus-1 (HSV-1) and cytomegalovirus (CMV) [48], which 
indicated that this kind of miRNA-mediated antiviral immune response could be triggered by 
several viruses. 

5. Human miRNAs Profile in KSHV-Related Malignancies 

miRNA microarray combined with bioinformatics analysis represents a powerful tool to 
understand miRNA global profile unique to certain cancer cells/tissues when compared with 
normal controls. Recent studies using different miRNA microarray have gained insight into the 
cellular miRNAs profile altered in KSHV-related malignancies including KS and PEL. Wu et al. 
performed a miRNA profiling by analyzing six paired KS and matched adjacent healthy tissues using 
the miRCURYTM LNA Array (v.18.0) (Exiqon, Woburn, MA, USA) which contains 3100 capture 
probes, covering all human, mouse, and rat miRNAs annotated in miRBase 18.0, as well as all viral 
microRNAs related to these species [49]. They identified 170 differentially expressed miRNAs (69 
upregulated and 101 downregulated) in KS versus adjacent healthy tissues. Among them, the most 
significantly upregulated human miRNAs included miR-126-3p, miR-199a-3p, and miR-16-5p, 
while the most significantly downregulated miRNAs included miR-125b-1-3p and miR-1183. Of 
those, miR-125b-1-3p and miR-16-5p had statistically significant associations with KSHV and HIV 
infections in KS. Catrina Ene and colleagues performed miRNA microarray analysis of 17 KS 
specimens and three normal skin specimens as controls, using the miRNA Microarray Kit V2 
platform which contains 723 human and 76 human viral miRNAs from the Sanger database v.10.1 
(Agilent Technologies, Santa Clara, CA, USA) [50]. They detected 185 differentially expressed 
miRNAs in KS versus normal skin; of those, 76 were upregulated and 109 were downregulated. 
The most significantly upregulated human miRNAs were miR-513a-3p, miR-298, and miR-206; 
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whereas miR-99a, miR-200 family, miR-199b-5p, miR-100, and miR-335 were the most 
significantly downregulated miRNAs. We assume that the differential signature of miRNAs found 
in KS samples from these two studies is probably caused by the different patient race, geography 
area (the first study was conducted in Asia and the second was in Europe), miRNA microarray 
platforms and data analysis methods. Although informative, perhaps larger and more systematic 
studies should be designed to find a definitive miRNA signature that could distinguish those 
different KS subtypes, including classic KS, endemic KS, iatrogenic KS, and epidemic KS  
(AIDS-KS) [21]. 

In another KSHV-caused malignancy, PEL, O’Hara et al. identified 68 PEL-specific miRNAs 
by using a TaqMan-based miRNA array [51]. Interestingly, some tumor suppressor miRNAs, 
including miR-221/222 and let-7 family members, were found significantly downregulated in 
KSHV-related malignancies, such as PEL and KS [52]. Therefore, downregulation of these tumor 
suppressor miRNAs may represent an alternative mechanism of KSHV-mediated transformation. 

In addition to intracellular miRNAs, circulating miRNAs such as those found in exosomes, have 
emerged as powerful diagnostic tools and may act as minimally invasive, stable biomarkers. 
Transfer of tumor-derived exosomal miRNAs to surrounding cells may represent an important form 
of cellular communication [53–55]. Recently, Chugh and colleagues measured the host circulating 
miRNAs in plasma, pleural fluid or serum from patients with KS or PEL and from two mouse 
models of KS [56]. They found that many host miRNAs in particular the members of miR-17-92 
cluster, were detectable within patient exosomes and circulating miRNA profiles from KSHV 
mouse models. Moreover, a subset of miRNAs including miR-19a, miR-21, miR-27a, miR-130, 
and miR-146a, seemed to be preferentially incorporated into exosomes, suggesting their potential 
use as biomarkers for KSHV-associated diseases [56]. In addition to circulating miRNAs and 
exosomes, more than 100 cellular miRNAs and abundant U2 small nuclear RNAs  
(snRNA)-derived unusual small RNAs (usRNAs) were detected in KSHV virions using the  
deep-sequencing technology [57]. Similarly, some miRNAs including miR-143, miR-23a,  
miR-130b, miR-451, and miR-185, were found preferentially packaged into KSHV virions when 
compared with intracellular miRNAs profile in KSHV-infected cells [57]. Taken together, these 
recent findings indicate that KSHV-related malignancies have a unique signature, not only for 
intracellular miRNAs, but also extracellular miRNAs (circulating and virion-packed miRNAs), 
although the underlying mechanisms and individual miRNA-mediated functions remain largely 
unknown within these malignancies. 

6. Concluding Remarks 

Until now, over 2500 human miRNAs have been identified and the list is still growing based on 
the miRBase database [58]. However, only a very small subset of human miRNAs as “tip of the 
iceberg” has been functionally validated in KSHV-infected cells or KSHV-related malignancies 
(summarized in Table 1). In fact, recent array-based data have indicated that either KSHV infection 
or KSHV-related malignancies can induce the unique signature of human intracellular and 
extracellular miRNAs [49–52,56,57], suggesting that more host miRNAs are likely involved in the 
regulation of KSHV pathogenesis. Functional validation of these human miRNAs and their 
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respective target genes in future investigations will eventually help to better understand this  
virus-host interaction network and provide the framework for the development of more effective 
strategies targeting host miRNAs-mediated regulatory network against KSHV-related diseases. 

Table 1. Overview of human miRNAs regulated by KSHV/viral proteins. 

Human miRNAs Validated Targets 
Regulated by  
Viral Proteins 

Functions References 

miR-21 - K15M Cell mobility [22] 
miR-31 FAT4 K15M Cell mobility [22,23] 

miR-221/222 ETS2/ETS1 LANA and Kaposin B Cell migration [23] 
miR-30b/c  DLL4 - Angiogenesis [25] 

miR-557/766/1227/1258/1301 RTA - Viral replication [39] 
miR-146a  CXCR4 vFLIP Immune response [41] 
miR-1293 vIL-6 ORF57 Immune response [46,47] 
miR-608 hIL-6 ORF57 Immune response [46,47] 
miR-132 p300 - Immune escape [48] 
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