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Analysis,Preface to ”Multilevel Converters: 
Modulation, Topologies, and Applications”

Multilevel inverters (MLIs) have been widely used for medium- and high-voltage power

applications in the recent decades, mainly for grid-connected applications to interface with renewable

energy sources. Compared to basic two-level inverters, MLIs offer many advantages, such as

reduced voltage rating of power switches, reduced voltage and current harmonic distortion, reduced

electromagnetic interference, as well as flexibility and modularity.

MLIs became a standard for applications such as in medium voltage drives and HVDC

grids, and are promising for lower voltage applications such as in battery chargers, active filters,

static compensators, dynamic voltage restorers, rectifiers, grid-tied inverters, and many more.

Increased efficiency and reduced harmonic distortion are beneficial for photovoltaic systems and

uninterruptible power supplies. The introduction of multilevel topologies has shifted the power

converter design paradigm, including control and modulation strategies, component selection and

requirements, reliability aspects, amongst others. While relatively low-power applications employ

high-frequency PWM, for high-voltage/current applications, the switching frequency of the power

semiconductors is limited to few kHz by switching loss considerations, and the use of multilevel

converters becomes mandatory.

Gabriele Grandi, Alex Ruderman

Special Issue Editors

xi
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A Full-bridge Director Switches based Multilevel
Converter with DC Fault Blocking Capability
and Its Predictive Control Strategy

Jin Zhu, Tongzhen Wei *, Qunhai Huo and Jingyuan Yin
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Abstract: Voltage source converter-based high-voltage direct current transmission system
(VSC-HVDC) technology has been widely used. However, traditional half-bridge sub module
(HBSM)-based module multilevel converter (MMC) cannot block a DC fault current. This paper
proposes that a full-bridge director switches based multi-level converter can offer features such as DC
side fault blocking capability and is more compact and lower cost than other existing MMC topologies.
A suitable predictive control strategy is proposed to minimize the error of the output AC current
and the capacitor voltage of the sub-module while the director switches are operated in low-frequency
mode. The validity of the proposed topology and control method is demonstrated based on simulation
and experimental studies.

Keywords: multilevel converter; DC side fault blocking; predictive control

1. Introduction

The modular multilevel converter (MMC) has been accepted as a suitable solution for high-voltage
and high-power application fields due to several inherent features [1–8]. However, blocking the DC
fault current becomes a difficult problem because the anti-parallel diodes are still conducting after
the insulated-gate bipolar transistors (IGBTs) of HBSM are turned off [9].

To solve this problem, recent research has highlighted a number of interesting converter
topologies which combine the features of the multilevel output AC voltage waveform and DC
fault blocking capacity [9–22]. Full-bridge sub-module (FBSM) based MMC (F-MMC) is a basic
configuration with DC fault current blocking capacity [10,11]. However, the DC fault current blocking
capability comes at a cost of nearly doubling power losses and number of semiconductor devices.
Some other type of sub-module is proposed instead of FBSM to make a further optimization in
reducing the number of IGBTs, such as a clamp double sub-module (CDSM) proposed in [14,15]
and a three-level cross-connected sub-module (TCSM) proposed in [16]. Several hybrid MMC
topologies are also proposed, based on HBSM and those various types of sub-module [9,12,13,16–19,23],
for further reducing the cost and loss on the premise of having the DC fault blocking capacity,
such as hybrid MMC based on CDSM and HBSM (CH-MMC). However, there are still some drawbacks,
for example, as they are composed of a large number of sub-modules, the system needs to be more
complicated and the converter station bulkier.

The alternate-arm multilevel converter (AAMC) based on the hybrid topology of HBSM
and director switches is proposed in [20–22]. The AAMC further improves the traditional MMC
topology by cutting the number of sub-modules, reducing DC bus voltage, and gaining the ability
to block DC fault currents [22]. However, some features still have the possibility for further
optimization, such as the size and cost of the overall system. One of the main technical challenges

Energies 2019, 12, 91; doi:10.3390/en12010091 www.mdpi.com/journal/energies1
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associated with the control of such a director switches based multilevel converter is to simultaneously
keep the capacitor voltages balanced and provide good output current tracking performance,
while the director switches keep switching in low frequency.

In order to further optimize the size and cost of the voltage source converter-based high-voltage
direct current transmission system (VSC-HVDC) converter with the blocking ability of DC faults,
this paper proposes a full bridge director switches based alternate-arm multi-level converter (FA-MMC)
and a corresponding control strategy:

1. The size and cost of the overall system can be significantly reduced by reducing the number of
SM capacitors, IGBTs, and other related devices. In addition, an FA-MMC retains the ability to
block DC-side faults since it uses H-bridge SMs as the AAMC.

2. Similar to AAMC, a systematic multi-objective control method is needed for this kind of topology
to minimize the error of output AC current and the capacitor voltage of the sub-module
while the director switches are operated in low-frequency mode. A suitable predictive control
strategy for this kind of topology is presented in this paper to achieve the flexibility to include
the previously mentioned multiple system requirements.

2. Proposed Topology

2.1. Structure and Basic Operation

The basic circuit configuration of full-bridge director switches based modular multi-Level
converter (FA-MMC) proposed in this paper is shown in Figure 1b. The proposed topology consists of
a stack of H-bridge SMs and four director switches (S1–S4) made of series IGBTs or IGCTs. The ability
of DC-side fault blocking is still retained since the H-bridge SMs structure is the same as the AAMC.

t

Vupper

Upper stack of 
H-bridge cells

Cell

Cell

Buffer inductor

Director switch

-Vdc/2

Vac

t

Cell

Cell

t

Vlower

Vdc/2

O
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N  
(a) 

U

S1 S2

S3 S4

Stack of 
H-bridge cells
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Buffer inductor

R Ls
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A C

B

VciC SiVci

DC

t

V
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N

P

M t

acV

 
(b) 

Figure 1. Schematic representation of the two topologies: (a) alternate-arm multilevel
converter (AAMC); (b) full bridge director switches based alternate-arm multi-level converter
(FA-MMC).

The voltage of the director switches (Udirector in Figure 1b) is equal to the DC voltage
(UDC in Figure 2) plus the voltage produced by the stack of H-bridge SMs which can be considered
as only one controllable voltage source. Therefore, the voltage of director switches can be adjusted
flexibly so that the switching of S1–S4 can switch at near to zero voltage. The ideal voltage waveform
is shown in Figure 2a.

2
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(a) (b) 

Figure 2. The voltage waveform and state of S1–S4: (a) without energy balance mode; (b) with energy
balance mode.

The working cycle of S1–S4 is synchronized with the output AC voltage. S1 and S4 are conducting
and S2 and S3 are turned off while the output AC voltage (Uac in Figure 1b is in its positive half-cycle,
in contrast, S2 and S3 are conducting and S1 and S4 are turned off while the output AC voltage is
in its negative half-cycle. This ensures that the four director switches can switch at low-frequency
and at the point of zero-voltage-crossing as shown in Figure 2a. These features lead to low switching
losses, and low demand for dynamic voltage sharing at the switching instant of the series switches,
so that the system design has been simplified.

2.2. Energy Balance

When the AC current flows through the stack of H-bridge sub module. In order to ensure
the continuous operation of the system, the energy balance of the stack of H-bridges should be
guaranteed. The amount of energy transferred from the AC side (EAC) and going to the DC side (EDC)
should be equal over half the fundamental period and is given as

EAC =
3
2

∧
VAC

∧
I AC

ω
π cos(ϕ), (1)

EDC =
6UDC

∧
I AC

ω
cos(ϕ), (2)

For EAC to equal EDC, the relationship between the DC voltage magnitudes and AC voltage
magnitudes mentioned in Equations (1) and (2) can be given as

UDC =
π

4

∧
VAC, (3)

However, since the converters can’t operate in the perfect given by Equation (3), an energy
balancing strategy should be used.

Reference [22] presented two methods to achieve energy balance for AAMCs that can also be
used in this topology: Overlap current and third harmonic current injection. In this paper the overlap
current method is used to extend the period when the current directed from S1 and S4 to S2 and S3

is extended and S1–S4 are all conducting. The overlap current is used to exchange power between

3
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the sub module capacitors and the DC bus. The load current is only slightly affected, since the overlap
time is very short and the inductance can smooth the change in current. Considering its effect on
the grid current, the overlap time is determined to be less than 0.8 ms.

3. Predictive Control Strategy

The control strategy of the proposed topology requires minimizing the error of the output current
and DC voltage in each sub module, and, meanwhile, the director switches switching should be
operated in low-frequency and zero-voltage switching mode.

3.1. Dynamic Modeling

Based on Figure 2, the governing equations of the single-phase FA-MMC can be shown as follows:

UDC − VPB − Lb
dib
dt

= VMN (4)

VAC = Ls
dis

dt
+ Ris (5)

VAC = SdVMN (6)

As presented in Section 2, the value of Lb is small and the voltage on it can be ignored; S1–S4 have

five switching state combinations depending on a switching function Sd as shown in Table 1.

Table 1. Switching states of director switches.

Mode Sd S1 S2 S3 S4 Output Voltage (VAC)

Basic Operating Mode 1 ON OFF OFF ON VMN
−1 OFF ON ON OFF −VMN

Energy Balancing Mode
0 ON ON ON ON 0
0 ON ON OFF OFF 0
0 OFF OFF ON ON 0

The output voltage of each H-bridge sub module is equal to Vci (capacitor voltage of the ith sub
module (i = 1, 2, · · · , n)), −Vci, or zero, depending on the switching states, and depends on a switching
function Si

Si =

⎧⎪⎨⎪⎩
1
0
−1

(i = 1, 2, . . . , n). (7)

The relationship between Vci and UDC is formalized as

n

∑
i=1

Vci ≈ UDC (8)

Based on Equation (16) and the basic principle, VPB is formalized as

n

∑
i=1

SiVci = VPB (9)

The dynamic capacitor voltage of the cells of the H-bridge sub module in Figure 1b is formalized as

Siib = C
dVci
dt

(10)

4
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The relationship of currents is and ib in Figure 1b, which was also indicated by the switching
function Sd according to Table 1, is expressed as

ib = Sdis (Sd = 1 or − 1) (11a)

L
dib
dt

= UDC −
n

∑
i=1

SiVci (Sd = 0) (11b)

The switching states of director switches operate in an energy balancing mode, as mentioned
in Table 1. As discussed previously, the current ib flows through the stack of H-bridge sub modules,
buffer inductor, and director switch to the DC side, charging or discharging the capacitor of
the H-bridge sub modules.

Only considering the basic operating mode, substituting Equations (5), (6), (9), and (11a) into (4),
a dynamic model of the single-phase proposed topology in basic operating mode can be expressed as

Sd(UDC −
n

∑
i=0

SiVci − SdLb
dis

dt
) = Ls

dis

dt
+ Ris (12)

where Sd = 1 or −1. Equation (12) can be simplified as

L
dis

dt
= Sd(UDC −

n

∑
i=0

SiVci)− Ris (13)

where L = Lb + Ls.

3.2. Proposed Predictive Control

The predictive control strategy is proposed in this section based on the dynamic model of
the FA-MMC presented above, the three primary targets of the predictive control strategy is achieved
as follows:

3.2.1. AC-Side Current Control

Assuming a sampling period of Ts, a discrete-time model of the FA-MMC AC-side current in
basic operating mode based on Equation (3) is calculated by

L
Ts

(is(k + 1)− is(k)) = Sd(k)(UDC(k)−
n

∑
i=0

Si(k)Vci(k))− Ris(k) (14)

the value of Sd could be assumed as a constant value during a short sampling period of Ts. is(k) is
the actual AC current at time k and is(k + 1) is the predicted AC current at time k + 1, UDC(k) can be
considered as a constant value if the DC side voltage is controlled. Finally, Vci(k) is the capacitor
voltage of the sub module i at time k.

To reduce the error between the predicted current and the reference current, a cost function
associated with the current error is defined as

Ji =
∣∣∣isre f (k + 1)− is(k + 1)

∣∣∣ (15)

where isref is the reference current and is(k + 1) is the predicted current obtained from Equation (14).
Ideally, Ji will be equal to its minimum value of (Jmin = 0 in Figure 4) if the AC-side current is
controlled well.

5
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3.2.2. Capacitor Voltage Balancing

Based on Equations (10) and (11), Vci (k + 1) can be deduced as

Vci(k + 1) = Vci(k) +
Si(k)Sd(k)is(k)

C
Ts (16)

where Vci(k) can be measured in real time. Another cost function for balancing the capacitor voltage of

sub modules is given as

Jvc =
n

∑
i=1

∣∣∣Vci(k + 1)− Vcire f (k + 1)
∣∣∣ (17)

where Vciref(k + 1) is the reference DC capacitor voltage of sub module i (with i between 1 and n),

which can be equal to the average voltage of all cells (given as

n
∑

i=1
Vci(k+1)

n ), and Vci(k + 1) is a predicted
value, which can be obtained from Equation (16).

Consequently, by adding the above cost function together a combined cost function,
which can simultaneously achieve the two main control objectives mentioned above is given
as the linear combination

Jall = α Ji + β Jvc (18)

where α and β are weighing factors, α is adjusted based on the cost contribution allocated to the error of
AC-Side current, and β is adjusted based on the cost contribution allocated to the voltage deviations of
sub module capacitors. The empirical method to determine the value of cost function is presented in [24].

Within each sampling and computing period Ts, the combined cost function Jall is re-calculated,
and the best switching indicated to the minimum value for Equation (18) will be adopted for the current
control cycle.

3.2.3. Director Switch Control

As presented in Figure 2a in Section 2.1, the state of director switches S1–S4 at the next step should
depend on the value of VAC. According to Equation (5), the necessary value of VAC at the current step
can be expressed as

VAC(k + 1) = Risre f (k + 1) +
Ls

Ts
(isre f (k + 1)− is(k)) (19)

However, the fluctuation of VAC(k + 1) due to differences between isref(k + 1) and is(k) during zero
voltage crossings will lead to high frequency repeated switching of S1–S4, resulting in an increase of
switching losses.

Therefore, a director switch control strategy should be taken considering the need to

1. Add the energy-balancing mode (Sd = 0 in Table 1) in to achieve energy balancing of the stack of
H-bridge by exchanging power with DC bus.

2. Avoid repeated switching of the director switches.

Replacing is(k) by isref(k), the necessary value of VAC at the current step can be expressed as

VACre f (k + 1) = Risre f (k + 1) +
L
Ts

(isre f (k + 1)− isre f (k)) (20)

where isref(k) is the reference value of the current of the current step. Voltage VACref(k + 1), obtained by
Equation (20), is a standard sine wave, which can avoid the fluctuation of VAC(k + 1) due to differences
between isref(k + 1) and is(k) during zero voltage crossings. Finally, the implementation procedure
of the proposed director switch control strategy is summarized in Part I of Figure 4. The schematic
diagram of the control system is shown in Figure 3.

6
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Predictive 
control 

algorithm

1-ph 
FA-MMC

Si

Sd

UDC/n
isref

Vciref

Vci(i=1,2 n)

is

is

Vci(i=1,2 n)

Figure 3. Schematic diagram of the control system.

Figure 4. Block diagram of the predictive control strategy

4. Simulation Results

This section evaluates the performance of the proposed FA-MMC and control method with
a simulation. The simulation parameters are given in Table 2.

7
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Table 2. Parameters of the study system of Figure 1b.

DC voltage UDC 3000 V
Submodule capacitor C 3300 μF

Load inductance Ls 3 mH
Buffer inductors Lb 0.1 mH
Load inductance R 6
Sampling period Ts 100 μs

Nominal frequencies f 50 Hz
No. of cell in the stack of H-bridge cells 2

4.1. Operating Performance under a Steady-State Condition

Figure 5 shows the voltage of the stack of H-bridges cells, the voltage across the director switches
S1–S4, and the AC output voltage while the load current tracks the reference in steady-state operation.
The simulation results are consistent with the working principle of the topology described in Figure 1b
of Section 2. The voltage waveforms appear staircased because there are only two cells, while they
would more closely resemble a sine curve with an increase in the number of cells. Figure 6 shows
that the capacitor voltages in the two cells are averaged well and mostly under the control of MPC in
basic operating mode. Further, they get closer to the given value UDC/ncell_FA in energy-balancing mode.

Figure 7 shows the director switch control signal of S1–S4. It can be seen in Figure 7a that they
all operated at a frequency of 100 Hz and achieved zero voltage switching under the director switch
control strategy described in Part I of Figure 4. In contrast, when Part I of Figure 4 is removed,
the director switch control signal, which is only determined by VAC(k + 1), is shown in Figure 6b.
The difference in responses occurs because VACref(k + 1) in Equation (20) is obviously a standard
sine wave while the VAC(k + 1) is repeatedly crossing the zero voltage point as shown in Figure 8.
This demonstrates the effectiveness of the director switch control strategy.

Figure 9 reveals that the relation of the current across Lb (Ib in Figure 9) and the load current
(Is in Figure 9) is similar to Equation (11a) in basic operating mode. The current across Lb (Ib in Figure 9)
becomes an overlap current that charges or discharges the capacitor of the cells when S1–S4 are all
conducting in energy balancing mode.
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Figure 5. Cont.
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Figure 5. Simulation waveform of the single-phase FA-MMC in steady state operation: (a) Load current
and reference current; (b) output AC voltage; (c) voltage of the stack of H-bridges; (d) voltage across
the director switches S1–S4.
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Figure 6. Capacitor voltages of the cells.
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Figure 7. Director switch control signal of S1–S4: (a) Control signal based on Vacref(t+Ts); (b) control
signal based on Vac(t + Ts).
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Figure 8. The waveforms of Vac and Vacref.
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Figure 9. The waveforms of Vac and Vacref.

4.2. Operating Performance under a Transient-State Condition

To test the dynamic performance, a sudden change in the reference current is set at 0.04 s,
and the behavior of the system is shown in Figure 10. It can be seen that the current tracked the reference
value well. The time of reference tracking (from 600 A to −600 A) is less than 0.01 ms as shown in
Figure 10b, and the output AC voltage waveform is shown in Figure 11.

The capacitor voltage is shown in Figure 12. It can be seen that the capacitor voltage of
the two sub-module remains balanced after a sudden change of load current. Figure 12b shows
that there is a deviation in the beginning, but is averaged well immediately by the predictive control
strategy after 1 ms.
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Figure 10. Load current for a sudden change: (a) reference current and actual load current; (b) Detail of
the reference current and actual load current at the instant.
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Figure 11. Output AC voltage waveforms: (a) Output AC voltage ; (b) detail of the output AC voltage
at the instant.
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Figure 12. Capacitor voltages of the sub-module.
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Figure 13 shows the states of the director switches at the instant of the sudden change
of load current, demonstrating that the director switches are controlled well and operated in
low-frequency mode.
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Figure 13. Control signal of S1–S4.

4.3. Operating Performance under a DC Fault

Having verified the normal operation of the converter, the model was tested under a DC fault.
A three-phase model was built, and a DC fault was induced at 0.04 s. The blocking time is set to be 3 ms
after the fault current is detected considering the sensor delay time. Figure 14 shows that the voltage of
the cell capacitor is kept at 1.5 kV and the AC current follows the given value before 0.04 s. When a DC
short-circuit happens at 0.04 s, the direction of current is reversed and the AC side current rises at first
because during the sensor delay, the capacitors discharge and current flows from the AC side to
the DC side. After 3 ms, when the converter station is blocked, the DC and AC side currents gradually
reduce to zero along with the charging of the capacitor.
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Figure 14. Cont.
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Figure 14. Current and voltage simulation waveforms of a DC fault: (a) AC current; (b) DC current;
(c) capacitor voltages.

5. Experimental Results

Experiments on an FA-MMC-based inverter were also carried out to verify the proposed topology
and test the predictive control strategy. The parameters for the experiment are listed in Table 3.
A photo of the inverter is shown in Figure 15 and an IGBT is utilized as the power switch. The main
control algorithms were implemented in a combination of a DSP and FPGA. The DC-link voltage
was obtained via a three-phase autotransformer.

Table 3. Experiment parameters.

DC voltage UDC 100 V
Submodule capacitor C 3300 μF

Load inductance Ls 3 mH
Buffer inductors Lb 0.1 mH
Load inductance R 6
Sampling period Ts 100 μs

Nominal frequencies f 50 Hz
No. of cell in the stack of H-bridge cells 2

 
Figure 15. Photo of the modular multilevel converter (MMC)-based inverter for the experiment.
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To test the system balance ability, a 100 Ω resistor was shunted to capacitor SM2. The topology
worked in this unbalanced condition by appropriately setting the value of the weighting factor β,
which is used to balance the capacitor voltage of the two SMs to zero. In this paper, we set the weighting
factor α to a fixed value of 50, and set weighting factor β to 0 or 100 to compare the waveforms.
Figure 16 shows the capacitor voltages of the two SMs. At first, the capacitor voltage of SM1 is lower
than SM2, and the fluctuation is larger due to the unbalanced condition. After giving a suitable
value to weighting factor β, each cell capacitor voltage is well regulated to their reference value
and the fluctuation of the two cells is also the same.

 
Figure 16. weighting factor β’s effects on the capacitor voltages.

Figures 17 and 18 show the output current and voltage of this topology, which are both measured
during balanced and unbalanced operation. From Figure 18 we can see that the voltage ripple of
the two cell capacitors does not affect the current, apparently due to the robustness of the predictive
control. When the weighting factor β is set to 100, meaning that the capacitor voltage balance is
considered as a control goal, only a slight distortion is introduced into the output current.
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Figure 17. The waveform of the output current under balanced and unbalanced conditions.

 
Figure 18. The waveform of the output voltage under balanced and unbalanced conditions.

To test the dynamic performance, the behavior of the FA-MMC and corresponding control
method for a step in the angle of the reference current is shown in Figure 19. The waveforms show
that the voltage changed quickly to drive the current to its new reference value and that the current is
well-tracked. Figure 19 also shows that the dynamic capacitor voltage waveform is not influenced by
the step in the angle of the reference current. Figure 20 shows a detailed view of the output voltage
and current for a step in the angle of the reference current. The reference tracking of the proposed
method that considered the possible switching states adjacent to VAC(k + 1) is fast, because extreme
voltage changes are possible. The results are similar to simulation results.
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Figure 19. Waveform of the voltage and current for a step in the angle of the reference current.

 

Figure 20. Detail of the output voltage and current for a step in the angle of the reference current.

6. Characteristic Analysis and Comparison with Other Topologies

6.1. DC Fault Blocking Capacity

When a DC-side short-circuit happens, with all IGBTs turned off, the director switches and stack
of H-bridges behave as a number of uncontrolled diodes connecting with all DC capacitors in the cells
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connected in series, as shown in Figure 21. The equivalent capacitor value in Figure 21 can be
expressed as

Ce = C/ncell_FA (21)

where C is the capacitance of the capacitor in each cell and ncell_FA is the number of cells in one phase
of the FA-MMC. The AC source charges the equivalent capacitor and inductors (including the Ls, Lb, Ld)
through the DC fault current, thus, limiting the rising rate of the fault current. Consequently, the value
of Uce will rise rapidly, and the DC fault current will be blocked.

Figure 21. The equivalent circuit of the insulated-gate bipolar transistors (IGBTs) blocking when a DC
fault occurs.

6.2. Number of Sub-module and IGBTs

Equation (3) shows that the DC bus voltage is lower than the peak value of output AC voltage
by 27% in FA-MMC topology. This implies that the voltage rating of the director switches should be
at least equal to the peak value of output AC voltage since they have to support higher voltages.

Assuming that the maximum allowable working voltage rating of the IGBTs is equal to the voltage
rating of the DC capacitors in the sub-modules, the number of sub-modules of the proposed FA-MMC
is given by

ncell_FA =

∧
UAC

URATED
(22)

where URATED is the voltage rating of the IGBTs. The number of IGBTs of each phase of the FA-MMC
is given by

nIGBT1 = 4ncell_FA + 4nS =
8
∧
UAC

URATED
(23)

where nS, the number of IGBT in S1–S4, is given by

nS =

∧
VMN

URATED
=

∧
UAC

URATED
(24)

Given the same AC output voltage, we also can deduce the DC voltage, number of cells, and IGBTs
needed in an AAMC. The relationship between DC and AC voltage magnitudes in an AAMC,
which has been derived in [22], can be expressed as

Vdc =
π

2

∧
VAC (25)
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It can be seen from Equation (3) and (25) that the FA-MMC can reduce the DC bus voltage by half
with the same AC output voltage and same active/reactive power flow compared with an AAMC.

Considering the sum of the sub-module capacitor voltage must be greater than the peak value
of the line-to-line voltage to achieve DC current blocking capability, the number of sub-modules of
an AAMC can be expressed as

ncell_AA =

√
3

Λ
UAC

URATED
(26)

But, it only has two direct switches, so considering Equation (24) and (26), the number of IGBTs of
a single-phase AAMC is given by

nIGBT2 = 4ncell_AA + 2nS =
(4
√

3 + 2)
∧
UAC

URATED
(27)

To summarize, the number of IGBTs of the FA-MMC is less than that of the AAMC, and the DC
voltage and number of sub-modules of the FA-MMC is nearly half those of the AAMC, leading to
smaller size, less need for insulation, and lower cost. And the comparison results of the number of
IGBTs and sub-module capacitors between FA-MMC, AAMC and various MMC topologies mentioned
in the introduction is shown in Table 4.

Table 4. Number of semiconductor devices and sub-module capacitors.

Topology Number of Sub-Module Capacitor Number of IGBTs Number of Diodes

H-MMC N 2 N 0
F-MMC N 4 N 0

CH-MMC N 2.35 N 0.7 N
AAMC 0.34 N 1.8 N 0

FA-MMC 0.2 N 1.6 N 0

6.3. Efficiency Analysis

To evaluate the power losses of the FA-MMC and AAMC, a simple loss calculation method for
module multilevel converter is adopted [25]. And the result is shown in Table 5. To summarize,
the losses of FA2MC increases slightly compared with AAMC, but it is still significantly lower
than other types of MMC topologies.

Table 5. Losses calculation results

Topology Switching Losses Conduction Losses Total Losses

H-MMC 0.29% 0.82% 1.11%
F-MMC 0.29% 1.88% 2.18%

CH-MMC 0.29% 1.19% 1.48%
AAMC 0.16% 0.47% 0.63%

FA-MMC 0.16% 0.66% 0.82%

6.4. Comprehensive Comparison with Other Topological Structures

According to the above analysis, a comprehensive comparison between the full-bridge MMC,
half-bridge MMC, CH-MMC, A2MC, and FA-MMC is summarized in Table 6, where more “+” means
the corresponding topology performs better in the corresponding characteristic. It can be seen in
Table 6 that the FA-MMC has advantages in several aspects compared with the other topologies.
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Table 6. Comprehensive comparison with other various topology

Topology Economy Efficiency Volume DC Fault Blocking Capacity Demand for Insulation

H-MMC +++ +++ + + +
F-MMC + + + ++ +

CH-MMC ++ ++ + ++ +
AAMC ++++ +++++ ++ ++ ++

FA-MMC +++++ ++++ +++ ++ +++

7. Conclusions

In this paper, a FA-MMC topology and its predictive control scheme have been proposed.
The effectiveness of the proposed topology and proposed control strategy under various operating
conditions are evaluated based on simulation studies in the PowerSIM environment and experiments,
and the comparisons with other topological structures are also given. Through the analysis
and demonstration mentioned above, the characteristics of this topology and its predictive control
strategy are summarized as follows:

(1) The sub-module capacitor number of FA-MMC reduce significantly while connecting to
the same AC voltage level and power level, results in a more compact structure;

(2) Further, it reduces the number of needed IGBTs while retaining the ability to block a DC-side
fault compared with other topologies, so that the cost of the system is reduced;

(3) The algorithm the algorithm has been proved to be able to achieve multiple control
objectives of FA-MMC simultaneously (i.e., capacitor voltages balancing and ac-side currents control).
The developed control strategy also contains a director switch control function so that the director
switch maintains operation in low-frequency and zero voltage switching mode.
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Glossary of Terms

EAC The amount of energy transferred from AC side over half the fundamental period
EDC The amount of energy going to DC side over half the fundamental period.
VAC Output ac voltage
IAC AC current
UDC DC voltage of FA MMC
Ce Equivalent capacitance while all capacitors in cells connected in series
Uce_int Initial voltage of Ce when dc fault blocking
ϕ Angular position of AC current
ncell_FA Number of cells of FA-MMC each phase
URATED The rated voltage of IGBT
nIGBT1 The needed number of IGBTs of FA-MMC each phase
n The needed number of IGBTs of S1–S4
ncell_AA The needed number of cells of AAMC each phase
nIGBT2 The needed number of IGBTs of AAMC each phase
Vdc DC voltage of AAMC while the output AC voltage is equal to FA MMC
VPB The voltage produced by the stack of H-bridge cells of FA MMC
Si Switching function of the ith cell
Vci The capacitor voltage of the ith cell
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Lb Buffer inductor
Ib The current through Lb
C The capacitor value of cell
Sd Switching function of director switch
Ls Filter inductor
Is The current through Ls
Ts Sampling period
Jall, Ji, Jvc Cost function
α, β Weighting factor
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Abstract: In three-level neutral-point-clamped (NPC) inverters, the voltage imbalance problem
between the upper and lower dc-link capacitors is one of the major concerns. This paper proposed
a dc-link capacitor voltage balancing method where a common offset voltage was injected. The offset
voltage consists of harmonic components and a voltage difference between the upper and the lower
capacitors. Here, both the second-order harmonics and the half-wave of the second-order component
were injected to compensate for the unbalanced voltage between the capacitors. In order to show the
effectiveness of the proposed voltage injection, the theoretical analyses, simulations, and experimental
results are provided. Since the proposed method does not require any hardware modifications, it can
be easily adapted. Both the simulations and the experiments validated that the voltage difference of
the dc-link could be effectively reduced with the proposed method.

Keywords: neutral-point-clamped (NPC) inverter; dc-link capacitor voltage balance; offset voltage injection;
harmonic component

1. Introduction

Recently, multilevel power inverters have been popularly employed in many electronic
applications [1,2]. For example, solid-state transformers (SST) and dc distribution systems, which are high
voltage (HV) or medium voltage (MV) applications, essentially require the use of multilevel topologies [3–7].
In multilevel topologies, three-level neutral-point-clamped (NPC) inverters have been widely used in MV
and HV applications. Compared to two-level inverters, three-level NPC inverters have some advantages,
as follows. NPC inverters have more output voltage levels than two-level inverters. Therefore, the output
voltages of an NPC inverter are more similar to sinusoidal waves than other topologies and NPC inverters
have less of a harmonic component on output voltage. Additionally, in NPC inverters, the voltage rating of
the switching device can be half of the one used in two-level inverters. In addition, NPC inverters generate
relatively less leakage current flowing through the ground paths, so electromagnetic interference (EMI)
induced problems are relatively lower than the two-level inverters.

However, the NPC inverter has a major drawback associated with the neutral-point voltage
located between the upper and the lower dc-link capacitors. The voltage between the positive
dc-link rail and the neutral-point should be identical to the voltage across the neutral-point and
the negative dc-link rail. Unfortunately, there is a voltage imbalance between the upper and lower
capacitors. This voltage imbalance harms the stability of the system, and limits the switching
operation of the power stage [8–11]. In order to mitigate the voltage imbalance, many strategies
that are based on additional hardware configurations or control algorithms have been proposed,
and have been successfully adapted in some applications [12–25]. In [12,13], additional circuits for
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dc-link balancing were proposed. Although these methods achieved the dc-link voltage balancing
successfully, the increase in the cost and the losses were major defects. To avoid these disadvantages,
several modulation techniques for single-phase three-level NPC inverters have been presented
in [14–21]. Among these modulation techniques, the carrier-based pulse width modulation (CB-PWM)
approaches have been extensively preferred due to their simplicity of implementation. In [14],
the offset voltage injection with the zero-sequence component in the reference voltage was presented.
The zero-sequence component is calculated at every switching period based on the dc-link link voltage
and the grid current. Another type of offset voltage injection method was discussed in [15]. In this
paper, the offset voltage with a distribution factor was added into the modulation signal. However,
these strategies face difficulties in being implemented because they are a burden on the prediction
of the line current and the avoidance of nonlinearity in the injection signal. Additionally, the exact
parameter information is essential to implement these methods as the algorithms are highly dependent
on the system parameters. In [16], a simple signal injection method was proposed to balance out the
dc-link capacitor voltages by utilizing the harmonic signal consisting of the dc-link voltage difference
and the double frequency of the utility grid. The method can easily be implemented as well as reducing
the harmonic distortion in the input current of the NPC inverter.

In this paper, the method proposed in [16] was further extended and detailed. In the proposed method,
an even harmonic signal was added to the reference signal, which is generated by the current controller.
Compared to other harmonic injection methods, the proposed method showed less voltage distortion on
the synthesized output voltage. Furthermore, fast voltage balancing performance was obtained with the
proposed strategy. A 10-kW single-phase three-level NPC inverter was built and tested. Here, the input
grid voltage was 943 V in root mean square (RMS) and the output dc-link voltage was 1.8 kV. To artificially
create voltage imbalance conditions, an unbalanced load bank was attached to the individual capacitors in
the dc-link. The proposed method was compared with the method suggested in [14] through simulations.
The experimental results are presented to validate the effectiveness of the proposed method. This paper
is organized as follows. In Section 2, the pole voltage of the NPC inverter is analyzed with the proposed
offset voltage injection method. The theoretical analysis of control performance with the offset voltage
is discussed in Section 3. Simulations and experimental results with the proposed method are shown in
Section 4. Finally, Section 5 concludes this paper.

2. The Operation of the Single-Phase NPC Inverter and Its Neutral Current

Figure 1 illustrates a switching leg of the three-level NPC inverter and its conduction states.
As shown in Figure 1, the switching leg consists of four switching devices, Qx1, Qx2, Qx3, and Qx4,
two clamping diodes, D1 and D2, and two dc-link capacitors, CCH and CCL. The pole voltage vx0 has
three different levels, VCH, 0, and −VCL according to the values of the switch function Sx during the
conduction periods, as shown in Figure 1b–d. All parameters used in this paper are defined in Table 1.
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Figure 1. The switching leg of the three-level neutral-point-clamped (NPC) inverter and its switching
states. (a) The circuit structure; (b) the conduction state with Sx = 1; (c) the conduction state with Sx = 0;
and (d) the conduction state with Sx = −1.
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Table 1. Nomenclature of the hardware and controller parameters.

Parameters Description Parameters Description

Qxj Power switch “j” in leg “x”. vx0 Average pole voltage.

Dx Clamped diode in leg “x”. vZ* Injection voltage reference.

ix
Instantaneous current from leg “x”

to grid. VC
+; VC

− Triangular carrier signals, a positive
(VC

+); and negative (VC
−) one.

CCH, CCL

Individuals capacitances of dc-link
capacitors, the upper (CH); and the

lower (CL) one.
VCH, VCL

Individuals capacitor voltages of
dc-link capacitors, the upper (CH);

and the lower (CL) one.

Ro; Radd
Resistive output load; and
additional resistive load. qadd

Additional switch to control dc-link
capacitor unbalance circuit.

eg
Instantaneous voltage of the

grid utility. ig; ig* Instantaneous phase current of NPC
inverter; and its reference value.

VDC; VDC* dc-link capacitor voltage and its
reference value. vg; vg* Instantaneous phase voltage of NPC

inverter; and its reference value.

idx
Instantaneous current of

clamped diode. ux0*; ux0* Reference signal of leg “x” and its
average value.

ı̄d Average current of clamped diode. K Coefficient of injection voltage

Lg Input inductance of NPC inverter. ω Angular frequency of phase voltage.

τx Pulse width of leg “x”. δg Phase angle of grid voltage.

Tc One switching period. m Modulation index.

Sx Switch conduction state of leg “x”. fsw
Switching frequency of

NPC inverter.

vx0; vx0* Instantaneous pole voltage of leg “x”
and its reference value.

uoffset*
Offset signal for dc-link

balancing control.

When Sx = 1, the upper two devices, Qx1 and Qx2, are turned on. At this condition, shown in
Figure 1b, the output power is supplied by the upper dc-link capacitor CCH, so that vx0 becomes VCH.
If Sx is 0, the middle switches, Qx2 and Qx3, conduct, and the output voltage is also clamped by the
clamping diodes. Here, the amplitude of vx0 is 0, and this state is illustrated in Figure 1c. In Figure 1d,
Sx is defined as −1, and the lower switching devices, Qx3 and Qx4, are closed. The output voltage is
fed by the lower dc-link capacitor CCL, and vx0 becomes −VCL.

1

0

1−

*
0xv

CV +

CV −

Figure 2. The normalized pole voltage reference and the carrier signals.

Figure 2 shows the normalized pole voltage reference u∗
x0 and two carrier signals V+

C and V−
C .

Here, u∗
x0 is defined as Equation (1):

u∗
x0 =

2v∗x0
VCH + VCL

(1)

where v∗x0 is the reference of the pole voltage. Equation (2) defines the relationships between the
magnitudes of the carrier signals and the normalized pole voltage reference and the values of the
switching function.

if

⎧⎪⎨⎪⎩
V+

C ≤ u∗
x0

V−
C ≤ u∗

x0 ≤ V+
C

u∗
x0 ≤ V−

C

, then

⎧⎪⎪⎨⎪⎪⎩
Sx =1

Sx =0

Sx =−1

(2)

25



Energies 2018, 11, 1886

Let us consider that the switching frequency fsw is much higher than the frequency of u∗
x0. By doing

so, u∗
x0 in the single switching period Tc can be assumed as a constant value. Consequently, the on-time

duration of the switch, τx, is given as:
τx = |u∗

x0|Tc (3)

By using Equation (3), the average output pole voltage, vx0, over one switching period is simply
written as follows:

vx0 =

{
τxVCH/Tc, u∗

x0 ≥ 0
−τxVCL/Tc, u∗

x0 ≤ 0
(4)

If the upper and the lower capacitors have the same voltage, VCH = VCL = 0.5VDC, the pole voltage
shown in Equation (4) can be rewritten as:

vx0 =
τx

Tc

VDC
2

(5)

In order to be placed in the linear modulation range, the following conditions should be satisfied.

|u∗
x0| ≤ 1, |vx0| ≤ VDC

2
(6)

Figure 3 represents the configuration of the single-phase three-level NPC inverter dealt with in
this paper. Here, two three-level switching legs were employed. In each switching leg, the middle
points of the clamping diodes were connected to the neutral point of the dc-link. By referring the
notations in Figure 3, the pole voltage references of the individual switching legs are written as follows:

v∗A0 = v∗g + v∗z (7)

v∗B0 = v∗z (8)

where v∗g and v∗z are the line-to-line voltage reference and the virtual offset voltage between the
switching pole B and the neutral point of the dc-link, respectively. It should be noticed that both v∗A0
and v∗B0 should be operated in the linear modulation region. This means that they should satisfy the
conditions expressed in Equation (6). In addition, v∗z should be also placed in the linear modulation
region, because v∗z is identical to v∗B0. From this analysis, the following condition can be derived:

−0.5VDC − min(v∗g, 0) ≤ v∗z ≤ 0.5VDC − max(v∗g, 0) (9)
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Figure 3. The single-phase NPC inverter topology.
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Equation (9) offers that various virtual offset voltages can be selected with various control
purposes. The object of the approach taken in this paper was to balance the dc-link capacitor voltages.
To do this, the second-order harmonic injection approach was proposed in this paper. Here, v∗z is
selected as Equation (10):

v∗z = −1
2

v∗g + K(VCH − VCL) sin (2ωt) (10)

where ω and K are the fundamental electrical angular frequency of the grid voltage eg and the
injection gain of the second harmonic voltage, respectively. By substituting Equation (10) into
Equations (7) and (8), the pole voltages are expressed as follows:

v∗A0 =
1
2

v∗g + K(VCH − VCL) sin (2ωt) (11)

v∗B0 =
1
2

v∗g + K(VCH − VCL) sin (2ωt) (12)

In Figure 3, the voltage of the lower capacitor was adjusted by injecting the neutral current idA
and idB, which are represented with the phase current from the switching pole A to the grid iA and the
switching functions of each switching leg, SA0 and SB0, as follows.

idA(t) = [1 − S2
A(t)]iA(t) (13)

idB(t) = −[1 − S2
B(t)]iA(t) (14)

The entire neutral current flowing into the neutral point is simply obtained as:

id(t) = idA(t) + idB(t) = [S2
B(t)− S2

A(t)]iA(t) (15)

The average value of the neutral current over a single switching period is calculated as below:

id =
1
Tc

∫
Tc

id(t)dt = (|u∗
B0| − |u∗

A0|)iA (16)

where iA is the average of iA(t) in the switching period. By applying the pole voltages, Equation (16) is
rewritten as Equation (17).

id =
2

VDC
(|v∗B0| − |v∗A0|)iA (17)

By substituting Equations (11) and (12) into Equation (17), id is obtained, and is expressed in two
ways according to the polarities of v∗A0 and v∗B0. When the polarities of the pole voltage references are
the same, the average neutral current is written as Equation (18).

id = ∓ 2v∗g
VDC

(18)

If the polarities of v∗A0 and v∗B0 are different, Equation (19) is obtained.

id = ∓ 4K
VDC

sin(2ωt) (19)

By adjusting the pole voltage references, the average current expressed by Equations (18) or (19)
is controlled to balance out the dc-link capacitors’ voltages.
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3. Analysis of the Injected Offset Voltage

This section compares the proposed second-order harmonic injection method above-mentioned
with the partially rectified wave injection method. Figure 4 shows the pole voltage range which
consisted of 0.5VDC − max(vg*,0) to −0.5VDC − min(vg*,0).

  
(a) (b) 

  
(c) (d) 

0  4  3  2  t

*m a x ( , 0 )
2
D C

g
v v−

*m i n ( , 0 )
2
D C

g
v v− −

*1
2 gv

*
Zv *

Zv *max( ,0)
2
DC

g
v v−

*min( ,0)
2
DC

g

v v− −

* * *1 1 ( )
2 2g DC gv v vμ+ −

0  4  3  2  t

*1 sin( t)
2 gv K ω+

*
Zv *max( ,0)

2
DC

g
v v−

*min( ,0)
2
DC

g

v v− −

0  4  3  2  t

*
Zv *max( ,0)

2
DC

g
v v−

*min( ,0)
2
DC

g

v v− −

*1 sin(2 t)
2 gv K ω+

0  4  3  2  t

Figure 4. Limitation pole voltage vA0* with the offset voltage vz*. (a) vz* = 0; (b) using distribution
factor μ; (c) fundamental component; and (d) second-order harmonic component.

Figure 4a shows the pole voltage reference when there was no difference between upper and
lower capacitor voltage in Equation (8). In this case, the pole voltage reference always satisfies the
range of the pole voltage (Equation (9)). Figure 4b shows the synthesized pole voltage reference
where this method was proposed in [15]. In this case, the offset voltage was composed of distribution
factor μ and the absolute value of the phase voltage reference. This method can cover the full range
of dc-link capacitor voltage difference, but this offset signal injection method requires repetitive
calculation since the absolute values are used in Equation (17). Figure 4c shows the synthesized
pole voltage where the offset voltage composed of the dc-link capacitor voltage difference and the
fundamental component was injected instead of the second-order harmonic component in the pole
voltage reference (Equation (9)). In this case, the maximum value of the pole voltage reference was
0.5 mVDC + K at π/2, and the minimum value of the pole voltage reference was −0.5 mVDC − K at
3π/2. Therefore, the voltage difference that can be injected for the dc-link capacitor voltage balance
is restricted by modulation index m. Figure 4d shows the pole voltage where the offset voltage is
composed of the dc-link capacitor voltage difference and the second-order harmonic component.
In this case, the maximum value can be found by calculating the divergence of the pole voltage vA0*.
Solving Equation (20) equal to zero, the roots are as follows:

dv∗A0
dωt

=
1
2

mVDC cos(ωt) + 2K cos(2ωt) (20)
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ωt =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

π − acos
((

m −√(32K2 + m2)
)

/8K
)

π + acos
((

m +
√
(32K2 + m2)

)
/8K
)

π + acos
((

m −√(32K2 + m2)
)

/8K
)

π − acos
((

m +
√
(32K2 + m2)

)
/8K
)

(21)

Among these roots, the maximum value and the minimum value exist at:

ωtmin = π + acos
((

m +
√
(32K2 + m2)

)
/8K
)

ωtmax = π − acos
((

m +
√
(32K2 + m2)

)
/8K
) (22)

The other roots are imaginary roots when the value of K is below the specific value determined
by the modulation index m. In addition, the offset voltage vz* can be considered, which is composed
with the voltage difference K and the half-wave rectified by the second-order harmonic component.
In this case, the maximum value of the pole voltage vA0* is the same as the condition that injected
the second-order harmonic component, but the minimum value was the same as the condition where
the dc-link voltage difference is zero. The reason each injection voltage was inserted in a subdivided
way as follows: for the 0 to π/2 region, the voltage difference was reduced, but within the next π/2 to
π region, the offset voltage signal made switching operations for each leg to diverge. In this region,
the switching state of leg A was increased to a 0 state and the switching state of leg B was increased to
a −1 state by a synthesized reference signal. Consequently, a new reference signal increase the voltage
difference, which turned on more low-side switches than the high-side ones. Therefore, the injection
voltage had to be inserted in a subdivided way.

Figure 5 shows the waveforms which are reference signal for legs A, B, and the offset signal that
has double the frequency of the reference signal. In addition, it also shows that the switching operation
changed every π/2 cycle, when the reference signal and offset signal were synthesized. In Figure 5a,
Region 1, the switching operation for leg A was increased to a 1 state by the synthesized reference
signal with the offset signal (SA = 1). On the other hand, the switching operation for leg B was increased
to the 0 state (SB = 0). In Region 2, the offset signal had a negative value. Therefore, the switching
operation for leg A was increased to the 0 state (SA = 0). In the same manner, the switching operation
for leg B was increased to the −1 state (SB = −1). In Region 3, the reference signal had a negative value
and the offset signal had a positive value. The switching operation for leg A was increased to the 0
state (SA = 0), and for leg B it was increased to the 1 state (SB = 1). In Region 4, the switching operation
for leg A was increased to the −1 state (SA = −1) and for leg B, it was increased to the 0 state (SB = 0).
In Figure 5b, the switching operation states for leg A and leg B could be easily observed by comparing
it with Figure 5a. In Regions 1 and 3, the increased switching state for each leg, (SA,SB), were (1,0) and
(0,1), respectively. In Regions 2 and 4, there was no offset signal, so the synthesized reference signals
were the same as the reference signal.
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harmonic signal; and (b) half-wave signal of second-order harmonic.

The maximum and minimum values obtained from the previous equations were determined
by the voltage difference K and modulation index m. With the same modulation index m, the offset
voltage injection method with distribution factor μ could be adopted for the full range of capacitor
voltage difference such as from 0 V to VDC, but there were voltage oscillations on the dc-link voltage
when the balancing control was adopted [15]. In contrast, the offset voltage injection method with
the second-order harmonic component or the half-wave rectified can be adopted for smooth control.
Furthermore, the proposed method could easily configure the controller using Equations (11), (12),
and (22), and the PWM modulator described in Figure 6. However, the proposed method has
limitations on the range of capacitor voltage difference given the effects of the voltage difference
of the dc-link capacitor on the injection signal. This could be a larger reference signal than the previous
reference signal for dc-link voltage control. In this case, an over-distorted reference signal could not
control either the dc-link voltage control or dc-link capacitor voltage balancing control. The voltage
range of the proposed method is up to the point where the remaining two roots other than the
maximum and minimum are zero when the modulation index m is constant in Equation (21).
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Figure 6. Control block diagram for capacitor voltage balance.

4. Simulation and Experimental Results

Simulations and experiments for the single-phase three-level NPC inverter were performed to
verify the effectiveness of the proposed half-wave of the even-harmonics voltage injection method.
In addition, these simulations and experiments were done in a single-phase NPC circuit structure with
an additional resistive load circuit on top of the dc-link capacitor, as shown in Figure 2. The proposed
dc-link capacitor voltage balancing control and the conventional method were carried out in a PSIM
simulation, and the simulation scheme is shown in Figure 7. The controller contained three blocks to
generate the modulation signal: the PI controller for dc-link capacitor voltage control, PR controller for
input current control, and the proposed capacitor voltage balancing controller. The control sequence
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for the dc-link capacitor voltage balance is as follows. The NPC inverter operates as a general PWM
rectifier that traces the dc-link capacitor voltage reference with the PI and PR controller before the
capacitor voltage imbalance occurs. In this case, the offset signal vz* in Equations (10) and (11) is
zero because there is no voltage difference on the dc-link capacitor, so the coefficient of vz*, K, is zero.
When a voltage difference occurs, the balancing control operates to reduce the voltage difference.
The parameters for balancing control are obtained as follows: the capacitor voltage (VCH, VCL) and
input current ig are measured by the voltage and current sensor, respectively. The grid voltage phase
angle, δg, is calculated from the phased locked loop (PLL) scheme by measuring grid voltage eg. At this
point, the PWM modulator generates a new pole voltage reference by synthesizing the reference signal
and offset signal.
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Figure 7. PSIM scheme for capacitor voltage balancing control.

Figure 8. Unbalanced voltage waveforms of upper capacitor VCH and VCL.

In the simulation, the dc-link capacitor voltage difference between the upper capacitor VCH and
lower capacitor VCL was intentionally made to generate an imbalance condition on the dc-link capacitor
by using the attached additional circuit on top of the dc-link capacitor in Figure 3. Figure 8 shows the
voltage levels of the upper and lower capacitors, and the NPC inverter controls the dc-link voltage
VDC to the dc-link voltage reference VDC* when the switch of the additional circuit was closed at t
= 0.02 s. If there were no additional controls for the dc-link capacitor voltage balancing, the upper
capacitor voltage value remained at a lower value than the lower capacitor voltage VCH.
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The simulation parameters of a single-phase three-level NPC inverter adopting the proposed
balancing control were as follows. Capacitance of the dc-link capacitor CCH, CCL was 250 μF, inductance
of the filter inductor Lg was 14 mH, resistance of the load Ro and the additional load were 540 Ω,
the switching frequency fSW was 10 kHz, the grid side voltage vg was 943 V/60 Hz in the root mean
square (rms) value, and the controlled dc-link voltage reference VDC* was 1.8 kV.

Figure 9 shows the simulation results for the dc-link capacitor voltage balancing control with the
type of injection voltage under the same modulation index. In the simulation, the voltage difference
between the upper and lower capacitor of the dc-link was enforced at about 334 V. Figure 9a shows
the simulation results of the dc-link capacitor voltage balancing control using distribution factor
μ. From the simulation results, each capacitor voltage VCH and VCL reached a balanced point at
t = 0.4941 s. Figure 9b shows the simulation results when injecting a second-order harmonic signal
into the modulation signal. In this case, each capacitor voltage VCH and VCL reached a balanced point
at t = 0.4249 s. Figure 9c shows the simulation result when injecting the half-wave of a second-order
harmonic signal into the modulation signal. In this case, the upper and lower capacitor voltage reached
a balanced point at 0.3875 s. From the simulation results, the half-wave of the second-order harmonic
signal injection method was better than other offset voltage injection methods.

 
(a) 

 
(b) 

Figure 9. Cont.
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(c) 

Figure 9. Simulation results for the single-phase NPC inverter with VDC, VCH, VCL and ig: (a) using
distribution factor μ; (b) using second-order harmonic component; and (c) using half-wave of second-order
harmonic component.

Figure 10 shows a photograph of the experimental setup for a single-phase three-level NPC
inverter used to verify the proposed method. The NPC inverter module consisted of two NPC
half-bridges, a series filter inductor, and two electrolytic capacitors. For the test, a 6 kW resistive load
was connected to the dc-link capacitor of the NPC inverter. The same system parameters for the NPC
inverter were applied as in the previous simulation. A 1:6 transformer was connected to the output of
the variac to obtain 943 V AC voltage. Each leg of the NPC inverter consisted of four MOSFETs and two
clamping diodes. SiC MOSFETs, Cree’s C2M0040120D, and a SiC Schottky diode, Cree’s C4D20120D,
were utilized for each leg. By adapting silicon carbide devices, the switching frequency can be higher
than for silicon-based devices. When using a higher switching frequency, the physical size of the
magnetic component for the NPC inverter can be reduced. Furthermore, a lower switching loss is
expected than with silicon-based devices. Component specifications of the NPC inverter are shown
in Table 2. In order to measure the dc-link capacitor voltage and input current, a differential probe
and a current probe were used. For each probe of the dc-link capacitor, PINTEK’s high voltage
differential probe DP-50 was used. In addition, for input current, Lecroy’s current probe CP150 was
used. The control structure of the NPC inverter contained a current controller for input current,
a voltage controller for the dc-link capacitor voltage, and a voltage balance controller for the dc-ink
capacitor voltage balance. For these controllers, a digital control board based on Texas Instruments’
TMS320F28335 was used, which was made in-laboratory. The phase voltage reference signal for the
NPC inverter was generated by measuring the dc-link capacitor voltage and input current, and the
injection signal for the dc-link capacitor voltage balance was calculated from the measured dc-link
capacitor voltage and the phase angle of the grid. The NPC inverter regulated the AC voltage to
DC voltage without the dc-link capacitor voltage imbalance caused by the generated phase voltage
reference signal and injection signal.

Table 2. Parameter specifications of the NPC inverter.

Parameter Value Quantity

Switches 1.2 kV/60 A 8
Clamped Diodes 1.2 kV/33 A 4

Filter Inductor 14 mH 1
Capacitors 250 uF 2

33



Energies 2018, 11, 1886

In the above experimental setup, the experimental process was as follows: first, the AC input
voltage was increased to 943 V under dc-link voltage control conditions for 1.8 kV dc-link voltage.
Second, the dc-link capacitor voltage imbalance was enforced at about 100 V by operating an additional
resistive load circuit, which was attached on the upper capacitor. At this time, the voltage difference
should be suppressed by the voltage rating of the electrolytic capacitor. In addition, then, the adopting
proposed method, dc-link voltage, separated capacitor voltage, and current distortion were observed
intensively under unbalanced dc-link capacitor voltage.

 

Figure 10. Hardware configuration for the dc-link capacitor voltage balancing test.

The experimental results when adopting the proposed method for dc-link capacitor voltage
balance are presented in Figure 11. As shown in Figure 11a,b, the capacitor voltage difference
was enforced at about 100 V. Before adopting the balancing control in Figure 11a, the upper and
lower capacitor voltage levels were measured as 828 V and 924 V, respectively. After adopting the
proposed second-order harmonic injection method, the upper capacitor voltage level increased from
828 V to 869 V, and the lower capacitor voltage level decreased from 924 V to 887 V. In Figure 11b,
the other experimental result, the capacitor voltage difference was measured as 106 V. After adopting
the proposed half-wave rectified second-order harmonic injection, the capacitor voltage difference
decreased from 106 V to 9 V. At the beginning of the capacitor voltage balancing control, the line
current ig was instantaneously distorted, but this distortion disappeared within 50 ms as the upper
and the lower capacitor voltage level became equal.

(a) 

Figure 11. Cont.
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(b) 

Figure 11. Experimental results for the single-phase NPC inverter with VDC, VCH, VCL and ig
(a) using second-order harmonic component; and (b) using subdivided wave of second-order
harmonic component.

From the simulations and experimental results, the proposed capacitor voltage balancing control
strategies of injecting the second-order harmonic signal and the half-wave of the second-order harmonic
signal were effective for dc-link capacitor voltage balancing. Among these balancing methods,
the method of injecting the half-wave signal into the modulation signal was faster, at about 50 ms,
at achieving capacitor voltage balance than the injection of the full-wave signal of the second-order
harmonic. However, in the case of input current ig, the full-wave injection method of the second-order
harmonic had a lower distortion than the half-wave signal injection method as it seems that the
synthesized pole voltage reference signal was distorted when the half cycle of the second-order
harmonic signal had a negative polarity.

5. Conclusions

This paper described an offset voltage injection method for dc-link capacitor voltage balance on
a single-phase three-level NPC inverter. The operations and the balancing strategies were explained.
The proposed offset voltage consisted of double the frequency of the grid and the voltage difference
between the upper and lower capacitors of the dc-link. In addition, the partial offset voltage
injection method of the second-order harmonic signal was proposed to achieve dc-link voltage balance.
The proposed method does not require hard calculations and additional hardware setup for dc-link
balancing control; it is simpler and more intuitive to implement than the conventional offset voltage
injection method. However, the proposed method can operate only in a narrower voltage difference
than the conventional method. This limitation is caused by the maximum and minimum values of
the offset voltage, which consists of the capacitor voltage difference and the phase angle of the grid.
Simulations and experiments were performed at 60% load of the NPC inverter. In addition, the results
based on a single-phase NPC inverter application verified the validity and feasibility of the proposed
method. The proposed method of reducing dc-link capacitor voltage difference can be adopted for
other topologies that have separated-dc link capacitors. Furthermore, it seems that using a variable
weight factor on the offset voltage for the dc-link balance could be possible.
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Abstract: This paper proposes a highly efficient single-phase three-level neutral point clamped (NPC)
converter operated by a model predictive control (MPC) method with reduced commutations of
switches. The proposed method only allows switching states with none or a single commutation at
the next step as candidates for future switching states for the MPC method. Because the proposed
method preselects switching states with reduced commutations when selecting an optimal state at
a future step, the proposed method can reduce the number of switchings and the corresponding
switching losses. Although the proposed method slightly increases the peak-to-peak variations of the
two dc capacitor voltages, the developed method does not deteriorate the input current quality and
input power factor despite the reduced number of switching numbers and losses. Thus, the proposed
method can reduce the number of switching losses and lead to high efficiency, in comparison with
the conventional MPC method.

Keywords: model predictive control; single-phase three-level NPC converter; commutation

1. Introduction

Recently, multilevel converters have become popular in a variety of high-power systems owing to
their low voltage stress, improved waveform qualities, and low electromagnetic interference (EMI)
compared to two-level converters [1,2]. Among several kinds of multilevel converters, three-level
neutral point clamped (NPC) converters with relatively simple configurations have been realized for
many application areas. In addition to three-phase NPC converters, single-phase three-level NPC
converters have been employed for high-speed traction systems as well. In order to control single-phase
three-level NPC converters, traditional carrier-based pulse width modulation (CBPWM) methods
combined with linear proportional and integral (PI) controllers have been investigated to synthesize ac
sinusoidal current waveforms with three-level NPC converters. Aside from their adjustable ac voltage
and current synthesis, the NPC converters require balancing of the two dc capacitor voltages because
of their structure, which has two split dc capacitors in the dc link. As a result, CBPWM methods with
offset voltage injection to remove imbalance of neutral point (NP) voltage in the NPC converters have
been often used [3–7].

Recently, model predictive control (MPC) methods have been studied for numerous power
converters including three-level NPC converters [8–10]. There have been several studies on MPC
algorithms for single-phase NPC converters as well as three-phase NPC converters [11–13]. In the
MPC methods for single-phase NPC converters, a cost function to determine an optimal switching
state generally consists of two terms combined with a weighting factor not only to control both the
ac sinusoidal currents but also to balance the two capacitor voltages. The ac sinusoidal current is
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controlled by changing the converter voltage levels, whereas the NP voltage balance is adjusted by
using redundant switching states that yield the same voltage level.

The conventional MPC method selects an optimal switching state among nine switching states
allowed by the single-phase three-level NPC converter on the basis of a cost function considering
the ac source current and the NP voltage balance. Consideration of all possible switching states
in the conventional method can choose a switching state involved in many commutations as an
optimal switching state for the next step, which can lead to an increased number of switchings
and corresponding switching losses [14–18]. In addition, the conventional MPC method changes the
optimal switching state by evaluating the capacitor voltage balance term using the redundant switching
states to equal the two capacitor voltages [19,20] owing to a slight voltage difference even when the
converter does not require a change in the voltage level. Thus, this operation can increase the number
of switchings and switching losses as well [21,22]. Several trials to reduce switching losses based
on the model predictive control methods have been addressed for a variety of power converters in
literatures. In [23,24], approaches to reduce switching losses of matrix converters have been addressed.
Ref. [23] proposed a switching loss reduction technique by adding an additional term related with a
number of future commutations to a cost function used to control the matrix converter. In [24], a trial
to decrease switching losses of the matrix converter has been presented, where a cost function includes
an extra term directly representing switching losses at next step by calculating switch currents and
switch voltages. In [25], a model predictive control method for modular multilevel converters (MMCs)
has been developed with a cost function which is aimed at the elimination of the MMC circulating
currents, regulating the arm voltages, and controlling the ac-side currents. In addition, this strategy
tried to reduce power losses by decreasing the submodule switching frequency. In [26,27], reduction
techniques of switching losses for two-level voltage source inverters have been presented. Ref. [26]
proposed a switching strategy based on the model predictive control method to clamp one phase with
the largest load current among the three legs in the voltage source inverter every sampling period,
which can successfully reduce switching losses of the voltage source inverter. In addition, a model
predictive control method for the voltage source inverter has been developed to reduce switching
losses by injecting future zero-sequence voltage [27]. This approach decreased the switching losses by
implementing optimal discontinuous pulse patterns to stop switching operations at vicinity of peak
values of load currents. However, there has not been, to the authors’ best knowledge, tried to reduce
switching losses, using a trade-off between switching losses and capacitor voltage balancing in the
three-level NPC converters, although several trials to reduce switching losses based on the model
predictive control methods have been addressed for a variety of power converters.

In this paper, a highly efficient algorithm with a reduced number of switching and low
switching losses for single-phase three-level neutral point clamped (NPC) converters is proposed
based on a model predictive control (MPC) method with a decreased number of commutations of
switches. The proposed method pre-excludes, from the candidates for possible future switching
states, the switching states that yield more than two commutations in the next sampling period. As a
result, the proposed technique can reduce the number of switchings and switching losses by utilizing
switching states involving no commutation or only one commutation during every sampling instant
for single-phase three-level NPC converters. In addition, the developed method does not deteriorate
the input current quality or input power factor despite the reduced switching numbers and losses.
Although the proposed method slightly increases the peak-to-peak variations of the two dc capacitor
voltages at the expense of reduced commutation, the increased voltage variation is not high. Thus, the
proposed method can obtain high efficiency and low switching losses at the expense of a slightly
increased peak-to-peak variation of the NP voltage. The performance of the proposed method with
a reduced number of switchings and higher efficiency is evaluated in terms of the total harmonic
distortion (THD) and peak-to-peak variations of the capacitor voltages. Simulations and experimental
results are presented to verify the effectiveness of the proposed method.
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2. Single-Phase Three-Level NPC Converter and Model Predictive Control Method

Figure 1 shows a circuit diagram for the single-phase three-level NPC converter. As shown in
Figure 1, the single-phase three-level NPC converter has an input inductor Ls and resistor Rs as an ac
side filter, as well as two capacitors C1 and C2 at the dc side. In addition, vc1 and vc2 are the dc voltage
of each capacitor, and RL is a load resistor. Switches Saj and Sbj (j = 1, 2, 3, 4) are Insulated Gate Bipolar
Transistors (IGBTs) at the a-phase and b-phase, respectively. The switch states at each phase, produced
by the converter, can be defined as a function of the switching status of the two upper devices as:

Sx =

⎧⎪⎨⎪⎩
1
0
−1

(Sx1, Sx2 : ON)

(Sx2, Sx3 : ON)

(Sx3, Sx4 : ON)

(x = a or b) (1)

The two switches Sx1 and Sx3 operate complementarily. Similarly, Sx2 and Sx4 work in a
complementary manner. As a result, the switching status of the two lower devices is automatically
determined by the upper switches. Owing to possible combinations of the switching states of (1) in the
a and b phases, a total of nine operating states can be generated by the single-phase three-level NPC
converter. On the basis of nine operating states, the phase switching state, upper device switching
status, and converter input voltage vab are listed in Table 1. The nine operating states yield five
voltage levels for the converter input voltage vab, which provides the single-phase NPC converter
with redundancy.

As shown in Table 1, the two states (1, 0) and (0, −1) for (Sa, Sb) are redundant switching states
that apply the same voltage level to the converter input terminal of the single-phase three-level NPC
converter by assuming that the two capacitor voltages are well balanced. Likewise, the states (0, 1)
and (−1, 0) for (Sa, Sb) are also redundant because they yield the equal converter input voltage vab.
These redundancies can be utilized to balance the two capacitor voltages vc1 and vc2. The currents iu
and il shown in Figure 1 can be expressed using the switching status and the source current is as in (2)
and (3). Thus, they can be obtained without additional measurements [16]:

iu =
Sa(Sa + 1)− Sb(Sb + 1)

2
is (2)

il = −Sa(Sa − 1)− Sb(Sb − 1)
2

is (3)

Figure 1. Single-phase three-level NPC converter.
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Table 1. Nine operating states, phase switching state, upper device switching status, and converter
input voltage of single-phase three-level NPC converter.

#
Operating Status Phase Switching State Converter input Voltage Capacitor Voltage

Sa Sb Sa1 Sa2 Sb1 Sb2 vab vc1 vc2

1 0 0 OFF ON OFF ON 0 - -
2 1 1 ON ON ON ON 0 - -
3 −1 −1 OFF OFF OFF OFF 0 - -
4 1 −1 ON ON OFF OFF Vdc ↑ ↑
5 1 0 ON ON OFF ON Vdc/2 ↑ ↓
6 0 −1 OFF ON OFF OFF Vdc/2 ↓ ↑
7 0 1 OFF ON ON ON −Vdc/2 ↑ ↓
8 −1 0 OFF OFF OFF ON −Vdc/2 ↓ ↑
9 −1 1 OFF OFF ON ON −Vdc ↓ ↓

The capacitor voltage dynamics of the dc link are calculated by using differential equations:

dvc1

dt
=

1
C1

iu (4)

dvc2

dt
=

1
C2

il (5)

Using a constant sampling period Ts, the capacitor voltage dynamics in the discrete-time domain
are described as:

dvcm

dt
≈ vcm(k + 1)− vcm(k)

Ts
(m = 1, 2) (6)

Using (6), Equations (4) and (5) can be expressed in the discrete time domain as:

vc1(k + 1) = vc1(k) +
Ts

C1

(
Sa(Sa + 1)− Sb(Sb + 1)

2

)
is (7)

vc2(k + 1) = vc2(k)− Ts

C2

(
Sa(Sa − 1)− Sb(Sb − 1)

2

)
is (8)

The input current of the ac side shown in Figure 1 is expressed in the continuous time domain as:

vs = Ris + L
dis

dt
+ vab (9)

Equation (9) is expressed in the discrete time domain as:

is(k + 1) =
(

1 − RTs

L

)
is(k) +

Ts

L
(vs(k)− vab(k)) (10)

The ac source current at the next step, is(k + 1), in (10) can have five possible movements owing to
the five possible voltage levels for vab(k). The single-phase three-level NPC converter needs to balance
the two capacitor voltages by manipulating the phase switching states Sa(k) and Sb(k) shown in (7) and
(8) as well as control the source current by changing the converter input voltage vab(k) in (10). As a
result, the cost function with two terms for the ac source current control part and the neutral point
(NP) voltage control part of the two capacitor voltages is:

g = |i∗s (k + 1)− is(k + 1)|+ λc|vc1(k + 1)− vc2(k + 1)| (11)

where λc represents the weighting factor of the capacitor voltage balancing term in the cost function.
Moreover, the future ac reference current can be expressed with past and present currents from a
Lagrange extrapolation as [28–31]:
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i∗s (k + 1) = 3i∗s (k)− 3i∗s (k − 1) + i∗s (k − 2) (12)

where i∗s (k) is the present current, and i∗s (k − 1) and i∗s (k − 2) are the reference value of the one-step
and two-step past ac source currents, respectively. The ac sinusoidal current is controlled by changing
the converter voltage levels, whereas the NP voltage balance is adjusted by using redundant switching
states that yield the same voltage level. As a result, the conventional MPC method changes the optimal
switching state by evaluating the capacitor voltage balance term using the redundant switching states
to equal the two capacitor voltages owing to a slight voltage difference even when the converter does
not require a change in the voltage level. Thus, this operation can increase the number of switchings
and the switching losses as well.

3. Proposed MPC Method Based on Voltage Tolerance Band

The conventional MPC method selects an optimal switching state among nine switching states
allowed by the single-phase three-level NPC converter on the basis of a cost function considering
the source current and the NP voltage balance. Consideration of all possible switching states in
the conventional method can help to choose a switching state involved in many commutations as
an optimal switching state for the next step. In addition, the conventional MPC method changes
the optimal switching state by evaluating the capacitor voltage balance term using the redundant
switching states to equal the two capacitor voltages owing to a slight voltage difference even when the
converter does not require a change in the voltage level. Table 2 illustrates the number of commutations
involved in switch transitions from the current step to the next step, which vary from zero to four.

Table 2. Number of commutations involved in switch transitions from current step to next step in
conventional MPC method.

Current Operating Status Next Possible Operating Status

(Sa,Sb) (0,0) (0,0) (0,1) (1,0) (−1,0) (0,−1) (1,−1) (−1,1) (1,1) (−1,−1)

number of commutations 0 1 1 1 1 2 2 2 2

(Sa,Sb) (1.1) (1,1) (1,0) (0,1) (−1,1) (0,0) (1,−1) (0,−1) (−1,0) (−1,−1)

number of commutations 0 1 1 2 2 2 3 3 4

(Sa,Sb) (−1.−1) (−1,−1) (−1,0) (0,−1) (−1,1) (0,0) (1,−1) (0,1) (1,0) (1,1)

number of commutations 0 1 1 2 2 2 3 3 4

(Sa,Sb) (1.−1) (1,−1) (0,−1) (1,0) (−1,−1) (0,0) (1,1) (−1,0) (0,1) (−1,1)

number of commutations 0 1 1 2 2 2 3 3 4

(Sa,Sb) (1.0) (1,0) (1,1) (1,−1) (0,0) (0,1) (0,−1) (−1,0) (−1,1) (−1,−1)

number of commutations 0 1 1 1 2 2 2 3 3

(Sa,Sb) (0.−1) (0,−1) (1,−1) (−1,−1) (0,0) (0,1) (1,0) (−1,0) (−1,1) (1,1)

number of commutations 0 1 1 1 2 2 2 3 3

(Sa,Sb) (0.1) (0,1) (1,1) (−1,1) (0,0) (0,−1) (1,0) (−1,0) (1,−1) (−1,−1)

number of commutations 0 1 1 1 2 2 2 3 3

(Sa,Sb) (−1.0) (−1,0) (−1,1) (−1,−1) (0,0) (0,1) (0,−1) (1,0) (1,−1) (1,1)

number of commutations 0 1 1 1 2 2 2 3 3

(Sa,Sb) (−1.1) (−1,1) (0,1) (−1,0) (−1,−1) (0,0) (1,1) (1,0) (0,−1) (1,−1)

number of commutations 0 1 1 2 2 2 3 3 4

A switching operation with a number of commutations equal to that shown in Table 2, for example,
implies that one switch turns off and another switch turns on at a switching instant. Likewise, two
switches are off and two are on at a switching moment when the switching operation corresponds to a
number of commutations equal to two in Table 2. The conventional method, which selects a next-step
switching state depending on the cost function, does not consider the number of commutations.
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Thus, the number of switchings can increases in a case where an optimal switching state with many
commutations is chosen at the next step. Figure 2 shows simulation waveforms obtained by the
conventional MPC method for a single-phase three-level NPC converter.

 
(a) (b) 

Figure 2. Simulation waveforms of conventional MPC method (a) during period with converter voltage
vab fixed to Vdc/2 and (b) during period with converter input voltage vab fixed to −Vdc/2.

It is seen from Figure 2a that the conventional method, during the period with the converter
voltage vab fixed to Vdc/2, repeatedly changes the switching states corresponding to an operating status
between (1, 0) and (0, −1). This is the redundant state with respect to each other, although the switch
transitions do not be required in terms of the ac source current control. These switching operations
involve two commutations at every switching instant, as shown in Table 2. As a result, the number
of switching operations substantially increases, whereas the two capacitor voltages perfectly match.
Similarly, the simulation waveforms obtained by the conventional MPC method, especially during
the period with the converter input voltage vab fixed to −Vdc/2, are depicted in Figure 2b. It is seen
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that the switch transition repeatedly occurs between (0, 1) and (−1, 0) in terms of the operating status,
which also involves two commutations at every switching instant, as shown in Table 2. Therefore,
it is noted that the two capacitor voltages are tightly balanced by repeatedly using the redundant
switching states, at the expense of an increased number of switchings in the conventional MPC
method. The proposed method pre-excludes, from the candidates for possible future switching states,
the switching states that yield more than two commutations in the next sampling period. As a result,
the proposed technique can reduce the number of switchings and the switching losses by utilizing
switching states involving no commutation or only one commutation at every sampling instant for
single-phase three-level NPC converters. Table 3 shows the switching states allowed in the proposed
method, which are states with the number of commutations restricted to zero or one

Table 3. Switching states allowed in proposed method.

Current Operating Status Next Possible Operating Status

(0,0) (0,0) (0,1) (1,0) (−1,0) (0,−1)

(1,1) (1,1) (1,0) (0,1)

(−1,−1) (−1,−1) (−1,0) (0,−1)

(1,−1) (1,−1) (0,−1) (1,0)

(1,0) (1,0) (1,1) (1,−1) (0,0)

(0,−1) (0,−1) (1,−1) (−1,−1) (0,0)

(0,1) (0,1) (1,1) (−1,1) (0,0)

(−1,0) (−1,0) (−1,1) (−1,−1) (0,0)

(−1,1) (−1,1) (0,1) (−1,0)

Figure 3 shows simulation waveforms obtained by the proposed MPC method for a single-phase
three-level NPC converter. It is seen from Figure 3a that the proposed method, during the period
with the converter voltage vab fixed to Vdc/2, does not change the switching states. This is because the
operating status (0, −1) corresponding to the redundant status of (1, 0) is not a possible state for the
next state when the current operating status is (0, −1). Similarly, simulation waveforms obtained by
the proposed MPC method, especially during the period with the converter input voltage vab fixed
to −Vdc/2, are depicted in Figure 3b. It is also seen that there is no switch transition because the
operating status (−1, 0) corresponding to the redundant status of (0, 1) is not a possible state for the
next state when the current operating status is (−1, 0). As a result, the proposed method can reduce
the number of switchings and the corresponding switching losses, whereas an NP voltage imbalance
between the two capacitor voltages occurs. The NP voltage imbalance that occurs when the periods of
the converter voltage are fixed at Vdc/2 or −Vdc/2 is resolved by selecting switching states to eliminate
the imbalance afterward. Figure 4 depicts simulation waveforms obtained by the proposed MPC
method during the period when the converter voltage vab oscillates between Vdc/2 and Vdc. It is seen
that the NP voltage imbalance is solved by the proposed algorithm, where the optimal states are 5, 4, 6,
4, 5, and so on, as shown in Figure 4. Figure 5 shows the capacitor voltage behavior in the switching
states. Because switching states 4, 5, and 6 can increase or decrease the upper and lower capacitor
voltages, the proposed method can successfully eliminate the NP voltage imbalance quickly.
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(a) (b) 

Figure 3. Simulation waveforms of proposed MPC method (a) during period with converter voltage
vab fixed to Vdc/2 and (b) during period with converter input voltage vab fixed to −Vdc/2.
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Figure 4. Simulation waveforms of proposed MPC method during period with converter voltage vab

between Vdc/2 and Vdc.

Figure 5. Number of operating status and capacitor voltage behavior of proposed MPC method during
period with converter voltage vab between Vdc/2 and Vdc.

The performance of the MPC methods owing to its inherent operational principle is strongly
influenced by the sampling frequency. The number of switchings by the conventional MPC and
proposed methods as functions of the sampling periods are shown in Figure 6. It is seen that the
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number of switchings of the proposed method is lower than that of the conventional MPC method
for all considered sampling periods. Increasing the sampling frequency increases the number of
switchings, leading to an increasing difference in the number of switchings obtained from the two
methods. The conventional MPC and the proposed methods are compared in terms of the THDs of the
source current and the peak-to-peak capacitor voltages vs. the sampling periods shown in Figure 6.
It is observed that the proposed method results in almost the same THDs in the source current as those
in the conventional MPC method. In addition, the peak-to-peak capacitor voltages of the proposed
method are slightly higher than those of the conventional method, at the expense of a decreased
number of switchings. Thus, it can be concluded that compared to the conventional MPC method,
the proposed method can lead to a reduced number of switchings, which can lead to lower switching
losses and a nearly equal THD of the source currents.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Comparison results obtained by conventional MPC method and proposed method vs.
sampling frequency: (a) number of switchings; (b) THD values of source currents; (c) current errors;
and (d) peak-to-peak values of capacitor ripple voltages.

Loss analysis and stress distribution among the switching devices were further conducted on
conditions with vs = 730 V, Vdc = 1000 V, and Pin = 10 kW. Losses resulted in each switching component
by the conventional and the proposed methods are depicted in Figure 7. The proposed method
yields reduced losses in all the switching component, including the IGBTs and the clamping diodes,
in comparison with the conventional method. By comparing the conduction loss and the switching
loss in Figure 7, the conduction losses generated by the two methods are almost the same. On the other
hand, the switching losses of the proposed method are lower than those of the conventional method
for all the components. Total efficiency of the conventional and the proposed method was 98% and
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98. 7%, respectively. Regarding loss distribution shown in Figure 7, the two methods lead to more
losses in the inner switches, Sa2 and Sb2, than the outer switches, which is general in the three-level
NPC converters. However, it is seen that the losses by the proposed method are less concentrated on
the inner switches than the conventional method, as shown in Figure 7.

 
(a) 

 
(b) 

Figure 7. Loss comparison of (a) conventional method (b) proposed method.

4. Simulation and Experimental Results

In order to demonstrate the proposed method, a single-phase three-level NPC converter with
the proposed method was operated at vs = 110 V, Vdc = 150 V, Ts = 50 μs, RL = 100 Ω, Rs = 1 Ω,
and Ls = 10 mH. The weighting factor λc = 0.5 in (11) was used for both the conventional and the
proposed methods. Figure 8 shows simulation waveforms of the source current (is), source voltage
(vs), line-to-line converter input voltage (vab), converter pole voltages (t), and frequency spectrum of
the input current (is) obtained by the conventional and the proposed methods.

It is seen that the proposed method, operated with only a consideration of the reduced number
of commutations, and the conventional method, using all possible switching states, make the source
voltage and the source current in phase. This yields a unity power factor. It is noted that the source
current and the ac line-to-line converter voltage generated by both methods are almost the same.
On the other hand, the converter pole voltages of the proposed method are different from those of the
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conventional method because of the reduced number of switchings. It is seen that the pole voltage of
the proposed method has a lower number of commutations than the conventional method owing to
the reduced switching operations of the proposed method. From the frequency spectrum waveforms,
it can be shown that the two methods represent almost the same current THD values. Therefore, the
proposed method can reduce the number of switchings and the switching losses without deteriorating
the quality of the ac current waveform in comparison with the conventional method.

 
(a) 

 
(b) 

Figure 8. Simulation results of ac source current (is), source voltage (vs), converter line-to-line voltage
(vab), pole voltages (vaN, vbN), and frequency spectrum of input current (is) obtained by (a) conventional
and (b) proposed methods.

Figure 9 shows simulation waveforms of the upper and the lower capacitor voltages (vc1 and vc2)
and switching patterns of the four upper switches (Sa1, Sa2, Sb1, and Sb2) during the steady state as
obtained by the conventional and proposed methods. In Figure 9a, obtained by the conventional MPC
method using all possible switching states, the two capacitor voltages with the NP voltage controlled
by the redundant switching states are almost equal with an avoidable oscillation at a certain voltage
boundary ΔVC.
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In the proposed method, as shown in Figure 9b, the converter is operated with only a consideration
of the reduced number of commutations. It is clearly seen from the switching patterns that the proposed
method yields a reduced number of switchings compared with the conventional method. This can lead
to a decreased number of switching losses and higher efficiency. In addition, in the proposed method
of Figure 9b, the NP voltage balance is well regulated without a continuous increase or decrease in the
capacitor voltages, whereas the peak-to-peak ripple voltages of the two capacitors obtained by the
proposed method are slightly increased compared with those of the conventional method. The number
of switchings and switching losses of the proposed method were reduced by almost half in comparison
with the conventional method.

 
(a) 

 
(b) 

Figure 9. Simulation results of upper and lower capacitor voltages (vc1, vc2) and switching patterns
of four upper switches (Sa1, Sa2, Sb1, Sb2) during steady state in (a) conventional MPC method and
(b) proposed MPC method.
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Figure 10 shows simulation waveforms of the two methods when imbalance conditions of the
capacitor voltages, which were intentionally generated, occur. Both the conventional and proposed
methods can balance the capacitor voltages, as shown in Figure 10. It is seen that the proposed method,
using a reduced number of possible switching states for a reduced number of commutations, can yield
an NP voltage balance at almost the same speed as the conventional method.

 
(a) 

 
(b) 

Figure 10. Simulation results of capacitor voltages (vc1, vc2) and source current during imbalanced NP
voltage conditions obtained by (a) conventional method and (b) proposed method.

Figures 11 and 12 show simulation waveforms of step changes of the load resistance and the dc
load voltage obtained by the two methods. It is seen that the proposed method achieves dynamic
responses as quickly as the conventional method despite the reduced number of possible switching
states to decrease the number of switching losses.
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(a) 

 
(b) 

Figure 11. Simulation results of capacitor voltages (vc1, vc2) and source current with step change of
load resistor from 200 Ω to 100 Ω obtained by (a) conventional method and (b) proposed method.
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(a) 

 
(b) 

Figure 12. Simulation results of capacitor voltages (vc1, vc2) and source current with step change of dc
voltage from 150 V to 120 V obtained by (a) conventional method and (b) proposed method.

Effects of the control parameter λc on performance were investigated, where Figure 13 shows the
average number of switching, the THD values of line current, and the peak-to-peak values of capacitor
ripple voltage of the conventional and the proposed methods, as a function of the weighting factor λc

varying from 0.05 to 2. It is shown from Figure 13 that the proposed method results in much lower
average number of switching and almost same THD values of the line currents in comparison with the
conventional method, over the range of the varying weighting factor. Figure 14. depicts simulation
results of ac source current, frequency spectrum of source current, and two capacitor voltages obtained
by the conventional and the proposed methods with weighting factor λc = 0.05, λc = 0.5, and λc = 2,
respectively. The peak-to-peak value of the two capacitor ripple voltages of the proposed method is
slightly increased compared with that of the conventional method, with the trade-off with the reduced
number of switching and the consequently decreased switching losses. It is seen that the proposed
method with the three different weighting factors regulates the sinusoidal input current well and
maintains the two capacitor voltage balancing, even with the lower switching operations than the
conventional method.
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(a) (b) 

 

(c) 

Figure 13. Effects of weighting factor λc varying from 0.05 to 2 on (a) average number of switching
(b) THD of line current (c) peak-to-peak value of capacitor ripple voltage of the conventional and the
proposed methods.

     
(a) 

Figure 14. Cont.
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(b) 

     
(c) 

Figure 14. Simulation results of ac source current (is), frequency spectrum of input current (is),
and capacitor voltages (vaN, vbN) obtained by the conventional and the proposed methods with
weighting factor (a) λc = 0.05, (b) λc = 0.5, and (c) λc = 2.

Performances with larger input resistance and input inductance were investigated. Figure 15
shows the average number of switching, the THD values of line current, and the peak-to-peak values
of capacitor ripple voltage of the conventional and the proposed methods, for several values of the
input resistance and the input inductance. It is shown from Figure 15 that the proposed method results
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in much lower average number of switching and almost same THD values of the line currents in
comparison with the conventional method, for the different input parameters. Figure 16. depicts
simulation results of ac source current, frequency spectrum of source current, and two capacitor
voltages obtained by the conventional and the proposed methods with the three different input
resistances and input inductances. The peak-to-peak value of the two capacitor ripple voltages of
the proposed method is slightly increased compared with that of the conventional method, with the
trade-off with the reduced number of switching and the consequently decreased switching losses.
It is seen that the proposed method with the three different input parameters regulates the sinusoidal
input current well and maintains the two capacitor voltage balancing, even with the lower switching
operations than the conventional method.

 
(a) 

 
(b) 

 
(c) 

Figure 15. Effects of input resistance and input inductance on (a) average number of switching
(b) THD of line current (c) peak-to-peak value of capacitor ripple voltage of the conventional and the
proposed methods.
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(a) 

      
(b) 

Figure 16. Cont.
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(c) 

Figure 16. Simulation results of ac source current (is), frequency spectrum of input current (is), and
capacitor voltages (vaN, vbN) obtained by the conventional and the proposed methods with input
parameters (a) Rs = 1 Ω and Ls = 10 mH (b) Rs = 2 Ω and Ls = 20 mH, and (c) Rs = 3 Ω and Ls = 30 mH.

The single-phase three-level NPC converter operated with the proposed method was tested with
a nonlinear load, which is a three-phase voltage source inverter with a fundamental frequency of
80 Hz as shown in Figure 17. For the purpose of comparison, the simulation results obtained by the
conventional method were also included. It is seen from Figure 18 that the single-phase three-level
NPC converter with the proposed method well regulates the sinusoidal source current in phase with
the source voltage with a low THD value, even with a nonlinear load. In addition, the two capacitor
voltages of the proposed method are balanced in a case of the nonlinear load as the same as the linear
load, as shown in Figure 18.
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Figure 17. Schematic with a three-phase voltage source inverter as a nonlinear load.
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(a) (b) 

Figure 18. Simulation results with the three-phase voltage source inverter as a nonlinear load: ac source
current (is), frequency spectrum of input current (is), line to line source voltages (vab), capacitor voltages
(vc1, vc2), and three-phase load currents of the voltage source inverter (from top to bottom) obtained by
(a) the conventional method (b) the proposed methods.

A prototype of a single-phase three-level NPC converter, shown in Figure 19, was fabricated in a
laboratory to prove the proposed method. The conventional and proposed methods were implemented
using a DSP board (TMS320F28335). To compare the performance of the two methods, experiments
were conducted under the same conditions as the simulation. Figure 20 shows experimental waveforms
of the source voltage/current, converter input voltage, each pole voltage, and an FFT analysis of the
source current for the conventional method and the proposed method during steady-state conditions.
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Figure 19. Photograph of prototype setup for single-phase three-level NPC converter.

 
(a) 

 
(b) 
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Figure 20. Experimental results of ac source current (is) and source voltage (vs), converter input
voltage (vab), pole voltage (vaN, vbN), and FFT analysis of source current (is) in (a) conventional and
(b) proposed methods.
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As in the simulation, the proposed method shows almost the same source current and converter
input voltage waveforms as the conventional method. In addition, the proposed method through
the FFT analysis shows performance that is very similar to that of the conventional method. On the
other hand, as shown in Figure 20, the proposed method has a quite different pole voltage from the
conventional method owing to the reduced number of switchings.

Figure 21 shows the upper and lower capacitor voltages, source current, and switching state in
the steady state. As shown in Figure 21, the proposed method reduces the number of switchings
in comparison with the conventional method. In addition, the NP voltage balance in the proposed
method is well regulated without a continuous increase or decrease in the capacitor voltages, whereas
the peak-to-peak ripple voltages of the two capacitors obtained by the proposed method is slightly
increased compared with the conventional method.

 
(a) 

 
(b) 

i

v v
v

Figure 21. Experimental results of capacitor voltages (vc1, vc2), source current (is), and upper switch of
a leg (Sa1, Sa2) during steady state in (a) conventional method and (b) proposed method.

In Figure 22, experimental waveforms of the two methods are shown when imbalanced NP voltage
conditions of the capacitor voltages, which are intentionally generated, occur. Both the conventional
and proposed methods can balance the capacitor voltages, as shown in Figure 22. This is the same as
the simulation results of Figure 10. It is seen that the proposed method, using a reduced number of
possible switching states for a reduced number of commutations, can yield an NP voltage balance at
almost the same speed as the conventional method. Figures 23 and 24 show experimental waveforms
of step changes of the load resistance and the dc load voltage obtained by the two methods. It is seen
that the proposed method achieves dynamic responses as quickly as the conventional method despite
the reduced number of possible switching states to decrease the number of switching losses.
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Figure 22. Experimental results of capacitor voltages (vc1, vc2) and source current during imbalanced
NP voltage conditions obtained by (a) conventional method and (b) proposed method.
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Figure 23. Experimental results of capacitor voltages (vc1, vc2) and source current with step change of
load resistor from 200 Ω to 100 Ω obtained by (a) conventional method and (b) proposed method.
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Figure 24. Experimental results of capacitor voltages (vc1, vc2) and source current with step change of
dc voltage from 150 V to 120 V obtained by (a) conventional method and (b) proposed method.

5. Conclusions

This paper proposed a highly efficient algorithm with a reduced number of switchings and
low switching losses for single-phase three-level NPC converters based on an MPC method with
a decreased number of commutations of switches. The proposed method pre-excludes, from the
candidates for possible future switching states, the switching states that yield more than two
commutations in the next sampling period. As a result, the proposed technique can reduce the
number of switchings and the switching losses by utilizing switching states involving no commutation
or only one commutation at every sampling instant for single-phase three-level NPC converters.
In addition, the developed method does not deteriorate the input current quality or input power
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factor despite the reduced switching numbers and losses. Although the proposed method slightly
increases the peak-to-peak variations of the two dc capacitor voltages at the expense of reduced
commutation, the increased voltage variation is not high. Thus, the proposed method can obtain high
efficiency and low switching losses at the expense of slightly increased peak-to-peak variations of the
NP voltage. Simulations and experimental results were presented to verify the effectiveness of the
proposed method.
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Nomenclature

Abbreviations
EMI Electromagnetic interference
NPC Neutral point clamped
CBPWM Carrier-based pulse width modulation
PI Proportional and integral
NP Neutral point
MPC Model predictive control
THD Total harmonic distortion
IGBT Insulated gate bipolar transistor
Variables
Sa Operating status of a-phase
Sb Operating status of b-phase
va Source voltage
ia Source current
i∗a Reference source current
Rs Input resistance
Ls Input inductance
vab Line-to-line source voltage
vaN Phase voltage of a-phase
vbN Phase voltage of b-phase
C1 Output capacitance in upper capacitor
C2 Output capacitance in lower capacitor
iu Current of upper dc-bus bar
il Current of lower dc-bus bar
RL Output load resistance
Vdc Output dc voltage
g Cost function
λc Weighting factor
Ts Sampling period
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Abstract: To suppress the direct current (DC) capacitor voltage fluctuations and the common-mode
voltage (CMV) in a three-phase, five-level, neutral-point-clamped (NPC)/H-bridge inverter, this
paper analyzes the influence of all voltage vectors on the neutral point potential of each phase under
different pulse mappings in detail with an explanation of the CMV distribution. Then, based on
the traditional space vector pulse width modulation (SVPWM) algorithm, a dual-pulse-mapping
algorithm is proposed to suppress the DC capacitor fluctuations and the CMV simultaneously. In the
algorithm, the reference voltage synthesis selects the voltage vector that has the smallest CMV value
as the priority. In addition, the two kinds of pulse mappings that have opposite effects on the neutral
point potential are switched to output. At the same time, regulating factors are introduced to adjust
the working time of each voltage vector under the two pulse mappings; then, the capacitor voltages
can be balanced. Both the simulation and experiment demonstrate the algorithm’s effectiveness.

Keywords: NPC/H Bridge; five-level; Balance of capacitor voltage; Suppression of CMV; SVPWM

1. Introduction

In the past several decades, multilevel power topologies have increasingly been used in high-power,
medium-voltage drives [1,2]. Due to the advantages of a higher voltage capability, lower switching
frequencies, better power quality, and smaller voltage jumps (dv/dt), multilevel converters have
become more popular and are applied to high-voltage variable frequencies, flexible alternating current
(AC) transmissions, high-voltage direct current (HVDC), and so on [3]. Several strategies have been
proposed for multilevel converters, such as sinusoidal pulse width modulation (SPWM), selective
harmonic elimination pulse width modulation (SHEPWM), and space vector pulse width modulation
(SVPWM). Compared to SPWM, SVPWM has lower total harmonic distortion (THD) and a high
utilization of direct current (DC)-side voltage [4]. SHEPWM is kind of offline strategy that requires
excellent storage performance [5]. Moreover, various multilevel converter topologies have been studied,
such as neutral-point-clamped (NPC) [6], cascaded H-Bridge (CHB) [7], modular multilevel converter
(MMC) [8], and Matrix converter [9]. Among all of the topologies, the neutral-point-clamped and the
cascaded H-Bridge are the two most widely used, and they are suitable for medium-voltage, high-power
drives [10,11]. By combining the NPC and H-bridge topologies, a five-level NPC/H-bridge topology
was proposed in 1990 [12] and since then has been applied in industrial drive applications. Figure 1
shows a schematic diagram of a three-phase, five-level NPC/H bridge inverter’s main circuit with RL
(resistance and inductance) load. Each phase has an independent DC power Vdc, and the DC-side is
connected by two capacitors in series. Under ideal conditions, the voltage of each is Vdc/2.
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Figure 1. A diagram of a five-level, neutral-point-clamped (NPC)/H-bridge inverter’s main circuit.

However, the NPC/H bridge topology has two crucial problems: an imbalance in capacitor
voltages in three phases and a requirement that the common-mode voltage be suppressed. In fact,
there are some reports about solving the imbalance in capacitor voltages of the NPC/H bridge topology.
Most use two six-pulse rectifying devices to obtain two independent DC powers to supply each phase,
which not only increases the complexity of the topology, but also increases the cost of the system
circuit [13,14].

The best way to solve the problem is to utilize software balancing techniques because of the cost. In
other five-level topologies, the object function optimization, zero sequence voltage injection, and virtual
space-vector PWM methods are common techniques that mainly utilize the redundant vectors with a
different combination of switching sequences [15,16]. In [15], for a five-level, diode-clamped converter
(DCC), the duty cycles are calculated for the redundant states and adjusted between two zero vectors
to control the capacitor voltages. This method is not suitable for the NPC/H bridge topology because
the redundant states have the same influences on the neutral potential of capacitors. In [16], the authors
propose to solve the capacitor voltage balancing issue of the five-level DCC based on a Model Predictive
Control strategy. Although this strategy balances the capacitor voltages, it causes voltage jumps that
could damage the switches.

In addition, the common-mode voltage in the NPC/H topology also deserves more attention.
High common-mode voltage and its common-mode current will produce electromagnetic interference
that will damage the motor. There are many methods to solve the problem. In [17], a five-level NPC/H
inverter is considered to be equivalent to two three-level NPC inverters. One equivalent inverter
always operates with zero common-mode voltage to suppress CMV, and the other one operates with
the conventional three-level SVPWM. This measure can inhibit the CMV to Vdc/3. Another author
proposes a strategy called hierarchical model predictive voltage control (HMPVC) [18], which can
suppress CMV effectively.

In this paper, a dual-pulse-mapping algorithm is proposed for the simultaneous suppression
of DC-side capacitor midpoint potentials and CMV in five-level NPC/H bridge inverter. In fact,
the algorithm is suitable for NPC/H-Bridge converters with any number of voltage levels. In the
analysis in Section 2, each voltage vector is found to correspond to a variety of pulse mappings, so the
two pulse mappings (A) and (C), which have completely opposite effects on the midpoint potential of
capacitors in each phase, are selected. In the proposed algorithm, the first step is to select the voltage
vectors with the smallest CMV based on a line-voltage coordinate system. In order to ensure the
output performance, the target of the algorithm is to suppress the CMV to Vdc/6. The second step
is to synthesize the reference voltage based on space vector modulation (SVM) with six segments.
The first three segments work under pulse mapping (A) and the other three segments work under
pulse mapping (C). The key of the algorithm is to choose regulating factor for each vector. The value of
the factor decides the working time of each vector that influences the charge or discharge of capacitors
under the two pulse mappings. So, adjusting the regulating factor can balance the capacitor voltages
effectively. The algorithm proposed in this paper can perfectly solve the two crucial problems of the
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NPC/H bridge topology, which makes the NPC/H bridge topology play a better role in high-voltage
and high-power applications.

2. Switching States of the Five-Level NPC/H Bridge Converter

In Figure 1, each phase has four pairs of complementary switches. They are (Sx1, Sx3), (Sx2, Sx4),
(Sx5, Sx7), and (Sx6, Sx8), x = (a, b, c). Each phase has five switching states, such as Sx = {2, 1, 0, −1, −2},
where every state has different pulse mappings, which are shown in Table 1.

Table 1. The switching states and pulse mappings.

Switching State Sx Pulse Mapping Number Sx1, Sx2, Sx3, Sx4, Sx5, Sx6, Sx7, Sx8 Phase Voltage uxo

2 1 11000011 Vdc

1
2 11000110 Vdc/2
3 01100011

0
4 11001100

05 01100110
6 00110011

−1
7 01101100 −Vdc/2
8 00110110

−2 9 00111100 −Vdc

Based on the main circuit diagram of the system shown in Figure 1 and the corresponding
switching states in Table 1, the output voltage of each phase of the inverter is⎧⎪⎨⎪⎩

uao = Vdc ∗ Sa/2
ubo = Vdc ∗ Sb/2
uco = Vdc ∗ Sc/2

(1)

3. Analysis of the Midpoint Potential and CMV

3.1. Mechanism of DC-Side Capacitor Voltage Imbalance

We take the phase A of the five-level NPC/H Bridge inverter as an example to analyze the effect
of nine pulse mappings on the midpoint potential.

Figure 2 shows the circuit of pulse mapping 1, where Sx1, Sx2, Sx7, Sx8 are equal to 1. The phase
voltage is Vdc and the midpoint potential has no change because the current of the load is not linked to
the midpoint potential. Similar to pulse mapping 1, the circuits of pulse mapping 4, 5, 6, and 9 also
have no influence on the midpoint potential.

SS

S

S

S

S

S

S

V

Figure 2. The circuit of pulse mapping 1.

Figure 3 shows the circuit of pulse mapping 2. Assuming that the direction of phase current ia is
the same as in Figure 3, the current flows through Sa1, Sa2, Sa7, and Da4 and then arrives at the midpoint
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potential. Due to the effect of ia, the midpoint potential increases and the voltage of capacitor CA1

decreases. If the current direction is opposite to that shown in Figure 3, the current flows through Da3,
Sa6 and the freewheeling diodes of Sa2, Sa1, then arrives at the positive pole. At this time, the midpoint
potential decreases and the voltage of capacitor CA1 increases. In these two situations, the current has
an opposite influence on the midpoint potential. Figure 4 shows the circuit of pulse mapping 3. If the
current direction is same as the definition of Figure 4, the current flows through Da1, Sa2’s freewheeling
diode, Sa7 and Sa8, then arrives at the negative pole. The midpoint potential decreases and the voltage
of capacitor CA1 increases. If the current direction is opposite to the definition, the current flows
through the freewheeling diodes of Sa8 and Sa7, Sa3, and Da2. At this time, the midpoint potential
increases and the voltage of capacitor CA1 decreases. We can conclude that different directions of ia
have different effects on the midpoint potential. The changes caused by pulse mapping 7 and 8 are
same as those caused by pulse mapping 2 and 3. Table 2 shows the changes in midpoint potential
when using pulse mapping 2, 3, 7, and 8 with opposite direction currents.

V
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S

S

S
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i

Figure 3. The circuit of pulse mapping 2.
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Figure 4. The circuit of pulse mapping 3.

Table 2. Changes in midpoint potential in pulse mapping 2, 3, 7, and 8 with different direction currents.

Switching State Sx
Pulse Mapping

Number
Sx1, Sx2, Sx3, Sx4,
Sx5, Sx6, Sx7, Sx8

Direction of ia Midpoint Potential

1
2 11000110

+ ↑
− ↓

3 01100011
+ ↓
− ↑

−1
7 01101100

+ ↑
− ↓

8 00110110
+ ↓
− ↑
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As shown in Table 2, the changes caused by pulse mapping 2 are the total opposite of those caused
by pulse mapping 3. This situation also exists between pulse mapping 7 and 8. So, we select pulse
mapping 2 and 7, which have the same influence on the midpoint potential, to form pulse mapping (A),
and pulse mapping 3 and 8 constitute pulse mapping (B), as listed in Table 3.

Based on the analysis of Tables 2 and 3, we know that pulse mapping (A) and (B) have a completely
opposite effect on the midpoint potential whatever the direction of ia is. If the pulse mapping (A)
and (B) are used properly, the midpoint potential can be balanced.

Table 3. The two pulse mappings of the five-level NPC/H-Bridge inverter.

State (A) (B)

2 11000011 11000011
1 11000110 01100011
0 01100110 01100110
−1 01101100 00110110
−2 00111100 00111100

3.2. Distribution of CMV

In a five-level NPC/H bridge inverter, the common-mode voltage UCMV is expressed as
Equation (2):

UCMV =
uao + ubo + uco

3
(2)

where uao, ubo, and uco are the output voltage of each phase, which are obtained by Equation (1).
Their values are: ±Vdc, ±Vdc/2, 0. So, all of the values of UCMV can be calculated as: ±Vdc, ±5Vdc/6,
±2Vdc/3, ±Vdc/2, ±Vdc/3, ±Vdc/6, and 0. The common-mode voltage distribution of the five-level
NPC/H bridge inverter is shown in Figure 5 (where the Vdc is omitted).

  
(a) (b) 

Figure 5. The common-mode voltage distribution. (a) Common-mode-voltage distribution diagram of
traditional strategy; and (b) Common-mode-voltage distribution diagram of proposed strategy.

Figure 5a shows the traditional common-mode voltage distribution of the five-level NPC/H
bridge inverter. In order to suppress the common-mode voltage of the system while not affecting the
output performance of the inverter, this paper retains the vector that has the smallest common-mode
voltage among all the redundant vectors. Additionally, the six vertex vectors of the outer hexagon
are eliminated. So, the common-mode voltage distribution in Figure 5a can be simplified as shown
in Figure 5b.
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When the reference voltage is located in the shaded quadrangle of Figure 5b, the closest three
voltage vectors are utilized in the synthesis. Thus, the common-mode voltage of the five-level NPC/H
bridge inverter is suppressed to ±Vdc/6 and 0 while the output performance of the inverter is ensured.

4. The Proposed Dual-Pulse-Mapping Algorithm

In order to balance the DC-side capacitor voltages of a five-level NPC/H bridge inverter and
suppress the CMV effectively at the same time, a dual-pulse-mapping algorithm is proposed. From the
analysis above, we found that mapping (A) and (B) have the completely opposite influence on the
DC-side capacitor voltages. When mapping (A) and (B) work, the influences of each vector on the
three-phase midpoint potentials of capacitors are opposite. Thus, this paper selects mapping (A)
and (B) to control the voltage alternately based on the six-segment SVPWM.

4.1. Vector Selection and Vector Duration Time

In this paper, the vector selection and calculation are based on the line-voltage coordinate
system [6]. Assuming the three-phase reference voltages are Ua, Ub, and Uc, the a-b-c coordinate is
converted to the ab-bc-ca line-voltage coordinate and unitized as Equation (3). The components of the
reference voltage Vref on the axis ab, bc, and ca are Uab, Ubc, and Uca, respectively.⎡⎢⎣ Uab

Ubc
Uca

⎤⎥⎦ =
2

Vdc

⎡⎢⎣ 1 −1 0
0 1 −1
−1 0 1

⎤⎥⎦
⎡⎢⎣ Ua

Ub
Uc

⎤⎥⎦ (3)

The per unit values of components are rounded up and down to an integer. In the equation,
“floor” means rounding down to an integer and “ceil” represents rounding up to an integer.⎧⎪⎨⎪⎩

Fab = f loor(Uab), Cab = ceil(Uab) ;
Fbc = f loor(Ubc), Cbc = ceil(Ubc) ;
Fca = f loor(Uca), Cca = ceil(Uca) ;

(4)

All of the triangles can be separated into regular and inverted ones. If Fab + Fbc + Fca = −1, the
end of the reference voltage vector is located in the regular triangle, and the coordinates of the three
triangle vertexes (UA, UB, and UC) and the time duty ratio of three basic vectors are as follows.⎧⎪⎨⎪⎩

UA = (Cab, Fbc, Cca), dA = Uab − Fab ;
UB = (Fab, Cbc, Fca), dB = Ubc − Fbc ;
UC = (Fab, Fbc, Cca), dC = Uca − Fca ;

(5)

If Fab + Fbc +Fca = −1, the end of the reference voltage vector is located in the inverted triangle.
The coordinates and the time duty ratio are as follows.⎧⎪⎨⎪⎩

UA = (Cab, Fbc, Cca), dA = Cab − Uab ;
UB = (Fab, Cbc, Cca), dB = Cbc − Ubc ;
UC = (Cab, Cbc, Fca), dC = Cca − Uca ;

(6)

After selecting the three basic vectors, it is essential to find all the switching states corresponding
to each basic vector. (Sa, Sb, Sc) represents the switching states of basic vectors in the α− β coordinate
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system. UX = (a, b, c) represents the coordinates of triangle-vertex vectors in the line-voltage coordinate
system (where X = A, B, or C). ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Sa = Sa

Sb = Sa − a
Sc = Sa + c

0 ≤ Sa, Sb, Sc ≤ 4

(7)

Equations (5)–(7) can quickly determine the triangle-vertex vectors and their time duty ratios.
The relationship between common-mode voltage and switching states is obtained by Equations (1)
and (2) as the following:

UCMV =
Sa + Sb + Sc

6
Vdc (8)

The dual-pulse-mapping algorithm proposed in this paper utilizes Equation (8) to select the
vectors that have the smallest CMV among redundant vectors.

4.2. Voltage Balancing Algorithm

Based on the traditional SVPWM, this paper presents a new algorithm, called the
dual-pulse-mapping algorithm, which is composed of six segments. The first three segments are
controlled by pulse mapping (A), and the other segments are controlled by mapping (B). At the same
time, the regulating factor k is adopted for each vector. According to the midpoint potentials of the
three phases, adjusting the working time of each vector under the two pulse mappings can balance
the capacitor voltages effectively and stably. Taking sector I as example, the vectors with the smallest
value of CMV are shown in Figure 6.

Figure 6. The vectors with the minimum common-mode voltage (CMV) in Sector I.

We take the 13th triangle in Figure 6 as an example to explain how the dual-pulse mapping works.
Because the reference voltage is in the 13th triangle, the vector synthesizing sequence is showing
as Figure 7.

Figure 7. The vector synthesizing sequence of dual-pulse mapping strategy.

As shown in Tables 2 and 3, the pulse mappings (A) and (B) have the opposite effect on the
midpoint potential. Based on this, the regulating factors ka and kc are adopted. Assuming that the
working time of the three vectors are T1, T2, and T3, the working time of the six segments is assigned
as Figure 8.

72



Energies 2019, 12, 779

k T T k T k T T k T

Figure 8. The assigned working time of sex segments.

If the midpoint potential of phase A is equal to Vdc/2, then ka is 0.5. If the midpoint potential of
phase A is higher than Vdc/2, we only need to reduce the value of ka to <0.5, for example 0.4, in order
to increase the working time of 10-2 under mapping (B) (because the time if the follow current’s state is
much smaller than the sampling time and a follow current also exists when using pulse mapping (B),
so this state will not be taken into consideration). It is all the same when the midpoint potential of
phase A is lower than Vdc/2. By adjusting the operating time of 10-2 under the two kinds of pulse
mappings, the midpoint potential of phase A will be balanced.

5. Simulation Verification and Analysis

In order to show the performance of the proposed method, simulation studies were carried out in
the MATLAB/Simulink software environment. The condition were set as follows: the DC-side voltage
equals 1000 V, the rated DC-side capacitor voltages Vdc equal 500 V, the DC capacitances are 3300 μF,
the output voltage frequency f is 50 Hz, the load power factor cosϕ is 0.985, and its impedance Z
equals 26.43.

5.1. Simulation Results of the Conventional SVPWM Strategy

Figure 9a shows the three-phase midpoint potentials (which are defined as the difference values
between the midpoint potentials of the unbalanced three-phase capacitors and the midpoint potentials
of the balanced capacitors) when using the conventional SVPWM, which only adopts mapping (A).
The DC-side voltage equals 1000 V, so the midpoint potentials of the balanced capacitors are 500 V.
The midpoint potentials of the three-phase capacitors are continuously increased from 0 V to 500 V,
which is consistent with the theoretical analysis. Figure 9b shows the line voltage between phase A
and phase B; the nine-level line voltage attenuates to five-level as time goes by. When the modulation
index m has high values, the midpoint current of the inflow capacitor is large, and the voltage of the
capacitor changes greatly. Therefore, the midpoint potential of the capacitor rises rapidly. On the
contrary, when m has low values, the midpoint potential of the capacitor rises slowly.

t

U U U

(a) 

t
(b) 

Figure 9. The inverter without capacitor voltage control. (a) Midpoint Potential of three phases; and (b)
Line voltage and common mode voltage.
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The line voltage between phase A and phase B is degraded to five-level from the original
nine-level. The imbalanced DC-side voltages inject harmonics into the output voltage of the inverter,
thereby distorting the output voltage waveform. If the inverter continues to work in an unbalanced
capacitor voltage state, the power electronics in the system will be unevenly pressed or will even break
down, and eventually the entire system will not work properly.

5.2. Simulation Results with the Proposed Dual-Pulse-Mapping Strategy

The proposed dual-pulse-mapping strategy was also analyzed using simulations, and the
simulation parameters were the same as those for the simulations of the conventional SVPWM.
Figure 10 shows the three-phase current, the midpoint potentials of the three-phase DC-side capacitors,
the line voltage between phase A and phase B, and the common-mode voltage under the modulation
index of 0.4 and 0.9 when the power factor of the load equals 0.984.

U U

U U U

 

UU U

U U

 
(a) m = 0.4, PF = 0.984 (b) m = 0.9, PF = 0.984 

Figure 10. The simulation waveforms under the algorithm. (a) The three-phase current, midpoint
potentials, line voltage between phase A and phase B, and common-mode voltage when m is 0.4;
and (b) The three-phase current, midpoint potentials, line voltage between phase A and phase B,
and common-mode voltage when m is 0.9.

According to the Figure 10, under the modulation index of 0.4 and 0.9, the proposed
dual-pulse-mapping strategy could control the operation of the inverter stably. The midpoint potentials
of the three-phase DC-side capacitors fluctuate within ±3 V, which indicates that the proposed
algorithm can effectively balance the midpoint potentials of DC-side capacitors. The largest ripple in
the common voltage is 1/6Vdc, which means that the common voltage has effectively been suppressed.

5.3. Simulation Results of Dynamic Performance

We performed a simulation with the conventional strategy in which the modulation index was 0.9,
the power factor was 0.984, and the pre-charged voltage of the DC-side capacitor was 500 V. When the
midpoint potentials of the DC-side capacitors reached Vdc/2, the proposed dual-pulse-mapping
strategy was used to balance the voltage. Figure 11 shows the simulation diagram of the midpoint
potentials of the DC-side capacitors, the voltages of phase A’s two capacitors, and the line voltage
between phase A and phase B. Under the pulse mapping (A), the midpoint potentials of the three-phase
capacitors rise rapidly from 0 V to 500 V and the two capacitor voltages of phase A also change from
500 V to 0 V and 1000 V, respectively. The line voltage between phase A and phase B degrades
to five-level. Then, the dual-pulse-mapping algorithm was adopted. The midpoint potentials of
three-phase capacitors return to a balanced state and the line voltage also returns to nine-level. The two
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capacitor voltages of phase A change from 0 V and 100 V to 50 V. These simulation results show that
the proposed algorithm has intelligent dynamic performance.

Figure 11. The simulation waveform of dynamic performance.

6. Experimental Results

In order to further verify the effectiveness of the proposed control algorithm for balancing DC-side
(Direct Current) capacitor voltages and the suppression of the common-mode voltage and its dynamic
response capability, a three-phase, five-level NPC/H Bridge inverter with an RL load experimental
platform was built as shown in Figure 12. The structure is composed of a 12-pulse uncontrolled rectifier
and a five-level NPC/H-bridge-type inverter. The basic parameters of the experiment are shown
in Table 4.

Table 4. The experimental parameters of the system.

Parameters Values

DC-side voltage Vdc 100 V

Output voltage frequency f AC 50 Hz

DC-side capacitance C 3300 μF

RL load 26 Ω + 15 mH

Modulation index m 0.9 and 0.4

Switching frequency f s 800 Hz

Figure 12. The experimental platform.
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In Figure 13a,b, the DC-side capacitor voltages’ fluctuations are very small regardless of whether
the reference voltage locates in the high- or low-modulation index region, and the common-mode
voltage of the system is suppressed at the −Vdc/6, 0, Vdc/6. This proves that the dual-pulse-mapping
algorithm controls the stable operation of the three-phase, five-level NPC/H-bridge inverter.
Figure 13c,d show the harmonic analysis of the line voltage. It can be seen that, when the modulation
index m is 0.9 and 0.4, the THD is 17.8% and 35.0%, respectively, which means that the output
performance of the algorithm is the same as that of traditional SVPWM.

The pulse-width modulations (PWMs) of Sa1, Sa2, Sa3, and Sa4 in phase A are shown in Figure 14.
The switching frequencies of the four switches in phase A were calculated approximately during
250~350 Hz, with a modulation index m of 0.4 and 0.9. The higher the modulation index is, the lower
the switching frequency of each switch is. Phase B and C are both the same. Compared with the
traditional SVPWM, the switching frequency of each switch just a little higher.

Figure 15a,b show the experimental waveforms of the dynamic response when the reference
voltage modulation index suddenly decreases. The modulation index changes from m = 0.9 to m = 0.4.
The line voltage and phase currents respond immediately during a very short time. The capacitor
voltage is still balanced but has a little increase because of the uncontrolled rectifier.

In order to verify the strong self-balancing property of the algorithm, the conditions were set as
follows: in the beginning, the modulation index was m = 0.9, and the values of regulating factors were
all 0.5, which means that the dual-pulse-mapping algorithm was equivalent to a common six-segment
SVPWM. Under the mapping (A), the midpoint potentials VAO, VBO, and VCO rise quickly and
achieve the maximum Vdc/2 after some time. The line voltage also degenerates to five-level from
nine-level. The inverter works under an unstable condition. Then, the dual-pulse-mapping algorithm
was adopted. In Figure 15c, the midpoint potentials of the three-phase capacitors return to a balanced
state after a short time. The line voltage also returns to nine-level. The two capacitor voltages in phase
A change from 0 V and 100 V to 50 V in Figure 15d.

Figure 13. The experimental results of steady-state operation. (a) The DC-side voltage, the capacitance
voltage of phase A, line voltage between phase A and phase B, and common-mode voltage when m is
0.9; (b) The DC-side voltage, the capacitance voltage of phase A, line voltage between phase A and
phase B, and common-mode voltage when m is 0.4; (c) The harmonic analysis of the line voltage when
m is 0.9; and (d) The harmonic analysis of the line voltage when m is 0.4.
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Figure 14. The pulse width modulations (PWMs) of phase A when m = 0.4 and m = 0.9.
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Figure 15. The experimental results of dynamic performance. (a) The DC-side voltage, the capacitance
voltage of phase A, line voltage between phase A and phase B, and common-mode voltage with
changing m; (b) The DC-side voltage and the currents of three-phase with changing m; (c) The midpoint
potentials of three-phase and the line voltage between phase A and phase B after dual-pulse mapping
strategy started to work; and (d) The two capacitor voltages in phase A after dual-pulse mapping
strategy started to work.

7. Conclusions

In this paper, the balance of the midpoint potentials of three-phase DC-side capacitors and
the suppression of common-mode voltage were studied in a three-phase, five-level NPC/H-bridge
inverter. A dual-pulse-mapping algorithm was proposed based on the characteristics of this topology.
In combination with the traditional six-segment SVPWM, the proposed algorithm selectively uses
the two pulse mappings that have the opposite effects on the midpoint potentials of the capacitors.
The simulation and experimental results show that the proposed algorithm can balance the midpoint
potentials perfectly and can suppress the common-mode voltage effectively. Based on the dynamic
experiments, we can conclude that the proposed algorithm has a good capability to respond and the
output performance is as good as that of the traditional SVPWM. Compared with the hardware
balancing method, the volume and the cost of the system are both reduced. So, the proposed
algorithm has a certain significance for cascaded NPC/H-bridge multilevel topology research.
In high-voltage and high-power applications, the NPC/H bridge topology will be more suitable
with the proposed algorithm.
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Abstract: Each arm of modular multilevel converter (MMC) consists of a large number of sub-module
(SM) units. However, it also increases the probability of SM failure during the long-term system operation.
Focusing on the fault-tolerant operation issue for the MMC under SM faults, the traditional zero-sequence
voltage injection fault-tolerant control algorithm is analyzed detailed and its disadvantages are concluded.
Based on this, a novel fault-tolerant control strategy based on phase disposition pulse-width modulation
(PD-PWM) is proposed in this paper, which has three main benefits: (i) it has carrier and modulation
wave dual correction mechanism, which control ability is more higher and flexible; (ii) it only needs to
inject zero-sequence voltage in half a cycle of the modulation wave, which simplifies the complexity
of traditional zero-sequence voltage injection control algorithms and much easier for implement;
(iii) furthermore, the zero-sequence voltage can even be avoided injecting under the symmetrical fault
conditions. Finally, the effectiveness of the proposed control strategy is verified with the simulation
and experiment studies under different fault conditions.

Keywords: modular multilevel converter (MMC); Sub-module (SM) fault; fault-tolerant control;
Phase Disposition PWM

PACS: J0101

1. Introduction

Compared with the traditional two-level converter, modular multilevel converter (MMC) enjoys
the advantage of modular design [1,2], which allows MMC good scalability and facilitates the
improvement of voltage level, as well as other advantages as many output levels and good harmonic
characteristics. Therefore, in recent years, MMC topology converters have been widely studied
and applied in high-voltage direct current transmission (HVDC), staticsynchronous compensator
(STATCOM), and medium-voltage motor drive [3–6].

In actual transmission projects, in order to adapt to higher transmission voltage level, a large
number of sub-modules (SMs) are often cascaded. For example, Trans Bay Cable Project is reported
to have 216 SMs per arm [7], and the Zhou Shan multi-terminal flexible HVDC transmission project
completed in 2014 in China is larger cascaded reach 250 SMs per arm [8].
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As the number of cascaded SMs increasing, the security risks of MMC converters become larger,
where the SM faults are prone to occur. When a SM fault occurs and is not processed in time,
it may cause system shutdown and even endanger the security of the power grid [9,10]. Therefore,
fault-tolerant control approach under SM faults is a problem that needs to be studied.

Generally, the common fault-tolerant control strategies are often designed based on equipping
redundant SMs [8]. According to the operation state of the redundant SMs, two main schemes are
developed, which are cold-reserve mode and hot-reserve mode, respectively. For the cold-reserve
scheme [11,12], it means that the redundant SMs are all in bypassed state when the system operating
normally and will replace the same number of faulty SMs when SMs malfunction. For the hot-reserve
scheme [13–15], it means that the redundant SMs are all operating identically as the rated SMs.
However, there are two further detailed modes under this scheme. We call it hot-reserve mode-a,
b, respectively, where hot-reserve mode-a means that simultaneously bypass the same number of
faulty SMs in each arm to keep the system strictly symmetrical [13]; and hot-reserve mode-b means
that only bypass the faulty SMs [14,15]. Compared to the mode-a, the hot-reserve mode-b scheme
can ensure full utilizing of all SMs during normal operation period and can avoid the long changing
time for redundant SM capacitors to rated values. Furthermore, some extra healthy SMs may need be
bypassed in hot-reserve mode-a, which might induce a greater transient impact on the system when
large number of SMs are simultaneously bypassed. Therefore, hot-reserve mode-b is a more preferable
redundant option for the MMC since its economic and reliability. However, this scheme also has a
potential problem, where the system may operate asymmetric under asymmetrical faults. For ensuring
the subsequent stable operation, the corresponding fault-tolerant control approach should be further
considered, and this is also what this paper deals with.

Based on the background of hot-reserve mode-b, an energy-balancing-based fault-tolerant control
strategy is proposed in [16]. Its main control idea is to increase the SM capacitor voltages on the faulty
arms to ensure the energy equalization of each arm, thereby achieving the subsequent balance operation
of the system. However, the reference command of the SM capacitor voltage needs to be calculated,
and the increased value of SM capacitor voltage will become larger as the number of malfunction SMs
increases. The neutral-point shift control method has been applied in the H-bridge cascaded multilevel
converter system, which can well solve the problems caused by the module faults [17–20]. Inspired by
this idea, the corresponding neutral-point shift control approaches suitable for the MMC system are
researched in [15,21]. With injecting the zero-sequence voltage to modify the modulation waves, the
converter line-voltages in the grid side are ensured balanced to maintain the system stable operation
under SM faults. The advantage of these methods in [15,21] is that they do not need to adjust the SM
capacitor voltages in fault arms. Similar to the methods in [15,21], an improved zero-sequence voltage
injection fault-tolerant control strategy is proposed in [22]. It simplifies the calculation process of the
required zero-sequence voltage. However, the common shortcoming in [15–22] is that they main only
consider one arm occurs SM faults. When the upper and lower arm occur SM faults simultaneously,
multiple zero-sequence voltages need to be calculated, which increase the complexity of the control
method. It should be further improved.

Aiming at this problem and for better deal with the multiple SM fault conditions, also under
the background of the redundant SMs equipped with hot reserve scheme and only bypassing the
faulty SMs when SMs malfunction, a novel fault-tolerant control strategy is proposed in this paper.
Compared to the current approaches, it has three main benefits: (i) it has carrier and modulation wave
dual correction mechanism, which control ability is more higher and flexible; (ii) it only needs to
inject zero-sequence voltage in half a cycle of the modulation wave, which simplifies the complexity
of traditional zero-sequence voltage injection control algorithms and more easier for implement;
(iii) furthermore, the zero-sequence voltage can even be avoided injecting under the symmetrical fault
conditions. Finally, the effectiveness of the proposed control strategy is verified with the simulation
and experiment studies under different fault conditions.
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2. Basics Principles of MMC

2.1. MMC Topology

A typical three-phase MMC topology is shown in Figure 1. It consists of six symmetrical arms,
which can be divided into three units: phase, arm, and SM. N identical SM units and one arm
inductance for suppressing the circulating current and the fault current rising rate are connected in
series on each arm, and the AC output terminal is taken out from the midpoint of the upper and lower
arm inductances connected to each other. In order to enhance the reliability of the system, there are a
certain number of redundant SMs.

Figure 1. Topology structure of three-phase modular multilevel converter (MMC).

Among them, the internal structure of the SM unit has various forms [23–25], and the more
common half-bridge SM structure is selected as the research object. Specifically, it is composed of an
insulated gate bipolar transistor (IGBT) half bridge, a DC capacitor C, and a bypass switch K. In the
normal working state of the system, the SM capacitor voltage USM has two levels of output states of 0
and DC capacitor voltage UC. When T1 is turned on and T2 is off, the SM is inserted and outputs UC.
When T1 is turned off and T2 is on, the SM is bypassed and output zero. Thus, the AC side multi-level
output of the MMC converter can be realized by properly controlling the on-off state of the SM.

2.2. Phase Disposition PWM and Voltage Balancing Strategy

Currently, MMC’s commonly used modulation methods include carrier phase shift modulation,
phase disposition modulation, and nearest level modulation. Because the phase disposition modulation
(PD-PWM) method has better harmonic characteristics and is easier to implement [26,27], in this paper,
PD-PWM is selected as the basic modulation strategy in subsequent analysis and experiment.

In addition, in order to reduce the fluctuation of SM capacitor voltage, this paper selects the more
common capacitor voltage balancing control based on the sorting algorithm [16,28]. The schematic
diagram of the relevant control method is shown in Figure 2. Where vj

* is the sampled phase voltage
of phase j after standard (j = a, b, c). ijp and ijl are the arm current of the upper and lower arm of phase
j, respectively. Njsum is the rated total number of the inserted SMs of phase j (i.e., as shown in Figure 1,
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it is equal to N if no SM faults occur). njp is the number of the SMs need to be inserted in the upper
arm of phase j, which is obtained from the PD-PWM modulation. njl is the number of the SMs need to
be inserted in the lower arm of phase j, which can be obtained directly by calculating Njsum − njp.

Figure 2. Schematic diagram basic control: (a) Diagram of the pulse-width modulation (PD-PWM);
(b) Diagram of the capacitor voltage sorting algorithm.

When the system is operating, the numbers of the SMs need to be inserted in the upper arm
njp and the lower arm njl are obtained according to the PD-PWM modulation firstly, and then the
voltage of each SM in the arm is sorted by the capacitor voltage sorting algorithm. According to the
direction of the arm current, the SM with lower capacitor voltage is preferentially charged, and the SM
with higher capacitor voltage is preferentially bypassed and discharged, thereby ensuring a relatively
balanced voltage of each module during the whole dynamic operation.

3. Analysis of the Traditional Zero-Sequence Voltage Injection Control Method

After the SM occur faults, it is easy to know that the phase voltage output ability of the fault phase
will be changed, and the neutral-point of the phase voltage in the ac side will be offset accordingly.
In order to ensure that the MMC converter can continue stable operation with connected to the grid,
the zero-sequence voltages can be injected to ensure the line voltage of the MMC converter remains
unchanged before and after the SM faults, thereby realizing the fault-crossing of the SM [22]. The basic
modulation diagram of the zero-sequence voltage injection control method is shown in Figure 3.
Where Figure 3a depicts the schematic diagram of three-phase modulation waves when only the upper
arm of phase occur faults, Figure 3b depicts the schematic diagram of three-phase modulation waves
when the upper and lower arms of phase j simultaneously occur faults.

With comparing the Figure 3a,b, it can be observed that if the SM faults only occur only in the
upper arm, on the basis of bypassing the faulty SMs, the fault-crossing can be realized by only adding
one corresponding zero-sequence voltage component on the modulation wave of each phase. It is easy
to achieve. However, if the SM simultaneously occur faults in the upper and lower arms, two injected
zero-sequence voltages and the four corresponding correction times t1, t1, t1, and t4 are need to be
calculated. In addition, if the numbers of the faulty SMs in the upper and lower arms are not identical,
the two required zero-sequence voltages are needed to be calculated respectively. This will increase
the complexity of the fault-tolerant control algorithm.

Considering that the location and the time of occurring SM faults are random, the MMC might
with (i) the signal faulty arm; (ii) the upper and lower symmetrical faulty arms; and (iii) the upper and
lower asymmetrical faulty arms after SMs malfunction. Furthermore, the faulty arms state may be
re-changed between the mentioned three states when the SMs fault again. Therefore, in order to ensure
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the stable operation of MMC system and flexibly deal with the multiple possible arms faulty states
after SMs malfunction, this paper improves the traditional zero-sequence voltage injection control
method, and proposes a new fault-tolerant control strategy based on PD-PWM.

Figure 3. Diagram of zero sequence voltage injection modulation: (a) Schematic diagram of fault
modulation wave of upper arm; (b) Schematic diagram of fault modulation wave of upper arm and
lower arm.

4. Novel Fault-Tolerant Control Strategy

4.1. Overall Control Process of the Proposed Fault-Tolerant Control Strategy

In order to facilitate the later analysis, we define the faulty SM numbers in the upper and lower
arms of phase j are njp_fau and njl_fau, respectively. At the same time, we assume the modulation ratio
of the system is m under the normal operation. When the number of the faulty SMs in the arm satisfies
Equation (1), the fault will not affect the normal operation of the system because of itself modulation
margin of the system. While when the Equation (1) is not valid, the fault-tolerant control strategy must
be inserted to ensure the subsequent stable operation of the MMC converter.{

m ≤ 1 − 2njp_fau
N

m ≤ 1 − 2njl_fau
N

(1)

Figure 4 shows the overall control flow chart of the fault-tolerant control strategy proposed in this
paper. It can be divided into three main parts in the process of implementation:

1. Sub module fault handling. Its main task is to block the trigger pulse of the faulty SMs and isolate
the faulty SMs through closing the bypass switch.

2. Correction of the modulation state. The main task of this part is that with combining the faulty SM
numbers of the fault phase, achieving the correction of the original carrier and modulation waves
by adopting the proposed correction algorithm (where its specific implementation method will
be discussed in detail in Section 4.2, thereby obtaining the SM numbers that need to be inserted in
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each arms after SMs malfunction. In addition, it should be note that this step is the also core part
of the fault-tolerant control strategy. In the traditional zero-sequence voltage injection control
method, it only with correcting the modulation waves to help achieve the SM fault-crossing.
Compared to it, we add the correction algorithm of the carrier waves on the basis of the correction
algorithm of the modulation waves, and realized their combination. This effectively simplifies the
complexity of traditional control algorithm when deal with multiple arms occurring SM faults.

3. Generation of the SM drive pulses. In this part, with combining the SM numbers that need to
be inserted in each arms obtained from the step (2), the drive pulses of the remained healthy
SMs are generated by using SM voltage sorting control algorithm, and finally completes the
fault-tolerant control.

 

Figure 4. Overall flow chart of the proposed fault-tolerant control strategy.

4.2. Specific Implementation Method of the Correction of the Carrier and Modulation Waves

When the system is operation under the normal state, we can depict the modulation diagram of
one phase as Figure 5.

As shown in Figure 5, when the MMC system is operating normally, the carrier waves of the N
SMs in the upper arm equally distributed in the interval [0, 2] according to the ratio of γ, where it is
easy to know:

γ =
2
N

(2)

However, if the SMs occurring faults, the number of SMs that can normally be switched in
the faulty phase will be change as the faulty SMs are bypassed. Therefore, the original modulation
link must be revised and divided into two parts: ‘Correction algorithm of the carrier waves’ and
‘Correction algorithm of the modulation waves’. We will describe the implementation method detailed
in Sections 4.2.1 and 4.2.2, respectively.
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Figure 5. Modulation diagram of one phase under the normal operation.

4.2.1. Correction Algorithm of the Carrier Waves

Assuming the SMs occurring faults at t0, and to ensure the generality of the analysis process,
supposing the SMs fault in both the upper and lower arms of phase j. Firstly, with comparing the
upper arm faulty SM numbers njp_fau and the lower arm faulty SM numbers of njl_fau of phase j, we
define the smaller of the two is χj, and the larger of the two is τj. Thereby we obtain:

χj = min
[
njp_fau , njl_fau

]
(3)

τj = max
[
njp_fau , njl_fau

]
(4)

In order to ensure the maximum utilization of the remained healthy SMs, the number of SMs that
need to participate in switching operation in the two arms of the fault phase should respectively be:

Njχ = N − χj (5)

Njτ = N − τj (6)

Then, for correcting carrier wave conveniently, the correction coefficient Kjc (Kjc ≥ 1) about the
amplitude of the carrier waves is introduced. Simultaneously, combing the smaller faulty SM number
χj, we establish a relationship between them, where:

Kjc · γ =
2

N − χj
(7)

Further, we can obtain:

Kjc =
2

γ(N − χj)
=

N
N − χj

(8)

Based on the Equation (8), enlarging the amplitude of the carrier waves with the coefficient Kjc,
we can obtain the initially corrected modulation diagram of the faulty phase as shown in Figure 6.
It can be observed that the carrier waves in the interval [0, 2] are re-distributed equally according to
the ratio of Kjc*γ at this time.
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Figure 6. Modulation diagram of the faulty phase under carrier wave correction.

Therefore, through the correction algorithm of the carrier waves, we firstly guarantee the SMs on
the smaller faulty SM numbers arm can all normally participate in the switching operation. In other
words, we can equivalently consider that the MMC is under the ‘signal arm fault’ state, and its
rated SM number is Njχ = N − χj; its faulty SM number is τ j− χj. Especially, we can found that
when the τj − χj = 0 (e.g., the faulty SM numbers in the upper and the lower arm are equal), the SM
fault-crossing can be achieved only with the carrier wave correction algorithm.

In addition, if the influence of the different faulty SM numbers τj − χj is not considered at present,
it can be considered that the fault phase will operate normally according to the newly rated total
number of the inserted SMs of phase Njsum = Njχ. Under the control of sorting algorithm, the SM
capacitor voltage of the fault phase will automatically be average raised and operating stable [16,28].

4.2.2. Correction Algorithm of the Modulation Waves

As analyzed in the previous section, the faulty phase can be equivalently converted to ‘signal
arm fault’ state with the carrier wave correction algorithm. For further eliminating the effects of the
different faulty SM numbers τj − χj, we establish the modulation wave correction algorithm, where it
is achieved by the zero-sequence voltage injection control method.

Firstly, according to the Figure 6, we can calculate:

x = Kjc · γ · (N − τj) = 2 · N − τj

N − χj
(9)

Then, according the traditional zero-sequence voltage injection control method [23], the zero
sequence voltage that needed to be injected into the initial modulation wave vj* of each phase can be
obtained by (9):

kjm(t) = −vj
∗ + (x − 1) (10)

Substituting Equations (3), (4) and (9) to (10), we can obtain:

kjm(t) = −vj
∗ + (2 · N − τj

N − χj
− 1) = −vj

∗ + (2 ·
N − max

[
njp_fau , njl_fau

]
N − min

[
njp_fau , njl_fau

] − 1) (11)

Based on the Figure 6, injecting the zero-sequence voltage kjm(t) in the interval [t1, t2], we can
obtain the final corrected modulation diagram of the faulty phase as shown in Figure 7.
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Figure 7. Final modulation diagram of the faulty phase under fault-tolerant control.

In addition, assuming the sampled phase voltage of phase j after the standard is:

vj
∗ = m sin(ωt + ϕj) (12)

where, ϕj denotes the initial phase angle of the phase voltage. Combining Equations (9) and (11), the
corresponding times t1 and t2 in one modulation period can be calculated respectively:⎧⎪⎪⎨⎪⎪⎩

t1 =
arcsin[(1−2· N−τj

N−χj
)/m]−ϕj

ω

t2 = π−
arcsin[(1−2· N−τj

N−χj
)/m]−ϕj

ω

(13)

Based on the above analysis, the overall implementation block diagram of the fault-tolerant
control strategy in the MMC system can be obtained as shown in Figure 8.

 

Figure 8. Schematic diagram of control system.
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4.3. Maximum Control Range of the Proposed Control Strategy

Restricting condition 1: meet the voltage pressure requirements. Because when the faulty arm is
asymmetric, the carrier wave of each SM will be revised through the increasing carrier wave amplitude
control link. At this time, the steady-state operating voltage of the SM will be raised. In order to ensure
that the working voltage of the SM is less than the withstand voltage of the SM, it is necessary to satisfy
the following requirements:

Udc
N − χj

< Um (14)

With
min
[
njp_fau , njl_fau

]
< N(1 − Udc

Um
) (15)

Restricting condition 2: ensure that the system does not appear over modulation. According
to the analysis of the previous section, combining the Equations (9)–(13), the set of the modulation
amplitudes in the upper arm of each phase in the limiting modulation wave range [t1, t2] can be
calculated as follows:

Uj
∗ =
{

2 · N − τj

N − χj
, 1 − m, 1+m, (1 −

√
3m − 2

τj − χj

N − χj
)

}
(16)

As the system works normally, there must be:{
0 ≤ m ≤ 1
0 ≤ χj < τj ≤ N

(17)

Therefore, to ensure that the system does not appear over modulation after the SM fault, it is
necessary to ensure that:

0 ≤ 1 −
√

3m − 2 · τj − χj

N − χj
≤ 2 (18)

with

max
[
njp_fau , njl_fau

]
≤ 1 −√

3m
2

N − 1 +
√

3m
2

χj (19)

5. Simulation Studies

A three-phase MMC simulation model is built in MATLAB/Simulink simulation software as
shown in Figure 1. The main parameters of the simulation system are shown in Table 1. In the
simulation process, the circulating current suppression strategy is always put into operation when the
grid is connected [29].

Table 1. Main parameters of the simulation system.

Parameters Value

Ac system nominal voltage 10 kV
Ac System inductance Ls 5 mH
Fundamental frequency 50 Hz

Ac system power losses Rs 0.03 Ω
Arm inductance Lm 5 mH

Series arm resistance Rm 0.01 Ω
Dc bus voltage Udc 20 kV

Number of SMs per arm N 20
Number of redundant SMs per arm 5

Sub-module capacitor C 2000 μF
Transformer ratio 1:1 (Y/Δ)
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5.1. Case 1

Fault condition 1: Single arm fault to symmetrical arm fault. When the system operates to t = 0.4 s,
five SMs in the upper arm of phase a occur fault; at t = 0.5 s, the fault-tolerant control strategy is
enabled; at t = 0.9 s, five SMs in the lower arm of phase a are failed again. Figure 9 is the related
simulation results.

Figure 9. Simulation results of fault condition 1: (a) Capacitor voltage of phase a; (b) Capacitor voltage
of phase b; (c) Capacitor voltage of phase c; (d) Arm current of phase j (j = a,b,c); (e) Circulating current
of phase j (j = a,b,c); (f) AC current; (g) DC-link current.

From Figure 9a–g, it can be seen that: (1) When the system is in normal operation, the voltage
and current of the system are stable. (2) When the SMs fail at t = 0.4 s, the SM capacitor voltage of
each phase begins to oscillate irregularly, the arm current and AC grid-connected current show an
asymmetric state, and the DC current and circulating current of the system also appear relatively
fluctuant. (3) When fault-tolerant control strategy is enabled at t = 0.5 s, the system SM voltage
immediately starts to return to normal value, the fluctuation of circulating current and DC current
is obviously suppressed, and the arm current and AC grid-connected current are quickly restored to
symmetry and stable operation. (4) When the SMs occur fault again at t = 0.9 s, through the control of
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the increasing carrier wave amplitude, the SM voltage of fault phase is in the boost operation (up to
about 1.3 kV) and the SM voltage of the non-fault phase continues to maintain the stable operation of
the original rated value (1.0 kV), and all the current can continue to maintain stable operation through
rapid transient regulation.

The above results show that the proposed fault-tolerant control strategy can quickly realize
fault-tolerant operation after the SM fault, and can respond quickly when the single arm SM fault
transforms to symmetrical fault.

5.2. Case 2

Fault condition 2: Single arm fault to arm asymmetric fault. When the system operates to t = 0.4
s, five SMs in the upper arm of phase a occur fault; at t = 0.5 s, the fault-tolerant control strategy is
enabled; at t = 0.9 s, three SMs in the lower arm of phase a are failed again. Figures 10 and A1 are the
related simulation results.

Figure 10. Simulation results of fault condition 2: (a) Capacitor voltage of phase a; (b) Capacitor voltage
of phase b; (c) Capacitor voltage of phase c; (d) Arm current of phase a; (e) Circulating current of phase
a; (f) AC current; (g) DC-link current.

It can be seen that: (1) Since the operation conditions of the system before t = 0.9 s are the same as
the fault condition 1, the simulation of the system in 0~0.9 s is basically the same as the fault condition
1. (2) When the SMs occur fault again at t = 0.9 s, the system is operating asymmetrically in the
upper and lower arms. The SM voltage of the fault phase is increased to about 1.2 kV by increasing
carrier wave amplitude, while the SM voltage of the non-fault phase keeps the stable operation with
the original rated value, and all the current can continue to maintain stable operation through rapid
transient regulation.

Because the χa (the smaller number of faulty SMs of phase a) is smaller than the fault condition 1,
the boosting amplitude of SM voltage of the fault phase is smaller than the fault condition 1, and the
impact of the AC and DC current of the system is relatively small at t = 0.9 s. The above results also
show that the proposed fault-tolerant control strategy can effectively achieve fault-tolerant operation
after the SM fault, and can also respond quickly when the single arm fault transforms to the asymmetric
arm fault.
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5.3. Case 3

Fault condition 3: Arm symmetrical fault to arm asymmetric fault. When the system operates to
t = 0.4 s, three SMs in the upper arm and lower arm of phase occur fault simultaneously; at t = 0.5 s,
the fault-tolerant control strategy is enabled; at t = 0.9 s, two SMs in the upper arm of phase a are failed
again. Figures 11 and A2 are the related simulation results.

 

Figure 11. Simulation results of fault condition 3: (a) Capacitor voltage of phase a; (b) Capacitor voltage
of phase b; (c) Capacitor voltage of phase c; (d) AC current; (e) DC-link current.

It can be seen that: (1) When the system is in normal operation, the voltage and current of the
system are stable. (2) When the SMs fail at t = 0.4 s, the capacitor voltage of each phase SM begins to
oscillate irregularly, the arm current and AC grid-connected current show an asymmetric state. But
at this time, the arm structure is still in symmetrical state and the number of faulty SMs is smaller
than fault conditions 1 and 2, so the oscillation amplitude of voltage and current is slight compared
with the fault conditions 1 and 2. (3) When fault-tolerant control strategy is enabled at t = 0.5 s, the
SM voltage of the fault phase is increased to about 1.2 kV, while the SM voltage of the non-fault phase
keeps the stable operation with the original rated value, and all the current can continue to maintain
stable operation rapidly. (4) When the SMs occur fault again at t = 0.9 s, through the control of the
limiting modulation wave amplitude, the system can continue to operate stably.

Based on the simulation results of fault conditions 1–3, it can be seen that the fault-tolerant control
strategy of the SM proposed in this paper can effectively realize the fault-tolerant operation control of
the system after the SM fault, and can respond flexibly to different fault conditions of the arm, and can
respond quickly when the fault state of the arm changes.

6. Experimental Studies

In order to verify the fault-tolerant control strategy, a 2-terminal MMC-based experimental
platform is built in the laboratory. The experimental platform is shown in Figure 12. Among them,
MMC1 is the DC voltage source and MMC2 is to verify the control strategy. The basic parameters of
MMC prototype are shown in Table 2.
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In the course of the experiment, the SM1 in the upper arm of phase a occurs fault at t1,
fault-tolerant control strategy is enabled at t2 and the SM4 in the lower arm of phase a occurs fault
again at t3. Figure 13 shows the relevant experimental waveform.

Figure 12. The photograph of MMC experiment prototype.

Table 2. Experimental parameters of the MMC prototype.

Parameters Value

AC System inductance Ls 5 mH
Arm inductance Lm 5 mH
DC bus voltage Udc 20 kV

Number of SMs per arm N 4
Number of redundant SMs per arm 1

Sub-module capacitor C 2000 μF
Transformer ratio 380 V/380 V (Y/Δ)

Figure 13. Waveforms of experiment: (a) Capacitor voltage of phase a; (b) Capacitor voltage of phase
b; (c) Circulating current of phase a; (d) Circulating current of phase b; (e) AC current and DC current
from t1 to t3; (f) AC current and DC current after t3.
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It can be seen from Figure 13 that: (1) Before the fault, the system operates steadily. When the
SM1 fails at t1, the capacitor voltage of SM1 begins to oscillate irregularly, the arm current and AC
grid-connected current show an asymmetric state, and the DC current and circulating current of the
system also appear relatively fluctuant. (2) When the fault-tolerant control strategy is put into operation
at t2, SM1 voltage starts to return to normal value and the arm current and AC grid-connected current
are restored to symmetry and stable operation. (3) When the SM4 occurs fault again at t3, the SM4
voltage of the fault phase is increased to 80 V, while the SM voltage of the non-fault phase keeps the
stable operation with the original rated value (60 V). There is no major impact on the system in the
process, and the system current is still in a stable state.

Limited by the number of SMs of the experimental platform, the experiment only validates the
fault condition 1, but the experimental results are basically consistent with the simulation. The results
of simulation and experiment show that the design of fault-tolerant control strategy proposed in this
paper is reasonable and effective, and it is helpful to realize fault-crossing of SMs under different
operating conditions.

7. Conclusions

The fault-tolerant operation issue of MMC under SM faults is studied in this paper. The main
works and contributions can be summarized as:

(1) The traditional zero-sequence voltage injection fault-tolerant control algorithm is analyzed
detailed. It reveals that the traditional method is easy to implement under the signal arm
faulty state. However, if the SM simultaneously occurring faults in the upper and lower arms or
appearing multiple arm failures, the required zero-sequence voltages will be calculated difficult.
The SM fault-crossing is complicated to realize.

(2) A novel fault-tolerant control strategy based on PD-PWM is proposed, which has three main
benefits: (i) it has carrier and modulation wave dual correction mechanism, which control ability
is more higher and flexible; (ii) it only needs to inject zero-sequence voltage in half a cycle of the
modulation wave, which simplifies the complexity of traditional zero-sequence voltage injection
control algorithms and much easier for implement; (iii) furthermore, the zero-sequence voltage
can even be avoided injecting under the symmetrical fault conditions.

(3) The simulations in the MATLAB/SIMULINK and experiments with 2-terminal a MMC-based
prototype are all studied with the proposed control strategy under different fault conditions.
The results confirm the efficiency of the control strategy.
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Appendix A

Figure A1. Simulation results of fault condition 2: (a) Arm current of phase b; (b) Arm current of phase
c; (c) Circulating current of phase b; (d) Circulating current of phase c.

Figure A2. Simulation results of fault condition 3: (a) Arm current of phase j (j = a,b,c); (b) Circulating
current of phase j (j = a,b,c).
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Abstract: This paper proposes a novel on-board electric vehicle (EV) battery charger (EVBC)
based on a bidirectional multilevel topology. The proposed topology is formed by an AC-DC
converter for the grid-side interface and by a DC-DC converter for the battery-side interface.
Both converters are interfaced by a split DC-link used to achieve distinct voltage levels in both
converters. Characteristically, the proposed EVBC operates with sinusoidal grid-side current,
unitary power factor, controlled battery-side current or voltage, and controlled DC-link voltages.
The grid-side converter operates with five voltage levels, while the battery-side operates with
three voltage levels. An assessment, for comparison with classical multilevel converters for EVBCs
is considered along the paper, illustrating the key benefits of the proposed topology. As the
proposed EVBC is controlled in bidirectional mode, targeting the EV incorporation into smart grids,
the grid-to-vehicle (G2V) and vehicle-to-grid (V2G) operation modes are discussed and evaluated.
Both converters of the proposed EVBC use discrete-time predictive control algorithms, which are
described in the paper. An experimental validation was performed under real operating conditions,
employing a developed laboratory prototype.

Keywords: multilevel converter; electric vehicle; on-board battery charger; power factor correction;
power quality; smart grid

1. Introduction

The electric vehicle (EV) is considered as the central element to support electric mobility in
smart grids, serving to help to address major energy concerns. From a global perspective, different
options of EVs can be considered distinguished by the energy storage system, as battery EVs (BEVs)
or fuel cell EVs (FCEVs), and by the external interface for the charging process, as plug-in EVs
(PHEV) [1–3]. Within the scope of this paper, the final application is for EVs using batteries as the energy
storage system, where the main advantage is the capacity of the energy storage system and the main
drawback is the required charging time. The relevance of the EV for this purpose is carefully addressed
and evaluated in [4–6] in terms of power electronics and control methodologies for the grid-side.
As demonstrated in [7,8], since the EV batteries are charged from the power grid (independently
of the on-board or off-board technology), power quality is an imperative feature for assuring the
grid stability. In this perspective, advanced contributions for the EV controlled action in smart grids,
and bearing in mind power quality issues, are presented in [9]. Additionally, the opportunity to
operate in bidirectional mode, as well as to operate in the four quadrants in terms of power quality
will also be decisive for contributing to establish energy management strategies in a smart grid
perspective. These new contributions for the EV operation in four-quadrants and framed in smart
grids, are examined in [10,11]. The flexible incorporation of an EV into the energy management of
a smart home is presented in [12], perspective an advanced communication toward to control the
charging and discharging processes.
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Classically, on-board EV battery chargers (EVBC) are projected with two- or three-level topologies
for the grid-side coupling converter [13], however, by increasing the levels, the size of the passive
filters can be reduced, as demonstrated in [14,15] for other types of applications, different from EVBC.
Nonetheless, the levels cannot be augmented indeterminately. By establishing a tradeoff between
power density and required hardware and software, five-level topologies are identified as interesting
solutions for different purposes. For instance, considering the grid-side converter, a five-level topology
with reduced switching devices and based on the active neutral point clamped in presented in [16]
for grid-tied solar photovoltaic applications; a five-level Vienna-type structure is proposed in [17]
for active rectifiers; a unidirectional five-level based on the T-rectifier topology is analyzed in [18]
for high-speed gen-set applications; an improved five-level topology is presented in [19] for active
rectifiers or grid-tied applications; a unidirectional five-level topology is proposed in [20] for power
factor correction converters, including applications of EVBC; a symmetric cascade five-level topology
is proposed in [21] for grid-tied inverters; based on the previous structure, a bidirectional five-level
topology is proposed in [19], allowing the operation as active converter or as grid-tied converter;
a modular unidirectional five-level topology is offered in [22] for applications of renewable energy
sources; a five-level topology for renewables applications is proposed in [23]; a five-level topology
based on the neutral point clamped arrangement is presented in [24] for motor drivers; a novel
five-level topology is proposed in [25] for unidirectional EVBC; and a five-level topology with reduced
switching devices is proposed in [20] for active rectifier applications.

In terms of the battery-side converter, two-level topologies are usually employed for the
battery-side coupling converter. However, it should be noted that DC-DC multi-level topologies
can be applied for other applications, for instance, in [26] is presented a novel multilevel boost
converter for applications of photovoltaics or fuel cell generation systems, in [27] a review of DC-DC
four- and three-level topologies is presented, and in [28] a two-level interleaved and intercoupled
boost converter for high power applications is analyzed. The three-level topology is presented in [29],
however, the application is for the voltage balancing of series connected batteries. On the other hand,
in this paper, the split DC-link is used as interface for the grid-side converter, where the voltage of
the capacitors is always controlled by the grid-side power converter. Moreover, the control algorithm
is completely different, in order to obtain a reduced current ripple, where the proposed approach
consists in using the converter controlled by current controlling only two switching devices during
each operation mode. It should be noted that in [29] are controlled four switching devices, therefore,
controlling only two it is possible to reduce the switching losses and the control complexity (e.g., it is
not necessary to deal with any type of dead-time for the switching devices).

The above-mentioned five-level topologies for the grid-side converter were validated in the scope
of diverse applications, but not all were validated neither compared in the scope of an EVBC. The same
occurs with the battery-side converter. Moreover, no EVBC was validated employing multilevel
topologies in the grid-side and the battery-side converters. In this sense, this paper proposes an
on-board EVBC multilevel topology. The internal constitution of a conventional on-board EVBC is
presented in Figure 1, where is highlighted the bidirectional power flow, between the batteries and
the grid, in order to accomplish with the grid-to-vehicle and vehicle-to-grid operations in smart grids.
The key contributions of this paper are: (a) a novel EVBC based on a multilevel topology; (b) an analysis
of the proposed EVBC in terms of operation targeting smart grids; and (c) an experimental validation
using a dedicated developed on-board EVBC.

The paper is outlined as follows: A description of the hardware topology of the proposed EVBC is
presented in Section 2. The discrete-time predictive control algorithms used for the grid-side converter
and for the battery-side converter are presented in Section 3. The foremost experimental results
considering diverse operating states for smart grids are presented in Section 4. The main conclusions
are discussed in Section 5.
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Figure 1. Internal constitution of a conventional on-board electric vehicle battery charger (EVBC).

2. EV Battery Charger: Topology Description

Figure 2 shows the global electrical schematic of the proposed EVBC. This topology consists of
a grid-side converter and a battery-side converter, both with a multilevel characteristic supported by
a split DC-link formed by two sets of capacitors (C1 and C2). In terms of other components, the EVBC
consists of twelve insulated-gate bipolar transistors (IGBTs) (used as controlled switching devices,
eight for the grid-side converter and four the battery-side converter), an inductive coupling filter
(L1, L2), and a LC passive filter interfacing the batteries (L3, L4 and C3).
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Figure 2. Topology of the proposed on-board electric vehicle battery charger (EVBC).

The values of the parameters constituting the on-board EVBC, as well as the specifications of the
system that was taken into account when choosing components, are given in Table 1.
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Table 1. Parameters and specifications of the on-board EVBC.

Parameter Value Unit

Inductive Passive Filter L1, L2 5 mH
Inductive Passive Filter L3, L4 2.5 mH
Capacitive Passive Filter C1, C2 2.24 mF
Capacitive Passive Filter C3 20 μF

Nominal Input Voltage (grid-side) vg 230 ± 10% V
Nominal Grid Frequency f 50 ± 1% Hz

Nominal Input Current (grid-side) iev 16 A
Total Harmonic Distortion (grid current) - <5% -

Total Power Factor - 1 -
Nominal DC-link Voltage vdc 400 V

Nominal Output Voltage (battery-side) vbat 200–400 V
Nominal Output Current (battery-side) ibat 10 A

Switching Frequency fsw 20 kHz
Sampling Frequency fs 40 kHz

2.1. Topology Description: Grid-Side Converter

In the development of power electronics systems, electrical grid power quality issues are,
more than ever, a major concern. Since the voltage levels produced by grid-side multilevel converters
are directly proportional to the quality of the obtained grid current, multilevel converters have
emerged as contributors for this concern. The circuit topology of the grid-side multilevel converter
proposed for the on-board EVBC is presented in Figure 2. The proposed topology emerged as
a derivation of the traditional full-bride rectifier with four devices connected to the split DC-link as the
power factor correction (PFC) three-level DC-DC converter. This topology can produce five distinct
voltage levels (+vdc, +vdc/2, 0, −vdc/2, −vdc) at the terminals of the converter (vcv_AC). As can be seen,
each IGBT is applied to a maximum voltage of +vdc. The configuration of the topology allows to
switch necessarily only six of the eight IGBTs, during the full operation as active rectifier or grid-tied
inverter, hence, decreasing the switching losses. When the grid side converter operates as active
rectifier, Figure 3, during the positive half cycle of the power grid voltage, the IGBTs (S1, S4) are always
switched on and the IGBTs (S2, S3) are always switched off. When the IGBT S6 is switched on, the IGBT
S5 is switched to state the voltage levels 0 and +vdc/2. On the other hand, when the IGBT S5 is switched
off, the IGBT S6 is switched to state the voltage levels +vdc/2 and +vdc. During the negative half cycle
of the power grid voltage, the IGBTs (S2, S3) are always switched on and the IGBTs (S1, S4) are always
switched off. When the IGBT S5 is switched on, the IGBT S6 is switched to state the voltage levels 0
and −vdc/2. Finally, when the IGBT S6 is switched off, the IGBT S5 is switched to state the voltage levels
−vdc/2 and −vdc. When the grid side converter operates as an inverter, Figure 4, during the positive
half cycle of the power grid voltage, the IGBTs (S1, S4) are always switched on and the IGBTs (S2, S3)
are always switched off. When the IGBT S8 is switched off, the IGBT S7 is switched to state the voltage
levels 0 and +vdc/2. On the other hand, when the IGBT S7 is switched on, the IGBT S8 is switched to state
the voltage levels +vdc/2 and +vdc. During the negative half cycle of the power grid voltage, the IGBTs
(S2, S3) are always switched on and the IGBTs (S1, S4) are always switched off. When the IGBT S7 is
switched off, the IGBT S8 is switched to state the voltage levels 0 and −vdc/2. Finally, when the IGBT S8

is switched on, the IGBT S7 is switched to state the voltage levels −vdc/2 and −vdc.
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Figure 3. Operation stages for the grid-side converter during the operation as active rectifier: (a) vcv_AC

= 0; (b) vcv_AC = +vdc/2; (c) vcv_AC = +vdc; (d) vcv_AC = 0; (e) vcv_AC = −vdc/2; (f) vcv_AC = −vdc.

Figure 4. Operation stages for the grid-side converter during the operation as grid-tied inverter:
(a) vcv_AC = 0; (b) vcv_AC = +vdc/2; (c) vcv_AC = +vdc; (d) vcv_AC = 0; (e) vcv_AC = −vdc/2; (f) vcv_AC = −vdc.

A predictive current control technique, with a fixed switching frequency of 20 kHz, was applied
to obtain a sinusoidal EVBC current and in phase with the grid voltage (or phase opposition in
vehicle-to-grid mode). Since this current control is identified as a linear current control, the modulation
technique is applied individually. In this sense, Figure 5 shows the pulse-width modulation (PWM)
modulation technique arrangement used for the grid-side converter. The proposed PWM modulation
technique requires only one carrier signal and two reference signals to control eight IGBTs. This figure
shows the adapted voltage reference (ref 1, ref 2), the triangular carrier signal (vcarrier), the PWM signals
of the IGBTs, the voltage levels produced by the converter (vcv_AC) and the power grid voltage (vg).
The pulses signal of the IGBTs (S1, S2, S3, S4) are exclusively dependent of the instantaneous value of
the power grid voltage. During the operation as grid-tied inverter, the IGBTs (S7, S8) have an opposite a
command signal as the IGBTs (S5, S6), respectively. In the modulation strategy, the voltages references
(ref 1, ref 2) are adapted, based on a digital codification, from the modulating signal sM established by
the Equation (1), where vcv_AC are the voltage levels produced by the converter and ma the amplitude
modulation index. The voltage levels produced by the converter are obtained in the control algorithm,
explained in Section 3.1.

sM = 2vcv_ACma. (1)
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Figure 5. Modified pulse-width modulation (PWM) strategy for the grid-side converter during the
operation as active rectifier or as grid-tied inverter.

2.2. Topology Description: Battery-Side Converter

The circuit topology of the battery-side converter implemented in the on-board EVBC is presented
in Figure 2. The topology consists in four IGBTs connected to the split DC-link and a passive LC
filter interfacing the batteries. Furthermore, this topology can produce three distinct voltage levels
(+vdc, +vdc/2, 0) at the terminals of the converter (vcv_DC). When the converter operates as a buck-type
converter, the energy power flows of the DC-link to the batteries during the charging process. In this
mode, the IGBTs (S9, S10) and the anti-parallel diodes of the IGBTs (S11, S12) are used. When only
one of the IGBTs (S9, S10) is switched on, the inductors (L3, L4) and the batteries stores energy from
the split DC-link (C1 or C2). When both IGBTs (S9, S10) are switched on, the inductors (L3, L4) and
the batteries store energy from the DC-link (C1, C2). When both IGBTs (S9, S10) are switched off,
the stored energy in the inductors (L3, L4) is released to the batteries. On the other hand, when the
converter operates as boost-type converter, the energy power flows of the batteries to the DC-link,
during the discharging process. During this mode, the IGBTs (S11, S12) and the anti-parallel diodes of
the IGBTs (S9, S10) are used. When both IGBTs (S11, S12) are switched on, the inductors (L3, L4) stores
energy from the batteries. When one of the IGBTs (S11, S12) is switched on, the split DC-link (C1 or
C2) stores energy from the batteries and the inductors (L3, L4). Finally, when both IGBTs (S11, S12) are
switched off, the DC-link (C1, C2) stores energy from the batteries and the inductors (L3, L4). Figures 6
and 7 show the operation stages for the battery-side converter during the operation as buck-type and
boost-type, respectively.
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Figure 6. Operation stages for the battery-side converter during the operation as a buck-type converter:
(a) The stored energy in L3, L4 is released to the batteries; (b) L3, L4 and the batteries stores energy from
C1; (c) L3, L4 and the batteries stores energy from C2; (d) L3, L4 and the batteries store energy from C1, C2.

Figure 7. Operation stages for the battery-side converter during the operation as a boost-type converter:
(a) L3, L4 stores energy from the batteries; (b) C2 stores energy from the batteries and L3, L4; (c) C1

stores energy from the batteries and L3, L4; (d) C1, C2 stores energy from the batteries and L3, L4.

Similar to the algorithm applied in the grid-side converter, in the battery-side converter was also
applied a predictive current control technique and a modulation technique with a fixed switching
frequency of 20 kHz, to control the current and voltage in the batteries during the charging or
discharging processes. In the modulation technique, two 180◦ phase-shifted carriers were used,
in order to reduce the ripple of the EV battery current and, hence, the frequency EV battery current is
held twice of the switching frequency.
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3. EV Battery Charger: Control Algorithms

This section presents the specifications and the methodology used for the control algorithms
implementation, both for the grid-side and the battery-side converters. The control algorithm
was designed for a digital platform, based on a Texas Instruments digital signal processor (DSP)
F28335 (Texas Instruments, Inc., Dallas, TX, USA) and considering a sampling frequency of 40 kHz,
obtained with a timer interruption.

3.1. Control Algorithm: Grid-Side Converter

Based on the voltages shown in Figure 2, Equation (2) can be established, where vg represents the
instantaneous value of the grid voltage, vL1 and vL2 the instantaneous value of the inductance voltage,
and vcv_AC is the instantaneous value (i.e., the voltage produced during each sampling period of the
DSP) of the voltage produced by the converter:

vg = vcv_AC + vL1 + vL2. (2)

It should be noted that, as represented in Figure 2, it was used a mutual coupling inductance.
Therefore, replacing the inductance voltage by its intrinsic equation, and rewriting the equation as
a function of the voltage produced by the converter, it is obtained:

vcv_AC = vg − L1
diev

dt
− L2

diev

dt
. (3)

Applying the progressive Euler method, illustrated in Equation (4), the derivative component of
the current can be approximated by considering a very low Δt in order to obtain a good prediction of
the system behavior:

diev(t)
dt

=
iev(t + Δt)− iev(t)

Δt
. (4)

Applying the Equation (4) in the Equation (3), and assuming a sampling frequency of fs = 1/Ts,
results in the digital control Equation (5), where the term k represents the current sample and [k + 1]
represents the next sample:

vcv_AC[k] = vg[k]− (L1 + L2)
iev[k + 1]− iev[k]

Ts
. (5)

Since the law of predictive control consists of a closed-loop control and, if the reference current
at time [k + 1] is to be equal to the current produced by the converter at time [k], the equation that
translates the current control implemented can be defined by:

vcv_AC[k] = vg[k]− (L1 + L2)
iev

∗[k]− iev[k]
Ts

. (6)

Since, the EVBC is proposed to operate with a sinusoidal current and unitary power factor in the
grid-side converter, the instantaneous value of the power grid voltage is directly proportional to the
EVBC current. However, aiming to prevent the inclusion of the harmonic distortion of the grid voltage
into the current, it is used a phase-locked loop (PLL). Thus, instead of the grid voltage, it is used the
output signal from the PLL, resulting in:

iev = Gevvpll , (7)

where vpll is in phase with the power grid voltage and Gev represents the equivalent conductance of
the EVBC from the grid-side point of view, which can be defined according to the mean value of active
power (Pev) and the rms value of the power grid voltage (Vg):
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Gev = PevVG
−2. (8)

Applying the Equation (8) in the Equation (7), the reference of the EVBC current is obtained
according to:

iev
∗ = PevVG

−2vpll . (9)

The active power of the EVBC can be divided in two parts, namely the power to regulate the
DC-link voltage and the power to regulate the batteries. Furthermore, because of the split DC-link,
two proportional-integral (PI) are used to regulate the DC-link voltage independently in both capacitors
(pdc1, pdc2). Therefore, during the G2V operation mode, the reference of the EVBC current can be
defined as:

iev
∗ = (pdc1 + pdc1 + pbat)vpllVG

−2. (10)

On the other hand, during the V2G operation mode, the reference of the EVBC current is
established according to Equation (11), where ibat* represent the reference of current to discharge
the batteries.

iev
∗ = (pdc1 + pdc1 + ibat

∗vbat)vpllVG
−2. (11)

3.2. Control Algorithm: Battery-Side Converter

During the process of charging the batteries, the battery-side converter operates as buck converter,
controlling the charging current or the charging voltage for the batteries. In this way, based on the
representations of the currents and voltages between the DC-link and the batteries (cf. Figure 2), it is
possible to establish the Equation (12), where vcv_DC represents the voltage produced by the converter
(i.e., the sum between vcv_DC1 and vcv_DC2), vL3 and vL4 represent the voltages in the inductances
(L3 and L4), respectively, and vbat represents the voltage in the batteries:

vcv_DC = vbat + vL3 + vL4. (12)

Since the current in the inductance L3 is the same as that in the inductance L4, the Equation (12)
can be rewritten, replacing the voltage in the inductance by its intrinsic equation:

vcv_DC = vbat + (L3 + L4)
diL3,L4

dt
. (13)

Applying the progressive Euler method, the Equation (13) can be established in discrete time as:

vcv_DC[k] = vbat[k] + (L3 + L4)(iL3,L4[k + 1]− iL3,L4[k])Ts
−1. (14)

Since it is desired that the reference current at time [k + 1] should be equal to the current produced
by the converter at time [k], it is obtained:

vcv_DC[k] = vbat[k] + (L3 + L4)(iL3,L4
∗[k]− iL3,L4[k])Ts

−1. (15)

When the same converter operates as buck converter, but controlling the charging voltage of the
batteries, the reference voltage is established as:

vcv_DC[k] = vbat
∗[k]− (L3 + L4)(iL3,L4[k]− iL3,L4[k − 1])Ts

−1. (16)

The aforementioned equations were defined for the battery-side converter operating as buck
converter, i.e., charging the batteries from the grid (G2V mode). On the other hand, a set of equations
should also be defined for the battery-side converter operating as boost converter, i.e., discharging the
batteries to the grid (V2G mode). Based on the representations of the currents and voltages in Figure 2,
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when the converter intends to discharge the batteries with a constant current, the following relation
can be established:

vcv_DC = vbat − vL3 − vL4. (17)

Applying the same aforementioned modeling reasoning, the discrete implementation of
Equation (17) results in:

vcv_DC[k] = vbat[k]− (L3 + L4)(−iL3,L4
∗[k]− iL3,L4[k])T−1. (18)

From Equation (18), it is important to note that it is necessary to identify the positive direction
of the current in the batteries (Figure 2), which is why the negative signal −iL3,L4*[k + 1] is applied
to the digital implementation of this equation. The obtained signal (vcv_DC[k]) is compared with two
carriers in order to obtain the duty-cycle of the gate signals for S9 and S10, which is the same, but two
carriers, delayed by 180 degrees, are employed. Applying this strategy, the frequency of the resultant
ripple is the double of the switching frequency. The duty-cycle is determined according to the current
control algorithm, e.g., in the previous equations is defined the a voltage that is compared with the
carriers in order to obtain a current in the EV battery i(L3,L4)[k] equal to the reference current i(L3,L4)*[k].
Applying this strategy, the current ripple in the EV battery can be reduced when compared with
a traditional buck or boost converter. In circumstances where the battery-side converter is responsible
for controlling the voltage on the DC-link, the Equation (19) is implemented, where δcv_DC represents
the duty-cycle that the converter must produce, vdc* represents the reference voltage for the DC-link,
and vbat represents the battery voltage:

δcv_DC[k] =
vdc

∗[k]− vbat[k]
vdc

∗[k]
. (19)

4. EV Battery Charger: Experimental Validation

This section introduces the experimental validation, where is presented the hardware description,
as well as the most relevant experimental results.

4.1. Description of the Developed Prototype

After the computer validation, a laboratory prototype of the on-board EVBC was implemented,
which is mainly divided in two parts: the digital control platform and the power hardware. The digital
control platform includes the DSP board (F28335), the current and voltage sensors (models LTSR15
NP and CYHVS025A from LEM (Geneva, Switzerland) and from ChenYang (Finsing, Germany),
respectively), as well as the printed circuit boards of the signal conditioning, error detection, command,
and gate drivers (developed with HCPL 3120 optocouplers from Avago). On the other hand, the power
hardware includes both converters, constituted by discrete IGBTs (FGA25N120ANTD from Fairchild
(Sunnyvale, CA, USA)) and by the DC-link capacitors (EETUQ2W561DA from Panasonic (Kadoma,
Japan)). Since the main aim of the implementation was the development of a laboratory prototype
as close as possible of the reality, namely in compactness and robustness, a three-dimensional
modeling was carried out to determine the best method and solution of the component layout for its
implementation. Figure 8 shows the internal and external view of the three-dimensional modeling of
the EVBC. With this modeling, it was possible to implement the final laboratorial prototype, which is
presented in Figure 9. However, it should be noted that the laboratory prototype was developed just
aiming to validate the structure of the topology and to perform a laboratorial experimental validation.
In fact, after the proof-of-concept in terms of topology and operation modes, some improvements are
required focusing in the optimization of the switching devices (e.g., employing SiC devices) and in the
optimization of the passive filters (e.g., employing a inductor-capacitor-inductor, LCL, filter) toward
a pre-industrialized prototype.

106



Energies 2018, 11, 3453

Figure 8. Three-dimensional modeling of the proposed on-board EVBC.

Figure 9. Laboratorial prototype of the developed EVBC.

The converters of the developed prototype were sized to meet the key requirements of the
proposed on-board EVBC in terms of power quality, and the specifications given in Table 1. In this
sense, the choice of components was mainly based on their operational characteristics, such as the
maximum operating frequency and the rated current and voltage. In addition to the electrical aspects
of the concerned application, mechanical and thermal aspects, such as dimensions, encapsulation
and thermal dissipation of components, have also been taken into account, since the entire system
is integrated in a metal box (Bernstein CA 380 (Porta Westfalica, Germany)), with dimensions of
330 × 230 × 110 mm. As it can be seen, two heatsinks were used, one for each converter, which were
fixed on each side of the metal box. In order to prevent electrical noise, it was decided to place
the gate driver boards as close as possible to the power semiconductors, each one responsible for
a power electronics converter. In the control system, electrical noise was also taken into account in
order to optimize the signal-to-noise ratio, i.e., to minimize undesired signals superimposed on a
measured signal. Based on the developed three-dimensional modeling and the implemented prototype,
an estimation of the internal volume distribution associated to the different main parts of the on-board
EVBC was established, which is presented in Figure 10.

Figure 10. Internal volume distribution of the developed on-board EVBC.
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4.2. Experimental Results

In the on-board EVBC laboratorial prototype described above, the G2V operation mode
was initially validated, followed by the V2G. Besides the validation of both operations mode,
the experimental results also demonstrate the validation of the PLL algorithm, modulation and
current control strategy and DC-link voltage control. Figure 11 presents the general view of the
laboratorial setup that was used during the experimental results, which were registered with a digital
oscilloscope Yokogawa model DL708E (Yokogawa Electric, Tokyo, Japan), with a Fluke 435 power
quality analyzer (Fluke Corporation, Everett, WA, USA), and with a FLIR i7 infrared thermal imaging
camera (FLIR Systems, Wilsonville, OR, USA).

Figure 11. Laboratory setup used to obtain the experimental results.

4.2.1. Experimental Results: Grid-To-Vehicle (G2V) Operation

Figure 12 shows the experimental results during the initial stage of the EV charging process.
First, during the time interval (1) the EVBC is not connected to the power grid. At time instant (2),
the EVBC is connected to the power grid. In this stage, the DC-link start the pre-charge process through
the anti-parallel diodes of the IGBTs (S1, S2, S3, S4), operating the grid-side converter as a traditional
full-bridge rectifier. The pre-charge circuit contains a resistor to limit the typical peak currents of the
capacitors. After the DC-link pre-charge process, at time instant (3), this resistor is bypassed so that
the DC-link voltage remains close to the peak value of the grid voltage. At time instant (4), the split
DC-link voltage, in each capacitor, is regulated to the operation voltage and only after stabilizing the
DC-link voltage, at time instant (5), the current battery increases progressively (i.e., during the constant
current algorithm), which is controlled by the battery-side converter operating as buck converter.

As clearly shown in Figure 13, the grid voltage is distorted due to the nonlinear electrical
appliances linked in the electrical installation. However, during a steady-state operation, with the
adopted current control strategy, the EVBC current is kept with a sinusoidal waveform and in phase
with the grid voltage (i.e., operating with a unitary power factor, as shown in the zoom detail presented
in this figure). Furthermore, the DC-link voltage in both capacitors presents an acceptable ripple
for this type of application (i.e., about 10%). The average voltage value in each DC-link capacitor is
controlled according to each reference, assuming a value which is greater than the maximum amplitude
of the power grid voltage, and the ripple in the voltages of the capacitors has a frequency that is double
the frequency of the power grid. In this operation mode the measured efficiency was 92%.

The experimental results shown in Figure 14 were attained to verify the switching states of the
grid-side converter according the Figure 3. The IGBTs S1, S2, S3, and S4, as well as the IGBTs S5 and
S6, have a fixed switching frequency of 50 Hz and 20 kHz, respectively. This figure also shows the
digital signal obtained from the PLL algorithm, which is sinusoidal and in phase with grid voltage.
This signal was visualized in the oscilloscope using an external digital-to-analog converter (DAC),
model TLV5610 from Texas Instruments.
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Figure 12. Experimental results during the initial stage of the electric vehicle (EV) battery charging
process: EV battery current (ibat: 1 A/div); DC-link voltages of both capacitors (vdc1: 20 V/div, vdc2: 20
V/div); EVBC current (iev: 2 A/div).

Figure 13. Experimental results in grid-to-vehicle (G2V) mode showing the EVBC current (iev: 5 A/div),
the grid voltage (vg: 100 V/div), a detail of zero crossing between the current and the voltage (iev, vg),
and the DC-link voltages ripple in both capacitors (Δvdc1: 5 V/div, Δvdc2: 5 V/div).

The PWM technique developed for the battery-side converter consists in two carriers with a 180◦

phase-shifting. With this phase-shifting strategy, one of the gate signals is applied to IGBT S9 while the
other is applied to the IGBT S10, to reduce the ripple of the EV battery current. Thus, as it can be seen
in Figure 15, the frequency of the current ripple in the inductor L3 (iL3) is 40 kHz, which is twice of the
switching frequency. This experimental result shows the relation of the current in the inductor and
the gate-emitter voltage, vge_S9 and vge_S10, of the IGTBs S9 and S10. During this result, the registered
value of the ripple current in the inductor was 0.16 A.
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Figure 14. Experimental results during the G2V operation mode: Gate-emitter voltage of the grid-side
insulated-gate bipolar transistors (IGBTs) (S1, S2, S3, S4, S5, S6: 5 V/div); Output digital signal of the
phase-locked loop (PLL) (vPLL: 150 V/div).

Figure 15. Experimental results showing the current in the inductor L3 (iL3: 0.1 A/div) and the
gate-emitter voltage of the IGBTs S9 and S10 (vge_s9: 5 V/div and vge_10: 5 V/div) during a time interval
of 100 μs.

For further details on the relationship between the grid voltage and the EVBC grid-side current,
it was used the x-y mode of the oscilloscope, as shown in Figure 16. Channel 4 is used in the x-axis
and the channel 2 is used in the y-axis, representing the grid voltage and EVBC grid-side current,
respectively. Thus, for the grid-side, this result shows the EVBC current in function of the grid voltage.
It is relevant to highlight that this variation is not linear due to the harmonic distortion present in the
grid voltage.

The experimental result shown in Figure 17 was obtained in x-y mode in order to identify the
DC-link voltage regulation and to clearly identify the five distinct voltage levels (+vdc, +vdc/2, 0, −vdc/2,
−vdc) produced by the grid-side converter. Thus, the DC-link voltage ripple (Δvdc1, Δvdc2) and the
voltage levels (vcv_AC), used in the y-axis, are a function of the grid voltage (vg), used in the x-axis.
In order to keep the DC-link regulated and balanced, during the positive half-cycle of the grid voltage,
the voltage of the capacitor C1 is regulated, and during the negative half-cycle of the grid voltage,
the voltage of the capacitor C2 is regulated.
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Figure 16. Experimental results in x-y mode showing the EVBC current (iev: 5 A/div) in function of the
power grid voltage (vg: 100 V/div).

Figure 17. Experimental results in x-y mode showing the DC-link voltage ripple (Δvdc1: 5 V/div, Δvdc2:
5 V/div) (y-axis) and the voltage levels produced by the grid-side converter (vcv_AC: 50 V/div) (y-axis),
both in function of the power grid voltage (vg: 100 V/div) (x-axis).

Using the Fluke power quality analyzer, in Figure 18a,b shows the harmonic spectrum of the
power grid voltage and the EVBC current, measured total harmonic distortion (THD%) of 3.5% and
2.8%, respectively. In power electronics systems, the thermal characteristic is a factor that directly
affects the performance of it. So, to analyse the thermal conditions of the EVBC, the experimental
results of temperature measurements during the G2V operation mode are presented in Figure 19.
Figure 19a shows the overall thermal distribution of the implemented EVBC, Figure 19b shows the
measured temperature of IGBT S9 (switched at a fixed frequency of 20 kHz), where was registered a
temperature value of 47.8 ◦C, and Figure 19c shows the measured temperature of the IGBT S11 (only the
antiparallel diode is used in this context), where was registered a temperature value of 36.8 ◦C.

111



Energies 2018, 11, 3453

Figure 18. Experimental results in G2V mode of the total harmonic distortion and spectral analysis:
(a) power grid voltage (vg); and (b) EVBC current (iev).

Figure 19. Experimental results of the temperature measurements during G2V operation mode:
(a) overall thermal distribution of the developed EVBC prototype; (b) temperature at the IGBT S9;
and (c) temperature at the IGBT S11.

4.2.2. Experimental Results: Vehicle-To-Grid (V2G) Operation

The developed EVBC was also validated during the V2G operation mode. Furthermore, once the
IGBTs S7 and S8 of the grid-side converter has a fixed switching frequency of 20 kHz, to validate the
modulation technique applied in these IGBTs, Figure 20 presents the reference signal adapted and
the gate-emitter voltage of the respective IGBT. This voltage is a resulting signal of the comparison
between the carrier signal and the reference signal. In this result, the reference signal was acquired
using an external DAC.

Similar to the G2V operation mode, Figure 21 shows the switching states of the grid-side converter
according to Figure 3 during the V2G operation mode. In this result, the IGBTs S1, S2, S3, and S4,
as well as the IGBTs S7 and S8, have a fixed switching frequency of 50 Hz and 20 kHz, respectively.
In this operation mode, the IGBTs (S5, S6) are always switched off, reason why they are not represented
in this figure.

Figure 22 shows the V2G operation mode during a steady operation of the EVBC grid-side current
(iev), the grid voltage (vg), the voltage levels assumed by the grid-side converter (vcv_AC), and the
DC-link voltage of both capacitors (vdc1, vdc2). The EVBC grid-side current is sinusoidal, but in phase
opposition with the grid voltage, meaning that the power follows from the batteries to the grid.
Furthermore, the five distinct voltage levels (+vdc, +vdc/2, 0, −vdc/2, −vdc) produced by the grid-side
converter can be seen in this figure.
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Figure 20. Experimental results showing the modulation technique applied to the IGBTs S7 and S8,
namely, the reference signals adopted for the modulation (refs7: 1 V/div, refs8: 1 V/div) and the voltage
gate-emitter of the respective IGBT (vge_s7: 5 V/div and vge_s8: 5 V/div).

Figure 21. Experimental results during vehicle-to-grid (V2G) operation mode: Gate-emitter voltage
of the grid-side IGBTs (S1, S2, S3, S4, S7, S8: 5 V/div), and output digital signal of the PLL (vPLL:
150 V/div).

For further details, Figure 23 presents an experimental result, during a time interval of 50 ms,
of the EVBC grid-side current (iev), the grid voltage (vg), and the DC-link voltage ripple in both
capacitors (Δvdc1, Δvdc2). With the detail of the current zero-crossing, it is possible to state that during
these results the EVBC operates with unitary power factor. As aforementioned, during the positive
half-cycle of the power grid voltage, the voltage of the capacitor C1 is regulated and during the negative
half-cycle of the power gird voltage, the voltage of the capacitor C2 is regulated, which are controlled
by the grid-side converter. Moreover, as it can be seen in this figure, the DC-link voltage has a voltage
ripple of 3%.
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Figure 22. Experimental results in V2G operation mode showing the EVBC current (iev: 5 A/div),
the power grid voltage (vg: 50 V/div), the voltage levels produced by the grid-side converter (vcv_AC:
100 V/div) and the DC-link voltage of both capacitors (vdc1: 20 V/div, vdc2: 20 V/div).

Figure 23. Experimental results in V2G operation mode showing the EVBC current (iev: 5 A/div),
the grid voltage (vg: 50 V/div), a detail of zero crossing between the current and the voltage (iev, vg),
and the DC-link voltages ripple in both capacitors (Δvdc1: 2 V/div, Δvdc2: 2 V/div).

Regarding the battery-side converter, the same modulation technique implemented in the G2V
operation mode was used, namely the application of two 180◦ phase-shifted carrier signal. This strategy
was adopted to reduce the ripple amplitude of the batteries current. In this sense, Figure 24 shows
the current ripple in the inductor L3 according to the gate-emitter voltages, vge_S11 and vge_S12, of the
IGBTs S11, S12. It is important to note that during this operation mode, the IGBTs S9 and S10 are always
off, reason why they are not shown in the figure. As it can be seen, the measured current ripple
in the inductor L3 was 0.13 A for a frequency of 40 kHz, which is twice of the switching frequency.
According to this result, when the IGBT S9 or the IGBT S10 is on, the inductor stores energy and
during the state transition of one the IGBTs, the inductor releases this energy. Using the power quality
analyzer, in Figure 25a,b, the harmonic spectrum of the power grid voltage and the EVBC current
is shown, measured THD% of 4.2% and 3.5%, respectively. These figures were obtained employing
a Fluke 435 power quality analyzer, and the high value of THD in the power grid voltage is caused by
distorted voltage drop in the line impedance, which is produced by distorted current consumed by
several nonlinear loads connected to the electrical installation.
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Figure 24. Experimental results showing the current in the inductor L3 (iL3: 0.1 A/div) and the
gate-emitter voltage of the IGBTs S11 and S12 (vge_s11: 5 V/div and vge_12: 5 V/div) during a time
interval of 100 μs.

Figure 25. Experimental results in V2G operation mode of the total harmonic distortion and spectral
analysis: (a) Power grid voltage (vg); and (b) EVBC current (iev).

5. Conclusions

A novel on-board bidirectional EV battery charger (EVBC) was presented. It is constituted by
a grid-side converter capable to operate with five voltage levels, and by a battery-side converter capable
to operate with three voltage levels. The distinct voltage levels for both converters are obtained using
a split DC-link. In order to ensure power quality features, the proposed EVBC operates with grid-side
current controlled to improve power factor, and to preserve the battery lifetime the EVBC operates
with battery-side controlled current or voltage. Throughout the paper is described the proposed
hardware topology, the discrete-time predictive control algorithms used for the grid-side converter
and for the battery-side converter, the developed full-scale laboratorial prototype of the EVBC, and the
foremost experimental results considering operating modes for smart grids. The obtained results allow
validating the key contributions of the paper, mainly, in terms of the bidirectional operation of the
novel EVBC based on a multilevel topology. As the EVBC is controlled targeting the EV incorporation
into smart grids, the grid-to-vehicle (G2V) and vehicle-to-grid (V2G) operation modes are discussed
and evaluated.
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Abstract: This paper presents three phase current reconstruction methods for a three-level neutral
point clamped inverter (NPCI) by measuring the voltage of a shunt resistor placed in the neutral point
of the inverter. In order to accurately acquire the phase currents from the shunt resister, the dwell time
of the active voltage vectors need to exceed the minimum time. On the other hand, if the time of active
voltage is shorter than the minimum time, the current measurement becomes impossible. In this
paper, unmeasurable regions for current are classified into three areas. Area 1 is a region in which both
phase currents can be measure. Therefore, it is not necessary to restore the current. In Area 2, only one
phase current can be measured. Thus, an estimation or restoration method is needed to measure
another phase current. In this paper, the current estimation method using an electrical model of the
motor is proposed. Area 3 is the region in which both phase currents can not be measured. In this
case, it is necessary to move the voltage vector to the current measurable area by injecting the voltage.
In this paper, Area 3 is divided into 36 sectors to inject optimal voltage. The proposed methods have
the advantages of high current measurement accuracy and low THD (total harmonic distortion).
The effectiveness of the proposed methods are verified through experimental results.

Keywords: alternating current (AC) motor drive; current estimation; current reconstruction method;
current unmeasurable areas; total harmonic distortion (THD); single shunt resistor; space vector pulse
width modulation (SVPWM); shift method; minimum voltage injection (MVI) method; three-level
neutral point clamped inverter (NPCI)

1. Introduction

Two-level inverters are used in most home appliances, such as washing machines, refrigerators,
and air conditioners, due to their simple structure, and high reliability and performance.
However, in order to overcome the limitations of the efficiency and harmonics of the two-level
inverter, three-level inverters have been recently investigated. The three-level neutral point clamped
inverter (NPCI) has a structure characteristic of having a neutral point in the direct current (DC)
stage, and thus has excellent electro magnetic interference (EMI) and electro magnetic compatibility
(EMC) characteristics, due to a low voltage variation rate when switching [1–4]. Unlike a two-level
inverter, each arm of a three-level NPCI consists of four switches and two clamping diodes, as shown
in Figure 1. When the DC-link voltage is Vdc, the voltage of each capacitor is Vdc/2. The neutral point is
connected to each phase output node by the clamp diodes and switches. Due to this structural feature,
the three-level NPCI can output either Vdc/2 or −Vdc/2 by turning on the two switches located in the
upper or lower side of a phase. When the switches of Sx3 and Sx4 are turned on, the node voltage of
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the x phase is 0 due to the connection with the neutral point through the diodes and switches, where x
represents A, B, and C.
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Figure 1. Three-level neutral point clamped (NPC) inverter.

For controlling the AC motor, the controller of the inverter requires the values of the three phase
currents, which can be acquired through current sensors or a shunt resistor. A phase current sensing
inverter (PCSI), as shown in Figure 2a, is a typical three-phase voltage source inverter with two phase
current sensors. It requires at least two current sensors and sensing circuits, which raise the cost of
the appliances [5]. For this reason, a DC link shunt resistor Rshunt can be used to measure the phase
current, as shown in Figure 2b,c. A multi-shunt inverter (MSI) obtains the phase current from the
shunt resistor located in the neutral and bottom of the DC link [6]. Measurement of the currents
through the shunt resistors is possible when the current flows into the shunt resistor. Since the
shunt resistors are located between the neutral and bottom of the DC link, it is possible to measure
the phase current only if the active voltage vectors are combined with “O” or “N” switching states.
However, although the active vectors are combined with “O” or “N” switching states, the phase
current cannot be measured due to the short dwell time of the active vectors. The portion in the
space vector diagram where the dwell time of the active vectors is not large enough to measure the
current is called the current-unmeasurable area (CUA) [7–24]. A shunt resistor at the neutral point
of the three-level NPCI can be used to measure the phase current, as shown in Figure 2c. This is
similar to MSI, but a phase current is only obtainable when applying the state of “O” in the switching
combination of the effective voltage vector. NPCI is effective in terms of volume and cost as compared
to PCSI and MSI. It also has one current sensing circuit, which reduces the ripples caused by current
sensor offset and scaling errors [6,7]. However, it has a limited time to sample the phase current in
the shunt resistor over one period compared to the PCSI and MSI, so that the unmeasurable areas are
widened in the output voltage hexagon. In order to overcome the limitations, some researchers have
been interested in NPCI topology for phase current reconstruction.
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Figure 2. Measurement methods of phase current. (a) Conventional phase current sensing
inverter (PCSI); (b) multi-shunt inverter (MSI); (c) neutral point clamped inverter (NPCI).
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Previous research has established the effective voltage time by shifting the pulse width modulation
(PWM) or injecting the voltage to restore the current [6–24]. However, these methods cause
a high total harmonic distortion (THD) by injecting relatively large voltages. In [6], the minimum
voltage injection (MVI) method minimizes voltage distortion and operating noise through THD
reduction, but this method does not completely reconstruct the phase current at very high modulation
index (MI). In addition, the PWM shifting method of [7] also generates harmonics due to asymmetric
voltage modulation.

In this paper, the phase current unmeasurable region is classified into three areas, and the current
reconstruction methods are proposed according to each area. First, two phase currents can be measured
in Area 1, and the normal operation is executed in this area. On the other hand, only 1 phase current
can be acquired in Area 2. In this case, the other phase current can be estimated by combining the
q-axis current reference obtained from the speed controller and the electrical model of the motor [10].
Lastly, Area 3 is defined as an area where no current can be measured. For measuring the current in
this area, the optimal voltage injection method is proposed [12]. To realize this, the hexagon of SVPWM
is divided into 36 sectors, and the optimum injection voltage according to the sector is calculated.
In addition, the current accuracy and THD are compared with the conventional method [6] in various
MI conditions. The proposed method is verified through experimental results.

2. Acquiring Phase Current from Neutral Shunt Resistor

The operation of each three-level NPC inverter phase leg can be represented by a combination
of the three switching states “P”, “O”, and “N”. According to these switching states, the inverter
has 27 possible combinations of switching states consisting of 24 effective voltage vectors and 3 zero
voltage vectors. Because the NPCI has the shunt resistor at the neutral point, the phase current can
be acquired only when the effective voltage vector includes the “O” switching state [6]. For example,
the A phase current can be measured when the effective vector “O”, “N”, and “N” is applied to the
inverter, as shown in Figure 3.

The 27 switching states of the neutral point clamped (NPC) inverter and the respective measurable
phase currents are listed in Table 1. In addition, Figure 4 shows the switching vector in the spatial
coordinates of the hexagon. Figure 4 and Table 1 show that the current cannot be measured through
the neutral-point shunt resistor during the zero vector (V0) and space vectors represented by V1 to V6.
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Figure 3. Current path of neutral shunt resistor when effective vector “O”, “N”, and “N” is applied to
the inverter.
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Figure 4. Three-level neutral shunt inverter effective-voltage vector hexagon.

Table 1. Switching states and acquiring the phase current from the shunt resistor.

Space Vector Switching State
Acquiring Current

from the Shunt Resistor
Vector Classification

V0 [PPP], [OOO], [NNN] X Zero vector
P-type N-type P-type N-type

V13 [POO] [ONN] −ia ia

Effective vector
(Small vector)

V14 [PPO] [OON] ic −ic
V15 [OPO] [NON] −ib ib
V16 [OPP] [NOO] ia −ia
V17 [OOP] [NNO] −ic ic
V18 [POP] [ONO] ib −ib

V7, V8 [PON], [OPN] ib, ia Effective vector
(Medium vector)

V9, V10 [NPO], [NOP] ic, ib
V11, V12 [ONP], [PNO] ia, ic
V1, V2 [PNN], [PPN] X, X Effective vector

(Large vector)V3, V4 [NPN], [NPP] X, X
V5, V6 [NNP], [PNP] X, X

In one period of the three-level SVPWM, the sampling point and measurable phase current are
expressed as shown in Figure 5. In this case, the “a” phase current can be measured in the “ONN”
switching state and the “c” phase current can be measured in the “OON” switching state. The other
phase current is calculated using Equation (1):

ia + ib + ic = 0 (1)
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Figure 5. One period of the SVPWM method and sampling point.
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3. Current Unmeasurable Areas

The sampling time for measuring the accurate current should have minimum delay from the
point of switching time. This is to avoid the current ripple component in the current damping process
by switching, as shown in Figure 6a. The minimum time Tmin is determined using Equation (2) [9]:

Tmin = Tdead + Tsettling + Tad (2)

where Tdead is the dead time to avoid arm-short of the inverter, Tsettling is the settling time of the
neutral-point current, and Tad is the sample and hold time of the A/D converter. Thus, in order
to acquire the phase current properly, the switching time should be greater than Tmin. Figure 6b
shows switching state when the voltage modulation index is changed from Figure 5. In the case of
“ONN”, since the switching time Ta in the “O” state is larger than Tmin, accurate “a” phase current can
be obtained. However, in the case of “OON”, since the switching time Tc of the “O” state is shorter
than Tmin, it is impossible to obtain current on the “c” phase in this state. The areas where the effective
voltage dwell time is less than Tmin are defined as CUAs (current unmeasurable areas). The CUAs in
sector 1 of the three level SVPWM hexagon are shown in Figure 7a. In Figure 7a, Area 1 is a region
where all phase currents are measurable, Area 2 is a region where only one phase current is measurable,
and Area 3 is defined as a current unmeasurable region. The CUAs in all areas of the SVPWM are
shown in Figure 7b.
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Figure 6. Tmin and Ts of the SVPWM method. (a) Minimum time (Tmin); (b) one PWM period (Ts).
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Figure 7. Current-unmeasurable areas (CUAs). (a) Sector 1; (b) reference-voltage vector hexagon.

In addition, the amplitude of the CUAs ΔV is obtained by Equation (3) [10].

Tmin :
Ts

2
= ΔV :

Vdc√
3

ΔV =
2Tmin√

3Ts
Vdc (3)

where Vdc is the voltage of the DC link capacitor.
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Sector 1 of the output voltage hexagon is divided into four regions composed of effective voltage
vectors for the reference voltage vector Vre f duration, as shown in Figure 8. When the reference voltage
vector is located as shown in Figure 8, the effective voltage vector and the duration time are expressed
as follows:

V13Ta + V7Tb + V14Tc = Vre f Ts

Ta + Tb + Tc = Ts (4)

where Ta, Tb, and Tc are the duration time of V13, V7, and V14, respectively.

< Sector 1 >

Region 1

Region 2

Region 3

Region 4

Vref

 

V2= , Ta
2Vdc
3 e j /3

V7= , Tb
Vdc

3
e j /6

V1= , Tc
2Vdc
3V13= , Ta

Vdc
3

V0= , Tb0

V14= , Tc
Vdc
3 e j /3

Figure 8. Sector 1 divided into four regions.

From Equation (4), the duration time of the effective voltage vectors Ta, Tb, and Tc in each region
can be obtained through the equations given in Table 2. When Ta, Tb, and Tc are shorter than Tmin,
phase current cannot be obtained from the shunt resistor accurately. Therefore, it is a CUA.

Table 2. Dwell times of the voltage vector according to the regions.

Region Ta Tb Tc

1 Ts(2
√

3 Vre f
Vdc

sin
(

π
3 − θ

)
) Ts(1 − 2

√
3 Vre f

Vdc
sin
(

π
3 + θ

)
) Ts(2

√
3 Vre f

Vdc
sin θ)

2 Ts(1 − 2
√

3 Vre f
Vdc

sin θ) Ts(2
√

3 Vre f
Vdc

sin
(

π
3 + θ

)− 1) Ts(1 − 2
√

3 Vre f
Vdc

sin
(

π
3 − θ

)
)

3 Ts(2 − 2
√

3 Vre f
Vdc

sin
(

π
3 + θ

)
) Ts(2

√
3 Vre f

Vdc
sin θ) Ts(2

√
3 Vre f

Vdc
sin
(

π
3 − θ

)− 1)

4 Ts(2
√

3 Vre f
Vdc

sin θ − 1) Ts(2
√

3 Vre f
Vdc

sin
(

π
3 − θ

)
) Ts(2 − 2

√
3 Vre f

Vdc
sin
(

π
3 + θ

)
)

4. Conventional Method of Phase Current Reconstruction

4.1. Modified Voltage Modulation Method

The method in [7] with the alternative switching pattern is different from the classical SVPWM.
The zero vector is replaced with a pair of effective voltage vectors in order to increase the duration
time of the effective voltage vector, which does not ensure Tmin. As a result, only one phase current
measurable region (Area 2) can be compensated. If the reference voltage vector Vre f is in Area 2,
as shown in Figure 9a, phase C current is unmeasurable and the zero vector [OOO] is replaced with
a pair of effective voltage vectors V14 [OON] and V17 [NNO], as shown in Figure 10. Therefore, only
the current of one phase can be reconstructed during one PWM period due to the variation of the
switching time. However, if the reference voltage vector Vre f is in Area 3, as shown in Figure 9b,
it needs two switching cycles. Therefore, the THD of phase current is high, because a pair of vectors,
which are located at opposite positions to each other, are used to make the reference voltage.
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Figure 9. Duration of the reference voltage vector in CUAs. (a) Area 2; (b) Area 3.
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(Area 2).

4.2. Minimum Voltage Injection (MVI) Method

In this conventional method [6], the minimum voltage injection method is applied to measure the
phase current, as shown in Figure 11. Figure 11a shows the reference voltage vector Vre f in Area 3,
where two phase currents cannot be obtained. In this case, a constant voltage is added to the reference
voltage vector to reconstruct the phase current. The reference voltage moved to measurable Area 1
is defined as Vm. The compensation voltage vector Vc is applied by subtracting the constant voltage
which has the same magnitude as the added value to the command voltage vector. This compensation
method is shown for one period of the switching pattern in Figure 11b. In this case, both “ONN” and
“OON” are less than the minimum time Tmin. So in a half period of modulation, the voltage Vm for
the reconstruction is injected, and in the other half period, the compensation voltage Vc is injected to
cancel the effect of the injected voltage.
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Figure 11. Minimum voltage injection method. (a) Voltage injection method in Area 3; (b) PWM
switching patterns.

However, it is difficult to reconstruct the phase current using the MVI method in the high MI region
shown in Figure 12. At this time, the compensation voltage Vc exceeds the linear modulation area.
Therefore, it is impossible to reconstruct the phase current near the outermost edge of the hexagon.
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Vref
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Area3
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Figure 12. Voltage injection method in Area 3 beside a vertex of the hexagon.

5. Proposed Method of Phase Current Reconstruction

5.1. Based Method for Current Reconstruction in Area 2

In order to control the constant speed and constant torque of an AC motor, a current controller
is essential. In general, a proportional integral (PI) controller is used on the synchronous reference
frame of d–q axis [10]. Figure 13 shows the block diagram of the synchronous PI controller, and the
electrical model of the motor system. Where Ra, La, Kp, and Ki mean the stator resistance, stator
inductance, proportional gain, and integral gain, respectively. The proportional and integral gains of
the PI controller are calculated using Equation (5):

Kp = Laωcc , Ki = Raωcc (5)

where La is the stator inductance, Ra is the stator resistance, and ωcc is the bandwidth of the PI regulator.
Then, the closed-loop transfer function Gc(s) of the block diagram is given by Equation (6):

Gc(s) =
ie
dq(s)

ie∗
dq(s)

=
G0(s)

1 + G0(s)
=

ωcc
s

1 + ωcc
s

=
ωcc

1 + ωcc
(6)

According to Equations (5) and (6), the combination of the PI controller and model of the motor
is equivalent to a first low-pass filter whose cutoff frequency is ωcc. In this case, the real d–q axis
current can be estimated using the current reference and low pass filter, as shown in Figures 13 and 14.
Finally, the estimated three phase currents (îabc) can be obtained from reverse transformation of the
estimated d–q axis currents (îdq

e). This estimated current is used to replace the unmeasurable current
when the voltage command lies inside Area 2, where only one phase current is acquired. This current
estimation method does not need PWM shift or voltage injection for current reconstruction.

 
Figure 13. Block diagram of the PI controller and electrical model of the motor system.
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idq
e* dq

abc

Figure 14. Block diagram of acquiring estimated current.

5.2. Proposed Method for Current Reconstruction in Area 3

In order to calculate the optimum injection voltage according to the switching sector of SVPWM,
the conventional sector is classified into 36 switching sectors in this paper. These sectors can be
represented by 18 straight lines, as shown in Figure 15. These straight lines can be obtained by using
the two points of the hexagon. As a result, the 36 switching sectors can be defined by three straight lines.
If the reference voltage vector Vre f is located as shown in Figure 15, straight Lines 5, 9, and 13 must be
satisfied to discriminate the switching sector.

Line 5 : Vs
qs ≤ −

√
3(Vs

ds −
2
3

Vdc), Line 9 : Vs
qs ≤ −

√
3(Vs

ds −
2
3

Vdc), Line 13 : Vs
qs ≥ 0 (7)

1 2 3 4 56 7 8 9 10
11

12

13

14

15

16 17

18

d-axis

q-axis

refV

dsVs
qsVs

Figure 15. Lines (1–18) for the classification of 36 switching sectors.

For simple injection voltage calculation, the reference voltage vector Vre f (Vs
ds,V

s
qs) that rotates

the output voltage hexagon with electrical angle θe, is transformed as shown in Figure 16. Vre f is
transformed to the shifted reference voltage vector Vt

dqs(V
t
ds,V

t
qs) in sector 0 by Equation (8).(

Vt
ds

Vt
qs

)
=

(
cos θn − sin θn

sin θn cos θn

)(
Vs

ds
Vs

qs

)
(8)

where θn = n·π/3.
The range of the shifted sector 0 is from −π/6 to π/6. As a result, the injected voltage is only

calculated in the shifted sector 0.
As shown in Figure 17a, the shifted sector is symmetrical with respect to the d-axis.

Therefore, when calculating the injection voltage, only the positive part needs to be calculated. In the
negative region, the negative sign can be added to the magnitude of the q component.

Vi
dqs

(
Vi

ds, Vi
qs

)
are the vector components for moving Vt

dqs to the measurable region.

After calculating the injection voltage, Vi
dqs is added to Vt

dqs, and reverse-transformation is executed.
This voltage vector is defined as the measurement voltage vector Vs

m. Vs
m is induced during the first half

period of the modulation, and the compensation voltage Vs
c is induced during the other half period.

The relation between Vre f , Vs
m, and Vs

c is given by Equation (9).

Vre f =
1
2
(Vs

m + Vs
c ) → Vs

c = 2
(

Vre f − Vs
m

)
(9)
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Figure 16. Transform shifted sector. (a) Shifted sectors (0–5); (b) shifted sector (0).
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Figure 17. Inverse transformation shifted sector. (a) Shifted sector (0); (b) shifted sectors (0–5).

In order to recover the phase current by injecting the optimal voltage, the shifted sector 0 for the
positive q-axis is divided into different parts, as shown in Figure 18a, according to the MI. As shown in
Figure 18b, each part is more finely divided to restore the phase current by injecting the optimal voltage.
Part.1 is further divided into Part.1_1 and Part.1_2, and Part.2 is divided into Part.2_1, Part.2_2, Part.2_3,
and Part.2_4. Part.3 and Part.4 are also divided into two parts and four parts, respectively.

Part. 1

d-axis

Part. 2

Part. 3

Part. 4 Part. 1

d-axis

Part. 2

Part. 3

Part. 4

1
2

1 2
34

1 2
3

1 2

4

(a) (b) 

Figure 18. Detailed view of the parts of the positive shifted sector 0. (a) Part1–Part4; (b) segmentation
of Parts.

When the reference voltage vector Vre f is located in Part.1_1, as shown in Figure 19, the optimal
voltage is injected, and the measurement voltage vector Vs

m is pushed to the measurement point.
At this time, the measurement point is on the boarder of Area 2. The magnitude of the injected
voltage Vi

dqs(V
i
ds, Vi

qs) can be calculated by using both the measurement point and Vt
dqs, as shown

in Equation (10).
Part.1_1

Vi
ds =

(
2ΔV/

√
3
)
− Vt

ds , Vi
qs = −Vt

qs (10)

When the reference voltage vector is located in Part.1_2, as shown in Figure 20, the measurement
voltage vector is moved to the measurement line by the optimal voltage injection. The measurement
line is defined by Equation (11), with two points (2ΔV/

√
3, 0) and (

√
3ΔV, ΔV), as the boarder of

Area 2. The magnitude of the injected voltage is obtained by Equation (12), which gives the minimum
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distance from the point to the measurement line through the Pythagorean theorem, as shown in
Equation (13). The optimal voltage injection method is used to classify each part of Area 3 in more
detail, and then bring Vs

m to the closest measurement line or measurement point for reconstructing
the phase currents. At this time, the measurement line or measurement point is at the boarder of
Area 1 or Area 2. Each part of Area 3 has a different type of optimal voltage injection, as shown in
Equations (10) and (13)–(23), and in Figure 21.

y =
√

3
(

x −
√

3ΔV
)
+ ΔV (11)

d =
1
2

∣∣∣√3Vt
ds − Vt

qs − 2ΔV
∣∣∣ (12)

Part.1_2

Vi
ds =

√
3

2
d =

√
3 × 0.25

(√
3Vt

ds − Vt
qs − 2ΔV

)
,

Vi
qs = −1

2
d = −0.25

(√
3Vt

ds − Vt
qs − 2ΔV

) (13)

Part.2_1

Vi
ds = −

√
3 × 0.25

(√
3Vt

ds + Vt
qs −

Vdc√
3

)
, Vi

qs = −
√

3 × 0.25
(√

3Vt
ds + Vt

qs −
Vdc√

3

)
(14)

Part.2_2

Vi
ds =

√
3 × 0.25

(√
3Vt

ds − Vt
qs −

Vdc√
3

)
, Vi

qs = −0.25
(√

3Vt
ds − Vt

qs −
Vdc√

3

)
(15)

(a) (b) 

Figure 19. Optimal voltage injection method in Part.1_1. (a) Reference voltage vector on Part.1_1;
(b) detailed view of the left one.

(a) (b) 

Figure 20. Optimal voltage injection method in Part.1_2. (a) Reference voltage vector on Part.1_2;
(b) detailed view of the left one.
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Part.2_3

Vi
ds =

√
3 × 0.25

(√
3Vt

ds + Vt
qs −

Vdc√
3
− 2ΔV

)
, Vi

qs = 0.25
(√

3Vt
ds + Vt

qs −
Vdc√

3
− 2ΔV

)
(16)

Part.2_4

Vi
ds = −

√
3 × 0.25

(√
3Vt

ds − Vt
qs −

Vdc√
3
+ 2ΔV

)
, Vi

qs = 0.25
(√

3Vt
ds − Vt

qs −
Vdc√

3
+ 2ΔV

)
(17)

Part.3_1

Vi
ds = 0 , Vi

qs = (

√
3Vdc
6

− ΔV)− Vt
qs (18)

Part.3_2

Vi
ds =

√
3·0.25

(√
3Vt

ds − Vt
qs −

Vdc√
3

)
, Vi

qs = −0.25(
√

3Vt
ds − Vt

qs −
Vdc√

3
) (19)
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Vi
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√
3·0.25

(√
3Vt

ds + Vt
qs −

2Vdc√
3

+ 2ΔV
)

,

Vt
qs = −0.25(

√
3Vt

ds + Vt
qs −

2Vdc√
3

+ 2ΔV)

(20)

Part.4_2

Vi
ds =

(
2Vdc

3
− 2ΔV√

3

)
− Vt

ds , Vi
qs = −Vt

qs (21)
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Vi
ds =

(
2Vdc

3
− ΔV√

3

)
− Vt

ds, Vi
qs = ΔV − Vt

qs (22)
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Vi
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qs = ΔV − Vt
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Figure 21. Optimal voltage injection method in Area 3 for each part. (a) Optimal voltage injection
method in Part.1; (b) optimal voltage injection method in Part.2; (c) optimal voltage injection method
in Part.3; (d) optimal voltage injection method in Part.4.
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5.3. Comparison of Conventional and Proposed Method

Figure 22 shows the comparison between the proposed method and MVI method for a MI of
0.1 and 0.97. The proposed method restores the phase current by injecting a small amount of voltage
when MI = 0.1 and MI = 0.97. However, the conventional method injected a large amount of voltage
compared with the proposed method when MI = 0.1. In addition, the compensated voltage vector of
the conventional method lies outside of the output voltage hexagon when the MI is 0.97, which makes
the reconstruction of the phase current impossible.

V4

V9

V3 V8 V2

V7

V1

V10 V12

V5 V11 V6

V17 V18

V15 V14

V0V16 V13

MI Conventional method Proposed method

0.1

0.97

V0 V0

V8 V8

 
Figure 22. Comparison of conventional method and proposed method at MI = 0.1 and MI = 0.97.

As shown in Table 3, when the proposed method is applied, it can be seen that the area of the
non-measurable region in the output voltage hexagon is reduced by about 93.7 % in comparison with
the case in the MVI method.

Table 3. Unmeasurable area comparison.

3-Level NPCI One Shunt Unmeasurable Area Conventional Method Proposed Method

Unmeasurable area of shifted sector 0

Unmeasurable area of hexagon

6. Experimental Results

Figure 23 describes the system configuration of the experimental setup for the verification of the
proposed current reconstruction method. The system was composed of the three-level NPC inverter,
including the shunt resistor, connected to the neutral point, the control system based on the digital
signal processor (DSP, TMS320C28346), and the resistive-inductive load. The upper and lower DC
capacitors were connected with the 30 V power source.
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A resistor of 10 Ω and inductor of 5 mH were used as the load. The resistance of the shunt resistor
was 0.2 Ω and its power capacity was 3 W. In addition, the minimum time Tmin needed to acquire the
precise phase current from the shunt resistor was set to be 4.5 μs. The reconstructed current from the
shunt resistor using the proposed algorithm was compared with an actual current measured using
two current sensors in order to verify its precision.

 
 

Figure 23. Configuration of hardware system and control board.

In the experiment, the inverter system was operated by the V/F open-loop control algorithm.
The system was controlled with a fixed operating frequency of 12 Hz and variable output voltage to
change the MI. The experimental results were classified in 6 cases to compare with the conventional
MVI method. Figure 24a,b shows the experimental results with the condition of MI = 0.1 (Vre f = 3.56 V).
In this case, the inverter was operated in Area 3 where the two currents cannot be measured from the
shunt resistor. As presented in Figure 24b, the injected d–q voltage for the current reconstruction is
smaller than the voltage in Figure 24a. The experimental results of Figure 24c,d was measured when the
inverter was operated in Area 1 and 2 with MI of 0.4 (Vre f = 13.86 V). In Area 1, it is possible to obtain the
two phase currents from the shunt resistor, and only one current can be acquired in Area 2. As shown
in Figure 24c, the conventional method injects the q-axis voltage to reconstruct the phase current.
In contrast, the proposed method can reconstruct the phase current without the voltage injection,
as presented in Figure 24d, because the phase current is reconstructed using the estimated current.
In Figure 24e,f, Vre f is passed through Area 1 and 3 when the MI is 0.6 (Vre f = 20.78 V). As shown in
Figure 24f, a smaller voltage is injected to reconstruct the phase current in the proposed method in
comparison with the conventional method. The waveforms presented in Figure 25e,f was measured
when the MI was 0.97 (Vre f = 33.6 V). In this case, the trajectory of the voltage reference is near the
inscribed circle of the space vector hexagon. In the case of the conventional method, the phase current
cannot be reconstructed even if the voltage injection method is used, because the compensated voltage
reference exceeds the hexagon. On the other hand, the proposed method can reconstruct the phase
current, as presented in Figure 25f, because the voltage reference can be compensated on the boundary
of the hexagon.

The accuracy of the phase currents reconstructed using the conventional and proposed methods
were calculated to show the superiority of the proposed algorithm. The equation for the accuracy of
the phase current is expressed in Equation (24).

Accurcy (%) =

(
1 − Variance o f [isensor − ireconstructed]

RMS o f isensor

)
× 100 (24)
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Figure 24. Comparison of the conventional and proposed methods at MI = 0.1, 0.4, and 0.6.
(a) Conventiona method at MI = 0.1; (b) proposed method at MI = 0.1; (c) conventional method at MI = 0.4;
(d) proposed method at MI = 0.4; (e) conventional method at MI = 0.6; (f) proposed method at MI = 0.6.
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Figure 25. Comparison of the conventional and proposed methods at MI = 0.8, 0.9, and 0.97.
(a) Conventional method at MI = 0.8; (b) proposed method at MI = 0.8; (c) conventional method at MI = 0.9;
(d) proposed method at MI = 0.9; (e) conventional method at MI = 0.97; (f) proposed method at MI = 0.97.

As the difference between the current measured by the sensor and the reconstructed current is
increased, the variance of the calculated results increases. This means the accuracy of the reconstruction
is low. The difference in accuracy between the conventional method and the proposed method is
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compared according to the MI, and shown in Figure 26a. The accuracy of the proposed method is
higher than the conventional method in the whole range of the MI.

The comparison results for the THD of the phase current between the conventional method and
the proposed method are presented in Figure 26b.
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Figure 26. Comparison of the conventional and proposed methods according to the variation in the MI.
(a) Phase current Accuracy; (b) total harmonic distortion (THD) of phase currents.

The THD result for the proposed method is lower than the result for the conventional method in
the whole range of the MI, because the THD of the phase current is proportional to the injected voltage.
On average the THD of the proposed method is improved by 44.5 % compared with that of the
conventional method.

7. Conclusions

This paper proposed a phase current reconstruction method using a neutral shunt resistor,
which lowers both the cost and volume of a three-level inverter system.

First, the paper proposes the method for dividing the switching sectors, the rotated sectors,
and the region. Each region is separated by the equation of a straight line.

In addition, in Area 2 where there is only one measurable phase current, the remaining phase
current is reconstructed by the estimation method. The electrical model of the motor and PI current
controller are used to estimate the current.

Finally, the optimal voltage injection method is used in Area 3, where no current is acquired
through the shunt resistor (CUAs). Area 3 is divided and defined as parts in more detail. When the
reference is located on Area 3 of the hexagon, the phase currents are reconstructed by moving the
reference vector to the border of Area 1 or Area 2.

The proposed method utilized a small magnitude injection voltage compared to the conventional
method, and hence results in better performance in terms of THD and accuracy of the
estimated currents. The validity of the proposed algorithm is proven by the experiments.

Author Contributions: Y.S. contributed to the research activity and to manuscript writing. J.K. provided technical
feedback and did supervision of the overall work.

Funding: This research received no external funding.

Acknowledgments: This research was supported by the Basic Science Research Program through the National
Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2018R1D1A1B07048954).

Conflicts of Interest: The authors declare no conflict of interest.

133



Energies 2018, 11, 2616

References

1. De, S.; Banerjee, D.; Gopakumar, K.; Ramchand, R.; Patel, C. Multilevel inverters for low-power application.
IET Power Electron. 2010, 4, 382–392. [CrossRef]

2. Lipo, T.A.; Manjrekar, M.D. Hybrid Topology for Multilevel Power Conversion. U.S. Patent 06,005,788,
21 December 1999.

3. Lai, R.; Wang, F.; Burgos, R.; Pei, Y.; Boroyevich, D.; Wang, B.; Lipo, T.A.; Immanuel, V.D.; Karimi, K.J.
A systematic topology evaluation methodology for high-density three-phase PWM AC-AC converters.
IEEE Trans. Power Electron. 2008, 23, 2665–2680.

4. Heldwein, M.L.; Kolar, J.W. Impact of EMC filters on the power density of modern three-phase
PWM converters. IEEE Trans. Power Electron. 2009, 24, 1577–1588. [CrossRef]

5. Jarzebowicz, L. Error Analysis of Calculating Average d-q Current Components using Regular Sampling
and Park Transformation in FOC Drives. In Proceedings of the 2014 International Conference and Exposition
on Electrical and Power Engineering (EPE 2014), Iasi, Romania, 16–18 October 2014; pp. 901–905.

6. Shin, H.; Ha, J.I. Phase Current Reconstructions from DC-Link Currents in Three-Phase Three-Level
PWM Inverters. IEEE Trans. Power Electron. 2014, 29, 582–593. [CrossRef]

7. Li, X.; Dusmez, S.; Akin, B.; Rajashekara, K. A New SVPWM for the Phase Current Reconstruction of
Three-Phase Three-level T-type Converters. IEEE Trans. Power Electron. 2015, 62, 2627–2637.

8. Blaabjerg, F.; Pedersen, J.K. An ideal PWM-VSI inverter using only one current sensor in the DC-link.
In Proceedings of the 1994 Fifth International Conference on Power Electronics and Variable-Speed Drives,
London, UK, 26–28 October 1994; pp. 458–464.

9. Lee, W.C.; Hyun, D.S.; Lee, T.K. A Novel Control Method for Three-Phase PWM Rectifiers Using a Single
Current Sensor. IEEE Trans. Power Electron. 2000, 15, 861–870.

10. Yeom, H.B.; Ku, H.K.; Kim, J.M. Current reconstruction method for PMSM drive system with a DC link
shunt resistor. In Proceedings of the 2016 IEEE Energy Conversion Congress and Exposition (ECCE),
Milwaukee, WI, USA, 18–22 September 2016; pp. 18–22.

11. Ha, J.I. Voltage Injection Method for Three-Phase Current Reconstruction in PWM Inverters Using
a Single Sensor. IEEE Trans. Power Electron. 2009, 24, 767–775.

12. You, J.J.; Jung, J.H.; Park, C.H.; Kim, J.M. Phase current reconstruction of three-level Neutral-Point-Clamped
(NPC) inverter with a neutral shunt resistor. In Proceedings of the 2017 IEEE Applied Power Electronics
Conference and Exposition (APEC), Tampa, FL, USA, 26–30 March 2017; pp. 2598–2604.

13. Gu, Y.; Ni, F.; Yang, D.; Liu, H. Switching-State Phase Shift Method for Three-Phase-Current Reconstruction
with a Single DC-Link Current Sensor. IEEE Trans. Ind. Electron. 2011, 58, 5186–5194.

14. Lin, Y.K.; Lai, Y.S. PWM Technique to Extend Current Reconstruction Range and Reduce Common-Mode
Voltage for Three-Phase Inverter using DC-link Current Sensor Only. In Proceedings of the 2011 IEEE Energy
Conversion Congress and Exposition, 12–16 September 2011; pp. 1978–1985.

15. Lai, Y.S.; Lin, Y.K.; Chen, C.W. New Hybrid Pulse width Modulation Technique to Reduce Current Distortion
and Extend Current Reconstruction Range for a Three-Phase Inverter Using Only DC-link Sensor. IEEE Trans.
Power Electron. 2013, 28, 1331–1337. [CrossRef]

16. Lu, H.; Cheng, X.; Qu, W.; Sheng, S.; Li, Y.; Wang, Z. A Three-Phase Current Reconstruction Technique Using
Single DC Current Sensor Based on TSPWM. IEEE Trans. Power Electron. 2014, 29, 1542–1550.

17. Ying, L.; Ertugrul, N. An Observer-Based Three-Phase Current Reconstruction using DC Link Measurement
in PMAC Motors. In Proceedings of the 2006 CES/IEEE 5th International Power Electronics and Motion
Control Conference, Shanghai, China, 14–16 August 2006; pp. 1–5.

18. Saritha, B.; Janakiraman, P.A. Sinusoidal Three-Phase Current Reconstruction and Control Using a DC-Link
Current Sensor and a Curve-Fitting Observer. IEEE Trans. Ind. Electron. 2007, 54, 2657–2664. [CrossRef]

19. Kim, K.; Yeom, H.; Ku, H.; Kim, J. Current reconstruction method with single DC-link. In Proceedings of the
2014 IEEE Energy Conversion Congress and Exposition, 14–18 September 2014; pp. 250–256.

20. Tomigashi, Y.; Hida, H.; Ueyama, K. Voltage vector correction based on a novel coordinate transformation for
motor current detection using a single shunt resistor. In Proceedings of the 2009 13th European Conference
on Power Electronics and Applications, 8–10 September 2009; pp. 1–8.

134



Energies 2018, 11, 2616

21. Kim, H.; Jahns, T.M. Integration of the Measurement Vector insertion Method (MVIM) with Discontinuous
PWM for Enhanced Single Current Sensor Operation. In Proceedings of the 2006 IEEE Industry Applications
Conference Forty-First IAS Annual Meeting, 8–12 October 2006; Volume 5, pp. 2459–2465.

22. Carpaneto, M.; Marchesoni, M.; Parodi, G. A Sensorless PMSM Drive Operating in the Field Weakening
Region Using Only One Current Sensor. In Proceedings of the 2010 IEEE International Symposium on
Industrial Electronics (ISIE), 4–7 July 2010; pp. 1199–1204.

23. Bing, Z.; Du, X.; Sun, J. Control of three-phase PWM rectifiers using a single DC current sensor. IEEE Trans.
Power Electron. 2011, 26, 1800–1808. [CrossRef]

24. Sun, K.; Wei, Q.; Huang, L.; Matsuse, K. An overmodulation method for PWM-inverter-fed IPMSM drive
with single current sensor. IEEE Trans. Ind. Electron. 2010, 57, 3395–3404. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

135



energies

Article

A Novel Three-Level Voltage Source Converter for
AC–DC–AC Conversion

Zongbin Ye 1,2,*, Anni Chen 1,2, Shiqi Mao 1,2, Tingting Wang 1,2, Dongsheng Yu 1,2

and Xianming Deng 1,2

1 Jiangsu Province Laboratory of Mining Electric and Automation, China University of Mining
and Technology, Xuzhou 221008, China; anne1993chen@163.com (A.C.); 17851147002@163.com (S.M.);
wangtt_1994@163.com (T.W.); dongsiee@163.com (D.Y.); xmdengcumt@126.com (X.D.)

2 School of Electrical and Power Engineering, China University of Mining and Technology,
Xuzhou 221008, China

* Correspondence: yezongbin@163.com or 5120@cumt.edu.cn; Tel./Fax: +86-516-8359-2000

Received: 26 March 2018; Accepted: 27 April 2018; Published: 4 May 2018

Abstract: This paper presents a novel three-level voltage source converter for AC–DC–AC conversion.
The proposed converter based on H-bridge structure is studied in detail. The control method with
traditional double-closed-loop control strategy and voltage balancing algorithm is applied to the
rectifier side. Correspondingly, a simplified modulation algorithm is applied to the inverter side,
and the voltage balancing of inverter side is realized through the optimal selection of switching
combination. Then, the application of the proposed topology is assessed in general and ideal operation
conditions. Furthermore, the proposed topology with a variable voltage variable frequency (VVVF) is
verified in experimental conditions. The performance of the proposed converter and control strategy
is evaluated by experimental and simulation results.

Keywords: three-level converter; simplified PWM strategy; redundant switching combination;
voltage balance control

1. Introduction

With the development of the multilevel converter (MC), it has become a cost-effective solution
of medium-voltage AC drives [1]. Due to its merits compared with a conventional two-level voltage
source converter—such as lower voltage stress on switches, improved output waveforms, reduced
common mode voltage, and high voltage capability—MC has been applied to more emerging
fields [2–4]. The areas of applications include renewable energy generation, electric vehicle traction [5],
high-power energy storage system [6], micro-grids [7], high-voltage ac or dc transmission [8–10],
and some newly-developing fields.

In general, there are two conventional types of AC–DC–AC multilevel converters in view
of whether it has common dc-links. The diode-clamped MC (DCMC) [11] and fly-capacitor MC
(FCMC) [12] are widespread adopted structures with common dc-links, which can operate in four
quadrants and be supplied by single rectifier. Besides, there are some other topologies, such as
five-level active neutral-point-clamped MC (5L-ANPC) [13], modular MC (MMC) [9,10], and some
newly-developed MC [14–16]. However, these kinds of MCs, except MMC, are hard to extend towards
higher output voltage levels and power grades because of the complicated structures. The other
drawback of these types is the poor ability to deal with some special systems which have different
voltage grades, e.g., connection of two grids with different voltage grades [16–18]. Separated dc-links
are the features of the other types of MCs, including cascaded H-bridge MC (CHBMC) [17], five-level
H-bridge NPC (5L-HNPC) [18], and some hybrid and asymmetrical cascaded H-bridge MCs with
different sub-modules [19] or dc-link voltages [20]. It has the advantage of flexible extending of the
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output levels and power rating. However, the bulky and expensive phase-shifting transformers for
isolated dc sources make it hard to increase the power density. A back-to-back CHB converter without
any isolating device [21] can avoid these problems. However, short-circuits caused by the hardware
topology are difficult to solve and the proposed topology cannot be expanded to a three phase system.

In this paper, a new three-level voltage source converter for AC–DC–AC conversion is proposed.
It can be used in three-phase system and more easily to extend to higher voltage level than a
back-to-back NPC converter. Compared to the back-to-back CHB converter proposed in [21], a half
H-bridge cell used in the new topology provides more redundant vectors and makes it overcome
the short-circuit problem, which simplifies the control method. In addition, the proposed topology
utilizes fewer switches at the cost of increasing the number of dc-link capacitors, the separated dc links
will decrease the total dc voltage of the system, which is beneficial for the insulation design in many
fields [22].

The rest of the paper is organized as follows. In Section 2, the circuit configuration, characteristics
and working principles of the proposed topology are studied in detail. The overall control strategy
and pulse-width modulation strategy considering the voltage balance control is given in Section 3.
In Section 4, two operation conditions are analyzed, and the simulation and experimental results
demonstrate the effectiveness of the proposed control strategies. Section 5 concludes the paper.

2. Circuit Configuration of Proposed Three-Level Voltage Source Converter

2.1. Circuit Configuration

The proposed three-level converter is presented in Figure 1. It includes two basic submodules,
power unit I and power unit II. Port 2 of power unit II in the three-phase topology is connected together,
forming the neutral point N of the converter.

3

S4

S4

S5

S5

CX_inv 12

S1

S1

S2

S2

S3

S3

1 2 CX_rec

Rectifier
 Side

Inverter
Side I

iX_inv

Common
Part

Inverter
Side II

n

N

O

RL load

LC

LA

LBeA

eB

eC

Phase A
Phase B

Phase C 

Phase A
Phase B

Phase C 

Power Unit II Power Unit I

A
A
B
C

B
C

Figure 1. Circuit configuration of the proposed three-level voltage source converter.

For convenience, the rectifier side, common part, inverter side I, and inverter side II can be defined
as shown in Figure 1. The rectifier side connects in series with three-phase inductors and the grid
through three phase electrical terminals A, B, and C. The three electrical terminals A, B, and C of
inverter side connect with the three-phase load.

2.2. Working Principle of Rectifier Side

All the dc-link voltage values are assumed to be equal to Udc. Obviously, the output voltage levels
relative to neutral point N are determined by S1/S1 and S2/S2. uX_rec (X = A, B, C) is defined as the
output voltage of rectifier side, which can be obtained as Equation (1).

uX_rec = (S1 − S2)Udc (1)
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2.3. Working Principle of Inverter Side I

Combined with the common parts shown in Figure 1, inverter side I can produce three level
voltages similar to uX_rec. uX_inv referenced to N is obtained as Equation (2).

uX_inv = (S3 − S2)Udc (2)

2.4. Master–Slave Control Principle

Combining with common part, there will be no problem obviously when rectifier side or inverter
side I works independently. Due to the special structure, the operation principle of each side cannot be
analyzed independently when they work together. In other words, there is a coupling relationship
between two sides. Since any side can be chosen as the master control side, the rectifier side is chosen
as an example. Hence the switching command of S2 is decided by rectifier side. Output voltage levels
of uX_inv will be limited in some switching combinations. For example, if rectifier side is P, S2 should be
0. However, if the inverter side I needs to be N, S2 should be 1. Consequently, a contradiction appears.

In order to reduce the coupling relationship, a submodule power unit I is added on the right of
power unit II, which is defined as inverter side II, as shown in Figure 1. According to the switching
states, the switching commands of S3S4S5 can be decided after switching commands of S1S2 are
generated as shown in Table 1. The output voltage of inverter side, uX_inv can be rewritten as
Equation (3).

uX_inv = (S3 − S2)Udc + (S5 − S4)Udc (3)

Table 1. Switching states of rectifier side and inverter side.

Rectifier State S1 S2 Inverter State S3 S4 S5

P S1S2 = 10
P S3 = 1, S4 = S5 or S3 = 0, S4 = 0, S5 = 1
O S3 = 0, S4 = S5 or S3 = 1, S4 = 1, S5 = 0
N S3 = 0, S4 = 1, S5 = 0

O S1 = S2
P S3 = S2, S4 = 0, S5 = 1 or S2 = 0, S3 = 1, S4 = S5

O S2 = S3, S4 = S5 or S2 = 1, S3 = 0,S4 = 0, S5 = 1 or
S2 = 0, S3 = 1, S4 = 1, S5 = 0

N S2 = S3, S4 = 1, S5 = 0 or S2 = 1, S3 = 0, S4 = S5

N S1S2 = 01
P S3 = 1, S4 = 0, S5 = 1
O S3 = 1, S4 = S5 or S3 = 0, S4 = 0, S5 = 1
N S3 = 1, S4 = 1, S5 = 0 or S3 = 0, S4 = S5

2.5. Comparison with Classic Multilevel Topologies

For better understanding of the proposed technology, it is necessary to make a comparison over
classic multilevel converter topologies. In order to achieve four-quadrant AC–DC–AC conversion,
NPC, FC, and CHB are arranged in a back-to-back (B2B) scheme [23]. As a matter of convenience,
the proposed topology is abbreviated as CMC. The state-of-the-art 4.5 kV, 450 A and 3.3 kV, 450 A
IGBTs are applied in aforementioned three level and five level topologies, respectively, with the
output line-to-line voltage Vll_rms = 3 kV and power rating of 600 kW. It is assumed that the voltage
rating of each clamping diode and flying capacitor is equal to the main switch device voltage rating.
A comprehensive list of the requested components number of each converter topology is shown in
Table 2 [24,25]. Obviously, the counts of active devices of these types are equal except the CMC,
which needs two extra switches in each phase. A total of 36 diodes are requested in a five level B2B
NPC converter, and the count will increase dramatically with the number of levels. Capacitors contain
dc-link capacitors and flying capacitors, so the number of capacitors—as an example—for 5L B2B FC
topology is 4 + 18. These large numbers of capacitors increase size and cost of the converter and reduce
the reliability. Through the total component amount, CHB topology is extremely advantageous in
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quantity in the Table, but it must be equipped with a transformer and PWM rectifier for four-quadrant
applications. In the rest of the topologies, CMC topology, without clamping diodes and capacitors,
has a lower number of components than other topologies with the improvement of voltage level.

Table 2. Comparison of different topologies (Vll_rms = 3 kV, Iph_rms = 115.5 A, P = 600 kW).

Level 3L 5L

Topology NPC FC CHB CMC NPC FC CHB CMC
Rated device voltage (IGBT) 4.5 kV 4.5 kV 4.5 kV 4.5 kV 3.3 kV 3.3 kV 3.3 kV 3.3 kV
Rated device current (IGBT) 450 A 450 A 450 A 450 A 450 A 450 A 450 A 450 A

IGBTs 24 24 24 30 48 48 48 54
Diodes 12 --- --- --- 36 --- --- ---

Capacitors 2 + 0 2 + 6 3 + 0 6 + 0 4 + 0 4 + 18 6 + 0 12 + 0
Total Components 38 32 23 36 88 70 54 66

To compare with the B2B 3L-NPC, the switching losses for both topologies are calculated and
normalized according to the method proposed in [26] and the datasheet of IGBT. The result is shown
in Figure 2 where the modulation index of the inverter side ranges from 0.5 to 1.15 and the power
factor of the load ranges from 0.7 to 1.

Figure 2. Switching losses comparison.

3. Control Method of the Proposed Three-Level Voltage Source Converter

3.1. Control Method

Since this work focuses on testing the proposed three-level converter topology, a common control
method should be used. So dual close loop control structure in d–q synchronous reference frame
is adopted in rectifier side [20]. The voltage loop contains a conventional proportional-integral (PI)
controller to regulate the average value of capacitor voltage of CX_rec, Udc_ave_rec to reference value
Udcref_rec (=Udc). The reference current of the q-axis (i*q) is set to a certain value to adjust input
power factor of the whole converter. Then, the inner current loops generate the reference voltage of
rectifier side, u*

X_rec. Subsequently, the zero sequence voltage uz_rec generated by the voltage balancing
algorithm is injected to u*

X_rec to control voltage values of CX_rec. Then a simplified modulation
algorithm in [27] is adopted to calculate the duration time of switching states, P/O/N, in the rectifier
side and inverter side.

Due to the coupling relationship, proper switching commands of S2/S3/S4/S5 should be chosen
to achieve voltage balancing of the capacitors CX_inv. The optimal selection of switching combination
(OSSC) is introduced later to generate the converter switching commands of S1~S5. The whole control
block diagram of the proposed three-level converter is shown in Figure 3.
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Figure 3. Control block diagram of the proposed multilevel converter.

3.2. Modulation Algorithm

A simplified PWM strategy [27] which is easier and more flexible to realize different targets was
used as modulation algorithm. Taking inverter side as an example and assuming that Udcref_inv = Udc,
uX_inv(t) consists of Udc and 0 when the reference voltage u*

X_inv > 0; otherwise, uX_inv(t) consists of
−Udc and 0. This divides the space vector diagram into six sectors, as denoted by S in Figure 4.
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Figure 4. Sectors for the proposed three-level converter with the simplified PWM.
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When S = 1, the voltage-second balancing principle can be represented by Equation (4), where
uz represents the equivalent zero-sequence voltage. The general solutions of (4) can be obtained as
Equation (5). ⎧⎪⎨⎪⎩

u∗
A_inv · Ts =

∫ Ts
0 uAN(t)dt +

∫ Ts
0 uz(t)dt

u∗
B_inv · Ts =

∫ Ts
0 uBN(t)dt +

∫ Ts
0 uz(t)dt

u∗
C_inv · Ts =

∫ Ts
0 uCN(t)dt +

∫ Ts
0 uz(t)dt

, (4)

⎧⎪⎨⎪⎩
TA_inv = (u∗

A_inv − uz) · Ts/UdcA_inv
TB_inv = Ts + (u∗

B_inv − uz) · Ts/UdcB_inv
TC_inv = Ts + (u∗

C_inv − uz) · Ts/UdcC_inv

, (5)

TX_inv stands for the duration time of switching state P when (u*
X_inv − uz > 0) otherwise stands for

the duration time of O.

3.3. Voltage Balancing Algorithm of Rectifier Side

There is only one capacitor in each phase. It only needs to consider the voltage balancing of CX_rec

between three-phase. Assuming that uz_rec is the zero sequence voltage injected into u*
X_rec, which is

used to realize the targets of voltage balancing of CX_rec. The voltage-second balancing principle can
be represented by Equation (6).⎧⎪⎨⎪⎩

TA_rec = (u∗
A_rec − uz_rec) · Ts/UdcA_rec

TB_rec = Ts + (u∗
B_rec − uz_rec) · Ts/UdcB_rec

TC_rec = Ts + (u∗
C_rec − uz_rec) · Ts/UdcC_rec

, (6)

If UdcX_rec is imbalanced, uz_rec should be calculated to adjust the reference voltage u*
X_rec. As an

example, if voltage values of CX_rec satisfy UdcA_rec > UdcB_rec > UdcC_rec, it means that the magnitude
of charge change within Ts should be QA < QB < QC. uz_rec can be changed to adjust QX. Calculation
of uz_rec is as follows:

1. QX, u*
X_rec, and iX_rec are sorted according to UdcX_rec. In order to realize the voltage balancing,

QX should satisfy Equation (7).
Qmax < Qmid < Qmin, (7)

QX is defined as Equation (8).

QX = iX_rec ·
u∗

X_rec − uz_rec

UdcX_rec
· Ts, (8)

If iX_rec > 0 and (u*
X_rec − uz_rec) > 0, uX_rec consists of P/O. The current paths of S1S2 are shown

in Figure 5. Obviously, QX > 0 and CX_rec is charged in this case. CX_rec is discharged within Ts

when iX_rec < 0 and (u*
X_rec − uz_rec) > 0.

2. Substituting (8) into (7) gives (9).

imax_rec · u∗
max_rec−uz_rec

Udcmax_rec
· Ts < imid_rec · u∗

mid_rec−uz_rec
Udcmid_rec

· Ts < imin_rec · u∗
min_rec−uz_rec

Udcmin_rec
· Ts, (9)⎧⎪⎪⎪⎨⎪⎪⎪⎩

a1 = imax_rec · Udcmid_rec − imid_rec · Udcmax_rec

b1 = imax_rec · u∗
mid_rec · Udcmid_rec − imid_rec · u∗

mid_rec · Udcmax_rec

a2 = imid_rec · Udcmin_rec − imin_rec · Udcmid_rec
b2 = imid_rec · u∗

mid_rec · Udcmin_rec − imin_rec · u∗
min_rec · Udcmid_rec

, (10)

utemp1 = b1/a1, and utemp2 = b2/a2.
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3. The range of uz_rec can be obtained from Equation (9), and uz_rec can take any value within the
range. However, it should satisfy Equation (11) to acquire a linear modulation.⎧⎪⎨⎪⎩

−Udcmax_rec ≤ u∗
max_rec − uz_rec ≤ Udcmax_rec

−Udcmid_rec ≤ u∗
mid_rec − uz_rec ≤ Udcmid_rec

−Udcmin_rec ≤ u∗
min_rec − uz_rec ≤ Udcmin_rec

, (11)

4. Calculating the limit value of uz_rec: the corresponding limitations of the injected zero-sequence
voltages are given in (12).⎧⎪⎪⎪⎨⎪⎪⎪⎩

uzmax = max(u∗
max_rec − Udcmax_rec, u∗

mid_rec − Udcmid_rec,
u∗

min_rec − Udcmin_rec)

uzmin = min(u∗
max_rec + Udcmax_rec, u∗

mid_rec + Udcmid_rec,
u∗

min_rec + Udcmin_rec)

, (12)

Finally, uz_rec can be obtained to realize the targets of voltage balancing as shown in Table 3.
The voltage balancing algorithm is shown in Figure 6 in detail.

S1

S1

S2

S2

CX_rec 21iX_rec

Swithing state P
Swithing state O

Figure 5. Voltage balancing algorithm of CX_rec.

Table 3. Value of uz_rec.

a1 a2 utemp1, utemp2 uz_rec

>0
>0

utemp1 > utemp2 utemp1
utemp1 ≤ utemp2 utemp2

<0
utemp1 > utemp2 0
utemp1 ≤ utemp2 (utemp1 + utemp2)/2

<0
>0

utemp1 > utemp2 (utemp1 + utemp2)/2
utemp1 ≤ utemp2 0

<0
utemp1 > utemp2 utemp2
utemp1 ≤ utemp2 utemp1

*
_recXu _recXi dc _recXU

Sort by UdcX_rec

Qmax, Qmid and Qmin Calculation
Eq ,8

uzmax  and  uzmin  Calculation
Eq , 12

Set uz_rec of upper and 
lower Limits

Obtaining uz_rec

Figure 6. Current paths of S1S2 when iX_rec > 0 and (u*
X_rec − uz_rec) > 0.
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3.4. Voltage Balancing Method of Inverter Side

Maintaining voltage balancing of the flying-capacitors in the inverter side is the main aim of this
section. As introduced before, the coupling relationship shown in Table 1 can provide considerable
number of redundant switching combinations. These combinations can provide a charging or
discharging current paths for each flying-capacitors. The voltage balance control can be realized
by selecting a proper combination. The optimal selection of switching combination can be generated
as follows.

3.4.1. Effect of the Switching States on the Capacitors Voltages

According to Equation (3), the switching states of the inverter side P/O/N can be generated by
inverter side I or II. However, only the switching states produced by inverter side II (S4S5) have an
effect on the capacitors voltages UdcX_inv. Which inverter side is selected to generate the required
switching states is decided by the inverter state, the direction of iX_inv, and switching commands of S2
as listed in Table 4.

For example, when the inverter state is P, iX_inv > 0, and S2 = 0, the switching state can be
generated as marked in the Table 4. The discharging and keeping paths of capacitor CX_inv have been
shown in Figure 7, respectively.

Table 4. Switching states of rectifier side and inverter side.

Inverter
State

iX_inv S2
Inverter
Side I

Inverter
Side II

Switch
Combinations

Charge
State

P

>0
1 O P S3S4S5 = 101 D

0
O P S3S4S5 = 001 D
P O S3 = 1, S4 = S5 K

≤0
1 O P S3S4S5 = 101 C

0
P O S3 = 1, S4 = S5 K
O P S3S4S5 = 001 C

O

>0
1

N P S3S4S5 = 001 D
O O S3 = 1, S4 = S5 K

0
O O S3 = 0, S4 = S5 K
P N S3S4S5 = 110 C

≤0
1

O O S3 = 1, S4 = S5 K
N P S3S4S5 = 001 C

0
P N S3S4S5 = 110 D
O O S3 = 0, S4 = S5 K

N >0

1
N O S3 = 0, S4 = S5 K
O N S3S4S5 = 110 C

0 O N S3S4S5 = 010 C

1
O N S3S4S5 = 110 D
N O S3 = 0, S4 = S5 K

0 O N S3S4S5 = 010 D

C: Charging; D: Discharge; K: Keeping.
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CX_rec2
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Figure 7. The discharging and keeping paths of capacitor CX_inv.
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3.4.2. Optimal Selection of Switching Combination (OSSC)

To balance the voltage of CX_inv, OSSC is set to select proper switching combinations after
the previous step (1). Before selecting the switching combination, the duration of switching state
(TX_rec/TX_inv) is calculated through the simplified modulation algorithm in [27], thus the inverter
state and rectifier state are determined. The switching commands of S2 should be a certain state
0(1) if the rectifier side is P(N). While it cannot be decided when rectifier side is O. Based on the
actual situation, iX_inv can be measured. To analyze the working principle of OSSC, the two examples
are listed.

(u∗
A_rec − uz_rec) < 0, (u∗

A_inv − uz) >

UdcA_inv > Udcref_inv

{
Condition I : iX_inv > 0
Condition II : iX_inv > 0

, (13)

Condition I: UdcA_inv should be decreased with a proper switching combination. Referring to
Table 4, when the switching state of the rectifier and inverter sides are N (S2 = 1) and O, respectively,
there are two switching combinations to choose from the Table 4. It is obvious that the combination
S2S3S4S5 = 1001 is the optimal one to decrease the voltage deviation in condition I. In this way,
the combination of switch can be selected out at different switching states as shown in Figure 8a.

Condition II: Due to iX_inv < 0, the P state should be generated by the inverter side I as much
as possible. Similarly, the combination of switching can be acquired referring the Table 4. When the
calculation result of duration satisfied the inequality TA_rec < TA_inv, the situation that the switching
state of rectifier and inverter side are N (S2 = 1) and P will exist as shaded areas depicted in Figure 8b.
In this situation, no discharge switching combination can be found except a charge combination in
Table 4. Therefore, the deviation of CX_inv is uncontrollable. Those situations, defined as ‘uncontrollable
switching combination’ (USC), restrict the operation range of the converter.
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Figure 8. Converter state and switching commands. (a) (u*
A_rec − uz_rec) < 0, (u*

A_inv − uz) > 0,
and UdcA_inv > Udcref_inv; iX_inv > 0, TA_rec > TA_inv; (b) (u*

A_rec − uz_rec) < 0, (u*
A_inv − uz) > 0,

and UdcA_inv > Udcref_inv; iX_inv < 0, TA_rec < TA_inv.

3.5. Calculation of Duration Time of Each Arm

Based on the above analysis, the optimal selection of switching combination can be acquired.
Then the duration time of S1~S5 in the proposed three-level converter can be calculated easily in each
case as shown in Table 5. It should be noted that the high or low of S2 should be transformed as shown
in Figure 8b. Then the trigger signals of each switch can be generated easily according to Table 5 in the
proposed three-level converter.
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Table 5. Switching states of rectifier side and inverter side.

u*
A_rec − uz_rec u*

A_inv − uz UdcA_inv iA_inv tS1 tS2 tS3 tS4 tS5

>0

>0
UdcA_inv > Udcref_inv

>0 TA_rec 0 0 0 TA_inv

≤0 TA_rec 0 Ts Ts TA_inv

UdcA_inv ≤ Udcref_inv
>0

≤0 TA_rec 0 0 0 TA_inv

≤0
UdcA_inv > Udcref_inv

>0 Ts TA_rec 0 TA_rec TA_inv

≤0 TA_rec 0 TA_inv Ts 0

UdcA_inv ≤ Udcref_inv
>0
≤0 Ts TA_rec 0 TA_rec TA_inv

≤0

>0
UdcA_inv > Udcref_inv

>0 TA_rec Ts TA_inv 0 Ts

≤0

UdcA_inv ≤ Udcref_inv
>0 0 TA_rec Ts TA_rec TA_inv

≤0 TA_rec Ts TA_inv 0 Ts

≤0
UdcA_inv > Udcref_inv

>0 TA_rec Ts 0 0 TA_inv

≤0 TA_rec Ts Ts Ts TA_inv

UdcA_inv ≤ Udcref_inv
>0

≤0 TA_rec Ts 0 0 TA_inv

tS1~S5 is the duration time of each switch, S1~S5.

4. Simulation and Experimental Analysis

4.1. Operation of the Proposed Three-Level Voltage Source Converter

4.1.1. Ideal Operation Condition

The ideal operation condition of the proposed converter is that the sign of output voltages are
synchronized to the input voltages, if Equation (14) is satisfied

Sgn(u*
X_rec − uz_rec) = Sgn(u*

X_inv − uz), (14)

there will be no uncontrollable cases based on the above analyses in this operation condition. That is,
the voltage deviation of CX_inv will be kept under control completely. Although this condition can
balance the capacitor voltages well, the use of this structure is restricted in some applications such as
power electronic transformers and AC regulators.

4.1.2. General Operation Condition

In this condition, there is no connection between Sgn(u*
X_rec − uz_rec) and Sgn(u*

X _inv − uz),
the reference voltage of inverter side

(u*
X_inv − uz) can operate at the frequency and magnitude different with (u*

X_rec − uz_rec).
Figure 9a has been drawn to illustrate the extreme case when UdcX_inv < Udcref_inv, Sgn(u*

X_rec − uz_rec)
= −Sgn(u*

X_inv − uz). Based on Table 5, voltage deviation of CA_inv is enlarged in most areas. However,
the shadow areas can be removed under the condition that the modulation index of the rectifier side
and inverter side satisfy Equation (15). Then, voltage deviation can be controlled in this extreme case.

minv ≤ 1 − mrec = 1 − magnitude(u∗
X_rec − uz_rec)

Udc
, (15)
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Figure 9. Analysis of voltage deviation with CA_inv. (a) When Sgn|(u*
A_rec − uz_rec)| = −Sgn|(u*

A_inv

− uz)|; (b) when minv < 1 − mrec.

Including this special case, the uncontrollable states can be eliminated absolutely when Sgn(u*
X_rec

− uz_rec) �= Sgn(u*
X_inv − uz) and minv ≤ 1 − mrec as shown in Figure 9b. Although the time of

uncontrollable state can be quantified as shown in Figure 9b when minv ≥ 1 − mrec, the voltage
deviation of CX_inv still cannot be improved without efficient measures. Hence, the magnitude of
output voltage will be limited. DC voltage deviation and low-frequency fluctuation will exist in the
whole system.

4.2. Experimental Results

A low power prototype has been developed in lab conditions to verify the performance of the
proposed three-level converter, as depicted in Figure 10. The three-level converter was built by
using power IGBTs (TOSHIBA, Tokyo, Japan). The control method was implemented in a 150-MIPS
float-point 32-bit TMS320F28335 board, and XC3S500E-4PQ208C of XILINX Company (San Jose, CA,
USA) has been used to generate switching commands. The experimental parameter settings are shown
in Table 6. In order to observe necessary signals, two scopes were used to monitor the signals after DA
conversion. UAB_inv was measured by voltage probes directly.

 

Figure 10. Experimental setup for the proposed multilevel converter.
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Table 6. Parameter settings for simulation and experiment.

Parameter Value

Source voltage, eX_rec 55 V
DC-link voltage 100 V

DC-link capacitor 1200 μF
Filter-inductive 2.2 mH

Resistive-inductive load 20 Ω, 2.2 mH
Switching frequency 5 kHz

The experimental results obtained in Figure 11 show the voltage–current waveforms of the rectifier
side and inverter side at different modulation indexes minv and switching frequency f during the whole
working process. Figure 11a,c shows that the three-phase current iX_rec rectifier side and iX_inv inverter
side increase with the increase of modulation index and frequency. In Figure 11c, the waveforms of
line-to-line voltage uAB_inv have three-levels when f = 20 Hz, minv = 0.4 and f = 30 Hz, minv = 0.6, while
it changes to five-levels when f = 40 Hz, minv = 0.8 and f = 50 Hz, minv = 0.9. UdcX_rec and UdcX_inv are
shown in Figure 11b,d are the waveforms of three-phase capacity of CX_rec and CX_inv. It can be seen
that UdcX_rec and UdcX_inv do not change with the modulation index and frequency after the system is
working. Capacitor voltages can be balanced well, and better performance of the proposed multilevel
converter is verified in this process. Figure 12 shows the performance of the converter in transient-state
condition with the modulation index minv changing from 0.4 to 0.6 and output frequency f changing
from 20 Hz to 30 Hz. Figure 12a,b shows the input voltage–current waveforms and voltage waveforms
of CX_rec. Figure 12c show the waveforms of line-to-line voltage uAB_inv and three-phase currents
iX_inv. The capacitor voltages of CX_inv, UdcX_rec are shown in Figure 12d.
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Figure 11. Experimental results of the whole working-process in transient-state condition; (a) Input
voltage–current waveforms, eA_rec and iX_rec; (b) voltages of CX_rec; (c) output voltage–current
waveforms, uAB_inv and iX_inv; (d) voltages of CX_inv.
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Figure 12. Experimental results of the whole working process in transient-state conditions; (a) Input
voltage–current waveforms, eA_rec and iX_rec; (b) voltages of CX_rec; (c) output voltage–current
waveforms, uAB_inv and iX_inv; (d) voltages of CX_inv.

As can be seen from Figure 11a, when the output frequency f and modulation index minv are
20 Hz and 0.4, the peak value of three-phases on the rectifier side current iX_rec has low-frequency
fluctuations, and the sine effect is not ideal; when switching to f = 20Hz and minv = 0.4, the three-phase
current iX_rec stabilizes rapidly after about 25 ms, the sine is good, and the amplitude is basically the
same. In the process of switching, the entire control system can achieve a balanced three-phase current
and unity power factor control, and show good robust performance. UdcX_rec and UdcX_inv shown in
Figure 11b,d have almost no change when the frequency and modulation index switching. They are
constantly maintained at a fixed value, showing strong anti-interference performance. As shown in
Figure 11c, after switching, the inverter side line-to-line voltage uAB_inv and three-phase currents iX_inv

are rapidly stabilized, and the three-phase current change trend remains the same.
Obviously, the inverter side of the converter performs well in this case. Figure 13 shows the

experimental results in transient-state conditions with the modulation index set at 0.8 and 0.9 and
the output frequency f set from 40 Hz to 50 Hz. Figure 13a,c shows the same results as Figure 12 and
will not be repeated here. According to Figure 13b,d, voltages of rectifier side and inverter side are
maintained at their given values. At the same time, it becomes more stable after switching. Thus, the
effectiveness of the proposed three-level converter to capacitor voltage equalization control is verified.

4.3. Simulation Results

Figure 14 shows the curves of the voltage weight total harmonic distortion WTHD with different
modulation indexes minv and switching frequency f switch based on MATLAB/Simulink.
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Figure 13. Experimental results of the multilevel converter in transient-state conditions; minv changes
from 0.8 to 0.9; (a) Input voltage-current waveforms, eA_rec and iX_rec; (b) voltages of CX_rec; (c) output
voltage–current waveforms, uAB_inv and iX_inv; (d) voltages of CX_inv.
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Figure 14. Harmonic characteristic results of WTHD curves of uAB_inv with f switch and minv.

WTHD is defined in Equation (16), where V1 and Vn mean the fundamental and n order
harmonic components in line-to-line voltage respectively. As shown in Figure 14, WTHD of uAB_inv

increases with the decrease of switching frequency f switch and modulation index minv. It shows better
performance when minv > 0.4, while WTHD becomes taller when minv < 0.4 in some areas. In general,
the performance of the proposed converter can operate well.

WTHD =

√
∞

∑
n=2

V2
n

n2 /V1 , (16)

4.4. Simulation Analysis of 5/3 Level Voltage Source Converter

This new topology can be expanded asymmetrically, which means the rectifier side and inverter
side can work with different nominal voltages. It is possible to the proposed topology to connect the
asynchronous multi-scale power network. On the basis of the proposed three level voltage source
converter, the voltage level in rectifier side has been expended to five level. The circuit configuration
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of 5/3 level converter has shown in Figure 15. Due to the similar structure, the control methods of 5/3
level voltage source converter are as same as the aforementioned methods of the three-level converter.
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Figure 15. Circuit configuration of 5/3 level voltage source converter.

The simulation result is shown in Figure 16. The whole working process shown in Figure 16a,
is divided into three sections: uncontrollable precharge, controllable precharge, and inverter side
working. In the uncontrollable precharge section, uncontrollable full wave rectification is achieved only
by diodes with anti-parallel device. Then the rectifier side starts in Power Unit II, and the voltages of
modules SMX1 and SMX2 are selected as 50 V and 100 V, respectively. Figure 16b,c shows line-to-line
voltages and three-phase currents of the rectifier side under the modulation index set at 1. Obviously,
the voltage reaches nine levels and the currents are undistorted sinusoidal waveforms.
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Figure 16. Simulation results of the whole working process; (a) Output voltage–current waveforms,
uxx and iX; (b) Output voltage–current waveforms, uxx and iX ; time from 0.24s to 0.3s;(c) Output
voltage–current waveforms, uxx and iX; time from 0.8 s to 0.86 s.
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5. Conclusions

In order to balance the voltage of flying-capacitors, a novel three-level voltage source converter
for AC–DC–AC conversion was proposed in this paper. The circuit configuration and work principle of
the proposed three-level voltage source converter were studied in detail. The dual double-closed-loop
control strategy and voltage balancing algorithm, especially the method of inverter capacitors with
OSSC, were introduced to elaborate the control method of a three-level converter. Then, two operation
conditions were analyzed to assess the operating characteristics of the proposed converter. Finally, the
balanced control capabilities of this new topology to the three-phase suspension capacitor voltage of
the rectifier side and inverter side was verified by simulations and experiments.
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Abstract: In recent years, modular multilevel converters (MMCs) have developed rapidly, and are
widely used in medium and high voltage applications. Model predictive control (MPC) has attracted
wide attention recently, and its advantages include straightforward implementation, fast dynamic
response, simple system design, and easy handling of multiple objectives. The main technical
challenge of the conventional MPC for MMC is the reduction of computational complexity of the
cost function without the reduction of control performance of the system. Some modified MPC scan
decrease the computational complexity by evaluating the number of on-state sub-modules (SMs)
rather than the number of switching states. However, the computational complexity is still too high
for an MMC with a huge number of SMs. A reverse MPC (R-MPC) strategy for MMC was proposed
in this paper to further reduce the computational burden by calculating the number of inserted
SMs directly, based on the reverse prediction of arm voltages. Thus, the computational burden was
independent of the number of SMs in the arm. The control performance of the proposed R-MPC
strategy was validated by Matlab/Simulink software and a down-scaled experimental prototype.

Keywords: model predictive control (MPC); computational burden; reverse prediction; modular
multilevel converter (MMC)

1. Introduction

Multilevel converters have been widely used in medium and high voltage applications in recent
years [1–3]. Among various multilevel converters, the modular multilevel converter (MMC) has become
more popular because of its scalability, modularity, and redundancy. An MMC can be used in many
high-power applications; for example, high-voltage direct current (HVDC) systems, static synchronous
compensators, grid-connected systems, and medium/high voltage motor drive systems [4–6].

There are some technical challenges for the control of an MMC, such as the balance of sub-module
(SM) capacitor voltages, the suppression of circulating currents, and the tracking of output currents.
Many control and modulation methods have been proposed to address these issues. Among them,
model predictive control (MPC) is an interesting control scheme for the MMC. Its advantages include
straightforward implementation, fast dynamic response, and suitability for dealing with multiple
objectives [7–9].

Reference [10] first applied the conventional MPC scheme to MMC, in which the output currents,
SM capacitor voltages, and circulating currents were controlled together by the evaluation for all
the possible switching states in a cost function. In Reference [11], the proportional integral (PI)
control method was experimentally compared with the conventional MPC scheme for MMC, and the
conclusion was that the MPC scheme had better control performance than PI method, either for
steady-state or dynamic performance. In Reference [12,13], similar methods based on conventional
MPCs were used to control the MMC by evaluating for all the possible switching states of SMs.
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However, it is difficult to implement a conventional MPC scheme in practical applications due to
the huge computation complexity because the number of all the possible switching states of SMs for
an MMC with N SMs (N is the number of SMs) in each arm is as large as CN

2N (e.g., MMC used for
HVDC usually has more than 100 SMs, thus the number of all possible control options is more than
9 × 1058).

In the literature, several modified strategies have been developed to reduce the computational
burden [14–22]. Reference [14] proposed a modified method to reduce the subset of control options,
which can reduce the computational burden of MPC to a certain extent. For an MMC with eight SMs
per bridge, the number of switching states can be reduced to 361. In Reference [15], an integrated
MPC combined with the classical energy balancing approach was proposed to reduce the number of
switching states to (N + 1)3. In Reference [16], by combining with the conventional sorting algorithm,
an indirect MPC was proposed to reduce the calculation burden, in which the computation complexity
was determined by the SM number instead of the switching states of SMs. The number of switching
states can be reduced to (N + 1)2, thus the computation complexity of indirect MPC is significantly
reduced. In Reference [17], a grouping-sorting-optimized MPC strategy was proposed, in which the
SMs in each arm were divided into several groups, and the computational load is determined by the
number of groups and SMs of each group. The number of control options can be reduced to 2X + M+ 3,
where M is the number of groups, and X is the number of SMs in each group. Reference [18] proposed
a fast MPC method, in which the number of control options could be significantly reduced to two or
three by limiting the change of output voltage level in each control cycle within two or three levels
near the previous output voltage level. However, the cost was the reduction of dynamic performance
because the variation of the output voltage was limited in each control cycle. A dual-stage MPC
scheme for MMC was proposed in Reference [19], in which the control objectives were achieved
by a two-stage prediction algorithm. Compared with fast MPC method or indirect MPC method,
the dual-stage MPC scheme had better dynamic performance, but the computational burden was
increased. In Reference [20], a modulated MPC method combined with the sorting algorithm for MMC
was proposed, in which the SMs were selected by evaluating the output voltage level and inserted
at regular intervals to obtain a fixed switching frequency. The number of switching states could be
reduced to N + 1. In Reference [21], aiming at the control objectives of output currents and circulating
currents, and based on evaluating the output voltage levels, the overall computation complexity of
indirect MPC was reduced to N + 4. A similar approach was also adopted in Reference [22]. However,
for the MMC used in HVDC (usually with hundreds of SMs), the computational burden of indirect
MPC was still too large.

In this paper, a reverse MPC (R-MPC) strategy for the MMC was proposed to further reduce
computation complexity. Based on predicted output voltage of MMC, the number of control options
was further reduced by calculating the number of on-state SMs directly and decoupling the SM
capacitor voltage control. The control of capacitor voltage balance task was carried out in an external
control loop. Thus, the computational complexity was independent of the SM number of MMC.
This strategy could be used for the MMC with hundreds of SMs.

The rest of this paper is arranged as follows. Section 2 presents the topology, basic operation,
and mathematical model of system. In Section 3, the details of the conventional MPC, modified MPC,
and proposed R-MPC are explained. The control performance of the proposed R-MPC strategy is
validated by Matlab/Simulink software and a down-scaled experimental prototype in Sections 4 and 5,
respectively. In Section 6, the conclusions are drawn.

2. Mathematical Model

The topology of the MMC and the single-phase equivalent circuit are shown in Figure 1. The MMC
was comprised of three phase legs, and each leg contained an upper arm and a lower arm, which were
represented by the subscript “p” and “n”, respectively. Each arm included an arm inductor Lo and N
SMs. The arm inductor limited the di/dt of the circulating currents caused by instantaneous voltage
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differences within the arms. The SMs usually adopted half-bridge structure, which contained two
switches (T1 and T2) and one capacitor (CSM). The SMs generally worked in two switching states,
namely, on-state and off-state. On-state: The SM output voltage was the capacitor voltage ucij (i = p, n,
j = 1, 2, . . . , N) when T1 was turned ON and T2 was OFF. Off-state: The output voltage of the SM is
zero when T1 was turned OFF and T2 was ON. The switching states of SMs could be written as follows:

Sij =

{
1, T1 is ON, T2 is OFF
0, T1 is ON, T2 is OFF

(1)

 

u

u

i

i

i
i

(a) (b) 

Figure 1. The illustrative diagram of a modular multilevel converter (MMC) (a) The topology and
(b) the single-phase equivalent circuit.

The capacitor voltage dynamic equation for each SM of the MMC is expressed as follows:

ducij

dt
= icij/CSM (2)

where icij is the capacitor current, which can be obtained from the switching state Sij and the arm
current ii as follows:

icij = Sijii (3)

Based on Figure 1, the arm current ip and in can be written as follows:{
ip = 1

2 io + idiff
in = − 1

2 io + idiff
(4)

where idiff is the circulating current, io is the output current, and they can be calculated by:{
io = ip − in
idiff =

1
2 (ip + in)

(5)

Similarly, the arm voltage equations are as follows:⎧⎪⎨⎪⎩
Udc

2
= up + Lo

dip
dt

+ Rio + L
dio
dt

+ e
Udc

2
= un + Lo

din
dt

− Rio − L
dio
dt

− e
(6)

where up is the voltage of upper arm, un is the voltage of lower arm, Udc is the voltage of dc link, e is
the voltage of grid, Lo represents the arm inductance, and R and L represent the equivalent resistance
and inductance of the load circuit.
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Based on Equations (4)–(6), the dynamic equation of the MMC can be obtained as:⎧⎪⎪⎨⎪⎪⎩
dio
dt

=
un − up − 2Rio − 2e

Lo + 2L
didiff

dt
=

Udc − (un + up)

2Lo

(7)

Equation (7) indicates that the output current and the circulating current can be regulated directly
by the voltage difference and voltage summation between the lower arm voltage un and upper arm
voltage up, respectively.

3. MPC Strategy

3.1. Conventional MPC

In general, there are three control targets for conventional MPC used for MMCs. The first control
target is the balancing of SM capacitor voltages. The second control target is the tracking of output
current correctly, including magnitude, frequency, and phase angle. The third control target is the
suppressing of circulating current, removing its AC component and only keeping its DC component.

The discrete-time model of MPC can be obtained by the following forward Euler
approximation equation:

dx
dt

=
x(k + 1)− x(k)

Ts
(8)

where x is the variable of control objectives, x(k + 1), x(k) are the variable values at time k + 1 and k,
respectively, and Ts is the sampling period.

The discrete-time dynamic models of the SM capacitor voltages, output currents, and circulating
currents can be obtained as follows:

ucij(k + 1) = ucij(k) +
Sijii(k)Ts

CSM
(9)

io(k + 1) = (1 − 2RTs

Lo + 2L
)io(k) +

[un(k)− up(k)− 2e(k)]Ts

Lo + 2L
(10)

idiff(k + 1) = idiff(k) +
[Udc − un(k)− up(k)]Ts

2Lo
(11)

For MMC, the balancing of SM capacitor voltages, tracking of output current, and suppressing of
circulating current should be achieved simultaneously. Because these control variables (SM capacitor
voltages, output currents, circulating currents) interact with each other, they can be included in
a multivariable cost function with weighting factors. More details of the MPC cost function can be
found in [10–12]. The cost function can be defined as follows:

g = λ1

∣∣∣i∗o(k + 1)− ipo(k + 1)
∣∣∣+ λ2

∣∣∣i∗diff(k + 1)− ipdiff(k + 1)
∣∣∣+ λ3

∣∣∣Udc/N − up
cij(k + 1)

∣∣∣ (12)

where λ1, λ2, and λ3 are the function weighing factors, i∗o(k + 1), i∗diff(k + 1), Udc/N are the reference
values of control objectives, and ipo(k + 1), ipdiff(k + 1), and up

cij(k + 1) are the next-step predicted values
of control objectives, respectively.

The block diagram of conventional MPC is shown in Figure 2a. Within each sampling period of
MPC strategy, the cost function was evaluated one step ahead, and the switching state that minimized
the cost function was chosen and used to control the converter at next switching cycle by evaluating
for all the possible switching states of the converter.

Nevertheless, the number of all possible switching states for an MMC with N SMs in each bridge
is CN

2N . For example, an MMC used for HVDC usually has more than 100 SMs per arm, thus the
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number of all possible switching states in one phase is more than 9 × 1058. Therefore, it is challenging
to implement the conventional MPC by the existing digital processors in practical applications due to
large computation load.

3.2. Modified MPC

Some modified MPC strategies have been developed to reduce the computational burden.
In combination with decoupling the SM capacitor voltage control and carrying it out in an independent
control loop, indirect MPC [16,21] (shown in Figure 2b) can be used to reduce the computation
complexity by evaluating the number of inserted SMs instead of the all possible switching states.
However, the computational burden is still too high when the MMC has huge number of SMs.

In addition, the fast MPC [18] method can significantly reduce the computational burden to two
or three by limiting the change of output voltage level in every control cycle within two or three
levels near the previous output voltage level. However, the cost would be the reduction of dynamic
performance because the variation of the output voltage was limited in each control cycle.

ijS k+
i k +

i k +
i k +
i k +

iju k +

i k
i k

iju k

( ) 

n k+
n k+

i k +
i k +

i k +
i k +

iju k +

i k
i k

iju k

ijS k+

( ) 
i k
i k

iju k

u
u k+u

u k +

n k+
n k+

ijS k+

(c)

Figure 2. Control schemes of a model predictive control (MPC). (a) A conventional MPC, (b) an indirect
MPC, and (c) the proposed inverse MPC.

3.3. Reverse MPC

Figure 2c shows the reverse MPC (R-MPC) strategy, which was proposed to further reduce the
computational complexity of MPC by decoupling the SM capacitor voltage control and carrying it
out in an independent control loop. Assuming the on-state SM numbers of the upper arm and lower
arm at next step are np and nn, the SM capacitor voltages should be resorted in either ascending or
descending order, according to the direction of the corresponding arm current. ni (i = p, n) SMs with
the lowest voltages are chosen to be inserted to the arm when the arm current is positive, and the
other SMs are bypassed. On the contrary, ni (i = p, n) SMs with the highest voltages are selected to be
inserted to the arm when the arm current is negative, and the other SMs are bypassed.
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The balancing of SM capacitor voltage is one of key issues in MMC. The modified MPC generally uses
the conventional sorting method (e.g., bubble sorting) to balance the SM capacitor voltages [16,18,20,22],
in which all of the SM capacitor voltages have to be sorted in ascending or descending order to
determine the inserted SMs with the highest or lowest voltages. However, the sorting algorithm
itself is not a trivial task when MMC has huge number of SMs. Therefore, many improved sorting
methods were presented to reduce the computational complexity, such as grouping sorting method [17],
fundamental-frequency sorting method [23], limited sorting method [24], etc. In general, as long as
several SMs with the highest or lowest voltages are selected, the voltage balance task can be completed
within an allowable range of voltages ripples, while the rest SMs need not be sorted to reduce the
computational burden. In addition, using the parallel computing method, FPGA (Field Programmable
Gate Array) can be used to complete the SM capacitor voltage balancing task more quickly, which does
not occupy CPU resources [9,16].

After the sorting task, assuming all of the capacitor voltages are balanced well, then the number
of on-state SMs for upper arm and lower arm at next-step can be calculated if the next-step arm voltage
can be predicted.

From Equation (7), the arm voltages can be written as follows:{
up = Udc

2 − Lo
didiff

dt − ( Lo
2 + L) dio

dt − Rio − e
un = Udc

2 − Lo
didiff

dt + ( Lo
2 + L) dio

dt + Rio + e
(13)

By using the backward Euler approximation,

dx
dt

=
x(k)− x(k − 1)

Ts
(14)

The discrete-time dynamic models of the arm voltages of MMC can be written as follows:{
up(k) =

Udc
2 − Lo

Ts
[idiff(k)− idiff(k − 1)]− ( Lo/2+L

Ts
+ R)io(k) + Lo/2+L

Ts
io(k − 1)− e(k)

un(k) =
Udc

2 − Lo
Ts
[idiff(k)− idiff(k − 1)] + ( Lo/2+L

Ts
+ R)io(k)− Lo/2+L

Ts
io(k − 1) + e(k)

(15)

Assuming the next-step reference values of control objectives can be tracked without error, thus,
the next-step predicted arm voltages up

p(k + 1) and up
n(k + 1) can be obtained by shifting forward

(Equation (15)), as follows:{
up

p(k + 1) = Udc
2 − Lo

Ts
[i∗diff(k + 1)− idiff(k)]− ( Lo/2+L

Ts
+ R)i∗o(k + 1) + Lo/2+L

Ts
io(k)− e∗(k + 1)

up
n(k + 1) = Udc

2 − Lo
Ts
[i∗diff(k + 1)− idiff(k)] + ( Lo/2+L

Ts
+ R)i∗o(k + 1)− Lo/2+L

Ts
io(k) + e∗(k + 1)

(16)

where i∗diff(k + 1) is the next-step reference value of circulating current, i∗o(k + 1) is the next-step
reference value of output current, and e∗(k + 1) is the next-step reference values of grid voltage.

For the circulating current, the main frequency component is DC, its next-step reference value
i∗diff(k + 1) can be replaced by the previous reference value i∗diff(k). But for output current and grid
voltage, in order to improve the control accuracy, the next-step reference value i∗o(k + 1), e∗(k) can be
predicted by the formula of the Lagrange extrapolation [25], as follows:

i∗o(k + 1) = 3i∗o(k)− 3i∗o(k − 1) + i∗o(k − 2) (17)

e∗(k + 1) = 3e∗(k)− 3e∗(k − 1) + e∗(k − 2) (18)

At last, the number of next-step on-state SMs can be calculated as follows:⎧⎨⎩ np
p(k + 1) = round(

up
p(k+1)

ucp_avg(k)
)

np
n(k + 1) = round( up

n(k+1)
ucn_avg(k)

)
(19)
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where ucp_avg(k) and ucn_avg(k) are the average arm voltages of the MMC (upper arm and lower arm).
The number of control options of the proposed R-MPC strategy was further reduced to one by

calculating the number of on-state SMs directly based on the reverse prediction of arm voltages. Thus,
the computational burden was independent of the number of SMs in the arm. This strategy was
especially suitable for the MMC which has huge number of SMs. The number of control options for
different MPC strategies are listed in Table 1. As can be seen from this table, fast MPC and proposed
R-MPC have the least computational complexity, especially for the MMC with hundreds of SMs.

It should be noted that the computational burden of R-MPC is independent of the number of SMs,
but the computational burden of sorting algorithm is still related to the number of SMs. However,
the sorting algorithm can be improved by other means [9,16,17,23,24] to reduce its computational load.

Table 1. Number of control options of different MPC strategies.

Number of SM (N) 4 10 50 100 200

Number of
control options

Conventional MPC [10–13] 70 1.8 × 105 1.0 × 1029 9.1 × 1058 1.0 × 10119

Integrated MPC [15] 125 1331 1.3 × 105 1.0 × 106 8.1 × 106

Indirect MPC-I [16] 25 121 2601 1.0 × 104 4.0 × 104

Indirect MPC-II [21] 8 14 54 104 204
Modulated MPC [20] 5 11 51 101 201
Indirect MPC-III [22] 5 11 51 101 201

Fast MPC [18] 2~3 2~3 2~3 2~3 2~3
Proposed MPC (R-MPC) 1 1 1 1 1

4. Simulation Results

As shown in Figure 1, a three-phase MMC system was investigated in MATLAB/Simulink
softwareto validate the control performance of the proposed R-MPC strategy. Table 2 lists the
parameters of the MMC.

Table 2. Parameters of MMC system.

Parameter Simulation Experiment

Rated power (kVA) 5000 2
Rated line voltage (V) 10,000 200
DC bus voltages (V) 20,000 400

SMs per arm 32 8
SM capacitance (μF) 4700 1000

SM capacitor voltage (V) 625 50
Arm buffer inductance (mH) 2.8 2.8

Load inductance (mH) 1 1
Load resistance (Ω) 0.01 1.6

Output frequency (Hz) 50 50
Sampling period (μs) 100 100

4.1. Steady-State Operation

Figure 3 shows the steady-state operation results of a fast MPC [18], an indirect MPC [21], and the
proposed R-MPC strategy, respectively. Three MPC strategies have almost the same steady state
performance. All the capacitor voltages are well balanced, which are around 3% of their rated values.
All the circulating currents are also well-suppressed, with peak-peak ripple values of 28 A, 20 A
and 26 A, respectively. The total harmonic distortions (THD) of output currents are only 2.13%,
2.43%, and 2.02%, respectively. The results show that the three strategies all had good steady-state
performance. But for an MMC with hundreds of SMs, fast MPC and R-MPC have more advantages
because of less computational burden.
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Figure 3. Simulation results of steady-state operation: (a) fast MPC, (b) indirect MPC, (c) proposed
R-MPC. Subplots: from top to bottom, capacitor voltages of phase a, three-phase output voltages,
three-phase output currents, arm currents of phase a, and circulating current of phase a.

Figure 4 shows the harmonic spectrums of the output voltages and currents with proposed R-MPC.
The THDs of output voltages and currents were only 1.88% and 2.02%, respectively. The results showed
that the low-order harmonics were very small and within acceptable range. Thus, the noises generated
by prediction did not affect the quality of the generated voltages/currents.
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Figure 4. Harmonic spectrums of the output voltages and currents with proposed reverse model
predictive control (R-MPC).

Figure 5 shows the comparison of output SM states between the traditional nearest level
modulation (NLM) method and the R-MPC strategy proposed in this paper. The NLM method just
obtains the nearest level state from the reference voltage, according to the tracking of output currents,
however, R-MPC strategy considers not only the tracking of output current but also the suppressing of
circulating current and the system delay compensation. Thus, the two methods generated different
SM states and switching sequences.

Figure 5. Comparison of output sub-module (SM) states between the traditional nearest level
modulation (NLM) method and the R-MPC strategy.

4.2. Dynamic Operation

Figure 6 shows the step response results of fast MPC [18], an indirect MPC [21], and the proposed
R-MPC strategy, respectively. Before t = 0.1 s, the MMC system reached a stable state, after which the
magnitudes of the reference output currents experienced two step changes, stepped up from 100 A to
200 A at t = 0.1 s and stepped down from 200 A to 100 A at t = 0.2 s. In Figure 6b,c the capacitor voltages
were well balanced after the step changes, the output currents of the indirect MPC and the proposed
R-MPC could rapidly track their references, and the circulating currents were still well-suppressed.
However, as seen in Figure 6a the output currents of the fast MPC took more time to reach the
references because the change of output voltage level in each control cycle was limited within two or
three levels near the previous output voltage level.
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Figure 6. Simulation results of dynamic operation: (a) a fast MPC, (b) an indirect MPC, and (c) the proposed
R-MPC. Subplots: from top to bottom, capacitor voltages of phase a, three-phase output voltages,
output current of phase a, arm currents of phase a, and circulating current of phase a.

The results showed that the indirect MPC and the proposed R-MPC both had better dynamic-state
performance than the fast MPC. However, for the MMC with hundreds of SMs, the R-MPC had more
advantages due to less computational burden.
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5. Experimental Results

Figure 7 shows a down-scaled experimental prototype of the MMC (2 kVA), setup to verify the
control performance of the proposed R-MPC.A DSP/FPGA-based central control board was chosen to
complete the control scheme. The DSP (TI TMS320F28335) was used for mathematical calculations
and the MPC algorithm. The FPGA (Altera EP2C8Q208C8) was used for Pulse-width modulation
(PWM) generation, the sorting algorithm of capacitor voltages, and fault protection. Table 2 lists the
parameters of the experimental prototype.

It should be noted that a larger load resistance than that of simulation was chosen because the
experimental prototype could only operate in the passive inversion state (limited by the experimental
conditions), but the simulation model operated in the active inversion state, which simulated the
working characteristics of HVDC. In addition, also limited by the experimental conditions, the SM
capacitance was also smaller than that of simulation, which would increase the capacitor voltage
ripple slightly. Despite the above differences in load and capacitor parameters, it would not affect the
performance comparison and analysis of different control strategies.

 

Figure 7. Experimental prototype.

5.1. Steady-State Operation

Figure 8 gives the steady-state experimental results of fast MPC [18], an indirect MPC [21], and the
proposed R-MPC strategy, respectively. As seen in Figure 8, three MPC strategies had almost the same
steady state performance, where the total harmonic distortions (THD) of output currents were 5.1%,
5.4%, and 5.0%, respectively. In addition, the capacitor voltages of the MMC were well-balanced and
the circulating currents were also well-suppressed. The results showed that the three strategies all had
good steady-state performance. But, for MMC with hundreds of SMs, fast MPC and R-MPC had more
advantages because of less computational burden.

( ) ( ) 

Figure 8. Cont.
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Figure 8. Experimental results of steady-state operation: (a,b) a fast MPC, (c,d) an indirect MPC,
(e,f) the proposed R-MPC. Scopes: from top to bottom, first capacitor voltage of phase a (25 V/div),
arm current of phase a (5 A/div), output voltage of phase a (100 V/div), and output current of phase
a (10 A/div). Time scale: 50 ms/div.

5.2. Dynamic Operation

Figure 9 shows the step response results of fast MPC [18], an indirect MPC [21], and the proposed
R-MPC strategy, respectively. Before t = 1.2 s, the MMC system reached a stable state, after which the
magnitudes of the reference output currents experienced one step change, stepped up from 2 A to 4 A.
From Figure 9b,c it is easy to see that the capacitor voltages could be balanced well after step changes,
the circulating currents were well-suppressed, and the output currents could be rapidly tracked to
their references, for both indirect MPC and proposed R-MPC strategy. However, as seen in Figure 9a,
the output currents of the fast MPC took more time to reach the references because the change of
output voltage level in each control cycle was limited within two or three levels near the previous
output voltage level.

The results show that the indirect MPC and proposed R-MPC both have better dynamic-state
performance than the fast MPC. However, for MMC with hundreds of SMs, the R-MPC have more
advantages due to less computational burden.
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(a) (b) 

(c)

Figure 9. Experimental results of dynamic operation: (a) a fast MPC, (b) an indirect MPC,
(c) the proposed R-MPC. Scopes: from top to bottom, first capacitor voltage of phase a (25 V/div),
arm current of phase a (5 A/div), output voltage of phase a (100 V/div), and output current of phase
a (10 A/div). Time scale: 20 ms/div.

6. Conclusions

In order to reduce the computational complexity of MPC for MMC, this paper proposed a R-MPC
strategy. Compared with the fast MPC and indirect MPC, the number of control options to be
calculated of proposed R-MPC was greatly reduced to one by calculating the number of on-state SMs
directly based on the reverse prediction of arm voltages. The simulation and experimental results of
steady-state operation showed that the fast MPC, an indirect MPC, and the proposed R-MPC all had
good steady-state performance, but fast MPC and the proposed R-MPC had more advantages than
indirect MPC because of less computational burden. However, the simulation and experimental results
of dynamic operation showed that the proposed R-MPC had better dynamic-state performance than
the fast MPC. Therefore, the proposed R-MPC strategy would be especially suitable for an MMC with
hundreds of SMs because of less computational burden and good performance of both steady-state
and dynamic operation.
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Abstract: In this paper, a model predictive control scheme for the T-type inverter with an output LC
filter is presented. A simplified dynamics model is proposed to reduce the number of the measurement
and control variables, resulting in a decrease in the cost and complexity of the system. Furthermore,
the main contribution of the paper is the approach to evaluate the cost function. By employing the
selection of sector information distribution in the reference inverter voltage and capacitor voltage
balancing, the execution time of the proposed algorithm is significantly reduced by 36% compared
with conventional model predictive control without too much impact on control performance.
Simulation and experimental results are studied and compared with conventional finite control
set model predictive control to validate the effectiveness of the proposed method.

Keywords: finite control set model predictive control; T-type inverter; computational cost; LC filter;
DC-link capacitor voltage balancing

1. Introduction

Recently, the multilevel converter has been widely applied to various applications such as
renewable energy system, flexible AC transmission systems and electric drives thanks to its benefits:
increase the power capacity of the converter and improve the quality of the system [1–3]. In particular,
compared with the neutral-point-clamped (NPC) type, the T-type inverter topology has the advantage
in terms of the efficiency for medium switching frequency [4–6]. Thus, the T-type inverter is considered
to be an alternative solution for multilevel inverter. Like the NPC converter, the unbalance of
neutral-point potential is the drawback of this topology which causes the distortion of the output
voltage and current. However, several approaches have been introduced to solve this problem [7–10].

A linear controller with proportional-integral (PI) is typically applied to control the converter
because of its simplicity and stability [11,12]. However, this approach has a low dynamic response
and requires a complex modulation technique for balancing the DC-link capacitor voltage. Recently,
direct power control [13] which uses a switching look-up table for determining the switching state has
been introduced to improve the performance. Nonetheless, it requires a high sampling frequency to
achieve an acceptable steady-state and high dynamic performances. To deal with this disadvantage,
several control approaches have been proposed such as using direct power control with space vector
modulation [14], fuzzy control [15], sliding mode control [16], and predictive control [17–19].

In recent years, a finite control set model predictive control (FCS-MPC) is considered as an
attractive alternative control strategy for power converters due to its simple structure, facilitating
implementation, and fast dynamic response [20–25]. Furthermore, compared with classical control,
the FCS-MPC provides the advantages such as easy inclusion of nonlinearities and constraints in the
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controller. However, at each sampling period, the prediction of control variables is 27, corresponding
to the three-level T-type inverter, leading to producing a high computational cost. In [26], a simplified
FCS-MPC for three-level voltage source converter is introduced. In order to reduce the computational
time, this approach used the two-level switching state group for prediction and optimization. Another
approach is presented in [27], which employs equivalent transformations in the cost function for the
optimization loop. Another approach is proposed in [28,29] based on using a modified sphere decoding
algorithm for multilevel converters. In [30], a sector distribution and non-zero voltage vectors are
exploited with the aim to reduce the computational burden for two-level converters. Nonetheless,
the main disadvantage of this method is the nonexistence of zero voltage leading to an increase of
the total harmonic distortion (THD) in the load current. In [31], the control approach is suggested
based on the candidate region that minimizes the sub-cost function to reduce the execution time. The
presented technique in [32] combined the conventional FCS-MPC, a look-up table, and steady-state
evaluation to reduce the computational burden. However, this algorithm can have a large amount of
computational cost like the conventional FCS-MPC in the worst case.

With a three-level T-type inverter, control variables are predicted by using the predictive model
and measured variables such as DC-link capacitor voltage, output voltage, filter current, and output
current. In order to reduce the cost and complexity of this system, a simplified dynamics model is
presented in this paper. Moreover, the highlight of this research is the significant computational cost
reduction without decreasing the quality of control by preselecting the required inverter output voltage.
The balance of DC-link capacitor voltage is guaranteed by determining the suitable small voltage
vectors resulting in the elimination of the weighting factor in the cost function. As a consequence,
the amount of predictive state for loop optimization is reduced from 27 to 6 compared with the
conventional FCS-MPC method. This means that it is easy to implement the proposed algorithm in a
real-time system with a low-cost processor and to extend with a long prediction horizon for improving
the control performance. The simulation and experimental results validate the effectiveness of the
proposed control strategy.

The rest of this paper is organized as follows: a reduced model predictive control for the three-level
T-type inverter is presented in Section 2. Next, the proposed algorithm is explained in Section 3 for
reducing the computational cost. In Section 4, a comparative study of the conventional FCS-MPC and
the proposed method is examined. Finally, the conclusions are given in Section 5.

2. Model Predictive Control for a Three-Level T-Type Inverter

2.1. Topology

A simple topology of the three-level T-type inverter (3L-T-type) is shown in Figure 1. The basic
principle of this configuration can be expressed by three switching states [P], [N] and [O] which
correspond to three inverter output voltages +Udc/2, −Udc/2 and 0. Consequently, 27 possible
switching configurations are considered for a 3L-T-type inverter. Table 1 presents the summary of the
operating principle for 3L-T-type.

Table 1. Operating status of inverter leg x ∈ {a, b, c}.

State Switch Inverter Output Voltage

Sx S1x S2x S3x S4x uxZ

P 1 1 0 0 Udc/2
O 0 1 1 0 0
N 0 0 1 1 −Udc/2
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Figure 1. Three-level T-type inverter topology.

2.2. Mathematical Modeling of the System

The inverter output voltage produced by the 3L-T-type inverter is given by:

uinv =
2
3

(
uAZ + kuBZ + k2uCZ

)
, (1)

where uAZ, uBZ, and uCZ are the output phase voltages; k = ej2π/3 = − 1
2 + j

√
3

2 .
The phase voltage uxZ is calculated in terms of DC-link voltage Udc and switching state Sx

as [9,22]:

uxZ = Sx
Udc

2
, (2)

where Sx represents the switching status and has three possible values: {−1, 0, 1} with the index
x ∈ {a, b, c}.

The dynamic behavior of LC filter can be described by the following:

L f
di f

dt
= uinv − uc, (3)

Cf
duc

dt
= i f − io,

where uinv and uc are the inverter and output capacitor voltage vectors; i f and io are the filter and
output load current vectors and L f , Cf are the filter inductance and capacitance.

The control variables uc and i f are measured while uinv is obtained from Equations (1) and (2).
In general, io is measured or estimated by using an observer, leading to an increase in the cost and
complexity of the system. In this paper, to achieve a simple model, we assume that the output load
current is derived from output capacitor voltage. Thus, Equation (3) is rewritten as:

duc

dt
=

1
Cf

(
i f − uc

RLoad

)
, (4)

di f

dt
=

1
L f

(uinv − uc) ,

where Rload is the load resistance.
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In order to reduce the number of the control variable, the neutral-point voltage is taken into
account in the model instead of two capacitor voltages (uC1, uC2). The neutral-point voltage (uz) can
be expressed based on the assumption that the DC-link voltage is kept constant and C1 = C2 = C
as follows:

duz

dt
=

d
(
uC1 − uC2

)
dt

= − 1
C

iz = − 1
C

(
(1 − | Sa|)i f a + (1 − | Sb|)i f b + (1 − | Sc|)i f c

)
. (5)

Consequently, we have a representation of the dynamics model based on Equations (4) and (5) as:

duc

dt
=

1
Cf

(
i f − uc

RLoad

)
, (6)

di f

dt
=

1
L f

(uinv − uc) ,

duz

dt
= − 1

C

(
(1 − | Sa|)i f a + (1 − | Sb|)i f b + (1 − | Sc|)i f c

)
.

3. Model Predictive Control with Selection Sector Distribution

The main goal of the proposed control scheme is to minimize the error between the predicted
output voltage and its reference value and to maintain capacitor voltage balancing. Furthermore,
additional terms can be taken into account in the objective function such as switching frequency,
current limitation, but this is not the main focus of this research and will not be developed here. As a
result, the cost function for 3L-T-type inverter is expressed as [21–23]:

g =
∣∣∣u∗

cα(k + 1)− up
cα(k + 1)

∣∣∣+ ∣∣∣u∗
cβ(k + 1)− up

cβ(k + 1)
∣∣∣+ λuz

∣∣∣up
z (k + 1)

∣∣∣ , (7)

where u∗
cα(k + 1), u∗

cβ(k + 1) and up
cα(k + 1), up

cβ(k + 1) indicate the real and imaginary components of
the reference and predicted output capacitor voltages at instant k + 1, respectively. λuz is the weighting
factors of the capacitor voltage balancing.

To achieve the discrete-time model, the first-order Euler approximation is used as:

dx
dt

=
x(k)− x(k − 1)

Ts
, (8)

where Ts is the sampling time.
By approximating Equation (6) with Equation (8), the discrete-time representation of output

capacitor voltage can be obtained as:

uc(k) =
TsRload

Cf Rload + Ts
i f (k) +

Cf Rload

Cf Rload + Ts
uc(k − 1). (9)

By shifting the output voltage in Equation (9) into one future sample, we have the predicted
output voltage at instant k + 1:

up
c (k + 1) =

TsRload
Cf Rload + Ts

ip
f (k + 1) +

Cf Rload

Cf Rload + Ts
uc(k). (10)

The discrete-time form for the filter current is given by using the forward Euler approximation as:

ip
f (k + 1) = i f (k) +

Ts

L f
(uinv(k)− uc(k)) . (11)
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Similarly, the discrete-time of neutral-point potential is expressed by:

up
z (k + 1) = uz(k)− Ts

C

(
(1 − |Sa|) i f a(k) + (1 − |Sb|) i f b(k) + (1 − |Sc|) i f c(k)

)
. (12)

Substituting Equation (11) into Equation (10), the predicted output voltage is rewritten as:

up
c (k + 1) =

TsRload
Cf Rload + Ts

i f (k) +
T2

s Rload

L f

(
Cf Rload + Ts

)uinv(k) +
Rload

Cf Rload + Ts

(
Cf − T2

s
L f

)
uc(k). (13)

A control input is a sequential switch state Sp =
[
Spa Spb Spc

]T
, symbolized as a set of p vector

Sp ∈ {1, ..., 27}. Furthermore, the switching inputs a finite set: Spx ∈ {−1, 0, 1} with the index
x ∈ {a, b, c}. As a result, the optimal switching input Sopt is achieved as the result of Equation (14):

Sopt = arg {min g} , p = 1, ..., 27
subject to (7), (12) and (13).

(14)

The space voltage vector of 3L-T-type inverter can be classified into four groups: zero vectors
(from u25 to u27), small vectors (from u13 to u24), medium vectors (u2, u4, u6, u8, u10, and u12) and large
vectors (u1, u3, u5, u7 and u9), wherein the small vectors are divided into two types: positive state (P)
and negative state (N) such as u14 and u13, respectively. The neutral-point voltage is increased with
the positive state and decreased with the negative state, respectively [33]. The zero, medium and large
vectors do not affect the neutral-point voltage deviation. In the conventional FCS-MPC, the capacitor
voltage balancing can be solved by adjusting the weighting factor in the cost function. However, it is
not easy to obtain the optimal weighting factor value leading to affecting the THD of the load current.
In this study, the capacitor voltages are balanced by selecting the suitable small vectors that depend on
the predicted neutral-point voltage. Therefore, the proposed method is simple due to no requirement
of the weighting factor for balancing capacitor voltages in the cost function.

For the 3L-T-type inverter, 27 switching states are considered to evaluate the cost function.
Long prediction horizon can improve the control performance. However, the computational cost
is increased exponentially corresponding to the prediction horizon. Therefore, it leads to a large
computational cost which makes it difficult to implement the algorithm in common digital signal
processing. In this paper, the selection of sector distribution is employed with the aim to solve this
problem. The main idea of the proposed method is to determine the position of inverter reference
voltage which is obtained from the predictive model. In this case, the required inverter voltage
u∗

inv(k) is achieved based on Equation (13) by replacing the predicted output voltage up
c (k + 1) with its

reference. Then, the location of the reference voltage u∗
inv(k) is determined by its components u∗

invα

and u∗
invβ. In the proposed method, we divide the space vector of the 3L T-type inverter into six sectors

as illustrated in Figure 2. For example, when the reference voltage u∗
inv(k) is in sector I, there are only

10 voltage vectors which are selected for the evaluation of the cost function. As previously discussed,
the neutral-point voltage is predicted based on the previous optimal switching states and filter currents
by using Equation (5). In order to achieve the balance of capacitor voltages, two cases are considered:
the first one corresponds to uz ≤ 0 and the second one to uz > 0. The positive small vectors (u14, u15)
and negative small vectors (u13, u16) are considered with the condition uz ≤ 0 and uz > 0, respectively.
Zero vectors can reduce from 3 to 1 due to the same value and without the effect of voltage imbalance.
In this case, the feasible voltage vectors are u1, u2, u3, u14, u15, u25 for uz ≤ 0, whereas they are u1, u2,
u3, u13, u16, u25 for uz > 0, respectively. Table 2 illustrates the available inverter voltage vectors for a
3L-type inverter after obtaining the appropriate sector. Thus, the prediction of the control variable
for cost function loop optimization is decreased from 27 to 6 with the proposed method. As a result,
compared with the conventional FCS-MPC method, the computational cost is appreciably reduced by
about 77% in the proposed algorithm. It is obvious that this advantage is more attractive to real-time
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implementation with low-cost digital hardware and long prediction horizon. The overall control
strategy of the proposed method is shown in Figure 3. Then, the optimal switching state is applied to
the inverter by minimizing this cost function:

gmd f =
∣∣∣u∗

cα(k + 1)− up
cα(k + 1)

∣∣∣+ ∣∣∣u∗
cβ(k + 1)− up

cβ(k + 1)
∣∣∣ , (15)

Sopt = arg{min gmd f }, p = 1, ..., 6.
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Figure 3. Block diagram of the proposed control strategy.
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Table 2. Feasible voltage vectors for each sector.

Sector
Feasible Voltage Vectors

uz ≤ 0 uz > 0

I u1, u2, u3, u14, u15, u25 u1, u2, u3, u13, u16, u25
II u3, u4, u5, u15, u18, u25 u3, u4, u5, u16, u17, u25
III u5, u6, u7, u18, u19, u25 u5, u6, u7, u17, u20, u25
IV u7, u8, u9, u19, u22, u25 u7, u8, u9, u20, u21, u25
V u9, u10, u11, u22, u23, u25 u9, u10, u11, u21, u24, u25
VI u11, u12, u1, u23, u14, u25 u11, u12, u1, u24, u13, u25

Finally, the proposed control algorithm is described in Figure 4.
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Figure 4. Flowchart of the proposed control strategy.
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4. Simulation and Experimental Results

4.1. Simulation Results

Simulation analyses were performed in a Matlab/Simulink environment with version 2015a
to verify the control performance of the proposed strategy for the T-type inverter as illustrated in
Figure 5. The SimPowerSystems toolbox was used to create the 3L-T-type inverter with output LC filter.
The Matlab Function block is employed to easily implement the control algorithm in the simulation
environment. The parameters of the system are listed in Table 3.

Table 3. System parameters.

Parameter Value Description

Udc 600 [V] DC-link voltage
C 1000 [μF] DC-link capacitance
L f 3 [mH] Filter inductance
Cf 40 [μF] Filter capacitance

Rload 20 [Ω] Load resistance
fs 20 [kHz] Sampling frequency
f 50 [Hz] Frequency of the grid
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Sa
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Load

Figure 5. Block diagram of the proposed strategy in Matlab/Simulink.

Figure 6 shows the steady-state of the proposed method with the output voltage at 155 V.
As depicted in Figure 6, the proposed method obtains the sinusoidal output voltage and the balance
of DC-link capacitor voltage. The characteristic of the variable switching frequency is illustrated
in Figure 6c. This can increase the THD of the load current, but this does not affect the control
performance too much. The THD of the load current can receive further improvements by using
alternative methods. However, this is not the main focus of this paper and will not be developed here.
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Figure 6. Steady-state of the proposed method at the output voltage of 155 V.

In order to show the efficiency of the control strategy, a comparison between the proposed method
and the conventional FCS-MPC [23] were carried out under different operating conditions and the
same parameters. The amplitude of the reference voltage changed from 155 to 311 V in the first scenario
and stepped from 311 to 155 V at t = 0.03 s in the second scenario as illustrated in Figures 7 and 8.
The corresponding dynamic current response is shown in Figures 7b and 8b. As can be seen, it is
clear that the proposed method achieves sinusoidal current with the different reference amplitude.
In addition, one important issue associated with the T-type inverter is the balance of DC-link capacitor
voltage. Figures 7c and 8c indicate that the voltage of the DC-link capacitor is balanced despite the
change in reference. The maximum absolute error of this voltage at steady-state are about 1 and 3 V
for output voltage of 155 and 311 V, respectively. Figure 9 demonstrates single phase output voltage of
the proposed and conventional FCS-MPC methods. The simulation results indicate the ability of the
proposed method to accurately track and accomplish the steady-state with a fast dynamic response.

With the aim to evaluate the steady-state performance, the harmonic spectra of load current for
the conventional FCS-MPC and proposed methods are also examined in Figure 10a,b. These figures
show that the THD of the load current is increased slightly from 0.45% to 0.58% with the proposed
method. The comparison of two control methods is summarized in Table 4. Although the THD of the
load current is not perfect, we nevertheless believe that the slight increase does not affect the control
performance too much. Specifically, the computation time of the proposed algorithm is greatly reduced
compared with the conventional FCS-MPC as shown in Figure 11a. In fact, the minimum, average and
maximum computation times of the proposed algorithm are 3, 6 and 9 μs in a 2.0 GHz, i5 4310 CPU,
while their corresponding values are 4, 10 and 16 μs with conventional FCS-MPC. The performance
of FCS-MPC method is influenced by the sampling time which is improved by choosing the smaller
value. To investigate the effect of sampling time on the quality of the current, two controllers are
employed with different sampling times. Figure 11b shows that the quality of load current is the best
with sampling time 40 μs and the worst with 100 μs. However, there is a limitation of sampling time
due to the requirement of execution time such as computation time and measurement of the signal.
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Therefore, this method exhibits a valuable alternative to reduce the sampling time and extend with a
long prediction horizon, which improves the control performance.
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(d) Line to line voltage uab.

Figure 7. The dynamic response of the proposed method for step change from 311 to 155 V.

0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
-400

-300

-200

-100

0

100

200

300

400

Time [s]

Vo
lta
ge
[V
]

uca
ucb
ucc

(a) Output voltage.

0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
-20

-15

-10

-5

0

5

10

15

20

Time [s]

Cu
rre
nt
[A
]

ioa
iob
ioc

(b) Load current.
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Figure 8. The dynamic response of the proposed method for step change from 155 to 311 V.
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(b) Zoom of output voltage response.

Figure 9. The dynamic response of the output voltage for the conventional FCS-MPC and
proposed methods.
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(a) Current harmonic spectrum of conventional FCS-MPC.
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(b) Current harmonic spectrum of the proposed method.

Figure 10. The harmonic spectrum of the load current for the conventional FCS-MPC and
proposed methods.

Table 4. Comparison of transient performance for two controllers.

Reference Step
u∗

c = 155 → 311 (V)

Conventional FCS-MPC Proposed Method

State of loop optimization 27 6
Rise time (ms) 0.5 0.5
Settling time (ms) 0.7 1.3
THD of current (%) 0.45 0.58
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Figure 11. Comparison of two control methods.

The behavior of the system is also examined under time varying load step as illustrated in
Figure 12. At the initial state, the system operates at no load condition; then, the load is set to 20 Ω at
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t = 0.02 s. According to Figure 12, this change does not impact on the quality of the output voltages.
A resistive-inductive load is imposed for the same test as shown in Figure 13. The load resistance and
inductance are set to 40 Ω and 10 mH, respectively. It can be seen from Figure 13 that no deterioration
of output voltage is observed in this case.
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Figure 12. Output voltage and current with the resistive load step at t = 0.02 s.
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Figure 13. Output voltage and current with the resistive–inductive load step at t = 0.02 s.

To investigate the influence of frequency variations, a step change in the voltage from 60 Hz to
50 Hz at t = 0.03 s with Rload = 10 Ω is examined in this study. Figure 14 indicates that the proposed
method can achieve a reasonable reference tracking despite the sudden change in the frequency.
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Figure 14. The output voltage and current responses under dynamic change in frequency.
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A nonlinear load test is also performed in this study with a diode rectifier and resistive-inductive
load (R = 60 Ω, Lnl = 10 mH) as shown in Figure 15c. Figure 15 illustrates that the output voltages
give a small distortion, but it still acquires sinusoidal in spite of the high distorted load currents.
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Figure 15. Output voltage and current with nonlinear load.

To confirm the robustness of the controller against parameter variations, we have considered a
change of parameters with two cases. In the first case, the filter inductance and capacitance have been
decreased to 40% of their real values as illustrated in Figure 16a. On the other hand, the load resistance
has been increased to 50% of its value as shown in Figure 16b. It can be observed that the proposed
method is continued to obtain sinusoidal current with small deviations. The load current increases
from 0.58% to 1.5%, but it still meets within the limit required of the IEEE 519 standard.
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Figure 16. Output current with parameter variations.

4.2. Experimental Results

In order to validate the effectiveness of the proposed control strategy, a laboratory prototype with
small power was constructed as shown in Figure 17. A digital signal processor TMS320F28335 [34] was
employed to implement the control method. The algorithm was programmed using S-function builder
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block in the Matlab/Simulink with embedded coder tools [35]. Twelves modules FGH40T120SMD
for IGBT were applied in the three-phase inverter. Furthermore, two capacitors B43305A9108M 1000
μF-400 V were used for DC-link voltage. The parameters of the LC filter were maintained at 3 mH
and 40 μF. The LV 25-P and LA 25-P sensors were used to measure the output voltage, filter current
and capacitor voltages. The digital signal processing (DSP) generates the signals for 12 switches of
3L-T-type inverter via general-purpose input/output (GPIO) outputs.

3L-T-typeGate driver

DSP FPGA

Sensor

Figure 17. Experimental test bench in the laboratory.

The DC input voltage is set at 180 V while the load resistance is kept at 30 Ω. The reference
of the peak phase output voltage is stepped from 90 to 60 V corresponding to the change in output
current from 3 to 2 A. Figure 18 indicates that the proposed method has a fast dynamic response and a
good balance of DC-link capacitor voltage. As illustrated in Figure 19, the steady-state of three-phase
sinusoidal load current confirms the control performance of the proposed method. Furthermore,
the execution time of the proposed and conventional FCS-MPC methods are 41 and 64 μs, respectively,
as shown in Figure 20. This highlights that the execution time is effectively reduced 36% by the
proposed method. Therefore, the sampling time of the conventional method is increased compared
with the proposed method resulting in a decrease in the quality of control performance. The load
current of the conventional FCS-MPC is depicted in Figure 21. In this case, the THD of the load current
of the proposed method is reduced from 1.6% to 1.0% compared with the conventional method as
illustrated in Figure 22. Thus, the better performance of the proposed algorithm can be obtained with
the low-cost processor.

ioa [2 A/div]

uC1 [50 V/div] uC2 [50 V/div]

t = [10 ms/div]

iob [2 A/div]

Figure 18. Experimental results for step change in the output voltage.
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(a) Waveform and FFT of line to line voltage uab.
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(b) Output voltage and three-phase load current.

Figure 19. Experimental results of the proposed method with I f = 3 A.
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(b) Proposed method.

Figure 20. Execution time of the conventional and proposed methods.
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(a) Steady-state of three-phase current.

ioa [2.5 A/div] ioc [2.5 A/div] iob̀ [̀2.5 A/div]

t = [10 ms/div]

(b) Transient response of three-phase current.

Figure 21. Experimental results of the conventional FCS-MPC.

(a) Conventional FCS-MPC. (b) Proposed method.

Figure 22. THD of load current.
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5. Conclusions

This paper presents a simplified model predictive control method for a three-level T-type
inverter. A reduced dynamics model is proposed to decrease the cost and the complexity of the
system. Moreover, the execution time is greatly reduced compared with the conventional FCS-MPC by
applying the preselection of reference inverter voltage and capacitor voltage balancing, allowing an
easy real-time implementation. In order to show the effectiveness of the control strategy, a comparative
study of the proposed method and conventional FCS-MPC is performed. Simulation and experimental
results prove the feasibility of the proposed approach.
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Abstract: The development and the validation of an averaged-value mathematical model of an
asymmetrical hybrid multi-level rectifier is presented in this work. Such a rectifier is composed of a
three-level T-type unidirectional rectifier and of a two-level inverter connected to an open-end
winding electrical machine. The T-type rectifier, which supplies the load, operates at quite a
low switching frequency in order to minimize inverter power losses. The two-level inverter is
instead driven by a standard sinusoidal pulse width modulation (SPWM) technique to suitably
shape the input current. The two-level inverter also plays a key role in actively balancing the
voltage across the DC bus capacitors of the T-type rectifier, making unnecessary additional circuits.
Such an asymmetrical structure achieves a higher efficiency compared to conventional PWM
multilevel rectifiers, even considering extra power losses due to the auxiliary inverter. In spite
of its advantageous features, the asymmetrical hybrid multi-level rectifier topology is a quite complex
system, which requires suitable mathematical tools for control and optimization purposes. This paper
intends to be a step in this direction by deriving an averaged-value mathematical model of the whole
system, which is validated through comparison with other modeling approaches and experimental
results. The paper is mainly focused on applications in the field of electrical power generation;
however, the converter structure can be also exploited in a variety of grid-connected applications by
replacing the generator with a transformer featuring an open-end secondary winding arrangement.

Keywords: electrical drives; energy saving; multilevel power converters; permanent magnet
synchronous generator; open-end winding configuration; voltage balancing; power factor

1. Introduction

Multi-level converters have proved in the last decades to be a viable alternative to conventional
topologies in medium-voltage, high-power, industrial applications, but today, their field of applications
is rapidly spreading toward low-power and low-voltage ranges. Main advantages of multi-level
converters are basically those of an improved harmonic content of AC voltages and currents and
of a reduction of power switch voltage ratings [1,2], the main drawback being a greater complexity.
Open-winding (OW) configurations, consisting of an AC machine fed by two power converters [3–6],
can be deemed as a special kind of multi-level converter [7]. Different configurations, control schemes,
and modulation techniques dealing with OW systems have been discussed in the literature [8–10].
Some OW configurations embedding multi-level converters have also been recently developed [11–13].
Among them, a high efficiency asymmetrical hybrid multilevel inverter for motor drives has been
presented and analyzed in [12] featuring a particular asymmetrical structure where two different
kinds of converters are connected at the two sides of an OW AC machine with different functions.
Specifically, a main multilevel converter supplies the load, and an auxiliary two-level inverter acts as
an active power filter. Such an approach has also been used in [13] to realize an asymmetrical hybrid
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unidirectional T-type rectifier (AHUTR) for gen-set applications, tailored around an open-end winding
permanent magnet synchronous generator (PMSG), as shown in Figure 1. According to the AHUTR
topology, the open-end winding PMSG on one side supplies the electrical load through the main
converter, a T-type rectifier (TTR), also commonly known as a Vienna rectifier, and on the other side, it
is connected to an auxiliary two-level inverter (TLI). The main converter processes the whole power
delivered to the load, and thus, it is operated at the fundamental frequency in order to minimize the
switching power losses. The TLI is instead driven by a high switching frequency PWM technique to
suitably shape the phase currents. Therefore, a stable output DC voltage and almost sinusoidal input
currents are obtained, achieving a higher efficiency than comparable conventional PWM rectifiers [12].
The AHUTR structure is also of general applicability, being exploitable in grid-connected applications
by replacing the generator with a transformer featuring an open-end secondary winding, as shown
in Figure 1, but it is more complex than conventional rectifiers, requiring suitable mathematical
tools for control and optimization purposes. The aim of this work is thus to provide an essential
tool for the design of the control system of an AHUTR by developing an averaged-value model
(AVM) of the system. In general, averaged-value techniques approximate the model of a switching
converter to a continuous system by considering the values taken by the variables along a switching
period as constant. They are useful when designing and testing control algorithms, as well as to
develop efficiency optimization techniques, because a high frequency dynamic analysis is not required,
differently than power circuits and filters design. Specifically, an AHUTR AVM has been developed
with the aim to support the design of effective solutions to maximize system efficiency, to provide a
stable DC output voltage, to cancel low-order undesired harmonics from the phase currents, to equalize
the Vienna rectifier DC bus capacitor voltages, and to control the TLI DC bus voltage. Furthermore,
the developed model is valuable in tuning voltage and current regulators.

(a) 

(b) 

Figure 1. AHUTR for electrical power generation (a) and grid-connected (b) applications.
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2. Asymmetrical Hybrid Unidirectional T-Type Rectifier

According to Figure 1, an AHUTR supplies the load through a Vienna rectifier switching at
fundamental frequency. In electricity generation applications, this rectifier is connected to one end of
an open winding electrical generator, very often a PMSG. For grid-connected applications, the electrical
generator is replaced by a transformer with an open-end secondary winding. While remarkably
reducing the switching power losses, low switching frequency operations would, however, produce
highly distorted phase currents. This is prevented by an active power filter based on a conventional
TLI, which is connected to the other end of the electrical machine winding. Such an inverter features
a lower DC bus voltage compared to the Vienna rectifier and exploits a floating capacitor to reduce
the complexity of the system and to prevent the occurrence of zero sequence currents [11–13].
The efficiency of the Vienna rectifier can be increased by using low on-state voltage drop power
devices, thus optimizing the design of this converter for low conduction power losses. On the other
hand, the design of the TLI can be optimized for high switching frequency operation, by using
fast power devices with lower voltage ratings. A key feature of the AHUTR topology is that the
voltages of the two Vienna rectifier DC bus capacitors can be independently regulated through the TLI,
thus making unnecessary additional power converters or special PWM strategies.

In the AHUTR topology, three bidirectional switches Sij, (i = a, b, c and j = 1, 2) are connected
between the midpoint n′ of the Vienna rectifier and the rectifier poles [14]. The generic i-phase voltage
ViTTR between the rectifier input terminal iM and the mid-point n” of the Vienna rectifier DC bus is
given by

ViTTR =
li
′ − 1
2

VDC
′, li

′ = 0, 1, 2 (1)

where VDC
′ is the DC bus voltage. Hence, three different levels can be taken by the Vienna rectifier

input voltage, namely: −VDC
′/2, VDC

′/2, and 0, according to the rectifier i-pole state li′.
On the TLI side, the voltage between the TLI i-phase output terminal iT and the mid-point n′ of

the TLI DC bus is given by:

ViTLI =
2li ′′ − 1

2
VDC

′′ , li ′′ = 0, 1 (2)

providing two voltage levels, namely, −VDC”/2 and VDC”/2, according to the inverter i-pole state li”.
The voltage across a phase winding is given by

Vig = ViTTR − ViTLI − Vn′n′′ =
li ′′ − 1

2
VDC

′ − 2li
′′ − 1
2

VDC
′′ − Vn′n′′ (3)

where VDC
′ and VDC” are the DC bus voltages of the Vienna rectifier and the TLI, respectively, and Vn′n”

is the voltage between the mid points n′ and n” of the two DC buses, which can be expressed as

Vn′n′′ =
1
3
(VaTTR + VbTTR + VcTTR)− 1

3
(VaTLI + VbTLI + VcTLI). (4)

According to (2) and (3), the OW structure of Figure 1, featuring twelve power switches,
is equivalent to a six-level neutral point clamped (NPC) or flying capacitor (FC) converter, which would,
however, encompass thirty power switches [12]. As shown in Figure 2, the AHUTR requires a complex
control system to suitably coordinate the operations of the two converters in order to regulate the DC
output voltage, to cancel low-order harmonics from phase currents, to equalize the Vienna rectifier DC
bus capacitor voltages, and to control the TLI DC bus voltage [14,15].
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Figure 2. Block diagram of the control system of the AHUTR for electrical power
generation applications.

3. Averaged-value Model of the System

The averaged-value mathematical model of the system includes three sub-models: of the electrical
machine, of the Vienna rectifier, and of the TLI.

3.1. Open-Winding PMSG Model

It is assumed that the stator windings produce sinusoidal magnetomotive forces; moreover, effects
of the saturation of the magnetic core are neglected. Under these assumptions, the surface-mounted
PMSG model in an orthogonal qd reference frame synchronous to the rotor flux is given by the following
sets of Equations:

Vqs = Rsiqs +
d
dt λqs + ωreλds

Vds = Rsids +
d
dt λds − ωreλqs

(5)

λqs = Lsiqs

λds = Lsids + λpm
(6)

Te =
3
2 pp(λdsiqs − λqsids)

Te − TL = J d
dt ωr + Fωr

(7)

where iqs, ids, Vqs, Vds, λqs, and λds are the components of stator current, voltage, and flux in the qd axis;
Ls is the stator inductance; λpm is the linkage flux of permanent magnets; Te is the electromagnetic
torque; J is the total mechanical inertia; F is the rotor friction; ωre = ppωr is the rotor speed; and pp is
the amount of pole pairs. The rotational terms ωreλds and ωreλqs account for the qd axis back-emf Eq

and Ed, respectively.
The averaged-value PMSG phase voltage Vig is obtained as the difference between the

fundamental harmonic ViTTR of the Vienna rectifier input voltage and the fundamental harmonic
ViTLI of the TLI output voltage. The voltage Vn ′n” between the mid points of the two DC buses can be
neglected for averaged-value analysis, since it only includes high frequency harmonics [13].
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PMSG phase voltages can be expressed in a qd synchronous reference frame to the back-EMF
vector as a function of qd components of voltages ViTTR and ViTLI by:

∣∣∣∣∣ VqTTR
VdTTR

∣∣∣∣∣ = 2
3

∣∣∣∣∣∣∣
cos(ωret) cos(ωret − 2

3 π) cos(ωret + 2
3 π)

sin(ωret) sin(ωret − 2
3 π) sin(ωret + 2

3 π)
1
2

1
2

1
2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣

VaTTR
VbTTR
VcTTR

∣∣∣∣∣∣∣ (8)

∣∣∣∣∣ VqTLI
VdTLI

∣∣∣∣∣ = 2
3
×

∣∣∣∣∣∣∣
cos(ωret) cos(ωret − 2

3 π) cos(ωret + 2
3 π)

sin(ωret) sin(ωret − 2
3 π) sin(ωret + 2

3 π)
1
2

1
2

1
2

∣∣∣∣∣∣∣×
∣∣∣∣∣∣∣

VaTLI
VbTLI
VcTLI

∣∣∣∣∣∣∣ (9)

Vqg = VqTTR − VqTLI , Vdg = VdTTR − VdTLI (10)

A block scheme of the PMSG model is shown in Figure 3.

Figure 3. Block scheme of the permanent magnet synchronous generator (PMSG) model.

Similarly, a three-phase open secondary winding transformer (OSWT) can be modeled in an
orthogonal qd reference frame synchronous to the primary voltage vector according to:

Vq1 = R1iq1 +
d
dt λq1 + ωeλd1

Vd1 = R1id1 +
d
dt λd1 − ωeλq1

Vq2 = R2iq2 +
d
dt λq2 + ωeλd2

Vd2 = R2id2 +
d
dt λd2 − ωeλq2

(11)

λq1 = Ls1iq1 + Lmiq2

λd1 = Ls1id1 + Lmid2
λq2 = Ls2iq2 + Lmiq1

λd2 = Ls2id2 + Lmid1
Ls1 = Ll1 + Lm

Ls2 = Ll2 + Lm

(12)

where iq1, id1, iq2, and id2 are the q- and d-axis components of the primary and secondary winding
currents, while Vq1, Vd1, Vq2, Vd2 and λq1, λd1, λq2, λd2, are the q- and d-axis components of the
primary and secondary winding voltages and fluxes. Ls1 and Ls2 are the self-inductances and Lm is the
magnetization inductance. The angular frequency of the grid voltage is indicated as ωe. The secondary
windings are connected to the TTR and TLI, and thus, the phase winding voltages are given by:

Vq2 = VqTTR − VqTLI , Vd2 = VdTTR − VdTLI (13)
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3.2. Vienna Rectifier Model

The Vienna rectifier switches at the fundamental frequency, according to Table 1, where θe is
the angular displacement of the fundamental harmonic of the winding phase voltage and α is the
switching angle of Sij, (i = a, b, c and j = 1, 2).

Table 1. Vienna rectifier switching table.

Phase a
0 < θe < α

π − α < θe < π + α
2π − α < θe < 2π

if iag > 0 => Sa1 ON Sa2 OFF
if iag < 0 => Sa1 OFF Sa2 ON

Phase b
2/3π < θe < α + 2/3π

5/3π − α < θe < 5/3π + α
2/3π − α < θe < 2/3π

if ibg > 0 => Sb1 ON Sb2 OFF
if ibg < 0 => Sb1 OFF Sb2 ON

Phase c
4/3π < θe < α + 4/3π

1/3π − α < θe < 1/3π + α
4/3π − α < θe < 4/3π

if icg > 0 => Sc1 ON Sc2 OFF
if icg < 0 => Sc1 OFF Sc2 ON

Assuming the output voltage VDC
′ is constant, actual values of Vienna rectifier input phase

voltages ViTTR are thus given by:

ViTTR = Sij
lij − 1

2
VDC

′, −α < ϕTTR < α

lij = 0, 1, 2.
(14)

To avoid improper operations leading to extra power losses and voltage distortion, the angular
displacement ϕTTR between the fundamental harmonics of voltage ViTTR and current must be set
lower than |α|. Dealing with an electrical power generation application, a vector diagram of AC
variables is shown in Figure 4a, where ϕ is the phase displacement between the PMSG back-EMF Eg

and the current I. δ represents the angle between the voltage VTTR and the q axis, and is set to allow a
reactive power flow between the Vienna rectifier and PMSG, associated to the inductive elements of
the electrical machine.

(a) (b) 

Figure 4. Vector diagram of AC variables: (a) considering VTLI, (b) neglecting VTLI.

Neglecting, for simplicity, the voltage VTLI generated by the auxiliary inverter, which is an
independent variable and whose amplitude is significantly lower than Vi1TTR, the amplitude of the
fundamental harmonic of the TTR input voltage Vi1TTR is obtained as a function of the switching angle
α and DC bus voltage VDC

′ as follows:

|Vi1TTR| = 2
π

VDC
′ cos(α), mTTR =

|Vi1TTR|
VDC

′ (15)
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where mTTR is the modulation index of the Vienna rectifier. According to the vector diagram of
Figure 4b, qd components of the voltage can be written as:{

VqTTR =
∣∣Vi1TTR

∣∣cos(δ)
VdTTR =

∣∣Vi1TTR
∣∣sin(δ)

,

{
iq =
∣∣I∣∣cos(ϕ)

id =
∣∣I∣∣sin(ϕ)

,

{
Eqg =

∣∣Eg
∣∣

Edg = 0
,{

Xiq = −∣∣Xs I
∣∣sin(ϕ)

Xid = +
∣∣Xs I
∣∣cos(ϕ)

,

{
Riq = −∣∣RI

∣∣cos(ϕ)

Rid = −∣∣RI
∣∣sin(ϕ)

(16)

while the active and reactive powers are given by:{
PTTR = 3

2

∣∣Vi1TTR I
∣∣cos(δ − ϕ)

QTTR = 3
2

∣∣Vi1TTR I
∣∣sin(ϕ − δ)

,

{
PR = − 3

2 R
∣∣I∣∣2

QX = − 3
2 X
∣∣I∣∣2 ,

{
Pg = 3

2

∣∣Eqg I
∣∣cos(ϕ)

Qg = 3
2

∣∣Eqg I
∣∣sin(ϕ)

(17)

where PTTR and QTTR are the active and reactive power, respectively, processed by the Vienna rectifier,
PR and QX are the active power wasted in the stator resistance R and the reactive power due to the
PMSG synchronous reactance Xs, respectively, while Pg and Qg are the active and reactive power
delivered by the PMSG, respectively.

Neglecting the rectifier power losses, the AC power generated by the PMSG is equal to the sum
of the power dissipated in the DC bus capacitor resistances RC1 and RC2 and the power delivered to
the load RL. In the Laplace domain, VDC

′ and the capacitor voltages VC1 and VC2 are thus given by⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
VDC

′(s) =

√
RL

(
PAC(s)− V2

C1(s)
RC1

− V2
C2(s)
RC2

)
VC1(s) = VDC

′(s) sRC1(1+RC2C2)
RC1+RC1+sRC1RC2(C1+C2)

VC2(s) = VDC
′(s)− VC1(s)

PAC(s) = 3
2
(
VqTTR(s)iq(s) + VdTTR(s)id(s)

)
(18)

where in is mainly given by the difference between the currents flowing through the two DC bus
capacitors and it can be also computed as the sum of the currents flowing through the three branches
of the Vienna rectifier:

in = Sajiag + Sbjibg + Scjicg (19)

The averaged-value of in during a switching period T is given by

in =
1
T

(
TONajiag + TONbjibg + TONcjicg

)
=
(

dajiag + dbjibg + dcjicg

)
(20)

where dij = TONij/T are the duty cycles of the bidirectional switches Sij, according to Table 2. Figure 5
shows some simulations dealing with balanced and unbalanced DC bus voltages operations, while a
block diagram of the Vienna rectifier mathematical model is shown in Figure 6.

Table 2. daj, dbj and dcj.

Sector I
Va1TTR > 0
Vb1TTR < 0
Vc1TTR < 0

Sector II
Va1TTR > 0
Vb1TTR > 0
Vc1TTR < 0

Sector III
Va1TTR < 0
Vb1TTR > 0
Vc1TTR < 0

Sector VI
Va1TTR < 0
Vb1TTR > 0
Vc1TTR > 0

Sector V
Va1TTR < 0
Vb1TTR < 0
Vc1TTR > 0

Sector IV
Va1TTR > 0
Vb1TTR < 0
Vc1TTR > 0

daj =
Va1TTR
VDC

′ daj = −Va1TTR
VDC

′ daj = −Va1TTR
VDC

′ daj = −Va1TTR
VDC

′ daj =
Va1TTR
VDC

′ daj =
Va1TTR
VDC

′

dbj =
Vb1TTR
VDC

′ dbj =
Vb1TTR
VDC

′ dbj = −Vb1TTR
VDC

′ dbj = −Vb1TTR
VDC

′ dbj = −Vb1TTR
VDC

′ dbj = −Vb1TTR
VDC

′

dcj = −Vc1TTR
VDC

′ dcj = −Vc1TTR
VDC

′ dcj =
Vc1TTR
VDC

′ dcj =
Vc1TTR
VDC

′ dcj =
Vc1TTR
VDC

′ dcj = −Vc1TTR
VDC

′
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Figure 5. Averaged-value in, iabcg, Vc1, Vc2, and ViTTR. (a) Balanced DC bus voltages, and (b)
unbalanced DC bus voltages.

Figure 6. Block diagram of the Vienna rectifier model.

A non-null average in leads to unbalanced DC bus voltages [16–18]; moreover, the mean value of
fundamental voltages Va1TTR becomes negative if VC1 < VC2 or positive if VC2 < VC1. This is included
in the TTR model by adding the term ΔVDC

′ = VC1 − VC2:⎧⎪⎨⎪⎩
Va1TTR = |Va1TTR| sin(θe) + ΔVDC

′

Vb1TTR = |Vb1TTR| sin(θe − 2
3 π) + ΔVDC

′

Vc1TTR = |Vc1TTR| sin(θe +
2
3 π) + ΔVDC

′
(21)

According to Table 2, by replacing (21) into (20), in is given by

in =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mTTR0.5I
[
− cos(ϕTTR)− 2 cos(2θe − 4π

3 − ϕTTR)
]
− 2I ΔVDC

′
VDC

′ sin(θe − 2π
3 − ϕTTR), 0 < θe <

π
3

mTTR0.5I[cos(ϕTTR) + 2 cos(2θe − ϕTTR)]− 2I ΔVDC
′

VDC
′ sin(θe − ϕTTR), π

3 < θe <
2π
3

mTTR0.5I
[− cos(ϕTTR)− 2 cos(2θe − 2π

3 − ϕTTR)
]− 2I ΔVDC

′
VDC

′ sin(θe +
2π
3 − ϕTTR), 2π

3 < θe < π

mTTR0.5I
[
cos(ϕTTR) + 2 cos(2θe − 4π

3 − ϕTTR)
]
+ 2I ΔVDC

′
VDC

′ sin(θe − 2π
3 − ϕTTR), π < θe <

4π
3

mTTR0.5I[− cos(ϕTTR)− 2 cos(2θe − ϕTTR)]− 2I ΔVDC
′

VDC
′ sin(θe − ϕTTR), 4π

3 < θe <
5π
3

mTTR0.5I
[
cos(ϕTTR) + 2 cos(2θe − 2π

3 − ϕTTR)
]
+ 2I ΔVDC

′
VDC

′ sin(θe +
2π
3 − ϕTTR), 5π

3 < θe < π

(22)

3.3. TLI Model

A key task of the TLI present in the AHUTR topology is to compensate all low-order voltage
harmonics generated by the step-modulated Vienna rectifier [12]. For this reason, the TLI reference

193



Energies 2019, 12, 589

phase voltage is equal to the difference between the AC side input voltage ViTTR and its fundamental
component Vi1TTR, as shown in Figure 7.

ViTLI
∗ = ViTTR − Vi1TTR (23)

Figure 7. Two-level inverter (TLI) reference voltage for active power filtering.

Phase voltages ViTTR encompass some zero sequence components, such as the 3rd, 9th, 27th,
and 81st, that will not result in corresponding currents in the PMSG because the considered open-end
winding topology is composed by two isolated converters. Hence, these harmonics can be neglected in
the TLI reference voltages ViTLI

*. This leads to a reduction of TLI DC bus voltage and, accordingly, to a
positive impact on TLI losses. TLI reference voltages VabcTLI

* are thus given by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
VaTLI

∗(n, θe) = ∑
n=5,7,11,13

ban × sin(nθe − ϕn)

VbTLI
∗(n, θe) = ∑

n=5,7,11,13
bbn × sin(nθe − ϕn − 2π

3 )

VcTLI
∗(n, θe) = ∑

n=5,7,11,13
bcn × sin(nθe − ϕn +

2π
3 )

(24)

Figure 8 shows the VaTLI
* waveform when considering a different set of zero sequence components.

For each case, the minimum VDC”/VDC
′ requirement has been computed as shown in Figure 9,

while current and voltage THDs are provided in Figure 10. At medium-high values of the modulation
index mTTR, a proper suppression of the effects of the low-order voltage harmonics produced by the
Vienna rectifier is simply achieved by compensating the 5th and 7th harmonics. However, at low mTTR,
additional harmonics must be considered to keep the THDs suitably low.

  
(a) (b) 

  
(c) (d) 

Figure 8. TLI reference voltage approximation. (a) 3rd, 5th, 7th, 9th, 11th, 13th. (b) 5th, 7th, 11th, 13th.
(c) 5th, 7th, 11th. (d) 5th, 7th.
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Figure 9. Minimum VDC”/VDC
′ requirement vs. peak amplitude of PMSG phase voltage, mTTR, and α.

  
Figure 10. THDv and THDi vs. the peak amplitude of PMSG phase voltage.

As shown in Figure 2, a closed loop input current control system is added to the predictive filter
in order to cope with unmodeled non-linearities and improve the input current waveform as well as
the system dynamic response. By equaling the active power generated by the PMSG to the output
DC power, the reference q-axis current iq* is computed from actual values of α, δ and the output DC
current iDC as:

i∗q =
πiDC

3 cos(α) cos(δ)
, i∗d = 0 (25)

The d-axis reference current id* can be simply set to zero or suitably determined in case of interior
permanent magnet structures in order to operate the PMSG according to a maximum power per
ampere strategy.

Another key function of the TLI is to balance the voltage across the DC bus capacitors of the
Vienna rectifier, making unnecessary additional circuits. As shown in Figure 2, this goal is obtained
by acting on the q-axis component of the TLI reference current in order to control the amplitude of in,
which is given by the difference between the currents flowing through the two DC bus capacitors.

The DC side of the TLI is modeled by balancing the AC and DC side power, neglecting the power
switches losses (Equation (26)). The TLI DC-link includes the resistance RCT representing the floating
capacitor losses, while VqTLI and VdTLI are the voltage components of TLI VjTLI in the qd axis, as shown
in Figure 11.{

PAC = PDC2 = 3
2
(
VqTLI iq + VdTLI id

)
PDC2 = VDC

′′ iDC
′′ + VDC

′′2
RCT

= VDC
′′ CTsVDC

′′ + VDC
′′2

RCT
= 3

2
(
VqTLI iq + VdTLI id

) (26)
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Figure 11. Block diagram of TLI model.

4. Model Validation

An electric power generation application has been considered for validating the value-averaged
model. Specifically, the proposed model represented with the blocks scheme of Figure 12 has been
implemented in a Simulink environment and compared to a detailed model of the system developed
in the same environment exploiting the SimPower System Toolbox, which is a circuit-based modeling
platform widely used for the simulation of power electronic converters, electromechanical systems,
and their control systems. The last model includes both converter topologies. The control scheme
used on both models is shown in Figure 2, including low-order harmonic compensation and DC bus
capacitor voltages balancing [14]. Simulation settings are summarized in Table 3, where kPα and kIα are
the proportional and integral gains of the output DC voltage controller, while kPiq, kIiq, kPid, and kIid are
the proportional and integral gains of qd PMSG current regulators; kPin and kIin are the proportional
and integral gains of the Vienna rectifier DC bus voltage equalization system; and kPTLI and kITLI are
the proportional and integral gains of the TLI DC Bus voltage controller. Figures 13 and 14 show
simulation results obtained with the SimPower System model and the averaged-value model, showing
a purposely generated Vienna rectifier DC bus voltage unbalance with the balance system not activated.
Specifically, capacitor voltages VC1 and VC2, which at the beginning are equal because RC1 and RC2
are both set to 1000 Ω, diverge after t = 3 s because RC2 is changed to 600Ω in order to generate the
voltage unbalance. The in current is zero when capacitor voltages are balanced and greater than zero
after t = 3 s, while DC bus voltages VDC

′ and VDC” do not vary. A zoomed-in view of the balanced and
unbalanced steady-state operations of Figures 13 and 14 are shown in Figures 15 and 16, confirming
a good matching between the results obtained with the two models. Figures 15d and 16d show the
instantaneous Vienna rectifier power losses PTTR, TLI power losses PTLI, and PMSG power losses PLg
during balanced DC bus capacitors. A one-time variation of the references of the output voltage and
the TLI DC bus voltage is considered in Figures 17 and 18, while a load variation is shown in Figures 19
and 20. The results achieved with the two models are very close, but using the averaged-value model,
the simulation time is roughly one third. In particular, all simulations have been accomplished on an
Intel®CoreTM i7 CPU with 2.60 GHz and 16 GB RAM running a 64-bit Windows 10 operating system.
Simulation results shown in Figures 13–20 required three minutes computing time using the SimPower
System model with a 10−6 s time step. A 10−5 s time step can be used with the averaged-value model,
because high frequency voltage and current harmonics are neglected, leading to only ten seconds to
accomplish the same simulation.

Table 3. System parameters.

PMSG Vienna TLI Control Gains

Power Rating 3 kW IGBT Ratings 600 V, 20 A 200 V, 10 A KPα = 0.1, KIα = 10
Rated Voltage 575 VDC DC-Link Voltage 200 V 100 V KPiqg = 80, KIiqg = 1000
Rated Current 6.5 A DC Bus Capacitors 470 μF (C1, C2) 470 μF (CT) KPidg = 80, KIidg = 1000

Phase Inductance 20 mH Load 50 Ω // KPin = 0.2, KIin = 2
Stator Resistance 4.3 Ω Capacitors Resistance 1000 Ω (RC1, RC2) 600 Ω (RCT) KPTLI = 2, KITLI = 30

PM Flux 0.57 Wb Switching Frequency 50 Hz 40 kHz
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Figure 12. Block diagram of the developed averaged-value model.

(a) (b)

(c) (d)

Figure 13. SimPower System model. (a) DC bus capacitor voltages VC1 and VC2. (b) in= iC1 − iC2.
(c) output voltage VDC

′. (d) TLI DC bus voltage VDC”.
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Figure 14. Averaged-value model. (a) DC bus capacitor voltages VC1 and VC2. (b) in= iC1 − iC2.
(c) output voltage VDC

′. (d) TLI DC bus voltage VDC”.
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Figure 15. SimPower System model. (a) Balanced DC bus capacitor voltage operations, VaTTR, Eag, and
iag. (b) Unbalanced DC bus capacitor voltage operations. (c) Current in, average value in, and AC input
Vienna voltages ViTTR. (d) TRR power losses PTTR, TLI power losses PTLI, and PMSG power losses PLg.

 
(a) (b) 

 

 

(c) (d) 

Figure 16. Averaged-value model. (a) Balanced DC bus capacitor voltage operations, VaTTR, Eag, and iag.
(b) Unbalanced DC bus capacitor voltage operations. (c) Current in, average value in, and AC input
Vienna voltages ViTTR. (d) TRR power losses PTTR, TLI power losses PTLI, and PMSG power losses PLg.
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(a) (b) 

Figure 17. SimPower System model. One-time variation of VDC
′ and VDC” references. (a) TLI DC bus

voltage VDC”. (b) Output voltage VDC
′.

 
(a) (b) 

Figure 18. Averaged-value model. One-time variation of VDC
′ and VDC” references. (a) TLI DC bus

voltage VDC”. (b) Output voltage VDC
′.

  
(a) (b) 

Figure 19. SimPower System model. Load variation iDC
*. (a) TLI DC bus voltage VDC”. (b) Output

voltage VDC
′.

  
(a) (b) 

Figure 20. Averaged-value model. Load variation iDC
*. (a) TLI DC bus voltage VDC

”. (b) Output
voltage VDC

′.

Figure 21 displays the maximum errors between the quantities carried out by the two models,
confirming a good accuracy of the proposed average model in a wide range of load conditions.
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(a) (b) 

Figure 21. Percentage error between SymPower System and averaged model vs. the power expressed
in per unit P/Pn. (a) Errors of VDC

′, VDC”, ia, and in. (b) Errors of Vc1, Vc2, ωr and Te. Note: ωr = 200
rad/s, VDC

′ = 400 V, and VDC” = 100 V.

5. Experimental Assessment

The accuracy of the AHUTR analytical model has also been verified comparing the results
from the model with those from an experimental test rig consisting of 1kW AHUTR supplying an
open-end-winding PMSG, mechanically coupled to a 2.6 kW PM synchronous motor drive used as a
prime mover. Technical specifications of the PMSG are given in Table 4. This AHUTR supplied
DC loads at 400V through the Vienna rectifier equipped with insulated gate bipolar transistors
(IGBTs) whose technical data are listed in Table 5. The TLI was realized with low-voltage power
metal-oxide-semiconductor field-effect transistor (MOSFETs) and operated at 40 kHz, VDC” = 100 V.
Technical data of the power MOSFETs are reported in Table 6. The TLI floating capacitor and both
capacitors C1, C2 were equal to 470μF. The DC load was modified using a variable power resistor.
A single dSPACE DS1103 control board was used to control the Vienna rectifier and the TLI, while a
2048 ppr encoder was used to measure the rotor position θr of the PMSG. The experimental setup is
shown in Figure 22. The currents and voltages were measured by using a dedicated sensing board
equipped with the current transducer LEM LA 55-P and voltage transducer LEM LV 25-P.

Table 4. PMSG technical data.

Pn (kW) Ls (mH) Vs (V) Rs (Ω) Is (A) λPM (Wb) ωr (krpm) Pole Pairs

1 20 565 4.8 6.5 1.53 2 3

Table 5. Technical specifications of STGW30NC60KD IGBT.

Vce (V) Vce(on) (V) iRMS (A) trise (ns) tfall (ns)

600 2.1 30 27 160

Table 6. Technical specifications of IRFB5615PBF MOSFET.

VDS (V) RDS (m) ID (A) trise (ns) tfall (ns)

150 32 35 8.9 17.2
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(a) 

(b) 

Figure 22. Experimental test bench. (a) Block scheme. (b) Experimental setup.

The experimental results shown in Figure 23 were obtained by imposing a transient voltage to
VDC

′ from 400 V to 320 V by keeping a constant resistor value RL = 80 Ω and with the PMSG spinning at
ωr = 200 rad/s. Note a satisfying accuracy in the mechanical and electrical quantities estimated by the
model. The voltage VDC” was properly modified by the control algorithm in order to keep the optimal
ratio between the DC bus voltages VDC

′ and VDC”. A different test is displayed in Figure 24 in which
a speed transient was forced by acting on the prime mover. More specifically, the rotational speed
ωr was changed from 200 rad/s to 260 rad/s while the resistive load was still kept constant. Even in
this case, the model accurately predicted the behavior of the drive, both at steady-state and transient.
The DC bus voltages were both affected by the speed variation, but the feedback control loops restored
the reference values. A step load variation was imposed in the test of Figure 25, where the DC load
was purposely doubled by switching from TL = 2 Nm to TL = 4 Nm. In this case, a more remarkable
difference was observed between the model and the experimental results. Finally, the effectiveness of
the model to predict the balancing of the voltages across the DC bus capacitors is shown in Figure 26.
Initially, the balancing algorithm described in the previous sections was inactive, and thus, the voltages
at the terminals of C1 and C2 were significantly different. At the instant t*, the voltage-balancing
approach was activated, nullifying VC1 − VC2. The results of Figure 26 confirm the capability of
the model to accurately simulate even this critical issue of the AHUTR. Maximum percentage errors
between the outputs of the SimPower System and the averaged-value model are summarized in
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Table 7, where the quantities with the suffix Δ are the errors in estimating VDC
′
, ωr, Te, VDC

”, in, Vc1,
and Vc2.

 
(a) (b) 

Figure 23. Voltage transient of VDC
′ from 400 V to 320 V under a constant resistor value RL = 80 Ω.

Output voltage VDC
′, TLI DC bus voltage VDC”, rotor speed ωr, electromagnetic torque Te.

(a) Experimental results. (b) Simulation results.

  
(a) (b) 

Figure 24. Speed transient from ωr = 200 rad/s to ωr = 260 rad/s under a constant resistor value
RL = 80 Ω and VDC

′ = 400 V, VDC”= 100 V. Output voltage VDC
′, TLI DC bus voltage VDC”, rotor speed

ωr, electromagnetic torque Te. (a) Experimental results. (b) Simulation results.

  
(a) (b) 

Figure 25. Load transient from TL = 2 Nm to TL = 4 Nm at ωr = 200 rad/s and VDC
′ = 400 V, VDC”

= 100 V. Output voltage VDC
′, TLI DC bus voltage VDC”, rotor speed ωr, electromagnetic torque Te.

(a) Experimental results. (b) Simulation results.

  
(a) (b) 

Figure 26. DC bus voltage balancing: TL = 4 Nm, ωr = 200 rad/s and VDC
′= 400 V, VDC” = 100 V. Vc1,

Vc2 and in. (a) Experimental results. (b) Simulation results.

202



Energies 2019, 12, 589

Table 7. Errors between experimental results and those obtained with the averaged-value model.

Test ΔVDC
′ (%) Δωr (%) ΔTe (%) ΔVDC” (%) Δin

′ (%) ΔVC1 (%) ΔVC2 (%)

Figure 22 2.2 1.9 3.7 4.7 / / /
Figure 23 2.1 2.6 5 7.7 / / /
Figure 24 4.5 4.9 6 5 / / /
Figure 25 / / / / 6.6 10 4

6. Conclusions

The asymmetrical hybrid unidirectional T-type rectifier is more efficient than a conventional PWM
rectifier, mainly due to line frequency operation of the main converter, a T-type rectifier. However,
it features a more complex structure composed of three main components, namely a TTR, a TLI,
and an open winding electric machine, all interacting. The development of an accurate averaged-value
mathematical model of the AHUTR topology aimed to optimally design control and management
algorithms has been faced in the paper. Simulations and experimental results show that the proposed
model is able to reproduce the static and dynamic behavior of the AHUTR with good accuracy.
Furthermore, the obtained mathematical representation made a fast analysis of the system during TTR
DC bus voltage unbalance operations possible. This has been exploited to design an active balancing
system acting on the TLI side—a task which would be time-consuming with circuit-oriented simulator
models. Furthermore, the averaged-value model has been used to define the entire AHTUR control
and management system tasked to deal with efficiency maximization, input power factor control,
TTR DC bus capacitor voltage balance, and the control of TLI floating DC bus voltage.
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Abstract: The traditional intelligent algorithms for the selected harmonic elimination pulse-width
modulation (SHEPWM) of multilevel converters provide low convergent rate and low accuracy of
solutions when solving quarter-wave symmetry nonlinear equations. To obviate this problem and
obtain a better modulating performance, an improved imperialist competition algorithm is proposed.
The proposed algorithm enhances the global search ability by using moving imperialists. Also,
a novel type of particles, named independent countries, are proposed to help the algorithm jump out
of the local optimum. These independent countries change their positions using swarm intelligence.
Compared with the existing particle swarm algorithm and genetic algorithm, the proposed algorithm
has significant advantages by improving the accuracy of solutions and the rate of convergence. Finally,
the correctness and effectiveness of the proposed algorithm are verified and evaluated by simulation
and experimental results.

Keywords: multilevel converter; selected harmonic elimination; genetic algorithm; imperialist
competitive algorithm

1. Introduction

Multilevel converters have been widely applied in high-voltage and high-power applications
because of their advantages of effectively improving the quality of output voltage waveform, large
output capacity, and high inverting efficiency [1,2]. They have been employed for many industrial
applications, such as electrical motor drives [3], energy storage systems [4], and renewable power
generators [5]. Moreover, they are also considered as active power filters [6,7] to satisfy the urgent
grid-friendly requirements. There are several methods, such as sinusoidal pulse-width modulation
(SPWM), space vector pulse-width modulation (SVPWM), and selective harmonic elimination
pulse-width modulation (SHEPWM), that can be applied to multilevel converters. As shown in
Table 1, compared with the other two methods, the most attractive advantage of the SHEPWM is that
the low-order harmonics can be controlled. In addition, SHEPWM also keeps the advantages of a wide
modulation index and a high utilization of DC voltage [4]. It was also verified that SHEPWM could be
implemented with the objective of minimizing total harmonic distortion (THD) [8].

The key challenge for the SHEPWM technique is to solve nonlinear equations containing
trigonometric functions to obtain the right switching angles. A lot of contributions have been made
to address this issue in recent years. In a study [9], the Walsh functions are employed to transform
nonlinear equations into a series of linear algebraic equations, which can be easily calculated online,
providing various sets of solutions. Nevertheless, the transitions between the Walsh series and the
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Fourier series requires an effective algorithm, and the high-accuracy requirement may cause an extra
heavy computation [10]. In reference [11], high-order equations are transferred to simple trigonometric
polynomials, and the calculation mass is greatly reduced by employing the resultant theory. However,
the increase of the switching angles enlarges the polynomial order and makes it very difficult to
be implemented; also, if there are several DC sources, the expression of the resultant polynomials
becomes more complicated [12]. The Homotopy algorithm is adopted to solve the equations in other
studies [13,14]. It features a rapid convergence and can be extended to the high-level converters
without any extra analytical calculations. Moreover, only one set of solutions can be obtained by
this algorithm. In references [15,16], the Newton–Raphson algorithm is applied to solve nonlinear
equations. This algorithm keeps a high accuracy and a low computation burden, but its implementation
strongly relies on the accuracy of the initial values. If the predictions of these initial values are not
around the right solution, the solving process would plunge into local optima. Meanwhile, there is still
only one sets of solutions that can be determined in each solving instant. A novel Groebner–Bases-based
method is presented in reference [17], which transforms the nonlinear equations into an equivalent
canonical system and improves the accuracy of the solutions. However, the transformation becomes
very complex when the order of the equations is high, making this method more complicated than the
previous methods.

Table 1. Comparison of sinusoidal pulse-width modulation (SPWM), space vector pulse-width
modulation (SVPWM), and selected harmonic elimination pulse-width modulation (SHEPWM).

Modulation Type SPWM SVPWM SHEPWM

DC voltage utilization 0~0.866 0~1 0~1.12
Switching frequency Medium High Low

Complexity of strategy Low High High
Implementation approach Online Online Offline

On the basis of the review above, it is seen that the aforementioned solving methods for the
SHEPWM are commonly complex and not available for all sets of solutions. Actually, the problem of
solving the SHEPWM can be reformulated into a constraint optimization problem, and many intelligent
algorithms can also be adopted to solve this problem [18–22]. They not only can find all solutions, but
also can be expediently applied to the multilevel converters with equal or non-equal DC voltage sources.

The genetic algorithm (GA) has been used in SHEPWM for many years. It is an algorithm which
was inspired by natural biological evolution. This approach employs selection, crossover, and mutation
operators and starts by randomly generating the individuals of a population. The individuals represent
the properties of a solution and can be mutated and crossover to evolve toward better solutions. As we
can see, the GA is simple and easy to understand but, as the required switching angles increase,
the distortion of the output voltage gets worse. A new GA algorithm in reference [18] divided
a population into several independent populations whose individuals can migrate from one to another.
This improved algorithm, named multi-population genetic algorithm (MGA), can settle the problem of
precociousness efficiently, but the accuracy of solutions still demands improvement. Particle swarm
optimization (PSO), a common algorithm, simulates the predation behaviour of bird flocks and has
been proved very efficient in precision and convergent rate compared with GA. Each particle of PSO
has personal and global best positions which guide it towards to the optimal solution. The PSO in
reference [19] is used to solve a problem that reduces the computation. In reference [20], a constriction
factor was introduced, and a method to obtain proper constriction factor and acceleration coefficients
was described. The advanced algorithm improves the precociousness problem but still lacks global
search ability.

The imperialist competitive algorithm (ICA) is inspired by imperialistic competition and includes
two primary categories: imperialists and colonies. The major steps are colonies assimilation and
empires’ competition. The research presented in references [21,22] has proved the ascendency of the
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ICA in rate and speed of convergence. The contribution described in reference [23] is the first attempt
to apply the ICA to solve the SHEPWM of power converters. It has been proved that this conventional
ICA algorithm can solve nonlinear equations when the dimension of the variable is low. However,
the convergent rate decreases, and the accuracy of solutions of the conventional ICA becomes worse
with the increasing dimension of multilevel converters. Hence, the solving execution time will be
longer, and the modulation accuracy will not be guaranteed.

To improve the ICA-based SHEPWM for multilevel converters, a novel kind of solving method
based on the particles named the independent countries is proposed in this paper. The optimized
design is conducted from two starting points: one is to increase the diversity and movements of the
imperialists, the other is to enhance the ability to jump out of the local optimal. This optimized design
is expected to obtain high convergent rates and high accuracy solutions when the converter’ dimension
increases. In addition, with taking the neutral-point-clamped H-Bridge (NPC/H-Bridge) five-level
converter [24] as a typical multilevel converter for the application, sufficient comparative analysis
and simulation research regarding various kind of solving methods for the multilevel SHEPWM are
carried out to present the characteristics and advantages of the proposed method. Finally, experimental
research is also conducted with a downscaled NPC/H-Bridge five-level converter prototype to validate
its practical applicability.

The rest of this paper is divided as follows. Section 2 introduces the topology of the NPC/H-Bridge
five-level converter and the basic principle for solving the SHEPWM. Section 3 presents the novel
intelligent algorithm and compares it to three existing algorithms in detail. Simulation results and
best solutions regarding the condition of two switching angles per quarter wave are described and
evaluated in Section 4. The experimental results are shown in Section 5, and Section 6 concludes
this paper.

2. NPC/H-Bridge Five-Level Converter and SHEPWM Switching Strategy

2.1. NPC/H-Bridge Five-Level Converter

Figure 1 shows the topology of the NPC/H-Bridge five-level converter. As shown, compared to
the conventional neutral-point-clamped (NPC) [25], flying capacitor (FC) [26] topologies, this topology
needs fewer clamping diodes or capacitors, which reduces the cost and improves the stability of
system. Besides, compared to the modular multilevel converters (MMC) [27] cascaded H-Bridge
(CHB) [28] topology, the number of DC-side power supplies can be reduced, and then the large number
of capacitors or the bulky multiple isolation transformers can be reduced. For the NPC/H-Bridge
five-level converter, each phase unit consists of two single-phase three-level NPC-type bridge arms,
two DC-side capacitors, and one DC voltage source. In each NPC-type bridge arm, there are four
power switching devices (along with the forward diodes) and two clamped power diodes.

Figure 1. Three-phase NPC/H bridge five-level inverter topology.
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Taking phase A as an example, it can be seen that the switching devices Sa1–Sa4 cascade the
right bridge, while the Sa5–Sa8 cascade the left bridge. Each bridge can generate three voltages, i.e.,
+1/2Vdc, 0, and −1/2Vdc by different switching angles, so the output voltages of phase A include
+Vdc, +1/2Vdc, 0, −1/2Vdc, −Vdc. Table 2 shows the switching states of the NPC/H bridge five-level
inverter. Sx1-Sx8 represent the switching states of IGBTs. VXN is the value of output voltage. In this
paper, the switching states 1, 2, 5, 8, and 9 are chose to synthesize the output waveforms.

Table 2. Switching states of the NPC/H bridge five-level inverter.

Number
Sx1, Sx2, Sx3, Sx4, Sx5, Sx6, Sx7, Sx8 VXN

(x = a, b, c) (X = A, B, C)

1 11000011 Vdc

2 11000110 Vdc/2
3 11000110

4 11001100
05 01100110

6 00110011

7 01101100 −Vdc/2
8 00110110

9 00111100 −Vdc

2.2. Basic Principle for Solving the SHEPWM

Figure 2 shows the output voltage waveforms at the high and low modulation shown in Figure 1.
Every quarter-wave of a waveform includes two switching angles. These angles are symmetric to π/2
in a half period and conform to the so-called quarter-wave symmetry technique [29]. Compared to the
half-wave symmetry and asymmetry techniques [15,30], the quarter-wave symmetry technique can
simplify nonlinear equations and reduce the computation burden.

Figure 2. Pulse width modulation (PWM) waveforms definition of two switching angles according to
the quarter-wave SHEPWM techniques. (a) Waveform at low modulation width; (b) waveform at high
modulation width.

Equation (1) shows the Fourier series expansion of the full cycle.

V(t) = a0 +
∞

∑
n=1

(an cos nωt + bn sin nωt) (1)

where n = 1, 2, 3 . . .
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Because of the characters of quarter-wave symmetry, the DC component a0 and the cosine
component an are equal to zero. The sine component is zero when n is even. Equation (1) is simplified
as follow: ⎧⎪⎪⎨⎪⎪⎩

an = 0, n = 0, 1, 2, 3 . . .

bn =

⎧⎨⎩
0, n is even

4E
nπ

N
∑

k=1
(−1)k+1 cos nαk

(2)

Because all triple harmonics are removed in line voltage, only the 6k ± 1th harmonic should be
eliminated. Equation (3) is the simplified Equation (2):⎧⎪⎪⎨⎪⎪⎩

2
π

N
∑

k=1
pk cos αk = M

N
∑

k=1
pk cos nαk = 0 n = 5, 7, 11, . . . , 6k ± 1

(3)

where pk indicates the rising or falling edge of the output voltage, which is given by Equation (4):

pk =

{
1 rising edge
−1 falling edge

(4)

According to the waveform of the five-level converter, the polynomial equations can be simplified
to Equation (5): {

cos α1 + cos α2 − Mπ/2 = ε1

cos 5α1 + cos 5α2 = ε2
(5)

f (α) = ε1
2 + ε2

2 (6)

Equation (6) is the cost function of the intelligent algorithm, which is built on Equation (3).
Different switching angles can be calculated when the modulation index is changed.

3. The Proposed Improved Imperialist Competitive Method for Multilevel SHEPWM

3.1. Design of the Improved Imperialist Competitive Algorithm

ICA establishes a mathematical model based on imperialistic competition and belongs to the
random optimization search methods. ICA generates initial countries (which equal to particles of PSO
or chromosomes of GA) within the search space. A number of countries are selected as imperialists
according to their fitness, and the remaining countries are randomly allocated to the imperialists as
colonies. An imperialist and its colonies constitute an empire. Then, each imperialist assimilates
its relative colonies, and the empires compete with each other until only one empire remains or the
terminal condition is achieved. The main steps of ICA are as follows:

(1) Generating initial countries. The algorithm randomly generates Npop initial countries within
the search space. For a Nvar dimensional problem, a country is defined according to Equation (7).
Then, the first Nimp powerless countries are selected as imperialists, according to Equations (8)–(10).
Colonies are assigned to each imperialist, according to Equation (11).

country = [d1, d2, d3, . . . , dNvar ] (7)

cost = f (country) = f (d1, d2, d3, . . . , dNvar) (8)

Cn = cn − max
i

{ci} (9)
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pn =

∣∣∣∣∣∣∣∣∣
Cn

Nimp

∑
i=1

Ci

∣∣∣∣∣∣∣∣∣ (10)

N.Cn = round{pn × Ncol} (11)

where cn is the cost of the nth imperialist, and Cn and pn are its normalized value and power. N.Cn in
Equation (11) represents the number of colonies of every imperialist.

(2) Assimilating colonies. Each imperialist improves its colonies by changing their positions.
All colonies move toward the imperialist according to Equations (12) and (13):

Vectorn = impi−1 − coli−1
n (12)

coli
n = coli−1

n + r4 ∗ rand(1, Nvar). ∗ Vector (13)

coli
n and coli−1

n mean the current and previous positions of the nth colony, and r4 is the assimilation
coefficient. During this process, if the cost of any colony is less than the cost of the relative imperialist,
the imperialist position is updated.

(3) Imperialistic competition. The most powerful empire takes possession of the worst colony of
the weakest empire by two procedures.

(a) Calculating the total costs of empires.

T.Cn = f (impn) + ξ ×

N.C.n
∑

i=m
f (colm)

N.Cn
(14)

In Equation (14), T.Cn means the total cost of the nth empire, and ξ is a positive number less
than 1.

(b) The empire which has the largest T.Cn is regarded as the weakest empire, and its worst colony
is captured by other empires, according to Equations (15) and (16):

N.T.Cn = T.Cn − max
i

{T.Ci} (15)

Rn =

∣∣∣∣∣∣∣∣∣
N.T.Cn

Nimp

∑
i=1

N.T.Cn

∣∣∣∣∣∣∣∣∣ (16)

where T.Cn and N.T.Cn indicate the total cost and normalized total cost, respectively. Rn is the
probability of the nth empire capturing the worst colony.

(4) Eliminating the worst empire. When an empire loses all its colonies, it is deleted.
(5) Reset colonies’ positions. When the total cost of the best empire does not change for a long

time, reset all colonies’ positions of each empire stochastically.
In this paper, not only the colony countries change positions, but also the imperialists move

their positions to improve their performance. Also, a type of particles called independent countries
is presented to improve the diversity of ICA, which change positions using swarm intelligence.
This new hybrid algorithm consists of both PSO and ICA and, thus, it is called PSOICA algorithm.
The implementation steps of the proposed PSOICA algorithm are as follows.

(a) Select the first (Nimp + 1~Nimp + Nind) powerless countries as independent countries according
to Equations (7)–(9). Nind is the number of independent countries.
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(b) Move imperialists and independent countries in line with the PSO procedures. In this step,
imperialists and independent countries may gain better positions. This step enhances the global search
ability of the algorithm.

impi
n = impi−1

n + Vi
imp (17)

Vi
imp = c1 ∗ r1 ∗ (bestimp − impi−1

n ) (18)

Move the imperialists on the basis of Equations (17) and (18); impi
n and Vi

imp indicate the current

position and velocity of the nth imperialist, impi−1
n means the previous position of the nth imperialist,

c1 is a positive number less than 1, and r1 is a random number between 0 and 1. If the cost of the
current position is less than that of the previous position, update the imperialist, otherwise, keep the
previous position.

Vi
n = ω ∗ Vi−1

n + c2 ∗ r2 ∗ (Pi−1
l − indi−1

n ) + c3 ∗ r3 ∗ (Pi−1
g − indi−1

n ) (19)

indi
n = indi−1

n + Vi
n (20)

Equations (19) and (20) show the movement of independent countries, where Pl and Pg are the
personal and global best positions of the nth independent countries, Vi

n is the current velocity, indi
n is

the current position of the nth independent country, ω is the inertia weight, c2 and c3 are acceleration
constants, and r2 and r3 are random numbers between 0 and 1. If the cost of Pg is better for the
imperialist, the imperialist moves to Pg, and vice versa if it is worse.

Figure 3 shows the moving steps of the ICA and the proposed PSOICA.

Figure 3. (a) Moving steps of the imperialist competitive algorithm (ICA); (b) moving steps of the
particle swarm optimization (PSO) ICA (PSOICA).

Figure 3a shows the moving steps of the conventional ICA [20,22] when all the colony countries
are assimilated by their imperialist, and the imperialist never moves. Figure 3b shows the moving steps
of the proposed PSOICA, with all the colony countries moving towards their imperialist. Meanwhile,
the imperialist changes its position and then it may move to a better position. The independent
countries move to their next positions on the basis of the swarm intelligence, and they may get new
better positions or stay in the former positions.

Figure 4 shows the flow chart of the proposed PSOICA.
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Figure 4. Flow chart of the proposed PSOICA.

3.2. Comparisons with the Existing Methods

To make the comparisons, the MGA [18], PSO [20], ICA [23], and the proposed PSOICA are
considered to calculate their cost function. The parameters of three algorithms are set as follows:
for MGA, the populations re 10, and each of them has 40 chromosomes; the initial crossover rates
are random numbers between 0.7 and 0.9, and the mutation rates are random numbers between 0.2
and 0.35; for PSO, the particles are 400, both the acceleration coefficients are 1.49445, and the inertia
weight increases along with iteration from 0.21 to 0.7; for ICA, there are 400 initial countries and
20 imperialists, and c1, c2, c3 are equal to 0.95, 0.5, 0.5, ω is 0.7298, and the assimilation coefficient r4 is
2.5; for the proposed PSOICA, there are 400 initial countries, 20 imperialists, 20 independent countries,
and c1, c2, c3, ω, and r4 are the same as for ICA.

In Table 3, the efficiency and feasibility of the proposed PSOICA for the optimization of SHEPWM
are compared with those of three other algorithms.

Table 3. Comparing the performance of the PSOICA to those of the multi-population genetic algorithm
(MGA), PSO, and ICA.

m Switching Angles THD%
f (α)

MGA PSO ICA PSOICA

1.1 6.715 42.72 18.34 2.95 × 10−11 4.93 × 10−32 4.93 × 10−32 4.93 × 10−32

1 16.33 52.33 19.27 9.80 × 10−11 4.93 × 10−32 4.93 × 10−32 4.93 × 10−32

0.9 23.99 59.99 26.58 1.02 × 10−11 4.93 × 10−32 4.93 × 10−32 2.77 × 10−32

0.8 30.65 66.65 35.21 5.06 × 10−17 0 0 0
0.7 36.7 72.68 43.95 1.08 × 10−8 0 0 0
0.6 42.3 78.3 52.64 8.53 × 10−10 1.233 × 10−32 1.23 × 10−32 1.11 × 10−31

0.5 47.61 83.61 60.7 3.62 × 10−11 4.93 × 10−32 4.93 × 10−32 1.97 × 10−31

0.4 52.71 88.71 65.51 1.64 × 10−11 4.93 × 10−32 4.93 × 10−32 4.93 × 10−32

0.3 57.69 86.31 88.04 1.01 × 10−6 3.081 × 10−33 3.08 × 10−33 0
0.2 62.5 81.5 128.72 5.04 × 10−8 1.233 × 10−32 1.23 × 10−32 1.77 × 10−30

0.1 67.26 76.74 205.63 5.12 × 10−8 7.704 × 10−34 7.70 × 10−34 7.70 × 10−34
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It should be noticed that all four algorithms converge successfully, and all the THD under the
same modulation index unify, which means that all the algorithms can solve the nonlinear equations
efficiently when only two switching angles are included. The cost values show that the PSO, ICA, and
the proposed PSOICA are better than the MGA in local search. The cost of the MGA is about 1 × 10−10,
and those of the PSO, ICA, and PSOICA are about 1 × 10−30.

At low modulation index, if more selected harmonics of output voltage have to be eliminated,
the switching angles per quarter wave should be increased. Table 4 shows the results of the four
algorithms when we compare the best costs of five computations. Each quarter wave includes
four angles.

Table 4. Switching angles and costs at 0.2 modulation index.

Algorithms α1 α2 α3 α4 f (α)

MGA 51.219 57.315 73.357 84.342 0.001912
PSO 50.893 57.74 72.439 85.149 1.76 × 10−31

ICA 50.894 57.74 72.439 85.148 2.38 × 10−10

PSOICA 50.893 57.74 72.439 85.149 1.68 × 10−30

As can be seen, the switching angles of the MGA deteriorated, and the cost are bigger than
1 × 10−5. Figure 5a shows the simulation results of the MGA. The output voltage distortion could not
be ignored. In contrast, the costs of the PSO, ICA, and the proposed PSOICA are much smaller than
1 × 10−5. However, with the increasing switching angles, the accuracy of the solution could worsen.
Comparing Table 3 with Table 4, the accuracy of the solutions calculated by the ICA or the MGA
decreases rapidly with the increasing switching angles, while the costs of the PSO and the PSOICA have
no significant changes. Hence, the advantages of the PSO and PSOICA algorithms in local searching
ability are further confirmed. Figure 5b,c exhibits the phase voltages and corresponding spectra.

As shown in Figure 5, when the switching angles increase to 4, the MGA cannot eliminate the 5th
harmonic completely, and the phase voltage distortion raises to 9.2%. In contrast to the MGA, the 5th,
7th, and 11th harmonics are eliminated by the PSO, ICA, and proposed PSOICA. At the same time,
the phase voltages also meet the desired values.

The results show that the dimension of the variables has a large influence on the precision of
solutions. In Figure 6, the phase voltage distortion rates and the THDs of the four algorithms are plotted
with respect to the modulation degree in the situation of four switching angles per quarter wave.

As we can see, the phase voltage distortion rates (PVDR) of the MGA even reach 40%, which is
quite higher than the those of PSO, conventional ICA, and proposed PSOICA, whose PVDR ar on the
average, 1%. That means that the MGA performs worse in high variable optimization problems.
In contrast, the PSO, conventional ICA, and proposed PSOICA can output the desired voltage
effectively and eliminate the selective harmonics. However, there is a big difference between these
three algorithms. They have different THD of phase voltages. For PSO and ICA, the THDs decrease
with modulation increase but, in some situations, the THDs get higher. For the proposed PSOICA,
THD is an obvious attenuation curve. This is because in low modulation index, the nonlinear equations
with the four switching angles have three different solutions, and each of them has different THDs.
The PSOICA finds the best optimal solution that has the lowest THD each time. However, the ICA and
PSO frequently result in suboptimal solutions, with higher THDs due to the searching limitation.
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Figure 5. Waveforms of phase voltage and spectrum analysis of four algorithms: (a,b) MGA; (c,d) PSO;
(e,f) ICA; (g,h) the proposed PSOICA. THD: total harmonic distortion.

Figure 6. Characteristic analysis: (a) voltage distortion rate; (b) THDs.

Therefore, we come to the conclusion that, when the dimension of the cost function increases,
the local search ability of the MGA decreases, and the PSO, ICA, and proposed PSOICA meet the
precision requirements. However, the results of the PSOICA include different solutions which always
contain the optimal solution. That means that the PSOICA may present the best global searching
ability among the four studied algorithms.
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Table 5 is built to compare the global searching ability which is based on the data of 100 runnings
for every algorithm.

Table 5. Comparing the results of four switching angles.

Convergent Rate One Solution Two Solutions Three Solutions

MGA 96% 60% 35% 1%
PSO 91% 91% 0 0
ICA 95% 32% 45% 18%

PSOICA 100% 5% 41% 54%

Compared to the proposed PSOICA, the conventional ICA has a lower convergent rate and a
higher possibility of getting one solution. It shows that the proposed PSOICA enhances the global
searching ability of the ICA. The PSOICA has a 54% chance of getting all three sets of solutions.
The MGA barely obtains three solutions, and the PSO only has one solution in each calculation
instant. Moreover, the convergent rate of PSOICA is also better than those of the MGA and PSO,
which demonstrates the superiority of the PSOICA in global search.

According to the comprehensive comparative analysis above, it can be seen that the
proposed PSOICA has advantages over the MGA, PSO, and ICA, regarding both global and local
searching abilities.

4. Simulation Analysis

To identify the correctness of solutions, we selected two different solutions, which are [20.3232,
56.3232] at 0.95 modulation index, and [62.4933, 81.5067] at 0.2 modulation index, and used
Matlab/Simulink for simulation and harmonic analysis. The simulation conditions consisted of
a fundamental output frequency of 50 Hz and a DC voltage of 1000 V.

In Figure 7, the phase voltage waveforms conform to the waveforms at low modulation shown
in Figure 1a, and the amplitude matches the desired values exactly. A spectrum analysis shows that
the selected 5th harmonic in phase voltage as well as the 5th and triple harmonics in line voltage are
completely eliminated.

In Figure 8, the phase voltage waveforms are five-level, as shown in Figure 1b. The output
voltages match the desired values exactly, and the selected 5th harmonic in phase voltage as well as
the 5th and triple harmonics in line voltage are equal to zero. This verifies the correctness of switching
angles and the effectiveness of the SHEPWM strategy.

Figure 7. Simulation results with a modulation index of 0.2: (a) waveforms of phase voltage and its
spectrum analysis; (b) waveforms of line voltage and its spectrum analysis.
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Figure 8. Simulation and analysis with a 0.95 modulation index: (a) waveforms of phase voltage and
its spectrum analysis; (b) waveforms of line voltage and its spectrum analysis.

Figure 9a displays the trends of two switching angles, and second solutions are found in the
modulation index range of 0–0.605. The fact that the two solutions change regularly and work out at
all modulation indexes is convenient for building a look-up table. Both these solutions meet various
conditions of the five-level SHEPWM strategy and have different THDs. Figure 9b shows the THDs
of the two solutions. For the first solutions, low and high waveforms correspond to the modulation
index ranges 0–0.375 and 0.375–1.12, respectively. The second solutions merely work for waveforms
of low modulation index, between 0 and 0.605. Taking THD into consideration, for the situation of
two switching angles per quarter wave, we can conclude that, in the ranges of 0–0.551 and 0.605–1.12,
the first solutions are better, whereas, in the remaining range, the second solutions are more suitable.

Figure 9. Trends of two switching angles and second solutions with the varying of the modulation
index: (a) switching angles of the PSOICA; (b) THDs of the two different solutions.

5. Experimental Results

A downscaled three-phase NPC/H-Bridge five-level converter experimental prototype, shown in
Figure 10, is set up to validate the proposed PSOICA. The power devices of the experimental prototype
are insulated gate bipolar transistors (IGBT) modules (Infineon-BSM50GB120DLC). Meanwhile,
a high-speed digital control platform based on the digital signal processor (DSP) (TI-TMS320F28335)
and field programmable gate array (FPGA) (Xilinx-XC3S500E) is also adopted to implement the
proposed PSOICA. The experimental conditions consist of the fundamental output frequency of 50 Hz
and the DC voltage of 100 V.
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Figure 10. Three-phase neutral-point-clamped (NPC)/H-Bridge five-level converter experimental prototype.

Figure 11a shows the phase voltage and line voltage and their spectrum analysis under 0.2
modulation index. The waveforms are the same as those of the simulation results, and the selected
5th harmonic and triple harmonics are totally eliminated. Figure 11b exhibits the phase voltage and
line voltage and their spectrum analysis under 0.95 modulation index. The phase voltage is five-level
and the line voltage is nine-level, which are similar to the simulation results. Moreover, the selected
harmonic and triple harmonics in line voltage are also removed. Hence, the analysis and simulation
results are validated by these experimental results.

Figure 11. Experimental analysis of the waveforms: (a) waveforms of phase voltage and line voltage
and their spectrum analysis under a modulation index of 0.2; (b) waveforms of phase voltage and line
voltage and their spectrum analysis under a modulation index of 0.9.
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As seen, a minor difference can be observed regarding the harmonic distribution characteristics
between the simulation results (see Figures 7 and 8) and the experimental results. We think that this is
mainly the result of two factors: one is the model difference between the simulation model and the
actual experimental prototype, the other is the dead-time effect. As known, the IGBT model in the
Matlab/Simulink is relatively ideal and can be regarded as a switch without the turn-on/turn-off time,
so the dead-time is not set in the simulation research in this paper. However, for the experimental setup,
the actual IGBT modules cannot switch as fast as the simulation models. Hence, for the experimental
research described above, the dead-time was set to 4 μs in order to prevent a short circuit in each
bridge arm. Considering that the SHEPWM is strongly associated with the switching time of the IGBTs,
the above factors may cause the aforementioned minor difference.

6. Conclusions

In this paper, an improved ICA algorithm named PSOICA has been proposed for solving the
multilevel SHEPWM. Two starting points were followed for designing the PSOICA: one was to increase
the diversity and movements of the imperialists, the other was to enhance the ability to jump out of
the local optimal. Hence, a novel type of particles, named independent countries, were brought into
the conventional ICA to solve the nonlinear equations for the multilevel SHEPWM, especially for the
situations with two and four switching angles per quarter wave. Compared to the existing MGA, PSO
algorithm, and conventional ICA, the proposed PSOICA shows better performances both in global
and local searching abilities, which verify the superiority of the proposed PSOICA. At the same time,
the switching angles at different modulation indexes were calculated more accurately by the proposed
PSOICA, which could help to obtain a more accurate modulating performance for various kinds of
multilevel converters. Moreover, since a higher convergent rate can be obtained by the proposed
algorithm, the execution time for solving the multilevel SHEPWM can also be reduced. Thus, the
proposed PSOICA could provide a more appropriate solving approach for the SHEPWM with a high
number of voltage levels.
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Abstract: There has been increasing interest for industry applications, such as solar power
generation, fuel cell systems, and dc microgrids, in step-up dc-dc converters with reduced number
of components, low component stress, small input ripples and high step-up ratios. In this paper,
an input-parallel-output-series three-level boost (IPOS-SC-TLB) converter is proposed. In addition
to achieving the required performance, the input and output terminals can share the same ground
and an automatic current balance function is also achieved in the IPOS-SC-TLB converter. Besides,
a capacitor voltage imbalance mechanism was revealed and a three-loop control strategy composed
of output voltage loop, input current loop and voltage-balance loop was proposed to address the
voltage imbalance issue. Finally both simulation and experiment studies have been conducted to
verify the effectiveness of the IPOS-SC-TLB converter and the three-loop control strategy.

Keywords: three-level boost; automatic current balance; three-loop; voltage imbalance

1. Introduction

Multilevel step-up dc-dc converters are widely employed in wind farms [1–6], solar power
generation systems [7–11], fuel cell systems [12–15], high-power charging stations for electric cars [16,17],
and dc microgrids [18–20]. In these systems, a multilevel step-up dc-dc converter helps regulate a
varying low-level input voltage to a stable high-level voltage, which usually serves as the dc link
voltage of a grid-connected inverter. It is desirable to achieve both low voltage stress and low
current stress across components to reduce power losses and save cost. Besides, input current ripple
is another important issue that should be considered for these systems, especially for fuel cell or
battery storage systems. As multilevel conversion techniques have evolved, many multilevel step-up
dc-dc converters have been proposed. In terms of non-isolated multilevel step-up dc-dc converters,
the three-level boost converter was firstly proposed and then adopted to combine with a three-level
diode-clamped inverter to achieve medium voltage and high power [2,6]. The corresponding four-level
boost converter was subsequently proposed to output higher voltage level and higher power [4].
Owing to the interleaved scheme, small input current ripple and low component stress could be easily
realized in these multilevel boost converters. However, the input terminal and the output terminal
in the two converters do not share the same ground, which can bring in severe EMI problem [7].
One flying-capacitor-based three-level boost converter was proposed to address this problem and good
effect has been achieved [12]. However, all these multilevel boost converters face the same inherent
limitation, i.e., the voltage gain is limited to be 1/(1 − d), where d is the duty ratio. Unfortunately,
practical considerations limit its output voltage to approximately four times its input voltage. To supply
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a high output voltage, it must operate at extremely high duty-cycle whereas extreme duty-cycles
impose inefficient small off times. Small off times will cause severe diode reverse-recovery currents,
increasing electromagnetic interference (EMI) levels [9].

Another flying-capacitor-based three-level boost converter with intrinsic voltage doubler was
proposed in [21,22]. In addition to the advantages of topology described in [8], the two input inductor
currents of this converter could be self-balanced due to the flying-capacitor. Moreover, the voltage
gain of this converter is 2/(1 − d) instead of 1/(1 − d). However, the voltage stresses across the
output diode and the output capacitor equals to the output voltage, which is a disadvantage. On the
other hand, the voltage stresses across the output diodes could be decreased by half of the output
voltage in the converter with two symmetrical flying-capacitors [23]. Nevertheless, one more diode
and one more capacitor are necessary, and voltage stress across the output capacitor is still very high.
These shortcomings are also presented in the topologies proposed in [24,25]. In general, a list of split
capacitors connected in series is a good solution to reducing voltage stress across the output capacitor.
One solution is the application of a diode-capacitor voltage multiplier on a classical non-isolated boost
converter, which also presents a high voltage gain and self-balanced function for capacitor voltages [26].
However, a large input current ripple and a high current stress across the single switch exist inevitably
as no interleaved scheme is adopted in these converters. Modular multilevel dc-dc converter is a good
choice for high voltage applications, such as high voltage direct current (HVDC) and high voltage
drive areas [27–31]. However, it is not a good choice for medium-voltage applications. Reference [32]
proposed a modular multilevel dc-dc converter composed of multiple buck-boost converter modules,
which is suitable for medium-voltage and high-power applications. However, the output voltage of
the lower module multiplying by d/(1 − d) serves as the input voltage of the upper module, to achieve
a high voltage gain. The voltage gain is smaller than 2/(1 − d) and all switches do not share the same
ground. Recently, a switched-capacitor technique has begun to be employed in medium-voltage and
high-power dc-dc converters with good performance [33–36].

To address the abovementioned issues and to achieve a reduced number of components,
low component stress, small input ripples and high step-up ratio, an input-parallel-output-series
switched-capacitor three-level boost (IPOS-SC-TLB) converter is proposed in this paper. In addition to
achieving the required performance target, the proposed IPOS-SC-TLB converter also has automatic
current balancing capability. Compared with the existing three-level boost converters, the proposed
converter has the advantages of high voltage gain at full duty cycle range, small component stress,
a reduced number of components, common ground for the input and output terminals, and automatic
current balancing. All capacitors, diodes, switches only endure half of the output voltage, enabling
components with less voltage rating used in the proposed IPOS-SC-TLB converter. Common ground
for the input and output terminals not only save power supplies for designing drivers, also helps
reduce EMI. Automatic current balancing capability avoid additional current-balance control strategy
that is required in a multi-converter system. To address the voltage imbalance issue, a three-loop
control strategy composed of an output voltage loop, an input current loop and a voltage-balance loop
is developed for the IPOS-SC-TLB converter.

The remainder of the paper is organized as follows: Section 2 introduces the topology derivation
and operating principle of the proposed IPOS-SC-TLB converter. Performance analysis is subsequently
presented in Section 3 and the three-loop control strategy is given in Section 4. Both simulation and
experimental verifications have been done in Section 5 and finally the conclusions of the paper are
drawn in Section 6.

2. IPOS-SC-TLB Converter

2.1. Topology Derivation

Until now, interleaved techniques adopted in multilevel dc-dc converters can be divided into two
different types: serial-interleaved (SI) techniques (Figure 1a) and parallel-interleaved (PI) techniques
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(Figure 1b). As it can be seen, the total components of the two topologies are equal except the numbers
of inductors and capacitors. One inductor is necessary in the SI structure while (n − 1) inductors
are employed in the PI structure. The SI structure needs (n − 1) capacitors, while one capacitor is
necessary in the PI structure.

A comparative analysis between the two techniques are presented in Table 1. On the one hand,
(n − 1) voltage levels U0, U1, . . . Un−1, are achieved due to the (n − 1) split capacitors in the SI
structure while only one output voltage level Un−1 is achieved in the PI structure. On the other hand,
the total input current flow through (n − 1) split inductors in the PI structure while through only
one inductor in the SI structure. As a result, the SI structure has output voltage divider function
and voltage-balance control strategy is necessary to realize voltage balance. The PI structure has
input current shunt function and current-balance control strategy is necessary to balance all split
inductor currents. All the drive circuits of the switches must be isolated in the SI topology, i.e., (n − 1)
isolated drive sources are necessary in the SI structure. However, this drawback does not exist in the
PI structure because all the switches share the same ground.
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Figure 1. Two interleaved structures: (a) SI; (b) PI.

Table 1. Comparative analysis between SI and PI topologies.

Structure Voltage Level Function Control

SI U0, U1, . . . Un−1 Divide voltage Voltage-balance
PI Un−1 Shunt current Current-balance

The conventional three-level boost converter is based on the SI structure in Figure 2a.
To distinguish it from other topologies in this paper, the converter in Figure 2a is called SI-TLB.
The converter in Figure 2b is named as PIB as it is based on the PI topology. The input terminal and
the output terminal of SI-TLB do not share the same ground, which easily results in electromagnetic
interference (EMI) problems. Moreover, the voltage stresses across all the components in a PIB
converter are high since no multilevel technique is employed.
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Figure 2. Development of TLB converters: (a) SI-TLB; (b) PIB; (c) SI-FC-TLB; (d) PI-FC-TLB;
(e) PI-SFC-TLB; (f) SC-TLB; (g) IPOS-TLB1; (h) IPOS-TLB2.

To avoid these shortcomings mentioned above, flying-capacitor technique has been introduced
into SI-TLB and PIB converters to develop new three-level boost converters. The converter called
SI-FC-TLB in Figure 2c is derived by employing one flying-capacitor. The input terminal and the output
terminal share the same ground and all switches and diodes are clamped at the half of the output
voltage by controlling the voltage of the flying-capacitor Cf to be half of the output voltage [21,22].
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However, it can be seen that SI-TLB and SI-FC-TLB both have a limited voltage gain due to the SI
structure. Thus, the converter called PI-FC-TLB in Figure 2d was proposed based on PI structure
and one flying-capacitor [21,22]. The voltage gain of PI-FC-TLB is as two times as that of SI-TLB
and SI-FC-TLB. But the voltage stress across the output diode is high, equal to the output voltage.
Also, another converter PI-SFC-TLB based on the PI structure and two symmetrical flying-capacitors
in Figure 2e was proposed to reduce the voltage stresses across the output diodes [23]. However,
the voltage stress across the output capacitor is still equal to the output voltage and many capacitors
and diodes are necessary. As analyzed above, flying-capacitor technique introduced into multilevel
boost converters based on SI structure could help solve the problem that input and output terminals
do not share the same ground while flying-capacitor technique introduced into multilevel boost
converters based on PI structure could help enhance voltage gains. However, there is a common
disadvantage among SI-FC-TLB, PI-FC-TLB, and PI-SFC-TLB converters that the output terminal
is constructed by only one output capacitor, which not only bears a high voltage stress, but also
does not help reduce the voltage stress across output diodes and output capacitors. Additionally,
the voltage-balance control is not easy to realize as one or more flying-capacitor voltages should be
control independently. Even though the output capacitor can be replaced by two split capacitors in
series in the output terminal, the two split capacitors could not be self-balanced and could not be
controlled by voltage-balance control strategy either. On the other hand, a three-level boost converter
based on switched-capacitor network is proposed in [26]. For simplification, the converter is name as
SC-TLB, which not only has two split capacitors at the output terminal, but also has self-balancing
function for capacitor voltages. As a result, there is no need to employ any voltage-balance control
strategies to solve the voltage imbalance issue. However, as analyzed in Section 1, there is a big
disadvantage that SC-TLB has high input current and high input current ripple since no interleaved
structures are employed. As a result, high power losses are inevitable in the SC-TLB converter.

There are also two input-parallel-output-series (IPOS) boost converters shown in Figure 2g (called
by IPOS-TLB1) and Figure 2h (called by IPOS-TLB2) from references [24,25]. Like the ISOS-TLB
converter, the input terminal and the output terminal do not share the same ground and the voltage
stress across diode D1 is equal to the output voltage in the IPOS-TLB1 converter. Although the topology
IPOS-TLB2 is simple, its voltage gain is smaller than the other topologies and the input terminal and
the output terminal do not share the same ground, either.

According to the comparative analysis mentioned above, the SI structure is suitable for high input
voltage and high output voltage applications while the PI structure is suitable for high input current
and high output current applications. As shown in Figure 1, the input terminal, output terminal
and all switches share the same ground in the PI topology. The flying-capacitor technique helps
enhance the voltage gains of the converters based on the PI structure. Besides, the switched-capacitor
technique, which could be deemed as an extension of flying-capacitor technique, not only increases
the voltage gain, but also brings a self-balancing function for capacitor voltages. On the whole, there
are three techniques could be employed in multilevel dc/dc converters, i.e., interleaved technique,
flying-capacitor technique, and switched-capacitor technique. Until now, only one or two of the three
techniques were employed in a single power converter.

This paper proposes an IPOS-SC-TLB converter in Figure 3 and presents a detailed analysis of
the converter. IPOS-SC-TLB combines the parallel-interleaved technique, flying-capacitor technique,
and switched-capacitor technique together. In Figure 3, L1, L2, S1, S2 formulate the PI structure,
while L1, S1, D1, C1 form Boost I and L2, S2, D3, C2 form Boost II. Besides, Cf, D2 and S2, C1 formulate a
switched-capacitor network, which makes the two input terminals in parallel and the output terminals
in series for Boost I and Boost II.
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Figure 3. The proposed IPOS-SC-TLB converter.

2.2. Operating Principle

In the IPOS-SC-TLB converter, all the inductors, capacitors, switches, diodes have the same
respective parameters, i.e.,

L1 = L2 = L (1)

C1 = C2 = C (2)

Considering the voltage drops of IGBT and diode, and the equivalent series resistor of inductor,
the equivalent circuits of the IPOS-SC-TLB converter are presented in Figure 4. In the interleaved
scheme, the operating stages of IPOS-SC-TLB could be divided into two modes according to duty
cycle: when d is greater than 0.5 and when d is smaller than 0.5.

(1) When the duty cycle d is greater than 0.5, the IPOS-SC-TLB operates at the periodic stages of I, II,
I, and III.

Stage I: Both switches S1, S2 are turned on and the diode D2 is forward biased as the capacitor
voltage UC1 is still a little bigger than the capacitor voltage UCf after the stage III. During Stage I,
both the two inductors L1, L2 are charged by the input source Uin. Thus, there are:

L1
diL1

dt
= L2

diL2

dt
= Uin − IL1rL − US (3)

UC1 = UC f + US + UD (4)

As the two capacitor voltages UC1, UCf are charged in parallel, the voltage differences between
UC1 and UCf are small but cannot be ignored. As a result, the current flowing through D2 caused by
the small voltage difference is labelled as I1. The current flowing through S1 is equal to iL1 while the
current flowing through S2 is the sum of iL2 and I1.

Stage II: When the switch S1 is turned on and the switch S2 is turned off, the diode D3 is forward.
The inductor L1 is still charged by the input source Uin, which also supplies energy to the load together
with the inductor L2 and the flying-capacitor Cf. Thus, there are:

L1
diL1

dt
= Uin − IL1rL − US (5)

L2
diL2

dt
= Uin + UC f − UD − UC2 − UC1 (6)

According to (4) and (6), there is:

L2
diL2

dt
= Uin − UC2 − US − 2UD (7)

226



Energies 2018, 11, 2631

During Stage II, the capacitor voltage UCf decreases while the capacitor voltage UC1 increases.
As a result, the voltage difference between UC1 and UCf becomes bigger and bigger and finally reaches
its maximum at the end of Stage II. The current flowing through the switch S1 is still equal to iL1 while
no currents flows through the switch S2 and the diode D2 during this stage.
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Figure 4. Equivalent circuits of the IPOS-SC-TLB converter: (a) stage I; (b) stage II; (c) stage III;
(d) stage IV.

Stage I: The converter repeats Stage I and the same output results could be achieved like (3) and (4).
However, as analyzed in Stage II, the voltage difference between UC1 and UCf reaches its maximum
value, the current flowing through the diode D2 reaches its maximum value, labelled as I2. The current
flowing through S1 turns to be the same as iL1 again while the current flowing through S2 is the sum of
iL2 and I2.

Stage III: When the switch S1 is turned off while the switch S2 is turned on, the diodes D1, D2 are
both forward. The inductor L2 is charged by the input source Uin, which also supplies energy to C1

and Cf together with the inductor L1. Thus, there are:

L1
diL1

dt
= Uin − IL1rL − UD − UC1 (8)

L2
diL2

dt
= Uin − IL1rL − US (9)

During Stage III, the two capacitors C1, Cf are connected in parallel and thus the voltage difference
between them is small, which results in a small current flowing through the diode D2. It has been

227



Energies 2018, 11, 2631

mentioned in the first Stage I, labelled as I1. As a consequence, the current flowing through S1 turns to
be zero while the current flowing through S2 is the sum of iL2 and I1.

(2) When the duty cycle d is smaller than 0.5, the IPOS-SC-TLB converter operates at the periodic
stages of IV, II, IV, and III.

Stage IV: Both switches S1, S2 are turned off while D1 and D3 are on forward biased:

L1
diL1

dt
= Uin − IL1rL − UD − UC1 (10)

L2
diL2

dt
= Uin + UC f − UD − UC2 − UC1 = Uin − UC2 − US − 2UD (11)

As the first Stage IV begins after Stage III, the capacitor voltage UCf decreases while the capacitor
voltage UC1 increases. During this stage, no currents pass through the two switches S1, S2 and the
diode D2 as they are all switched off.

Stage II: The same results could be achieved like (5)–(7) and the voltage difference between UC1

and UCf continues increasing during this stage. The current flowing through the switch S1 is still equal
to iL1 while no currents flows through the switch S2 and the diode D2 during this stage.

Stage IV: The converter enters into another Stage IV, where the voltage difference between UC1

and UCf continues increasing and reach its maximum value at the end of the stage. And no currents no
currents pass through the two switches S1, S2 and the diode D2.

Stage III: At the beginning of the stage III, the current flowing through the diode D2 reaches its
maximum value I2. But later becomes a smaller value I1 as the two capacitors C1, Cf are charged in
parallel. Thus, the current flowing through the switch S1 is zero while the current flowing through the
switch S2 is the sum of iL2 and I2 and then the sum of iL2 and I1 during this stage. For any duty cycle d,
two equations can be attained based on Voltage-Second Balance Principle during one switching period:

dTs(Uin − IL1rL − US) + (1 − d)Ts(Uin − IL1rL − UD − UC1) = 0 (12)

dTs(Uin − IL2rL − US) + (1 − d)Ts(Uin − UC2 − US − 2UD) = 0 (13)

During the switching period, the output voltage of the converter is always described by:

Uo = UC1 + UC2 (14)

According to (28), there is:

IL1 = IL2 =
Uo

R(1 − d)
(15)

Therefore, the voltage gain G and the capacitor voltages could be derived by:

G =
Uo

Uin
=

2 + (2d−3)UD−US
Uin

1 − d + rL(1+d)
R(1−d)

(16)

The capacitor voltages are calculated by:⎧⎪⎨⎪⎩
UC1 = Uin−IL1rL−UD

1−d
UC2 = Uin−dIL2rL−US+(2d−2)UD

1−d
UC f =

Uin−IL1rL−(1−d)US−(2−d)UD
1−d

(17)

228



Energies 2018, 11, 2631

When the parasitic parameters are ignored, there are:{
G = 2

1−d
UC1 = UC2 = UC f =

1
2 Uo

(18)

3. Performance Analysis

3.1. Component Stress

According to the analysis mentioned above, the key voltage waveforms of the IPOS-SC-TLB
converter are presented in Figure 5. The voltage stresses across all switches, diodes and capacitors are
half of the output voltage:

US1 = US2 = UD1 = UD2 = UD3 = UC1 = UC2 = UC f =
1
2

Uo (19)
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Figure 5. Key voltage waveforms: (a) d > 0.5; (b) d ≤ 0.5.

The current waveforms of the IPOS-SC-TLB converter are presented in Figure 6. From Figure 6,
whatever the duty cycle d is, the average current across S1, S2 can be obtained as follows:{

IS1 = dIL1

IS2 = IL2
(20)

The average currents across D1, D2, D3 identical with value equal to the average output current
are determined as follows:

ID1 = ID2 = ID3 = Io =
Uo

R
(21)

When the duty cycle d is over 0.5, the operating period of Stage II in Figure 4b can be expressed
by (1 − d)Ts during one switching period. During Stage II, the capacitor C2 is charged with the current
expressed by:

iC2_charged = IL2 − Uo

R
(22)
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Figure 6. Key current waveforms: (a) d > 0.5; (b) d ≤ 0.5.

During the remained operating period dTs, C2 is discharged with the current expressed by:

iC2_discharged = −Uo

R
(23)

According to Ampere-Second Balance Principle, there is:

(1 − d)Ts(IL2 − Uo

R
) + dTs(−Uo

R
) = 0 (24)

We can obtain the average current of inductor L2 by simplifying (24) as below:

IL2 =
Uo

R(1 − d)
(25)

When the duty cycle is smaller than 0.5, the same formula as (25) can be obtained. It should
be noted that the average current of inductor L2 could be also derived as below. During one whole
switching period, the average charging current flowing through Cf is the same as the average current
flowing through D2. So the increased charges of Cf during one switching period is ID2*Ts. In addition,
when d is over 0.5, the flying-capacitor Cf is only discharged during Stage II and the average discharging
current flowing through Cf is IL2 with the discharging time (1 − d)Ts. When d is smaller than 0.5,
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the flying-capacitor Cf is discharged during Stage II and Stage IV with the average discharging current
IL2 and the total discharged time (1 − d)Ts. It can be seen that the decreased charges of Cf during
one switching period is IL2*(1 − d)Ts no matter what the duty cycle d is. Therefore, by applying
Ampere-Second Balance Principle on Cf, we have:

ID2 ∗ Ts = IL2 ∗ (1 − d)Ts (26)

According to (26), the same formula as (25) can be achieved. On the other hand, the average
current of L1 can be easily obtained as below:

IL1 =
ID1

1 − d
=

Uo

R(1 − d)
(27)

According to (20)–(27), the average currents across all switches and diodes are:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
IL1 = IL2 = Uo

(1−d)R
IS1 = dUo

(1−d)R
IS2 = Uo

(1−d)R
ID1 = ID2 = ID3 = Uo

R

(28)

3.2. Switched-Capacitor Network

For two typical boost converters, their input terminals cannot be simply connected in parallel and
while their output terminals are connected in series simultaneously. The flying-capacitor Cf and the
diode D2 in the proposed IPOS-SC-TLB converter are used to realize the input-parallel output-series
topology. Because a switched-capacitor network is constructed and it helps support the output voltage
of the Boost I for the Boost II. As shown in Figure 4, the flying-capacitor Cf is clamped with the capacitor
C1 during Stage I and Stage III, labelled as the oval areas, i.e., the two capacitor voltages are identical.
During Stage II and Stage IV, the flying-capacitor Cf serves as the voltage support for the Boost II.
So, it could be thought of as that the output capacitor C2 is charged by the input source because the
capacitor voltage UCf offsets the capacitor voltage UC1, which are labelled as the rectangular areas.
Furthermore, it can be seen from (26) that the flying-capacitor Cf could automatically balance the
average currents of the two inductors L1 and L2. Thus, the IPOS-SC-TLB converter does not need
any current-balance circuit or current-balance control strategy that is required in the conventional
parallel-interleaved dc/dc converters.

3.3. Ripple Analysis

In the switched-capacitor network, the flying-capacitor Cf could be served as an energy buffer.
According to (26) and (27), the increased or decreased charges on Cf is Uo*Ts/R, which could be
described by another way of Cf*ΔuCf, where ΔuCf represents the voltage ripple of Cf. Finally, the voltage
ripple of Cf is derived by:

ΔuC f =
Uo

RCf fs
(29)

Besides, it is easy to attain the voltage ripples of C1 and C2:

ΔuC1 = ΔuC2 =
Uod
RC fs

(30)

Additionally, the current ripples of L1 and L2 could be obtained by:

ΔiL1 = ΔiL2 =
Uin
L

d
fs

(31)
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The input current ripple can be calculated by:

Δiin =

{ Uin
L

2d−1
fs

d > 0.5
Uin

L
d(1−2d)
fs(1−d) d ≤ 0.5

(32)

3.4. Inrush Current Suppression

In practical application, IGBT and diode usually have some voltage drops and capacitors has
equivalent serial resistors. Thus, it is inevitable to see some voltage differences between C1 and Cf,
which can be described by:

ΔU = UC1 − UC f = US + UD (33)

UD and US are assumed to be the voltage drop of one diode and the voltage drop of one IGBT.
Figure 7 shows the equivalent circuit of the switched-capacitor network when S2 turns on.

C CU

CfR

fC CfU

DU

CR Di

SU

Figure 7. Equivalent circuit of the switched-capacitor network.

It can be seen that the output capacitor C1 is connected with the flying-capacitor Cf in parallel. RC1,
RCf means the equivalent serial resistors of C1 and Cf, respectively. The current iD2 flowing through
the diode D2 could be calculated by:

iD2 =
ΔU

RC1 + RC f
(34)

In (34), the equivalent serial resistors RC1, RCf are usually very small, which are in the range of
milliohms. As a result, although ΔU is small, it may bring in very high inrush current iD2 flowing
the switched-capacitor network when S2 is turned on and D2 is forward instantaneously. Moreover,
this will result in more conduction losses across the switch S2 and the diode D2.

From (10), one way to suppress iD2 is to reduce the voltage difference ΔU is by using wide
bandgap semiconductors, such as SiC or GaN components that have smaller voltage drops compared
with Si-based components. However, ΔU cannot be reduced to zero and this may still bring in a certain
inrush current. Another method is to increase the impedance of the switched-capacitor network.
Placing a serial resistor with high resistance could increase the impedance but extra power losses are
produced. As shown in Figure 8, this paper proposes to put a small stray inductor Ls together with D2.
In this way, the loop impedance is increased by 2πf sLs and then the inrush current iD2 is reduced to:

iD2 =
ΔU

2π fsLs + RC1 + RC f
(35)

3.5. Comparative Analysis

Comparative analyses of SC-TLB, SI-TLB, SI-FC-TLB, PI-FC-TLB and the proposed IPOS-SC-TLB
are presented in Table 2. L, S, D, and C represent the quantities of inductors, switches, diodes and
capacitors, respectively. DS means the quantity of driver supplies and G means the voltage gains.
Besides, UVPS, UVPD, and UVPC respectively represent the voltage stresses across switches, diodes,
capacitors; and IVPS1, IVPS2, and IVPD represent the average current across switches S1, S2 and diodes,
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respectively. “Self-balance” means the input inductor currents could be self-balanced and “same
ground” means the input terminal and the output terminal share the same ground. In addition,
the voltage gain comparison curves are presented in Figure 9.

S

L

inU

R
fC CfU

CU

L
D

D

D

C

••

•

•

• •

• • •

ini

Li

S

N

CUC

Li •

Di

Di

oi
Ci

Ci

sL

oU

Figure 8. IPOS-SC-TLB with a small stray inductor Ls.

Among these seven TLB converters, the common performance parameters are the voltage stress
across switches and the input current ripple. The TLB converters based on SI structure need two
isolated drive power supplies and have a low voltage gain, while those TLB converters based on PI
structure need only one power supply and show a higher voltage gain. The SI-FC-TLB and PI-FC-TLB
are very similar except for different interleaved structures. From these two converters, it could be
seen that the voltage stresses across the output diodes are low in the SI structure while high in the
PI structure; and the average current stresses across switches are high in the SI structure while low
in the PI structure. The smaller average current stress across switches should be attributed to the PI
structure. Among the five converters, the quantity of components are not the most in the proposed
IPOS-SC-TLB, and high voltage gain, small voltage stress and small current stress are achieved.
Moreover, voltage-balance control could be easily achieved with the input terminal and the output
terminal sharing the same ground. In other words, the proposed IPOS-SC-TLB converter integrates
nearly all the merits of the other four TLB converters. However, there is also a disadvantage that the
imbalance current between the two power switches S1, S2. As analyzed in Equation (28), the average
current of S2 is Uo/R higher than the average current of S1.

Figure 9. Voltage gain comparison.
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4. Three-Loop Control Strategy

4.1. Voltage Imbalance Mechanism

η1, η2 are labelled as the conversion efficiencies of Boost I and Boost II, respectively. Thus, there is:{
η1Uin IL1 = UC1 ID1

η2Uin IL2 = UC2 ID3
(36)

As the output terminals of Boost I and Boost II are connected in series, the two Boost modules
have the same output current. As the average currents across C1 and C2 are both equal to zero during
one switching period, there is:

ID1 = ID3 (37)

In addition, the power losses of D2 and S2 produced in the switched-capacitor network are small
but could not be ignored. But the power losses should be attributed to the Boost II as D2 and S2 help
formulate the Boost II. As a result, there is:

η1 > η2 (38)

Based on (36)–(38), we have:
UC1 > UC2 (39)

As analyzed above, the two split inductor currents could be self-balanced, but the two output
capacitor voltages could not be self-balanced. Considering the voltage drops of IGBT and diode,
the voltage difference between C1 and C2 could be described by the sum of the voltage drop of one
IGBT and the voltage drop of one diode. Besides, the parasitic resistances of L1 and L2 are labelled as
rL and the parasitic resistance of Cf is labelled as rCf. As the average currents across L1 and L2 are high,
the voltage drops of parasitic resistances are large and could not be ignored. Under this condition,
the two output capacitor voltages could be rewritten as:

UC1 =
1

1 − d
(Uin − IL1rL)− UD (40)

UC2 =
1

1 − d
[Uin − IL2(rL + rC f )]− ΔU − UD (41)

The two split inductors are designed to attain the same parameters. Owing to the automatic
balanced inductor currents, the voltage difference between C1 and C2 could be described by:

ΔU = UC1 − UC2 =
IL2rC f

1 − d
+ ΔU (42)

Considering (15)–(42) is further simplified as:

ΔU = UC1 − UC2 =
IL2rC f + ΔUSC

1 − d
=

IinrC f

2(1 − d)
+ US + UD (43)

It can be seen from (43) that the voltage imbalance issue is related to the output characteristic and
the parasitic parameters, including the average input current Iin, the duty cycle d, the equivalent series
resistance rCf of the flying-capacitor, and the voltage drops of IGBTs and diodes. The capacitances of
the two output capacitors have no effect on the voltage imbalance issue, which is quite different from
the conventional three-level boost converter shown in Figure 2a.

235



Energies 2018, 11, 2631

4.2. Three-Loop Control Strategy

To address the voltage imbalance issue and to achieve stale operation of the IPOS-SC-TLB
converter, a three-loop control strategy including an output voltage loop, an input current loop and a
voltage-balance loop is proposed in this section. The voltage loop and the current loop respectively
controls the output voltage and the input inductor currents, while the voltage-balance loop helps
alleviate the voltage imbalance issue. However, the voltage loop and the voltage-balance loop will
influence each other if no decoupling scheme is employed. To decouple the output voltage loop and
the voltage-balance loop, the derivation analysis has been done as follows.

Duty cycles d1, d2 in (44) are both composed of the common duty cycle d and the voltage-balance
duty cycles Δd1, Δd2. Also, IL1, IL2 in (45) are both composed of the average inductor current IL and
the voltage-balance inductor current ΔIL1, ΔIL2:{

d1 = d + Δd1

d2 = d + Δd2
(44)

{
IL1 = IL + ΔIL1

IL2 = IL + ΔIL2
(45)

In the IPOS-SC-TLB converter, the relationship of the input inductor currents and the output
current could be described by: {

(1 − d1)IL1 = Io

(1 − d2)IL2 = Io
(46)

By substituting (44) and (45) into (46), there is:{
(1 − d)ΔIL1 − Δd1 IL = ΔIo

(1 − d)ΔIL2 − Δd2 IL = ΔIo
(47)

When the output voltage is not disturbed, the output current variation ΔIo is equal to zero. Thus,
(47) could be simplified by: {

Δd1 = 1−d
IL

ΔIL1

Δd2 = 1−d
IL

ΔIL2
(48)

When the IPOS-SC-TLB converter works at stable steady state, ΔIL1 and ΔIL2 indirectly reflect the
values of Δd1, Δd2. According to (38), it is not difficult to deduce the following formula:

ΔIL1 + ΔIL2 =
IL

1 − d
(Δd1 + Δd2) (49)

In the three-loop control strategy, to decouple the voltage loop and the voltage-balance loop,
the sum of Δd1 and Δd2 should be equal to zero. Thus, according to (49), there is:

ΔIL1 + ΔIL2 = 0 (50)

Then, the reference inductor currents of Boost I and Boost II could be concluded as follows:{
IL1

∗ = IL + ΔIL1 = IL − ΔIL
IL2

∗ = IL + ΔIL2 == IL + ΔIL
(51)

According to (51), the three-loop control strategy is presented in Figure 10. The regulators of the
output voltage loop and the voltage-balance loop adopt proportional-integral controller while the
regulator of the current loop adopts proportional controller. The controllers can be designed based on a
small-signal linearized model of the dc/dc converter, which can be developed according to the classic
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average modeling method for power converters [35,36]. The inner current control loop is designed
to respond faster than the outer voltage control loop so that the two control loops can be designed
independently. As a result, when dealing with the inner loop, we take the outer loop as a constant input.
On the other hand, the inner current control loop can be approximated as a simple lag block when we
proceed with the voltage loop. The voltage-balance loop has the slowest response. When designing
the controller for the voltage-balance loop, the voltage and current control loop can be considered
being in steady state already. Classic Bode-plot and root-locus proportional-integral controller design
procedures [36] can be used to obtain the parameters for the controllers. Nevertheless, it should be
noted that due to the nonlinearity of power devices, the designed controller parameters need to be
further tuned for the actual circuit. Besides, the carrier signals Ca1, Ca2 are with phase-shifted 180
degrees to realize interleaved scheme for the switches S1 and S2.

•

•

C

C

d

d

S

S
I

I

I

U

U

U

I

I

I

U

U

Figure 10. The three-loop control strategy.

The two sampled capacitor voltages UC1, UC2 are added together and then compared with the
output voltage reference Uo* to output the average inductor current IL through the voltage loop
regulator. ΔIL is achieved through the voltage-balance loop regulator by comparing UC1 and UC2. ΔIL2

equals to −ΔIL1 according to (50). The inductor current references IL1*, IL2* in (51) could be achieved
through the decoupled scheme. Then, IL1* and IL2* compares with IL1 and IL2, and pass though the
two current loop regulators to output the duty cycles of Boost I and Boost II as follows:{

d1 = d + Δd1 = d − Δd
d2 = d + Δd2 = d + Δd

(52)

When UC1 is bigger than UC2, the voltage-balance process is: ΔIL becomes positive, which makes
IL1* decrease and IL2* increase. As a result, d1 decreases while d2 increases, i.e., the turn-on time of
S1 decreases while that of S2 increases. Thus, UC1 decreases while UC2 increases. Finally, UC1 equals
to UC2 after several switching periods. When UC1 is smaller than UC2, UC1 and UC2 could be also
balanced according to a similar voltage-balance process.

5. Simulation and Experimental Verification

5.1. Simulation Verification

To verify the correctness and feasibility of the IPOS-SC-TLB converter, a simulation model
adopting the proposed three-loop control strategy with 400 W output power has been implemented.
The detailed simulation and experimental parameters are presented in Table 3.

237



Energies 2018, 11, 2631

Table 3. Simulation & Experimental Parameters.

Components Parameters

Input voltage Uin 48 V–120 V
Output voltage Uo

Switching frequency f s

400 V
25 kHz

Output power Po 400 W
Switches S1, S2 G80N60, 2.4 V voltage drop
Diodes D1, D2 DSEP30-06B, 2.0 V voltage drop

Inductors L1, L2 915 μH, 895 μH, 0.1 ohm equivalent series resistance
Capacitors C1, C2, Cf 470 μF, 0.28 ohm equivalent series resistance

Driver A3120

The input voltage varies between 48 V and 120 V, and the output voltage is controlled to be stable
at 400 V. The switching frequency of the converter is set as 25 kHz. Two inductors are both chosen
as about 900 μH with 0.1 ohm equivalent series resistance. Three capacitors are all set as 470 μF with
0.28 ohm equivalent series resistance. Each of the two IGBT switches has a voltage drop of 2.4 V and
each of the three diodes has a voltage drop of 2.0 V. Figure 11 shows the simulation results when
the input voltage is 48 V and Figure 12 shows the simulation results when the input voltage is 120 V.
It can be seen that the IPOS-SC-TLB converter can output a stable dc voltage of 400 V under both the
two different input voltages. The voltage difference between UC1 and UC2 is about 20 V under the
input voltage 48 V and 10 V under the input voltage 120 V without voltage-balance control. However,
once the voltage-balance control loop is added, UC1 and UC2 are balanced with the same voltage 200 V.
Besides, in the whole experimental process, a small voltage difference between UC1 and UCf is about
4.4 V, which is the sum of the voltage drop of one IGBT and the voltage drop of one diode.

t/s

U /

t/s

U /

U / U /

(a)                                             (b) 
Figure 11. Simulated voltage waveforms when Uin is 48 V: (a) Uo; (b) UC1, UC2, and UCf.

t/s

U /

t/s

U /

U / U /

 
(a)                                              (b) 

Figure 12. Simulated voltage waveforms when Uin is 120 V: (a) Uo; (b) UC1, UC2, and UCf.

More importantly, Figure 13 shows the two split inductor current waveforms of the converter
without voltage-balance control and with voltage-balance control when the input voltage is 48 V.
Under the condition without voltage-balance control, the average values of the two inductor currents
are equal while a little different under the condition with voltage-balance control. Because the duty
cycle d1 and the duty cycle d2 are the same under the condition without voltage-balance control but d1

is a little smaller than d2 under the condition with voltage-balance control. Besides, the input current
ripple is smaller than the inductor current ripples, and input current ripple frequency is 50 kHz,
which is two times the switching frequency 25 kHz.
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(a)                                                (b) 

Figure 13. Simulated current waveforms when Uin is 48 V: (a) without voltage-balance control; (b) with
voltage-balance control.

The simulated voltage waveforms and current waveforms are presented in Figure 14. The voltage
stress across all power devices are half of the output voltage. The average current across every diode is
1 A, which is the same as the output current. Additionally, the average current across the switch S2

is bigger than S1 because the current across the diode D2 added on the current of S2. These results
prove correctness of the theoretically derived results shown in (28). On the whole, the simulation
results basically verify the effectiveness of the IPOS-SC-TLB converter and the proposed three-loop
control strategy.

(a) 

(b) 

Figure 14. Simulated voltage and current waveforms: (a) Uin = 48 V; (b) Uin = 120 V.
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5.2. Experimental Verification

To verify the converter and three-loop control strategy further, an experimental prototype with
the same parameters shown in simulation model is built and it is given in Figure 15. It should be
noted that the inductors L1, L2 are respectively designed to be 915 μH, 895 μH with some deviations in
fact. The two switches are both selected as IGBT G80N60, which have a voltage drop of 2.4 V and the
three diodes are selected as DSEP30-06B, which have a voltage drop of 2.0 V. The control loop of the
converter was implemented based on Dspace 1103.

L2 L1

Auxiliary

C1

Cf

C2

Figure 15. The experimental prototype.

The input current and capacitor voltages of the IPOS-SC-TLB converter under different input
voltages are presented in Figure 16, and the corresponding capacitor voltages are presented in Figure 17.
The inductor currents across L1, L2 and the drive signals of S1, S2 are presented in Figure 18. It can
be seen that the output voltage is stable at 400 V and the three capacitor voltages are stable with
200 V under different input voltages. The input current is continuous with a small current ripple
and the input current ripple frequency is 50 kHz, which is two times the switching frequency 25 kHz.
Moreover, it is easy to observe that as the duty cycle approaches 0.50, the input current ripple becomes
almost zero, which verifies (32).

To show voltage stresses across all the switches and diodes, the terminal voltage waveforms of
S1, S2, D1, D2, and D3 are presented in Figures 19–21. It should be noted that uS1, uS2 are defined
to describe the voltage difference between the drain terminal and the source terminal of S1 and S2,
respectively. uD1, uD2, uD3 are the voltage differences between the cathode and the anode of D1, D2 and
D3. It can be seen that all the voltage stresses of the switches and diodes are 200 V, which is half of the
output voltage 400 V. It matches with (12). In addition, the current IS2 is the sum of IS1 and ID2, which
matches with (20) and (21). For example, when the input voltage is 48 V, IS1, IS2, ID2 are 3.74 A, 4.78 A
and 1.13 A, respectively. It is not difficult to know that the switching state of D1 is complementary to
that of D2, and the switching state of D1 is 180 degrees shifted from that of D3. The switching state
of S1 is also 180 degrees shifted from that of S2. All of these results can verify the correctness of the
operating principle of the IPOS-SC-TLB converter.
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(a)                                              (b) 

 
(c)                                              (d) 

Figure 16. Input current and capacitor voltage waveforms: (a) Uin = 48 V; (b) Uin = 72 V; (c) Uin = 100 V;
(d) Uin = 120 V.

(a) (b)

Figure 17. Capacitor voltage waveforms: (a) Uin = 48 V; (b) Uin = 120 V.

(a)                                             (b) 

(c)                                            (d) 

Figure 18. Inductor current and drive signal waveforms: (a) Uin = 48 V; (b) Uin = 72 V; (c) Uin = 100 V;
(d) Uin = 120 V.
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(a)                                                (b) 

Figure 19. Tested voltage and current waveforms of S1, S2: (a) Uin = 48 V; (b) Uin = 120 V.

 
(a)                                                (b) 

Figure 20. Tested voltage and current waveforms of D2 and current waveform of Cf: (a) Uin = 48 V;
(b) Uin = 120 V.

 
(a)                                              (b) 

Figure 21. Tested voltage and current waveforms of D1, D3: (a) Uin = 48 V; (b) Uin = 120 V.

More importantly, the voltage-balance experimental waveforms of the IPOS-SC-TLB converter are
presented in Figures 22 and 23. The experimental results indicate that when the voltage-balance loop
is not added, there is about 13.0 V voltage difference between UC1 and UC2. For example, when the
input voltage is 48 V, the tested duty cycle is around 0.83. According to (43), the voltage difference
between UC1 and UC2 is 11.26 V under the input voltage of 48 V. The tested voltage difference of 13.00 V
basically matches the theoretical value 11.26 V with some voltage error. When the voltage-balance
loop is added, the voltage difference becomes nearly zero.

(a)                                                (b)  

Figure 22. Voltage balance process of C1, C2 when Uin is 48 V: (a) from no voltage-balance control to
voltage-balance control; (b) from voltage-balance control to no voltage-balance control.
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(a)                                                (b)  

Figure 23. Voltage balance process of C1, C2 when Uin is 120 V: (a) from no voltage-balance control to
voltage-balance control; (b) from voltage-balance control to no voltage-balance control.

Figure 24 shows the theoretical voltage gain and the experimental voltage gain versus duty
cycle when Uin is 48 V. It can be seen that the theoretical voltage gain and the experimental voltage
gain have the same increasing trend though some deviations exist. The experimental voltage gain
basically matches the theoretical voltage gain when the duty cycle varies between 0.2 and 0.5. However,
when the duty cycle is over 0.50, the experimental theoretical voltage gain is less than the theoretical
voltage gain, and their difference increases with the duty-cycle increasing. This phenomenon may
be due to the non-linearity of power electronic components and the fact the true values of parasitic
parameters are hard to obtain.

The conversion efficiency curves versus output power for the IPOS-SC-TLB converter under
different input voltages are given in Figure 25. The minimum efficiency and the maximum efficiency
are 92.08% and 94.20%, respectively, at an input voltage of 48 V; 95.13% and 96.55% at the input voltage
of 72 V; 96.08% and 97.32% at the input voltage 100 V; 96.62% and 98.57% at an input voltage of
120 V. It can be seen that the proposed converter is not efficient in low voltage levels, such as 48 V in
the experiment. To make it efficient, the converter should be implemented with optimized design,
including component selection, coupling inductor design and applying soft switching technique.
For component selection, wide bandgap device (SiC, GaN) with much smaller parasitic parameters
should be a good solution, which could not only reduce conduction and switching losses, but also
enhance the switching frequency to reduce passive components’ size and parasitic parameters as well.
Coupling design for the two inductors L1 and L2 will help reduce size and improve efficiency of the
converter. Soft switching technique applied on this converter will help enhance conversion efficiency.

 

Figure 24. The theoretical voltage gain and the experimental voltage gain versus duty cycle when Uin is 48 V.

 

Figure 25. Efficiency curves under different input voltages.
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Based on all the experimental results, the theoretical analysis of the IPOS-SC-TLB converter is
correct and the three-loop control strategy is feasible. The effectiveness of the proposed IPOS-SC-TLB
converter has been verified.

6. Conclusions

This paper presents an input-parallel-output-series three-level Boost converter, which can step
up the input voltage to a high voltage level, as well as attaining low voltage stress, low current stress
and small input current ripple. Another advantage of the proposed topology is the automatic current
balancing function. There is also a disadvantage that the imbalance current between the two power
switches S1, S2. The average current of S2 is Uo/R higher than the average current of S1.

Author Contributions: J.C. proposed the topology and control strategy, and built the simulation model and
experimental prototype. C.W. and J.L. helped do comparative analysis and wrote the paper.
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Nomenclature

List of Abbreviations
IPOS-SC-TLB input-parallel-output-series switched-capacitor three-level boost
HVDC high voltage direct current
SI serial-interleaved
PI parallel-interleaved
SI-TLB serial-interleaved three-level boost
PIB parallel-interleaved boost
SI-FC-TLB serial-interleaved flying-capacitor three-level boost
PI-FC-TLB parallel-interleaved flying-capacitor three-level boost
PI-SFC-TLB parallel-interleaved symmetric flying-capacitor three-level boost
SC-TLB switched-capacitor three-level boost
IPOS-TLB1 input-parallel-output-series three-level boost 1
IPOS-TLB2 input-parallel-output-series three-level boost 2
List of Symbols
Uin average input voltage
Uo, Io average output voltage and average output current
Uo* output voltage reference
UC1, UC2, UCf average voltages of capacitors C1, C2, Cf
ΔU voltage difference between C1 and Cf,
iL1, iL2 currents of inductors L1, L2

IL1, IL2 average currents of inductors L1, L2

IL1*, IL2* reference currents of inductors L1, L2

ΔiL1, ΔiL2 current ripples of inductors L1, L2

Δiin input current ripple
ID1, ID2, ID3 average currents of diodes D1, D2, D3

IS1, IS2 average currents of switches S1, S2

d duty cycle
d1 duty cycle of boost 1
d2 duty cycle of boost 2
Δd duty cycle difference
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Abstract: This paper provides a comprehensive analysis of the capacitors voltage switching
ripple for three-phase three-level neutral point clamped (NPC) inverter topologies. The voltage
ripple amplitudes of the two dc-link capacitors are theoretically estimated as a function of both
amplitude and phase angle of output current and the inverter modulation index. In particular,
peak-to-peak distribution and maximum amplitudes of the capacitor voltage switching ripple over
the fundamental period are obtained. A comparison is made considering different carrier-based
pulse-width modulations in the case of almost all sinusoidal load currents, representing either grid
connection or passive load with a negligible current ripple. Based on the voltage switching ripple
requirements of capacitors, a simple and effective original equation for a preliminary sizing of the
capacitors has been proposed. Numerical simulations and experimental tests have been carried out
in order to verify the analytical developments.

Keywords: voltage ripple; voltage source inverter; three-phase inverter; DC-link capacitor design

1. Introduction

In industrial applications, the most used switching inverter is the two-level converter. Due to
mass production, it is a relatively cheap and reliable configuration. Furthermore, as the number
of semiconductor devices is low, they can be simply controlled by different types of pulse-width
modulation (PWM) techniques. However, the main drawback of the two-level converter is the
high harmonic content of the output voltage, which makes the use of bulky output filter necessary,
increasing the cost of the system and the losses. The harmonic content can be reduced simply by
increasing the PWM switching frequency, which leads to an increase of the switching losses. The use
of power filters and high switching frequency has to be balanced to achieve reasonable converter costs
with acceptable efficiency.

During the last decades, the drawbacks of the two-level converter motivated researchers to
develop new converter topologies. A very promising inverter family, called multilevel inverters
(MLIs), offer better quality output voltage waveforms with a reduced harmonic content comparing to
the conventional two-level inverter topologies, increase the overall voltage and power rating of the
converter, and generally mitigate the electromagnetic interferences.

The penetration of multilevel inverters has been steadily increasing due to their widespread usage
in manufacturing, transport, energy, high-power drives and other industry applications. Several MLI
topologies have been introduced and extensively studied in the literature. Most currently used
multilevel topologies can be grouped: cascaded H-bridge (CHB), neutral point clamped (NPC),
and flying capacitors (FC).

Energies 2018, 11, 3244; doi:10.3390/en11123244 www.mdpi.com/journal/energies247
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Multilevel inverters were initiated by the invention of the so-called NPC inverter in 1981 by
Nabae et al. [1]. The NPC inverter uses a single DC bus subdivided into a number of voltage levels
by a series string of capacitors. The voltages across the individual switches are clamped by diodes
at the voltage level of only one capacitor of the series DC-link string. The major difficulty associated
with control of the diode-clamped inverter is the balancing of the capacitor voltages [2,3]. To achieve
that, many modulation techniques have been developed [4–8]. In particular, carrier-based modulation
and space vector modulation (SVM) strategies, similar to those employed for conventional two-level
three-phase inverters, can be readily modified and extended to fulfill the multilevel NPC requirements.

An essential part of MLI design is the selection of DC-link capacitors. The capacitors are a sensitive
element of the inverter and a common source of failures. So far, regarding two-level converter systems,
some papers have investigated the minimum DC-link capacitance and proposed methods for its size
reduction [9,10]. Recently, based on the DC-link voltage analysis and considering both low- and/or
high-frequency DC voltage components, simple and effective guidelines for designing the DC-link
capacitor have been presented in [11] for single-phase H-bridge inverter, and in [12] for three-phase
three-level flying capacitor inverter. Methods used to derive expressions for RMS value and harmonic
spectrum of the capacitor current in two-level inverters, are extended to the three-level inverters in [13].
An analytical expression for calculating RMS current through the DC-link capacitor in a three-level
NPC inverter is given in [14]. The analysis of the DC-link capacitor current in three-level NPC and
CHB inverters and a new numerical approach for calculating the RMS value of the capacitor current is
proposed in [15].

Evaluation of the low-frequency neutral-point voltage oscillations in the three-level NPC inverter
using space vector modulation (SVM) techniques has been analyzed in [16]. A novel modulation
strategy for the NPC inverter is proposed in [17] to overcome one of the main problems of this converter,
which is the low-frequency voltage oscillation that appears in the neutral point. The proposed
modulation strategy can completely remove this oscillation for all the operating conditions and for
any kind of loads, even unbalanced and nonlinear loads.

Nowadays, NPC inverters are the most widely used three-level inverter topologies in the
industrial applications, considering both the conventional and the T-type configurations (Figure 1).
In order to choose the most suitable topology and hereby increase power efficiency, the comparison
between of conventional NPC and T-type inverters has been investigated and reported in the
literature [18], also considering the loss evaluation. An efficiency comparison of both over-mentioned
topologies is presented in [19] and the result shows that the T-type inverter is generally more efficient
at lower switching frequencies.

Vs

A B C

1C

2C

Vdc

v1

v2

Ai

Ai
Ai

Ai

A B C

1C

2C

Vs Vdc

v1

v2

Figure 1. Circuit schemes of the three-phase three-level neutral point clamped (NPC) inverter:
conventional type (left side) and T-type (right side).
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The analysis of inverter DC-link input current and voltage is essential for sizing and designing
the DC-link capacitor since it directly impacts the price, the lifetime and the failure rate of a converter
system. A DC-link capacitor has to deal with the harmonics of the inverter input current and to avoid
the high DC-link voltage ripple appearance. In general, the low-frequency voltage ripple component
is more important for the required capacitance design since it has a higher value comparing to the
switching frequency voltage ripple component. Although correctly sizing the DC-link capacitances is
important to control the magnitude of the low-frequency voltage ripple, it is not the only thing that
must be considered.

The calculation of low-frequency input current and input voltage ripples on DC-link capacitors
have been analyzed and presented in the literature by other authors [15,16]. The evaluation of voltage
switching ripple for the NPC converters has not been reported yet. The analysis of the voltage
switching ripple in DC-link capacitors of three-level three-phase NPC inverters, applicable to both
conventional and T-type configurations (Figure 1), is presented in this paper, with reference to different
carrier-based PWM techniques. The peak-to-peak capacitor voltage switching ripple amplitudes are
analytically determined as a function of modulation index and output phase angle. Based on the
limitation on the peak-to-peak capacitor voltage switching ripple amplitudes, simple and practical
expressions for sizing the capacitors have been proposed.

The paper is organized as follows. Section 2 introduces the system configuration and the
modulation principles. Section 3 presents the analysis of low-frequency and switching frequency input
current. Section 4 presents the analysis of the capacitor voltage switching ripple. Section 5 defines the
guidelines for a preliminary design of the DC-link capacitors. In Section 6 simulation and experimental
verifications have been reported, and Section 7 presents the conclusion.

2. System Configuration and Modulation Principles

2.1. System Configuration

The circuit scheme of a three-level three-phase neutral point clamped inverter (NPC) is shown
in Figure 1, for both conventional and T-type configurations. It consists of a DC voltage source (Vs)
with series RL impedance, representing either a simplified model of a real DC source or a DC filter
(series reactor). Each leg of the inverter is composed of four power switches (for leg A: SA

(1) to SA
(4),

the same for legs B and C). Two capacitors C1 and C2 are connected to the neutral point of the inverter
and serve as a voltage divider. For proper operation of the NPC inverter, the neutral point must be
kept at one half of DC-link voltage by using a proper modulation strategy able to achieve voltage
balancing between the capacitors.

2.2. Modulation Principles

In case of balanced modulation and within the linear modulation range, the output voltages
normalized by Vdc and averaged over the switching period (Tsw = 1/fsw) correspond to the modulating
signals [20]: ⎧⎪⎨⎪⎩

uA = m sin(ϑ) + Cm = u∗
A + Cm

uB = m sin(ϑ− 2π
3 ) + Cm = u∗

B + Cm

uC = m sin(ϑ− 4π
3 ) + Cm = u∗

C + Cm

. (1)

where ϑ = ωt, ω is the fundamental angular frequency (ω = 2πf ), f is the fundamental frequency, m is
the inverter modulation index, u∗

i are the normalized reference output voltages of each phase (i = A, B
or C) and Cm represents the injected common mode signal.

The voltages across the two capacitors C1 and C2 can be spontaneously regulated to half
of the DC-link voltage by the use of proper modulation technique with self-balancing capability.
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Correspondingly, the following averaged switching functions for the upper and lower switches S(1)
i

and S(4)
i can be written (averaging is denoted by overline):{

S(1)
i = ui + |ui|

S(4)
i = −ui + |ui|

. (2)

With reference to the modulation (1) and considering phase A, the averaged switching functions
of the upper and the lower switches, Equation (2), become:{

S(1)
A = m sin(ϑ) + Cm + |m sin(ϑ) + Cm|

S(4)
A = −m sin(ϑ) + Cm + |m sin(ϑ) + Cm|

. (3)

Due to the modulation symmetry among the three phases, the switching functions for the phases
B and C are readily obtained considering the phase displacement of the normalized output voltages
given in Equation (1).

In case of sinusoidal PWM (SPWM), the injected common-mode signal is zero:

Cm = 0. (4)

However, in case of centered PWM (CPWM), the injected common-mode signal is:

Cm = −1
2
(max(u∗

A, u∗
B, u∗

C) + min(u∗
A, u∗

B, u∗
C)). (5)

In this last case, Cm can be rewritten as:

Cm =
1
2

m

⎧⎪⎨⎪⎩
sin ϑ, −π

6 ≤ ϑ ≤ π
6 , 5π

6 ≤ ϑ ≤ 7π
6

sin
(
ϑ+ 2π

3
)
, π

6 ≤ ϑ ≤ π
2 , 7π

6 ≤ ϑ ≤ 3π
2

sin
(
ϑ− 2π

3
)
, π

2 ≤ ϑ ≤ 5π
6 , 3π

2 ≤ ϑ ≤ 11π
6

. (6)

A straightforward method to implement carrier-based optimized centered PWM (OCPWM) for
three-phase three-level inverters has been proposed in [20]. The procedure is based on applying
the traditional min/max centering separately to pivot voltages and residual two-level voltages.
Pivot voltages are determined by a simple polarity combination of reference voltages. The resulting
common-mode voltage that has to be injected in reference voltages is determined in few simple steps
as described in the following equations:

Cm = −1
2

(
max(up

A, up
B, up

C) + min(up
A, up

B, up
C)
)
− 1

2

(
max(u2L

A , u2L
B , u2L

C ) + min(u2L
A , u2L

B , u2L
C )
)

(7)

being ⎧⎪⎪⎪⎨⎪⎪⎪⎩
up

A = 1
4

[
sign(u∗

A)− 1
3
(
sign(u∗

A) + sign(u∗
B) + sign(u∗

C)
)]

up
B = 1

4

[
sign(u∗

B)− 1
3
(
sign(u∗

A) + sign(u∗
B) + sign(u∗

C)
)]

up
C = 1

4

[
sign(u∗

C)− 1
3
(
sign(u∗

A) + sign(u∗
B) + sign(u∗

C)
)] (8)

⎧⎪⎨⎪⎩
u2L

A = u∗
A − up

A
u2L

B = u∗
B − up

B
u2L

C = u∗
C − up

C

(9)

Figure 2 shows the three carrier-based modulations considered in this paper.
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Figure 2. Carrier-based PWM modulation logic for each leg (i) of NPC inverters: SPWM (red trace),
CPWM (blue trace), and OCPWM (green trace) in case of m = 0.4. Underline denotes complementary.

3. Input Current Analysis

Input Current Components

With reference to Figure 1, the instantaneous input currents i+(t) and i–(t) are composed of the
averaged value over the switching period, i+ and i−, and the switching frequency component, Δi+ and
Δi−. Similarly, i+ and i− consist of DC component over the fundamental period, Idc, and the alternating
low-frequency component, ĩ+ and ĩ−, leading to:{

i+(t) = i+ + Δi+ = Idc + ĩ+ + Δi+

i−(t) = i− + Δi− = Idc + ĩ− + Δi−
(10)

In case of balanced load and neglecting the output current ripple, the corresponding three-phase
output currents can be written as: ⎧⎪⎨⎪⎩

ia = Iac sin(ϑ−ϕ)

ib = Iac sin
(
ϑ− 2π

3 −ϕ)

ic = Iac sin
(
ϑ− 4π

3 −ϕ)

(11)

where Iac is the output current amplitude and ϕ is the power phase angle.
The averaged component (over the switching period) of each leg input current can be determined

by multiplying the switching function of upper or lower switch of each phase by the corresponding
output current. In the case of leg A it leads to:{

i+A = S(1)
A ia

i−A = −S(4)
A ia

(12)

By introducing Equations (3) and (11) in Equation (12), the averaged currents of the upper and
lower switch of the leg A become:{

i+A = Iac sin(ϑ−ϕ)[m sin(ϑ) + Cm + |m sin(ϑ) + Cm|]
i−A = Iac sin(ϑ−ϕ)[−m sin ϑ− Cm + |m sin(ϑ) + Cm|]

(13)

The total input currents i+ and i− can be calculated as the sum of the three leg currents as:{
i+ = S(1)

A ia + S(1)
B ib + S(1)

C ic
i− = −S(4)

A ia − S(4)
B ib − S(4)

C ic
(14)

Due to the three-phase symmetry of modulation and output currents within the fundamental
period T, both input currents have a periodicity of T/3. As a consequence, the analysis can be restricted
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to an angle range of 2π/3, and all the input harmonics are multiple of 3. i.e., apart from the DC
component, the lowest harmonic order component is the 3rd.

With reference to the phase angle range 2π/3 ≤ ϑ ≤ 4π/3, two sub-ranges π/3 can be identified.
Considering Equations (2), (11) and (14), the input currents i+ and i− can be expressed as:

i+ =

{
S(1)

A ia + S(1)
B ib, 2π

3 ≤ ϑ ≤ π

S(1)
B ib, π ≤ ϑ ≤ 4π

3

(15)

i− =

{
−S(4)

C ic, 2π
3 ≤ ϑ ≤ π

−S(4)
A ia − S(4)

C ic, π ≤ ϑ ≤ 4π
3

(16)

Introducing Equations (1), (2), and (11) in Equations (15) and (16), and setting Cm = 0 as in case of
SPWM, leads to:

i+ =

{
mIac
[
2 cos(ϕ) + cos

(
2ϑ− 2π

3 −ϕ
)]

, 2π
3 ≤ ϑ ≤ π

mIac
[
cos(ϕ) + cos

(
2ϑ− π

3 −ϕ
)]

, π ≤ ϑ ≤ 4π
3

(17)

i− =

{
mIac
[
cos(ϕ)− cos

(
2ϑ− 2π

3 −ϕ
)]

, 2π
3 ≤ ϑ ≤ π

mIac
[
2 cos(ϕ)− cos

(
2ϑ− π

3 −ϕ
)]

, π ≤ ϑ ≤ 4π
3

(18)

Similarly, replacing Equation (6) in Equation (1) in case of CPWM, input currents i+ and i− can be
expressed as

i+ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
mIac

2

[√
3 sin(2ϑ−ϕ) + sin

(
π
6 +ϕ

)
+ 4 cos(ϕ)

]
, 2π

3 ≤ ϑ ≤ 5π
6

mIac
2

[√
3 sin
(
2ϑ− π

3 −ϕ
)− sin

(
ϕ− π

6
)
+ 4 cos(ϕ)

]
, 5π

6 ≤ ϑ ≤ π
mIac

2

√
3
[
cos
(
2ϑ− π

6 −ϕ
)
+ cos

(
ϕ+ π

6
)]

, π ≤ ϑ ≤ 7π
6

mIac
2

√
3
[
sin(2ϑ−ϕ) + sin

(
ϕ+ π

3
)]

, 7π
6 ≤ ϑ ≤ 4π

3

(19)

i− =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

mIac
2

[
−√

3 sin(2ϑ−ϕ)− sin
(
π
6 +ϕ

)
+ 2 cos(ϕ)

]
, 2π

3 ≤ ϑ ≤ 5π
6

mIac
2

[
−√

3 sin
(
2ϑ− π

3 −ϕ
)
+ sin

(
ϕ− π

6
)
+ 2 cos(ϕ)

]
, 5π

6 ≤ ϑ ≤ π

mIac
2

[
−√

3 cos
(
2ϑ− π

6 −ϕ
)−√

3 cos
(
ϕ+ π

6
)
+ 6 cos(ϕ)

]
, π ≤ ϑ ≤ 7π

6
mIac

2

[
−√

3 sin(2ϑ−ϕ) −√
3 sin
(
ϕ+ π

3
)
+ 6 cos(ϕ)

]
, 7π

6 ≤ ϑ ≤ 4π
3

(20)

Although the above analytical calculations are based on SPWM and CPWM, the analysis could be
readily extended to other PWM techniques, such as OCPWM, leading to more complex expressions
not presented in this paper.

Consequently, the low-frequency input current components are readily determined in case of
SPWM as:

Idc =
3
2

mIac cos(ϕ) (21)

ĩ+ =

{
1
2 mIac

[
cos(ϕ) + 2 cos

(
2ϑ− 2π

3 −ϕ
)]

, 2π
3 ≤ ϑ ≤ π

− 1
2 mIac

[
cos(ϕ)− 2 cos

(
2ϑ− π

3 −ϕ
)]

, π ≤ ϑ ≤ 4π
3

(22)

ĩ− =

{
− 1

2 mIac
[
cos(ϕ) + 2 cos

(
2ϑ− 2π

3 −ϕ
)]

, 2π
3 ≤ ϑ ≤ π

1
2 mIac

[
cos(ϕ)− 2 cos

(
2ϑ− π

3 −ϕ
)]

, π ≤ ϑ ≤ 4π
3

(23)
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In the case of CPWM, the low-frequency input currents are expressed as:

ĩ+ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
mIac

2

[√
3 sin(2ϑ−ϕ) + sin

(
π
6 +ϕ

)
+ cos(ϕ)

]
, 2π

3 ≤ ϑ ≤ 5π
6

mIac
2

[√
3 sin
(
2ϑ− π

3 −ϕ
)− sin

(
ϕ− π

6
)
+ cos(ϕ)

]
, 5π

6 ≤ ϑ ≤ π
mIac

2

√
3
[
cos
(
2ϑ− π

6 −ϕ
)
+ cos

(
ϕ+ π

6
)− 3 cos(ϕ)

]
, π ≤ ϑ ≤ 7π

6
mIac

2

√
3
[
sin(2ϑ−ϕ) + sin

(
ϕ+ π

3
)− 3 cos(ϕ)

]
, 7π

6 ≤ ϑ ≤ 4π
3

(24)

ĩ− =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

−mIac
2

[√
3 sin(2ϑ−ϕ) + sin

(
π
6 +ϕ

)
+ cos(ϕ)

]
, 2π

3 ≤ ϑ ≤ 5π
6

−mIac
2

[√
3 sin
(
2ϑ− π

3 −ϕ
)− sin

(
ϕ− π

6
)
+ cos(ϕ)

]
, 5π

6 ≤ ϑ ≤ π

−mIac
2

[√
3 cos
(
2ϑ− π

6 −ϕ
)
+
√

3 cos
(
ϕ+ π

6
)− 3 cos(ϕ)

]
, π ≤ ϑ ≤ 7π

6

−mIac
2

[√
3 sin(2ϑ−ϕ) +

√
3 sin
(
ϕ+ π

3
)− 3 cos(ϕ)

]
, 7π

6 ≤ ϑ ≤ 4π
3

(25)

4. Input Voltage Analysis

4.1. Input Voltage Components

Based on the analysis of the inverter input current ripple components, the instantaneous voltages
v1 and v2 across DC-link capacitors can be written as:{

v1 = V1 + ṽ1 + Δv1

v2 = V2 + ṽ2 + Δv2
(26)

where V1 and V2 are the DC components averaged over the fundamental period, ṽ1 and ṽ2 are the
alternating low-frequency ripple components, and Δv1 and Δv2 are the switching frequency ripple
components of the voltages across capacitors C1 and C2, respectively. Being the low-frequency ripple
components widely studied in literature, the analysis is focused on the switching ripple component.

4.2. Peak-to-Peak Voltage Switching Ripple Evaluation

In order to calculate the voltage switching ripple of DC-link capacitors, the amount of the
switching frequency component of currents Δi1 and Δi2 circulating through the DC-link capacitor
C1 and C2 should be determined. Assuming that the DC source impedance at the switching frequency
is much higher than the capacitor’s reactance, the whole current component Δi+ and Δi– are circulating
through the capacitors C1 and C2, i.e., Δi1 = Δi+ and Δi2 = Δi−. In this case, the corresponding DC
voltage variations (peak-to-peak) over the sub-periods [0–Δt1] and [0–Δt2] can be expressed as

ΔV1 =
1

C1

Δt1∫
0

Δi+ dt, ΔV2 =
1

C2

Δt2∫
0

Δi− dt. (27)

being Δt1 and Δt2 specific switching time intervals. The instantaneous input current is considered
constant within each considered time interval.

Due to the periodicity of the input currents i+ and i–, the evaluation of peak-to-peak voltage
ripple is limited to the phase angle range 2π/3 ≤ ϑ ≤ 4π/3. Analyzing the voltage ripple, two cases
have been identified: the first case considering zero phase angle (ϕ = 0◦) and the second considering
ϕ = 60◦. The peak-to-peak voltage switching ripple of capacitors has been analytically calculated as:

In case of ϕ = 0◦:

ΔV1 =
Tsw

C1

⎧⎨⎩
(

1 − S(1)
A

)
i+, 2π

3 ≤ ϑ ≤ 5π
6(

1 − S(1)
B

)
i+, 5π

6 ≤ ϑ ≤ 4π
3

(28)
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ΔV2 =
Tsw

C2

⎧⎨⎩
(

1 − S(4)
C

)
i−, 2π

3 ≤ ϑ ≤ 7π
6(

1 − S(4)
A

)
i−, 7π

6 ≤ ϑ ≤ 4π
3

(29)

In case of ϕ = 60◦:

ΔV1 =
Tsw

C1

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

1 − S(1)
A

)
i+, 2π

3 ≤ ϑ ≤ 5π
6(

ia + ib − i+
)

S(1)
A , 5π

6 ≤ ϑ ≤ π(
1 − S(1)

B

)
i+, 5π

6 ≤ ϑ ≤ 4π
3

(30)

ΔV2 =
Tsw

C2

⎧⎨⎩
(

1 − S(4)
C

)
i−, 2π

3 ≤ ϑ ≤ 7π
6(

−ic − ia − i−
)

S(4)
C , 7π

6 ≤ ϑ ≤ 4π
3

(31)

being S(1)
i and S(4)

i the switching function for the upper and lower switches of phase i (being i = A,

B or C), given by Equation (2). The total averaged input currents i+ and i− can be calculated by
Equations (17) and (18) in case of sinusoidal PWM, and by Equations (19) and (20) in case of centered
PWM. In case of optimized centered PWM the input currents can be calculated introducing Equations
(2), (7) and (11) in Equations (15) and (16), leading to more complex developments.

Equations (28)–(31) suggest normalization for ΔV1 and ΔV2, as follow:

ΔV1 =
Iac

fswC1
ΔU1, ΔV2 =

Iac

fswC2
ΔU2. (32)

being ΔU1 and ΔU2 the normalized peak-to-peak voltage switching ripple amplitude of capacitors.
Figure 3 shows the distribution of the normalized peak-to-peak voltage switching ripple calculated

based on Equations (28), (29), (30) and (31) over the period [0, 120◦]. Two modulation indices have
been selected, m = 0.3 and m = 0.5 and two output phase angles are considered, ϕ = 0 and ϕ = 60◦.

 = 0   = 60° 

120° 120° 

120° 
 

120° 

Figure 3. Normalized peak-to-peak voltage ripple amplitude across the capacitors over the period
[0, 120◦] for two modulation indices m = 0.3 (a,b) and m = 0.5 (c,d) and output phase angles ϕ = 0 (a,c)
(left) and 60◦ (b,d) (right) in case of SPWM (red), CPWM (blue) and OCPWM (green).

Figure 3 presents the normalized peak-to-peak voltage ripple amplitude across the upper capacitor
since the normalized peak-to-peak voltage ripple amplitude across the lower capacitor has exactly the
same profile with a phase shift corresponding to 60◦ (1/2 of the considered period).
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According to Figure 3, it can be seen a wide excursion of the normalized peak-to-peak
voltage ripple amplitude, generally ranging between 0 (min) and 0.25 (max). Despite there are
evident differences in the voltage switching ripple envelope profile among the three modulation
strategies, it cannot be identified a modulation clearly better than the others from this point of view.
This consideration is also supported by the diagrams presented in Figure 4, representing the maximum
of the normalized peak-to-peak ripple amplitude, calculated numerically, over the whole modulation
index range, for ϕ = 0◦, 30◦, 60◦, and 90◦, considering SPWM, CPWM, and OCPWM. Again, these three
modulation techniques give similar and comparable results also with reference to the maximum of
the peak-to-peak voltage switching ripple. For all the cases, the absolute maximum of normalized
peak-to-peak voltage ripple amplitude can be assumed as 0.25.

(a) (b) (c) 

Figure 4. Maximum peak-to-peak value of the normalized voltage switching ripple vs. modulation
index m in case of (a) sinusoidal pulse-width modulation (SPWM), (b) centered PWM (CPWM) and (c)
optimized centered PWM (OCPWM) for different output phase angles.

5. Dc-link Preliminary Capacitor Design

Based on the analysis of capacitor voltage ripple components, simple and effective guidelines
for a preliminary design of the capacitors C1 and C2 are proposed in this section. In particular,
the capacitances can be calculated taking into account requirements or restrictions referred to the
switching frequency and/or low-frequency voltage ripple components.

Despite the design of DC-link capacitors in the three-phase three-level inverter has been widely
addressed in literature considering always the low-frequency voltage ripple, a guideline for the design
of the DC-link capacitors for this multilevel inverter configuration based on the switching voltage
ripple has not been developed yet.

In general, the capacitor voltage switching ripple amplitude could have additional specific
restrictions to limit switching noise, electromagnetic interferences, and voltage stress on the DC-link.

In this paper, the selection of the DC-link capacitors C1 and C2 can be performed on the basis
of the maximum amplitude of the peak-to-peak voltage switching ripple at the switching frequency
(that is in the order of kHz).

According to Figure 4, it can be noted that the maximum amplitude of the peak-to-peak ripple is
determined as:

ΔUmax
1 = ΔUmax

2 =
1
4

(33)

In this case, the capacitances can be readily calculated on the basis of Equations (32) and (33):

C1 ≥ 1
4

Iac

fswΔVmax
1

, C2 ≥ 1
4

Iac

fswΔVmax
2

(34)
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6. Results

In order to verify proposed theoretical developments valid for both the considered NPC multilevel
inverter configurations (Figure 1), numerical simulations and corresponding experimental tests are
carried out. Inverter is controlled by carrier-based multilevel PWM (Figure 2) with reference to the
three considered modulation techniques (SPWM, CPWM, and OCPWM). The switching frequency is
set 2.5 kHz to better emphasize the switching ripple components, and two different output phase angles
(0 and 60◦) are considered, as for the specific analytical developments. The main circuit parameters are
summarized in Table 1 for both simulations and experiments.

Table 1. Simulation/experiment circuit parameters.

Label Description Parameters

Vs DC voltage source 100 V
Rs DC source resistance 5 Ω
Ls DC source inductance 10.15 mH

C1, C2 DC-link capacitors 1.12 mF
f, fsw fundamental and switching frequencies 50 Hz, 2.5kHz

6.1. Simulation Results

Simulation results are carried out by implementing the power circuit scheme and the PWM
techniques by Matlab/Simulink, considering SPWM, CPWM, and OCPWM.

The first simulation tests (Figures 5 and 6) are concerning the input inverter currents. In this case,
unity sinusoidal output current (Iac = 1A) are considered to easily verify the analytical developments
presented in Section 3, with specific reference to the considered output phase angles ϕ = 0◦ and ϕ = 60◦.

t (s) t (s) t (s) 

Figure 5. One leg dc-link current (top) and total input current (bottom): instantaneous value
(blue trace), its averaged value over the switching period (red), and calculated value (green) in case of
SPWM, CPWM and OCPWM (from right to left) for m = 0.4, Iac = 1A and ϕ = 0◦.

The top traces in Figures 5 and 6 show the simulation results comparing the instantaneous input
current of leg A i+A (blue trace) with its averaged value over the switching period i+A (red trace),
and the corresponding low-frequency current component calculated by Equation (13) (green trace)
in case of m = 0.4 and for two cases of output phase angles ϕ = 0◦ (Figure 5) and ϕ = 60◦ (Figure 6).
The bottom traces in Figures 5 and 6 show the total input current, with emphasis to instantaneous
value i+ (blue trace) and its averaged value over the switching period i+ (red trace). The low-frequency
current component (green trace) is determined analytically in both cases of SPWM and CPWM by
Equations (22) and (24), respectively, and is calculated by replacing Equations (2), (7), and (11) in
Equation (15), in the case of OCPWM.
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The numerical results generally show a perfect matching with the theoretical values. The small
delay between averaged and theoretical currents (Tsw/2) is due to the averaging process itself.

The second group of simulation tests is concerning the switching voltage ripple across the two
DC-link capacitors. In this case, the load circuit model is corresponding to the real experimental setup,
made with the purpose to easily adapt the output phase angles to the considered cases (ϕ = 0 and
ϕ = 60◦), according to Figure 7. The corresponding circuit parameters are given in Table 2.

t (s) t (s) t (s) 

Figure 6. One leg dc-link current (top) and total input current (bottom): instantaneous value
(blue trace), its averaged value over the switching period (red), and calculated value (green) in case of
SPWM, CPWM and OCPWM (from right to left) for m = 0.4, Iac = 1A and ϕ = 60◦.

RL

LL

RoCo

RL

LL

RoCo

RL

LL

RoCo

Figure 7. Three-phase load circuit.

Table 2. Load parameters.

Load ϕ = 0 ϕ = 60◦

RL 3.16 Ω 3.16 Ω
LL 20.1 mH 20.1 mH
Ro 20 Ω 0
Co 58 μF 0

The voltage switching ripple is determined by filtering away the low-frequency components form
the instantaneous capacitor voltages.

Figure 8 presents the instantaneous voltage switching ripple across the capacitors (blue traces) in
case of sinusoidal PWM together with the theoretical envelopes ±ΔV1/2 (upper capacitor) and
±ΔV2/2 (lower capacitor), analytically evaluated by (28) and (29) (red traces) for two cases of
modulation index m = 0.3 (top) and 0.5 (bottom), considering the output phase angle ϕ = 0. The same
quantities are presented in Figure 9 with reference to output phase angle ϕ = 60◦. In this case,
envelopes ±ΔV1/2 and ±ΔV2/2 are analytically evaluated by (30) and (31).

Similarly, Figures 10 and 11 present the instantaneous voltage switching ripple across the
capacitors (blue traces) in case of centered PWM together with the theoretical envelopes ±ΔV1/2
(upper capacitor) and ±ΔV2/2 (lower capacitor) (red traces) for two cases of modulation index m = 0.3
(top) and 0.5 (bottom), considering the output phase angles ϕ = 0 (Figure 10) and ϕ = 60◦ (Figure 11).
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= 0° 

(a) 

(b) 

Figure 8. Capacitor voltage switching ripple (SPWM): simulation results (blue trace) and calculated
peak- to-peak envelope (red traces) over a period for m = 0.3 (a) and m = 0.5 (b) in case of ϕ = 0◦.

As mentioned in Section 4, the analytical developments could be readily extended to other more
sophisticated modulation strategies, such as optimized centered PWM, but leading to more complex
and less meaningful expressions. For this reason, the envelopes of voltage switching ripple have not
explicitly obtained in case of OCPWM, just numerically derived introducing Equations (2), (7), (11),
(15), and (16) in the basic Equations (28)–(31). Similarly, to previous cases, Figures 12 and 13 present
the instantaneous voltage switching ripple across the capacitors (blue traces) in case of optimized
centered PWM together with the envelopes ±ΔV1/2 (upper capacitor) and ±ΔV2/2 (lower capacitor)
(red traces) for two cases of modulation index m = 0.3 (top) and 0.5 (bottom), considering the output
phase angles ϕ= 0 (Figure 12) and ϕ = 60◦ (Figure 13).
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Figure 9. Capacitor voltage switching ripple (SPWM): simulation results (blue trace) and calculated
peak- to-peak envelope (red traces) over a period for m = 0.3 (a) and m = 0.5 (b) in case of ϕ = 60◦.

 = 0° 

(a) 

Figure 10. Cont.
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(b) 

Figure 10. Capacitor voltage switching ripple (CPWM): simulation results (blue trace) and calculated
peak- to-peak envelope (red traces) over a period for m = 0.3 (a) and m = 0.5 (b) in case of ϕ = 0◦.

Figure 11. Capacitor voltage switching ripple (CPWM): simulation results (blue trace) and calculated
peak- to-peak envelope (red traces) over a period for m = 0.3 (a) and m = 0.5 (b) in case of ϕ = 60◦.
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Figure 12. Capacitor voltage switching ripple (OCPWM): simulation results (blue trace) and calculated
peak- to-peak envelope (red traces) over a period for m = 0.3 (a) and m = 0.5 (b) in case of ϕ = 0◦.

Figure 13. Capacitor voltage switching ripple (OCPWM): simulation results (blue trace) and calculated
peak- to-peak envelope (red traces) over a period for m = 0.3 (a) and m = 0.5 (b) in case of ϕ = 60◦.
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6.2. Experimental Results

A picture view of the whole experimental setup is shown in Figure 14. It consists of
a three-phase T-type NPC inverter implemented by 12 discrete Silicon Carbide (SiC) power MOSFETs
(CREE C2M0080120D) rated for 1200 V and 36 A. The three considered PWM techniques and the
calculations to analytically determine the envelopes of voltage switching ripple across the two dc-link
capacitors are implemented by a TMS320F28335 floating point DSP control board. Code Composer
Studio (CCS) is adopted for programming the DSP board, with the possibility of real-time adjustment
of modulation parameters by computer interface. The main circuit parameters are given in Tables 1
and 2, i.e., the same used for the second group of simulations.

 

Figure 14. Picture view of the experimental setup.

Experimental results are shown by Yokogawa DLM 2024 oscilloscope screenshots. Figure 15
presents an example of load voltage and current (blue and red traces, respectively) obtained by the
laboratory setup in case of sinusoidal PWM and unity power factor (m = 0.5).

 
Figure 15. Example of load voltage (blue) and current (red) for SPWM (m = 0.5, ϕ = 0◦).

Figures 16 and 17 present the results with reference to sinusoidal PWM and centered PWM
techniques, respectively. Two values of modulation index: m = 0.3 and 0.5 (from top to bottom)
and two values of the output phase angles ϕ = 0 and ϕ = 60◦ are considered (left and right column,
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respectively). In all screenshots, upper traces present the capacitor voltage and its averaged counterpart
(blue and green traces, respectively) and the bottom traces present the measured capacitor voltage
switching ripple and the calculated peak-to-peak envelopes provided by the DSP board and displayed
using DAC block with a proper voltage scaling (red and green traces, respectively).

 = 0   = 60° 

 

Figure 16. Experimental results for ϕ = 0◦ (left) and ϕ = 60◦ (right). Upper half: capacitor voltage and
its averaged value. Lower half: calculated peak-to-peak envelope and measured capacitor voltage
switching ripple with different modulation indexes: m = 0.3 and 0.5 (from top to bottom) in case
of SPWM.

 = 0   = 60° 

Figure 17. Cont.

263



Energies 2018, 11, 3244

Figure 17. Experimental results for ϕ = 0◦ (left) and ϕ = 60◦ (right). Upper half: capacitor voltage and
its averaged value. Lower half: calculated peak-to-peak envelope and measured capacitor voltage
switching ripple with different modulation indexes: m = 0.3 and 0.5 (from top to bottom) in case
of CPWM.

The capacitor voltage switching ripple has been obtained experimentally by simply using the
“ac coupling” built-in function of the oscilloscope together with the built-in low-pass filter, on the basis
of the instantaneous capacitor voltage, according to Equation (26).

Simulation and experimental results have a good matching for all the considered cases, as proved
by comparing Figures 8 and 9 with Figure 16 in case of SPWM and by comparing Figures 10 and 11
with Figure 17 in case of CPWM. Note that the same scale is adopted in corresponding simulation and
experimental di agrams to facilitate the comparison.

7. Conclusions

This paper deals with input current analysis and determination of capacitors voltage switching
ripple in three-phase three-level neutral point clamped inverters. Reference is made to the basic
modulation strategies, namely sinusoidal PWM, centered PWM, and optimized centered PWM, but the
proposed method be easily extended to other modulation techniques. The switching frequency current
and voltage ripple components have been analytically determined for the two dc-link capacitors.
In particular, the peak-to-peak voltage ripple amplitudes have been calculated as a function of the
inverter modulation index and the output current amplitude. Simple and effective guidelines for
a preliminary design the dc-link capacitors of the NPC configuration have been also introduced.
Developments have been carried out in case of general output power factor, representing either grid
connections, motor, or passive loads.

The mathematical developments have been verified, both numerically and experimentally,
for different values of modulation indices and specifically for two output phase angles ϕ = 0
(corresponding to most of the grid-connected applications) and ϕ = 60◦. A very satisfactory matching
between analytical, numerical, and experimental results has been achieved, proving the validity of the
proposed approach.
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Abstract: A PV-Simulator is a DC power source in which the current-voltage (I-V) characteristics
of different PV arrays can be programmed. With a PV-simulator, the operation of the solar power
conditioning systems can be validated at a laboratory level itself before actual field trials. In this
work, design, operation and controls for a two-stage programmable PV-simulator required for the
testing of solar power conditioning systems are presented. The proposed PV-simulator consists of
a three-level T-type active front-end converter in the first stage and a buck-chopper-based DC-DC
converter in the second stage. An active front-end rectifier using a three-level T-type IGBT-based
converter is used at the input stage to help in operating the system at unity power factor. A DC-DC
converter at the output stage of the simulator is regulated to obtain the I-V characteristics of the
programmed PV-Array. Hardware-In-Loop simulations are carried out to validate the proposed
system and the associated controls implemented in the controller. As a case study, this PV-simulator
is programmed with electrical parameters of a selected PV-array and the characteristics obtained
from the PV-simulator are compared with the actual PV-array characteristics. The dynamic response
of the system for sudden changes in the load and sudden changes in irradiance values are studied.

Keywords: buck-chopper; PV-simulator; T-type converter; real time simulator

1. Introduction

The operation and efficiency of a solar power conditioning system at different operating points can
be tested using a variable DC source in the laboratory, but to validate the ability to track the maximum
power point (MPP) in the power conditioning system, it is necessary to test the system with an actual
PV array, but with an actual PV array, it is difficult to test the system at predefined operating points
due to varying climatic changes. The space and cost required for the installation of an actual PV array
are also more. With an actual PV array on site, it is necessary to alter the series/parallel combination
of PV modules for testing different rated PV power conditioning systems. Hence a PV simulator
is required to validate the solar power conditioning system at the laboratory level itself before any
actual site trials [1,2]. A PV-simulator system is a DC power source in which the current-voltage (I-V)
characteristics of different PV arrays can be programmed so that the operation of the solar power
conditioning system can be validated. With a PV-simulator, it is possible to test the power conditioning
systems for different voltage current combinations within the rated values of the PV-simulator.

An LLC resonant DC-DC converter-based PV-simulator discussed in [3,4] consists of a current
driven centre tapped transformer which provides galvanic isolation between input and output
circuits. A PV-simulator based on an interleaved buck converter is presented in [5,6]. A buck-boost
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chopper-based PV-simulator with double current mode control is proposed in [7] and a buck
chopper-based PV-simulator with a two stage LC filter is discussed in [8]. A PV-simulator based
on a two-quadrant DC-DC converter is proposed in [9]. A buck-chopper-based DC-DC converter
with a single stage L-C filter is presented in [10–12]. The above discussed configurations and the
components required for each configuration are summarized in Table 1 and it is observed that the
buck-chopper-based PV-simulator is the most economical compared to other configurations due to its
lesser number of magnetic components and power switches.

Table 1. Parameters of Selected PV-array to Be Programmed.

SL. No. Reference Configuration Remarks

1 [3,4]
An LLC resonant DC-DC
converter-based
PV-simulator

This configuration requires a centre-tapped
transformer and two inductors, two IGBT/MOSFET
switches, etc. Cost and size of the system increases
for higher rated systems due to the higher number of
magnetic components.

3 [5,6] PV-simulator based on an
interleaved buck converter

This configuration requires three inductors and six
IGBT/MOSFET switches. The cost of the system is
comparatively lesser than [3,4].

3 [7] Buck-boost chopper-based
PV-simulator

Cost of this system is comparatively lesser than [3–6]
as this configuration requires two inductors and four
IGBT/MOSFET switches.

2 [8]
Buck chopper-based
PV-simulator with two stage
LC filter

Two inductors are required at the output side of the
chopper. The cost of the system is comparatively
lesser than [3–7], but an additional L-C filter stage on
the output side is costlier than a buck-chopper-based
PV-simulator with a single L-C stage.

2 [9]

Two quadrant DC-DC
converter-based
PV-simulator with two stage
LC filter

This configuration requires only one inductor on the
output stage and two IGBT/MOSFET switches.
Hence the cost of this configuration is less that that
of the configurations presented in [3–8].

6 [10–12]
Buck chopper-based
PV-simulator with two stage
LC filter

Buck-chopper-based PV-simulator is cheaper than
the systems presented in [3–9] since this
configuration requires only one inductor on the
output stage and only one IGBT/MOSFET switch.

In the works discussed in [4–12], a DC source is considered as input, hence the AC to DC
conversion stage is not discussed. A PV-simulator manufactured by M/s Chroma with type number
62000H-S series, is suitable for the input sources such as single-phase 220 Vac and three-phase 440 Vac
which are usually available at laboratories. This simulator is suitable for the testing of inverters up to
the rating of 1000 V, 25 A. Multiple such PV simulators can be connected for testing of higher rated
power conditioning systems. Since AC is the commonly available supply in laboratories, it is preferred
to have a rectifier at the input stage of the PV simulator.

A PV-simulator with an AC input source presented in [13,14] consists of a single phase diode
front end rectifier and a buck chopper-based DC-DC converter. Due to the uncontrolled single phase
diode rectifier in the input section, the input THD and power factor are poor with the presented
configuration. To make the system operate at unity power factor with a better THD, it is desirable to
have an active front end rectifier in the input stage. A three level front end converter is preferable over
a conventional two level inverter as the total power loss in a three-level converter is comparatively
lesser than that of a two-level converter [15,16]. Also the voltage and current harmonics in a three-level
converter are comparatively lesser than those of a two-level converter [17]. The dv/dt in a three-level
converter is less than that of a two-level inverter; hence the voltage stresses on the devices are also
minimized. Three-level front-end converters can be designed either with a diode clamped converter
or a T-type converter. A T-type three-level converter is suitable for low voltage applications as the
switching and conduction losses in T-type three-level converters are less compared to that of a diode
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clamped three level inverter [18]. Due to the above advantages a front-end converter based on a T-type
configuration is selected in this work.

In this work, the design of a low cost PV-simulator with a single phase front end converter and
a buck-chopper-based DC-DC converter is proposed. The block diagram of the proposed simulator
is shown in Figure 1. Parameters such as open-circuit voltage, short-circuit current, MPP voltage,
MPP current, power rating, series resistance, parallel resistance and temperatures coefficients of the
selected PV array which are usually available from the product datasheet and can be programmed
in the PV-simulator. The variable inputs such as irradiance on the PV array and the temperature of
PV array can be varied from the user interface for testing the power conditioning system at various
operating points. The maximum ratings of the PV array that can be programmed are restricted to the
rated output voltage and currents of PV-simulator.

Figure 1. Block diagram of the proposed PV-Simulator.

Due to the advantages of a T-type configuration over a conventional two-level converter
mentioned earlier, a front-end converter based on a T-type configuration is selected in the present work.
The control philosophy for a single phase active front-end rectifier is presented in [19]. Closed loop
voltage control is adapted to regulate the DC link voltage. Closed loop voltage control for a three-phase
active front-end rectifier is discussed in [20]. Reference DC link voltage for FEC is always adjusted
more than the open circuit voltage of the programmed PV array. An isolation transformer is used at the
input side of the simulator. The isolation transformer enables the operation of multiple PV-simulators
connected in parallel for testing of higher rated solar power conditioning systems. The input inductance
required for the boosting operation of front-end rectifier can be incorporated in the transformer itself
so that the component count, cost and weight can be minimized.
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The second stage of power conversion consists of a buck-chopper-based DC-DC converter.
The output voltage of the chopper ranges between the minimum PV voltage i.e., zero and the maximum
PV voltage i.e., the open circuit voltage of the programmed PV array. Current control is adapted for the
DC-DC converter to replicate the I-V characteristics of programmed PV array. Reference output current
is obtained from the programmed PV parameters, while irradiance input, and operating temperature
input are adjusted by the user and the instantaneous output voltage. In this work, the PV-simulator is
designed to be programmed up to the ratings of the selected PV array shown in Table 2. A PV array
comprised of multiple PV modules (Type number SPR-435NE-WHT-D of M/s Sun Power) connected
in series-parallel combination is considered. The T-type front-end converter, buck-chopper-based
DC-DC converter and its controls are discussed in detail. Real-time simulations are carried out to
validate the system using an Opal-RT brand real-time simulator. I-V characteristics obtained from the
PV-simulator are compared with the actual PV-array characteristics to validate the controls.

Table 2. Parameters of Selected PV-Array to Be Programmed.

SL. No. Electrical Parameter Value Units

PV Module Ratings

1 Module Power (P_Mod) 435 W
2 Open Circuit Voltage (Voc_Mod) 85.6 V
3 Short Circuit Current (Isc_Mod) 6.43 A

PV Array Ratings

4 No of Series Modules in PV Array (Nse) 4 No’s
5 No of Parallel Modules in PV Array (Np) 10 No’s
6 PV Array Power (P_Mod × Nse × Np) 17.40 kW
7 Maximum DC Voltage (Nse × Voc_Mod) 342 V
8 Maximum Output Current (Np × Isc_Mod) 64.3 A

2. A Three-Level T-Type Front-End Rectifier

As the input to the PV-simulator is an AC source, a rectifier is to be used on the input stage.
Instead of using an uncontrolled diode rectifier, an active front-end converter (FEC) is proposed in
this system to obtain unity power factor on the input side. A three-level T-Type FEC is selected over a
conventional two-level H-bridge-based FEC to obtain better input THD and low dv/dt. A transformer
is also proposed on the input side for isolation purposes in the present work. The input inductance
required for the boost operation can also be incorporated in the input transformer. The isolation
transformer also enables the parallel operation of multiple PV-simulators during the testing of higher
rated power conditioning systems. Since the open-circuit voltage of the PV-array selected is 342 V,
the DC link voltage (Vdc) should always be more than the open circuit voltage i.e., 342 V. In the
present system, Vdc selected is 500 V i.e., approximately 1.5 times the open-circuit voltage of the
PV-array. Commercially available power conditioning systems are listed in [21] and it is observed
that the maximum PV voltages are in the range of 1000 V to 1500 V DC. The proposed system can be
extended to higher voltages by suitably selecting the turn ratio of the input transformer. The power
rating of the FEC should be more than the maximum power rating of the PV-array. By considering the
efficiency of the PV-simulator as 85%, the power rating of the FEC obtained is 20.5 kW.

The power circuit and the control block diagram for the proposed FEC are shown in Figure 2.
The controller monitors the input AC voltage and using a phase locked loop (PLL), a unit signal which
is in-phase with the input voltage is generated. The reference DC link voltage (Vdc_ref) is adjusted
to 500 V in this system and actual DC link voltage (Vdc) is monitored and the error is applied to a PI
controller. A feedforward control is used for improving the dynamic response of the system to sudden
changes in DC current (Idc). The output of the feed-forward loop is multiplied with the unit signal to
obtain the reference input current. The reference AC current is compared with the actual AC current
and the error is applied to a PI controller to obtain the modulating signal for the rectifier. The dynamic
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response of the system can be studied by applying a step change in reference DC voltage (Vdc_Ref)
and the load current (Idc) [22].

Figure 2. Control Block diagram of T-Type Front-End Converter.

Operation of FEC and the dynamic response of the system are validated through real-time
simulations using an Opal RT real-time simulator. The electrical scheme for real-time simulation
validation is shown in Figure 3. In this setup, the plant, comprised of an input supply, transformer,
T-Type converter, DC-link capacitors, and the load are modeled in Matlab-Simulink with a sample time
of 10 microseconds. The simulated model is compiled and loaded in the high speed processor of the
real-time simulator. The control software for T-type front end converter is developed through a Matlab
embedded coder and loaded in the controller card based on a Texas Instruments TMS320F2812 digital
single processor. Details of the controller card used and the real-time simulator are shown in Table 3.

Start/Stop commands are given to the controller from external pushbuttons. The DC link voltage
reference VDC_Ref signal is also given from user interface to the analog input channel of the controller
card. Using the analog output channels of the real-time simulator, the voltage and current signals from
the plant are given to the analog input channels of the controller card.

The controller card provides gate signals for the FEC through the digital input channels of the
real-time simulator. A simulated ‘Stack faulty signal’ in the plant is given to the controller card through
the digital output channel of the real-time simulator. On receiving the stack faulty signal from the
plant, the controller blocks the gate pulses to the FEC and also provides an off command to the input
AC breaker Q1. To provide step changes in the load, two contactors Q2, Q3 are simulated and the
control signals for these load switches are provided by the controller through the digital input channels
of the real-time simulator. The dynamic response of the FEC is observed for sudden changes in the DC
link voltage reference (VDC_Ref) and for sudden changes in load.
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Figure 3. Electrical scheme for controller-In-Loop simulation validation of T-Type Front-End Converter.

Table 3. Details of the Hardware Used in the Controller-In-Loop Simulations.

SL. No. Parameter Description

Real-Time Simulator
1 Manufacturer Opal-RT
2 Processor in Real-Time Simulator Intel Xeon Quadcore 2.50 GHz
3 Operating System QNX
4 IO Interface FPGA Based
5 No of Analog Input Channels 16
6 No of Analog Output Channels 16
7 No of Digital Input Channels 16
8 No of Digital Output Channels 16
9 Analog Channels voltage Range −10 to +10 V
10 Digital Channels Voltage range 0 V = Logic Low, 15 V = High
11 Front-End Modeling tool Matlab-Simulink

Controller Details
12 DSP Used TMS320F2812 DSP
13 No of Analog Input Channels 16
14 No of Digital Input Channels 16
15 No of Digital Output Channels 16
16 No of PWM Outputs 12
17 Analog Channels voltage Range −10 to +10 V
18 Digital Channels Voltage range 0 V = Logic Low, 15 V = High
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2.1. Dynamic Response of FEC for a Step Change in Vdc_Ref

A fixed resistive load is connected across the output DC terminals of FEC and a Vdc_ref is adjusted
to 500 V. Since a T-type configuration is used, the PWM voltage at the rectifier AC terminals has three
levels. The voltage step in the PWM voltage is equal to half of the value of the DC link voltage as
shown in Figure 4a. Since the FEC maintains unity power factor, the input voltage and current are
in-phase with each other, as shown in Figure 4b. A step change in the reference DC link voltage is
applied and it is observed that the actual DC link voltage follows the reference DC voltage. Since the
new Vdc_Ref is 600 volts, the voltage step in the three-level PWM voltage also varied and becomes
300 volts, i.e., half of the DC link voltage as shown in Figure 4a. Since a fixed resistive load is connected
across DC terminals of the FEC, the load current also increases which results in an increase in the input
side current. It is observed that the input current is also increased but still maintains the unity power
factor as shown in Figure 4b.

 

 

Figure 4. (a) Voltage and Current Waveforms of T-Type Front-End Converter (b) Input Voltage and
Current Waveforms of Front-End Converter during Transition time for a step change in DC link voltage.

273



Energies 2018, 11, 2774

2.2. Dynamic Response of FEC for a Step Change in Idc

In this case, the reference DC link voltage is maintained at 600 volts and a step change in the load
is applied. Since the Vdc ref is 600 volts, the DC link voltage is 600 volts and the voltage step in the
three-level PWM voltage is 300 volts, i.e., half of the DC link voltage as shown in Figure 5a. FEC is
operating at unity power factor, hence the input voltage and current are in-phase with each other as
shown in Figure 5b.

 

 

Figure 5. (a) Input Voltage and Current Waveforms of T-Type Front-End Converter (b) Input Voltage
and Current Waveforms of T-Type Front-End Converter during Transition time for a step change
in Load.

A step change in DC load is applied and it is observed that the actual DC link voltage drops by
approximately 40 volts at that instant and increases gradually to the reference value, i.e., 600 volts,
as shown in Figure 5a. Since the load is increased on the DC side, there in an increase in the input side
current. It is observed that the input current is increased but the unity power factor is still maintained
as shown in Figure 5b.

From the presented real-time simulation results, it is observed that the FEC controls programmed
in the real controller are satisfactory as the system operation is as desired under different operating
conditions. The dynamic response of the system and the associated controls are also good as the
settling time and overshoots are less. For PV-simulator applications, the reference DC link voltage

274



Energies 2018, 11, 2774

of the FEC is always adjusted to be more than the open circuit voltage of the programmed PV array.
The FEC always operates at unity power factor and the input current depends on the DC-DC converter
operation which is connected as load to the FEC. Detailed discussions on DC-DC converter and
associated controls are presented in the next section.

3. Buck-Chopper-Based DC-DC Converter

The current-voltage (I-V) characteristics of a programmed PV array are realized through a DC-DC
converter in the PV-simulator. A buck-chopper based DC-DC converter is used in this work and the
closed loop current control is applied, to make the buck-chopper work like a current source similar to
a PV array. Reference output current (I_PV_Ref) is compared with actual output current (I_PV) and the
error signal is applied to PI controller to obtain the reference duty cycle for the chopper. A hysteresis
controller can also be adapted for the current control through buck-chopper. The PWM block generates
the gate pulse for the chopper. The detailed control block diagram is as shown in Figure 6.

Figure 6. Control Block diagram of a DC-DC Converter.

In this work, the reference DC current is obtained from the PV current equation given in [11] as
shown in Equation (1):

I_PV_Ref = Iph − (Is*(e (V + I*Rse)/N*Vt−1))) − ((V + I*Rse)/Rp) (1)

where I = PV current, V = PV voltage, Isc = short circuit current and Voc = Open circuit Voltage

Photon current Iph = Irradiance X (Isc/Iro) (2)

Saturation current Is = Isc/(exp(Voc/(N*Vt))−1) (3)

where Iro = measured irradiance (1000 W/m2), RSe = series resistance, RP = parallel resistance and N is
the quality factor

Thermal voltage Vt = k*T/q (4)

where Boltzmann’s constant (k) = 1.3806 × 10−23, operating temperature (T) = 25 ◦C and the charge of
an electron (q) = 1.602 × 10−19.

Irradiance and temperature of PV array signals are adjustable by the user in this PV-simulator to
test the solar power conditioning system under different operating conditions. To verify the operation
of the PV-simulator, a PV array with the specifications listed in Table 4 and the proposed PV-simulator
circuit are simulated for the same operating conditions and compared with each other.
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Table 4. Parameters of Programmed PV-Array at Irradiance Inputs of 1000 W/Sq.m and 600 W/Sq.m.

SL. No. Electrical Parameter Value Units

PV Module Ratings
1 Maximum power of module at 1000 W/Sq.m 435 W
2 Maximum power of module at 600 W/Sq.m 261 W
3 MPP Voltage (Vmpp) at 1000 W/sq.m 72.9 V
4 MPP Current (Impp) at 1000 W/sq.m 5.97 A

PV Array Ratings
5 No of Series Modules in PV Array (Nse) 4 No’s
6 No of Parallel Modules in PV Array (Np) 10 No’s
7 PV Array Power at 1000 W/sq.m 17.40 kW
8 MPP Current of Array (Impp × Np) at 1000 W/sq.m 59.7 A
9 Maximum PV Array Power at 600 W/sq.m 10 kW

10 MPP Current of Array at 600 W/sq.m 36 A

The PV array and the PV-simulator are simulated in two different cases. In case-1, load resistance
is maintained constant and the irradiance value is varied in steps. In case-2, irradiance is kept constant
and the load resistance is varied.

Case-1: A fixed resistive load is connected to the PV array and the PV-array output voltage, current
and power are monitored by varying the irradiance. PV current is proportional to the irradiance and
the PV voltage is the product of PV current and the load resistance. Similarly the PV-simulator is also
connected to the same load and tested for the same conditions to compare the results with the results
obtained by simulating a PV array. It is observed that the outputs of PV array and the PV-simulator
match with each other as shown in Figure 7. Irradiance input to the simulator is reduced in steps
of 200 W/sq.m at each 0.5 s time and it is observed that the reference current to the chopper is also
reduced proportionally to the irradiance. The controller ensures the actual output current remains
equal to the reference output current with the help of a closed-loop current controller.

Figure 7. Output Voltage, Current and Powers from an Actual PV array and the PV-simulator for
Different Irradiance Values.
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Case-2: An irradiance of 600 W/Sq.m is applied as input to both the PV array and PV-simulator.
Table 3 shows the parameters of the PV array at 600 W/sq.m which are derived based on the parameters
in the datasheet of the PV module (Type number SPR-435NE-WHT-D of M/s Sun Power) selected.
Independent variable loads are connected to PV array and the PV-simulator outputs. Loads on the
PV-Array and the PV-simulator are increased in steps and monitored the output voltages, currents and
powers. From the results shown in Figure 8, it is observed that the output values obtained from the
PV-simulator are identical to the values obtained from the PV array.

Figure 8. Output Voltage, Current and Powers from an Actual PV array and the PV-Simulator for at an
Irradiance of 600 W/Sq.m.

From the simulation results shown in Figures 7 and 8, it is evident that the proposed PV-simulator
can replicate the actual PV-array by programming the actual PV-array parameters, so that it can be
used for testing solar power conditioning systems.

4. Real-Time Simulation Results

To validate the controls for the proposed PV-simulator, controller in loop simulations are carried
out with the help of an Opal-RT real-time simulator similar to the method presented in Section 2.
The details of the hardware used for controller-in-loop simulations are listed in Table 3 and the scheme
for the controller in loop simulations is shown in Figure 9.

The plant, comprised by an input source, FEC, DC-DC converter, and the load are modeled
in Matlab-Simulink with a sample time of 10 microseconds and loaded into the real-time simulator.
The control software is developed through Matlab embedded coder and the loaded in the DSP-based
controller card. Start/Stop commands are given to the controller from external pushbuttons. Irradiance
input and the temperature of PV array signals generated with the help of potentiometers and given to
the analog input channels of the controller card. The controller card also receives the analog signals
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required from the plant such as input voltage, input current, output voltage and output currents from
the simulated plant through the analog out (AO) channels of the real-time simulator.

Figure 9. Controller-In-Loop Simulation setup for validation of proposed PV-Simulator Controls.

As discussed in previous sections, on receiving the actual analog signals from the plant,
the controller generates the gate pulses to maintain the actual values equal to the reference values
for both FEC and DC-DC converters.The controller provides the gGate pulses to the simulated FEC
and DC-DC converter through the digital input channels of the real-time simulator. The real-time
simulator converts the gate pulses received into data to trigger the IGBTs. All this process happens
with real-time speed.

In this work, the PV array with the parameters shown in Table 4 are programmed in the
PV-simulator and the load current is varied from short circuit current to zero current. The voltage and
power of the PV array are monitored for different irradiance Inputs. From the presented results shown
in Figure 10, it is observed that for different irradiance inputs, the MPP voltage is almost constant with
a value of approximately 250 volts. The MPP voltages and powers obtained from the PV-simulator at
different irradiance inputs are compared with the PV module datasheet (SPR-435NE-WHT-D) and it is
found that the proposed PV-simulator can replicate the actual PV array characteristics.
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Figure 10. Output Voltage and Powers of PV-Simulator for Different Irradiance Inputs.

5. Future Scope

In the present work, operation of a PV-simulator is validated through controller in loop
simulations by interfacing the real controller hardware with the simulated power circuit by using a
real-time simulator. Through controller-in-loop simulations, tuning of control software and the power
circuit parameters is carried out. As a future work, it is envisaged to build a PV-simulator based on the
present work.

A dual-active bridge (DAB)-based DC-DC converter with high frequency transformer presented
in [23] is also investigated along with the chopper-based DC-DC converter for the present application.
As a future work, it is envisaged to study a DAB-based PV-simulator to reduce the size of
the equipment.

6. Conclusions

The proposed PV-simulator configuration provides better input THD as the front-end converter
of a three-level rectifier. Unity power factor operation is achieved with this configuration which results
in an optimized power rating of the simulator. FEC also helps in boosting the DC link voltage without
using a step-up transformer on the AC side which results in lesser cost. From the presented results
it can be concluded that the dynamic response of the system is satisfactory for sudden changes in
load, sudden changes in the irradiance inputs and sudden changes in the DC link voltage reference.
Instead of using an isolation transformer on the input side, it is also feasible to use a high-frequency
transformer in the DC-DC converter which can reduce the size of the simulator. With the proposed
configuration, multiple numbers of PV simulators can be connected in parallel for testing higher
rated power conditioning systems. Operation of two PV-simulators connected in parallel subjected to
unequal irradiance inputs can be studied which should help in analyzing the system operation during
partial shading conditions.
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Abstract: Over the last decades, plants devoted to the generation of green energy significantly
increased their number, together with the demand of same electrical energy, also stored in
battery systems. This fact produced the growth of energy conversion systems with advanced
performances with respect to the traditional ones. In this circumstance, multilevel converters play a
significant role for their great advantages in performances, flexibility, fault-tolerability, employment of
renewable energy sources and storage systems and finally yet importantly reduced filter requirements.
In this context, this paper faces the performance of a cascaded H-bridge 5 level inverter in terms
of harmonic distortion generated and injected into the grid. Through an accurate analysis that
takes into account the pulse width modulation (PWM) multicarrier modulation techniques (phase
disposition PD, phase opposition disposition POD, alternative phase opposition disposition APOD,
phase shifted PS) and related reference signals (sinusoidal reference; third harmonic injection THI
reference, switching frequency optimal SFO reference), a framework of distorting harmonics is
presented by comparing twelve cases. The results obtained from the simulations are reproduced
and validated in a prototype system of five level cascaded H-bridge multilevel inverter. A deep
discussion of control and filtering system is provided to justify the choice of the best modulation
technique to adopt.

Keywords: Cascaded H-bridge multilevel inverter (CHBMI); field-programmable gate array; total harmonic
distortion (THD); modulation techniques

1. Introduction

The increased demand of green energy has led to the development of even more performing
structures allowing the generation and storage of energy in DC form. The drawbacks are due to the
increased number of harmonics introduced and filtered in the power grids.

The three main multilevel power inverter (MPI) structures proposed in technical literature, with
their related benefits and disadvantages, according to [1–3] are diode clamped converter (DCC),
capacitor-clamped inverter (CCI) and cascaded H-bridge (CHB) multilevel inverter.

The neutral point clamped converter (NPC) was the first multilevel structure proposed.
The common DC-link is composed of four capacitors connected in series that split the voltage into
four level. The middle point of the capacitors n is used as neutral point. The peculiar components,
that differentiate this circuit from the others multilevel inverters, are the clamping diodes that allow
to subdivided the DC voltage on the switches. Thus, the voltage across on the switches is limited to
one capacitor voltage equal to Vdc/(nL − 1), where nL is the number of level. By supposing that for
each blocking diode its voltage value is identical to the voltage rating of active device, the number
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of diodes requested for each phase will be (nL − 1)·(nL − 2). This converter presents some operative
limits as: (1) max number of levels is five, due both to the complexity of the circuit and both to the large
number of components demanded; (2) uneven distribution of semiconductor power losses among
the switches, which reduces the switching frequency and the output power; (3) unbalanced capacitor
voltages which generate low frequency harmonics; (4) the system cannot involve a modular structure
(non-modular topology structure).

Flying capacitor inverters (FCIs) or CCIs are an alternative to overcome some of the
DCC disadvantages. The structure of CCIs have similarity to NPC inverter except the CCI uses several
capacitors in the place of the clamping diodes. The main advantage of the CCI are the redundant states
to obtain the voltage levels. In this way, it is possible an even distribution of semiconductor losses
among the switches but it is necessary a dedicated control algorithm to balance the capacitors voltage.

The increase of voltage levels confines the proper charging and discharging mechanism
of capacitors. By considering the economical aspect, the cost of the inverter follows the increase
of the number of levels, but also the device becomes bulkier and its lifetime decreases due to the
growing number of used capacitors. For a nL-level converter, it is necessary (nL − 1)·(nL − 2)/2
clamping capacitors per phase in addition to the (nL − 1)·main dc bus capacitors. Thus, the high
number of capacitors limit the use to three or five levels. Moreover, lack of modularity and high
quantity of capacitors for higher number of voltage levels reduces the reliability of this converter.

Figure 1 shows the topology structure of a single-phase five-level cascaded H-bridge
multilevel inverter.

+

+
VDC, a2

VDC, a1 C

C

Sa1,1 Sa1,2

Sa1,4Sa1,3

Sa2,1 Sa2,2

Sa2,4Sa2,3

vout

Figure 1. Topology structure of a single-phase five-level cascaded H-bridge (CHB) inverter.

This topology has a main advantage: the modular configuration, blocks can be added to reach
voltage levels, control is easily performed, and maintenance, in case of fault, requires the disconnection
of a block to keep the system working. Thus, each module can be either half- or full-bridge with
separated DC source and can be controlled as a single-phase converter. This topology reaches in output
medium voltage levels, by enforcing only common low-voltage components so there are not operative
limits about max number of the voltage levels. Matching the number of capacitors and diodes between
the cited topologies yields that CHB converter has the least number of components.

The phase voltage is synthesized by the addition of the voltages generated by the
different modules. Thus, the voltage levels nL depend of the number of modules connected in
series for phase through the equation:

nL = 2nHB + 1 (1)

where nHB is the number of cells connected in series for phase.
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Separated DC sources are an advantage in many applications but this feature leads to a more
complex DC-voltage regulation loop.

Others topology structures of multilevel inverters and different classification methods were
reported in literature [4]. In [5], an interesting classification into two comprehensive categories
according to the applied DC source structure were discussed. A high number of topology structures
were developed since separated DC sources are very diffused in renewable energy plants (PV, Wind
farm, Fuel cell, etc.).

1.1. Overview of Pulse Width Modulation (PWM) Modulation Techniques

Pulse width modulation (PWM) techniques found large use in many industrial applications due
to their easy implementation in the modern control systems and the high flexibility. Generally, PWM
techniques used for multilevel inverters are an extension of modulation techniques for the traditional
two-level voltage source inverters (VSI). A general classification of the modulation strategies for MPI
presents two categories: “Fundamental switching frequency” and “High switching frequency”.

Generally, the first category have been used in application where it is necessary to reduce the
switching losses (i.e., high power electrical drive) while the second category have been used in
applications where it is necessary to reduce the harmonic content on the output voltage (i.e., grid
connected systems).

In literature [6–8] were reported many multicarrier modulation PWM methods, which differ for
the reference signals and carrier signals. About the carrier signals, there are the “amplitude shifted”
multicarrier PWM strategies and the “phase shifted” multicarrier PWM.

Amplitude shifted multicarrier PWM presents three alternative PWM strategies with the identical
peak-to-peak amplitude and different phase relationships between the carriers, which are:

• Phase Disposition (PD) (Figure 2a), where all carriers are in phase;
• Phase Opposition Disposition (POD) (Figure 2b), where the carriers above the reference zero point

have a difference of phase respect those below the zero point of π;
• Alternative Phase Opposition Disposition (APOD) (Figure 2c), where each carrier is phase shifted

by π from its adjacent carriers.

The carrier number nc of the level shifted multicarrier PWM in function of the number of the
converter level nL, is equal to:

nc = nL − 1 (2)

These strategies lead to elimination of all carriers and related sideband harmonics up to the
switching frequency.

Phase shifted multicarrier PWM strategy, shown in Figure 2d, is an extension of the unipolar PWM
for traditional single-phase two-level inverter. For this technique, the modulation of the H-bridge
inverters in each phase leg is modular. Thus, the reference waveforms for the two-phase legs inverter
are phase shifted by π. The number of the carrier signals is equal to nHB while the phase shifted
optimum (PSO) to obtain harmonic cancellation, is achieved:

PSO =
(i − 1)π

nHB
(3)

where i is the ith H-Bridge series connected per phase. For a five-level inverter two carrier signals
with mutual phase shift equal to π/2, Figure 2b, are necessary. This scheme leads to elimination of all
carriers and associated sideband harmonics up to the 2nHB times of the switching frequency.

284



Energies 2018, 11, 3298

 
(a) (b) 

 
(c) (d) 

Figure 2. Multicarrier strategies for five-level converter: (a) Phase Disposition (PD); (b) Phase
Opposition Disposition (POD); (c) Alternative Phase Opposition Disposition (APOD); (d) Phase
Shifted (PS). For the first three modulation techniques, four carriers are required, for example in
PD technique blue and red lines enable the voltage control of higher bridge, green and cyan the
lower bridge. In PS each only two carriers are required since each phase leg has a modular control.

About the reference signals, there are three alternative:

1. Sinusoidal reference;
2. Third harmonic injection (THI);
3. Switching frequency optimal (SFO).

The THI allows overcoming the limit of the three-phase inverters about the reduction of the
maximum peak fundamental line voltage of

√
3VDC/2 (86.60% of VDC). Modulation index can be

increased by including a common mode third-harmonic term into the reference signal of each phase
leg, as shown in Figure 3a (green curve).

This third-harmonic component does not effect on the fundamental line-to-line voltage because the
common mode voltages cancel between the phase legs. According to [9], the optimum third-harmonic
injection component must have a magnitude of 25% of the fundamental reference. In this way, it is
possible to obtain an increasing of the modulation index up to 1.12 and a maximum value of the peak
fundamental line-to-line voltage equal to 97% of VDC.

Figure 3b shows the SFO signal (green curve) for a phase of the converter. As demonstrated in [9],
SFO is a space vector equivalent reference voltage that can be used in PWM modulation to produce
output voltages with the same average low-frequency content.
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(a) (b) 

Figure 3. Reference signal for a phase of the converter: (a) third harmonic injection (THI); (b) switching
frequency optimal (SFO). Blue waveform represents the fundamental, orange is the adjustment signal
and blue is the modified reference.

Like the THI, a sinusoidal reference and the three-times-fundamental-frequency triangular
reference, called “voltage offset” voffset, compose SFO reference signal. The mathematical expression of
the SFO signal for the three-phase system is:

v∗a(t) = va(t)− vo f f set
v∗b(t) = vb(t)− vo f f set
v∗c (t) = vc(t)− vo f f set

(4)

where va(t), vb(t) and vc(t) are the sinusoidal reference that can be expressed in function of the
modulation index M as (5):

va(t) = M sin(ωt)
vb(t) = M sin

(
ωt − 2π

3
)

vc(t) = M sin
(

ωt − 4π
3

) (5)

The voltage offset voffset can be expressed as (6):

vo f f set =
max(va, vb, vc) + min(va, vb, vc)

2
(6)

The arrangement between carrier signals and modulating references produces twelve modulation
techniques, graphically summarized in Figures 4–6.
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(a) (b) 

 
(c) (d) 

Figure 4. Proposed modulation techniques with sinusoidal reference: (a) Phase Disposition (PD);
(b) Phase Opposition Disposition (POD); (c) Alternative Phase Opposition Disposition (APOD);
and (d) Phase Shifted (PS). Blue, red and orange sinusoidal signals represent the reference signals;
interferences with the triangular signals generate the modulation angles for the four switches.

 
(a) (b) 

 
(c) (d) 

Figure 5. Proposed modulation techniques with THI reference: (a) Phase Disposition PD; (b) Phase
Opposition Disposition POD; (c) Alternative Phase Opposition Disposition APOD; and (d) Phase
Shifted PS. Blue, red and orange THI signals represent the reference signals; interferences with the
triangular signals generate the modulation angles for the four switches.
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(a) (b) 

 
(c) (d) 

Figure 6. Proposed modulation techniques with SFO reference: (a) Phase Disposition (PD); (b) Phase
Opposition Disposition (POD); (c) Alternative Phase Opposition Disposition (APOD); and (d) Phase
Shifted (PS). Blue, red and orange SFO signals represent the reference signals; interferences with the
triangular signals generate the modulation angles for the four switches.

An interesting deep discussion on the previous proposed techniques can be found in [10],
in which some features of the proposed technique can be found without the control issue and filter
design; preliminary simulations of the multicarrier PWM modulation techniques for a three-phase
five-level cascaded H-bridge multilevel inverter (CHBMI) were also reported in [11,12]. In these works,
the authors addressed that the modulation techniques with sinusoidal reference should present the
lower values of the total harmonic distortion rate. A complementary study on the use of B-Spline
functions as carrier signals replacing triangular waveforms, can be found in [13,14]. This study confirms
that the traditional triangle waveforms as carrier signals are solutions that allow best performances.

1.2. Digital Control Boards for Power Converters

The fast technological growth of the electronic design automation (EDA) and the very large
scale integration (VLSI) has significantly contributed to the development of programmable digital
systems with high performances both in terms of execution time and compactness for the realization
of control systems. In addition, the recent advances of software for the implementation, simulation
and validation of digital systems, dedicated to the control of specific applications, has contributed to
simplify and speed-up the overall design process of the digital controller, which represents the core
of modern systems for the electrical energy conversion. Figure 7 shows a block diagram of a typical
grid-connected system.

Power
Converter
and filter

Grid

Acquisition systemDigital
controller

Signal
generator

HMI
Control system

Figure 7. Block diagram of a typical grid-connected system. HMI: human–machine interface.
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The block named Power Converter and filter requires a control system supervising the behavior
(harmonic reduction, filter efficiency, etc.). Generally, the control system consists of four parts:

1. Acquisition system, which provides signal conditioning and digital acquisition of electrical
measures (usually current, voltage, frequency) and other quantities (usually solar irradiation,
temperature, etc.);

2. Digital controller, required for algorithms employment (filtering, identification, control,
modulation of output signals and others);

3. Human–machine interface (HMI), suitable for setup phase as well as for monitoring functions;
4. Signal generator, allowing conversion of the digital signals to analog signals for the

power components.

Digital controller represents the core of the control system, different are the digital controller
available in the market. A first example of digital controller is the Microcontrollers or DSP
(digital signal processor), allowing the implementation of the control algorithms through a purely
software programming (with C or C++). The constructor defines the DSP hardware and it is composed
by several peripherals, such as the RAM or the ROM. However, an already designed hardware structure
reduces the flexibility in the use of the microcontroller. In fact, a complex issue is related to the time of
computing of the control algorithm, due to the fact that all the operation needed for this computing
are executed in a sequential routine, causing losses in terms of efficiency of the control system [15].

The FPGA (field programmable gate array) is another example of digital controller, composed by
a matrix of configurable logic blocks (CLBs) with completely reprogrammable connections. This fact
leads to a higher flexibility with respect to a DSP, allowing the realization of specific hardware structures
in dependence of the nature of applications. In addition, this feature allows the realization of a system
of logic operations developed in parallel, reducing the time of computing. Thus, by means of an
FPGA, high-performance control systems can be realized, even comparable with equivalent controllers
composed by analogical components, as reported in [16–18].

For instance, the main advantages provided by the adoption of an FPGA-based system for the
current control in AC machine drives is presented in [19]. In particular, the FPGA system significantly
reduces the execution time of the control algorithm, increasing, therefore, the performances of the
related system.

1.3. Literature Survey

Research in the world of multilevel inverter is very wide. Different reviews can be found in the
literature [20–23], regarding topologies, switching frequencies, employment of photovoltaic sources
(PV), control and cost of inverters, depending on different factors such number of sources, switches,
and connections.

Novel structures are continuously suggested [24,25] and ways to control them [26–28].
Efficiency, dimension, weight, and reliability influence the cost of manufacturing inverters.
Nowadays, multilevel inverters reached in efficiency the value of 98% and the achievement of the
next 1% increase is a hard challenge, and ever-more efficient and advanced modulation techniques are
required, which are embracing two different ways: low switching frequency modulation techniques
and high switching frequency PWM.

Two systems coexist. The main advantage of the employment of the low switching frequency
modulation technique is the reduction of the switching losses to a minimum assessment and the
confining the stress on the power components (less overshoot). Through one period of the fundamental
reference, low switching frequencies techniques generally act one or two commutations of the switches,
so generating a staircase waveform. However, the output voltage waveform has different low order
harmonics, with amplitudes similar to the fundamental one, hard to be filtered.

Different are the works that face the issue of reducing the harmonics distortion rate (THD) [29–35].
Some of them exploit the problematic of extraction maximum power from PV modules [29] or
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implement innovative fast switching modulation, with or without considering power losses [30,31].
As reference, the authors of [32] used a single-phase multilevel inverter scheme, employing three series
connected full-bridge stages and a single half-bridge inverter. The result was a reduction of harmonics,
evaluated in terms of total harmonic distortion rate, about 9.85%. Spice models help researchers
to consider coupled issues such as THD and storage elements [33]. Again, simulation allows the
tracking of the performance of a multilevel inverter in partial shaded condition of PV panels [34].
Simulation seems to be the best way to predict how reduce the THD with grid connected systems [35].
The simulation produces a 15-level output voltage, the total harmonic distortion was about 8.12%,
a very low level was reached, but similar multilevel inverters will be overpriced.

On the opposite side, higher frequency modulation presents harmonics with higher frequencies,
which requires an economic filters, but high frequency switching brings also higher losses due
circulating currents. An evaluation of harmonics content, useful to better define the output voltage
waveforms, are reported [10–12], and will be objects of deeper discussions in this paper.

High power electrical drives applications need mainly the reduction of the switching losses and
electromagnetic interferences (EMI). Losses concur to define efficiency of converter, so soft switching
modulation techniques, employing selective harmonic elimination (SHE) technique and selective
harmonic mitigation (SHM) technique, are frequently chosen. SHE method requires the choosing of a
single hth harmonic to be removed, so a set of non-linear sinusoidal formulas is solved by choosing
the switching angles. The SHM techniques, instead, mitigates simultaneously different harmonics by
correctly choosing the switching angles.

Whichever technique is employed, SHE or SHM, to resolve the group of transcendental equations
and to discover the related switching angles, different approaches can be taken into account.
Obviously, the simplest approach develops iterative methods such as Newton–Rhapson. As reference
in [36], the Newton–Rhapson iterative method is employed for the assessment of switching angles for
a seven level inverter. The total harmonic distortion of the staircase voltage output is equal to 11.8%.

The authors of [37] present an evaluation between different modulation techniques, applied
for a five-level cascaded H-bridge multilevel inverter. The employed control scheme enforces
three different pre-defined arrangements for the switching angles. By the uses of these schemes
there is an achievement of a minimum THD around 17.07% for the waveform of voltage. The work
presented in [38], employs a particularly fast optimal solution of harmonic elimination techniques,
used inverter is a five-level multilevel one, and also non-equal DC sources feed the different levels.
The solution of the problem is entrusted to a novel particle swarm optimization (PSO) algorithm,
and THD achieved a minimum value of 5.44%.

Authors of [39] proposed an optimal SHM technique for a seven-level inverter scheme.
The individual harmonic to be mitigated and the THD are subjected to satisfaction of three voltage
harmonic standards, named EN50160 [40], CIGRE JWG C4.07 [41] and IEC61000-3-6 [42].

Paper [43] proposes again the PSO technique in presence of PV sources with different voltage
levels, the non-linear transcendental equations were solved offline. THD was minimized by employing
of pre-calculated switching angles. By the dual employment of the adaptive neuro fuzzy inference
system (ANFIS) and also maximum power point tracker (MPPT) algorithm, PV DC sources were
transformed in identical DC source. The resulting THD was around 3.7%, less than the ones
recommended by IEEE-519 (5%).

Author of [44] again employed an adaptive neuro-fuzzy interference system in order to eliminate
voltage harmonics. The proposed comparison shows a best performance of ANFIS referred to neuro
fuzzy controller (NFC), in the case of studying a seventh level inverter with active filter. Again the
option of an active filter, used in order to improve the performance of the control, can be find in [45].

In [46] the method known as “voltage cancelation” is used for single-phase H-bridge inverters,
and in [47] was applied for a single-phase five-level CHBMI.

In this paper the structures used in [47] with a soft switching modulation is used with high
switching PWM in order to achieve the same or a better THD.
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1.4. Contributions and the Organization of Paper

The purpose of this article is to define in detail all the information required to implement the
modeling, the operation and the control of a CHBMI.

By starting from general information on CHBMI a detailed report is presented. Informations for
the reproduction of the results are not omitted, different tables report the used parameters,
from the impedances used in the filtering systems for the various PWM employed techniques
(twelve different cases) to the delay times used for driving the system.

Particular attention is devoted to the following aspects: LCL filter design, control design, harmonic
content and validation of the proposed approach.

Section 2 is devoted to the simulation of a CHBMI for grid connected applications.
The instantaneous model of the converter will be presented in Section 2.1 and after a CHBMI
average model. The LCL filter design will be introduced in Section 2.2 and the controller design
in Section 2.3. Finally, the simulated performances are evaluated in Section 2.4.

Section 3 is devoted to the experimental validation. The Test Bench will be described in Section 3.1.
The control algorithm design will be presented in Section 3.2. The model validation will be discussed
in Section 3.3 and finally the grid connected application will be introduced in Section 3.4.

Section 4 recalls and discusses the obtained results, and finally Section 5 concludes the paper.

2. Cascaded H-Bridge Inverter for Grid Connected Applications: Modelling and Control

The purpose of this section is to provide all the useful information to realize a virtual model of
a CHBMI.

2.1. Mathematical Model of the System

Among the classic structures of multilevel inverters presented in literature, this work considers
the three-phase, five-level Cascaded H-Bridge inverter topology. Figure 8 shows the topology structure
of a three-phase five-level CHB inverter connected to the grid through a LCL filter and a transformer
(used for boost voltage and security purpose).
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H-Bridge
module a2

H-Bridge
module b1

H-Bridge
module b2

H-Bridge
module c1

H-Bridge
module c2
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VDC,c2 VDC,c1

va2 va1
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vgb
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Sa1,2

Sa1,4Sa1,3

Transformer

Figure 8. Topology structure of a three-phase five-level CHB inverter system.

Each phase of the CHB inverter consists of two cascaded H-bridges in series connected.
Thus, the phase voltages va(t), vb(t) and vc(t), referred on the n’ point, is obtained by summing
output voltage of the series connected H-Bridges (7):

va(t) = va1(t) + va2(t)
vb(t) = vb1(t) + vb2(t)
vc(t) = vc1(t) + vc2(t)

(7)
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Taking into account the switching state of the power components, the instantaneous model
of the three-phase five-level CHBMI in both the AC and DC side can be totally described by the
following equations:

va(t) = VDC,a1 · (Sa1,1 − Sa1,2) + VDC,a2 · (Sa2,1 − Sa2,2)

vb(t) = VDC,b1 · (Sb1,1 − Sb1,2) + VDC,b2 · (Sb2,1 − Sb2,2)

vc(t) = VDC,c1 · (Sc1,1 − Sc1,2) + VDC,c2 · (Sc2,1 − Sc2,2)

(8)

iDC,a1 = ia · (Sa1,1 − Sa1,2) iDC,a2 = ia · (Sa2,1 − Sa2,2)

iDC,b1 = ib · (Sb1,1 − Sb1,2) iDC,b2 = ib · (Sb2,1 − Sb2,2)

iDC,c1 = ic · (Sc1,1 − Sc1,2) iDC,c2 = ic · (Sc2,1 − Sc2,2)

(9)

C dVDC,a1
dt = iin,a1 − iDC,a1 C dVDC,a2

dt = iin,a2 − iDC,a2

C dVDC,b1
dt = iin,b1 − iDC,b1 C dVDC,b2

dt = iin,b2 − iDC,b2

C dVDC,c1
dt = iin,c1 − iDC,c1 C dVDC,c2

dt = iin,c2 − iDC,c2

(10)

where Sji,k (j = a . . . c; i,k = 1 or 2) are the switching state in which “1” represents that the switch is ON
and “0” represents that the switch is OFF.

Equations (8) and (9), can be simplified in (12) and (13) by considering the same DC voltage VDC
for each H-Bridges and by defining the switching functions Sji ∈ {−1, 0, 1} as:

Sji = Sji,k − Sji,k+1 (11)

Thus, Equations (14) and (15) can be rewritten as:

va(t) = VDC · (Sa1 + Sa2)

vb(t) = VDC · (Sb1 + Sb2)

vc(t) = VDC · (Sc1 + Sc2)

(12)

iDC,a1 = ia · Sa1 iDC,a2 = ia · Sa2

iDC,b1 = ib · Sb1 iDC,b2 = ib · Sb2

iDC,c1 = ic · Sc1 iDC,c2 = ic · Sc2

(13)

Equations (12) and (13) represent the instantaneous model of the three-phase five-level CHBMI in
terms of the phase voltage and DC current. The line-to-line voltage as described by Equation (14):

vab(t) = VDC · (Sa1 + Sa2 − Sb1 − Sb2)

vbc(t) = VDC · (Sb1 + Sb2 − Sc1 − Sc2)

vca(t) = VDC · (Sc1 + Sc2 − Sa1 − Sa2)

(14)

The model is complete with the equations to describe the LCL filter behavior and the transformer.
Thus, the equivalent circuit have to be taken in to account where rTR and LTR (rTR = 25 mΩ and
LTR = 108.23 μH) represent the short-circuit impedance reported on the low side of the transformer.

Finally, the following equations can be used for the rating the output currents i{a,b,c} of the
converter (15), grid currents ig{a,b,c} (16) and the capacitor voltages v*

{a,b,c} (17), where r and rg are the
resistance of the inductance L and Lg of LCL filter.

L dia
dt = va − iar − v∗a − vn f n′

L dib
dt = vb − ibr − v∗b − vn f n′

L dic
dt = vc − icr − v∗c − vn f n′

(15)
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(
Lg + LTR

) · diga
dt = v∗a − iga ·

(
rg + rTR

)− vga − vnn f(
Lg + LTR

) · digb
dt = v∗b − igb ·

(
rg + rTR

)− vgb − vnn f(
Lg + LTR

) · digc
dt = v∗c − igc ·

(
rg + rTR

)− vgc − vnn f

(16)

Cf
dv∗a
dt = ia − iga

Cf
dv∗b
dt = ib − igb

Cf
dv∗c
dt = ic − igc

(17)

where vn f n′ is the voltage between the point nf and n’ and vnn f is the voltage between the point n and
nf that can be expressed by the Equation (18).

vn f n′ = 1
3

[
(va + vb + vc)− r(ia + ib + ic)− L

(
dia
dt + dib

dt + dic
dt

)]
vnn f =

1
3

[(
v∗a + v∗b + v∗c

)− rg

(
iga + igb + igc

)
− Lg

(
diga
dt +

digb
dt +

digc
dt

)] (18)

In the case of the equilibration system, the voltage vnnf is equal to zero. In order to design the
control system, it is necessary to develop an average model of the system. Generally, the average
model takes into account the average values in a switching period Tsw. In this way, the average phase
voltages and average currents can be expressed as (19) and (20):

va(t) = 1
Tsw

Tsw∫
0

VDC · (Sa1 + Sa2)dt

vb(t) = 1
Tsw

Tsw∫
0

VDC · (Sb1 + Sb2)dt

vc(t) = 1
Tsw

Tsw∫
0

VDC · (Sc1 + Sc2)dt

(19)

iDC,a1 = 1
Tsw

Tsw∫
0

ia · Sa1dt iDC,a2 = 1
Tsw

Tsw∫
0

ia · Sa2dt

iDC,b1 = 1
Tsw

Tsw∫
0

ib · Sb1dt iDC,b2 = 1
Tsw

Tsw∫
0

ib · Sb2dt

iDC,c1 = 1
Tsw

Tsw∫
0

ic · Sc1dt iDC,c2 = 1
Tsw

Tsw∫
0

ic · Sc2dt

(20)

As demonstrated in [46], the equations of the average voltages and average currents in a switching
period become (21) and (22):

va(t) = VDC · (ma1 + ma2)

vb(t) = VDC · (mb1 + mb2)

vc(t) = VDC · (mc1 + mc2)

(21)

iDC,a1 = ia · ma1 iDC,a2 = ia · ma2

iDC,b1 = ib · mb1 iDC,b2 = ib · mb2

iDC,c1 = ic · mc1 iDC,c2 = ic · mc2

(22)

where mji (j = a . . . c; i = 1 or 2) is the modulation index of each H-Bridge module. Equations (21) and
(22) represent the average model of the converter in a switching period.

2.2. LCL Filter Design

The power quality is an important aspect for grid-connected systems. According to [48,49],
there are several limits related to the power injection on the grid that have to be respected, as: voltage
unbalance (three-phase inverters should not exceed 3%), DC current injection (IDC < 0.5% for IEEE 1574
and IDC < 1% for IEC 61727) and current harmonics. The standard harmonic current limits, defined
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by IEEE 1574 and IEC 61727 at the point of common coupling (PCC), are summarized in Table 1.
Therefore, the level fixed of the total harmonic distortion (THD%) is <5%.

Table 1. Current harmonic limits.

Harmonic Order, h Limit in % of Rated Current

h < 11 4.0
11 ≤ h < 17 2.0
17 ≤ h < 23 1.5
23 ≤ h < 35 0.6

h ≥ 35 0.3

On the grid side, a LCL-filter to reduce high-order harmonics that can interfere with other
equipment is typically adopted [50]. A step-by-step design procedure for an LCL filter has been
proposed in [51,52]. The proposed method employs different factors as inputs such the power rating
of the converter, the chosen line frequency and obviously the switching frequency.

According to [52,53], the converter side inductance L is defined in order to bound the current
ripple produced by the converter. Grid side inductance L*

g can be determined as a function of L, using
the index r (L*

g = r·L). While, Capacitor value Cf can be determined as a percentage x% of the delivered
reactive power under rated conditions.

Aim of this section is to design the LCL filter parameters with the step-by-step method for each
modulation techniques taken into account. The step-by-step procedure was applied by considering a
system with a line voltage of 50 Vrms, frequency 50 Hz and rated power of 600 W (parameters of the
test bench in Laboratory of Electrical Applications-LEAP of the University of Palermo).

In Table 2 are reported the converter side inductance L values for each modulation techniques
taken into account. It should be noted that the lower values of L have been obtained with phase
disposition based modulation techniques. Moreover, also phase shifted modulation techniques based
present interesting results.

Table 2. Grid side inductance values.

PD POD APOD PS

Sine 0.260 mH 0.882 mH 0.530 mH 0.371 mH
THI 0.222 mH 1.938 mH 0.584 mH 0.393 mH
SFO 0.260 mH 0.882 mH 0.530 mH 0.371 mH

Addition, in the design of the grid side inductance L*g has been taken into account the inductance
of the transformer, thus, can be expressed as L*g = Lg + LTR. Table 3 reports the current ripple
attenuation depending of the r and x values.

Table 3. Current Ripple, r and x values.

Sine THI SFO

r x% ig/i r x% ig/i r x% ig/i

PD 1.40 1.94% 10.09% 1.40 2.38% 10.29% 1.20 2.38% 10.03%
POD 0.40 1.94% 10.21% 0.10 3.25% 10.85% 0.40 1.94% 10.21%

APOD 0.90 1.50% 10.81% 0.60 1.94% 10.51% 0.90 1.50% 10.18%
PS 1.00 1.94% 10.21% 1.20 1.50% 10.65% 1.00 1.94% 10.21%

Thus, fixing different values of x and r, in particular x% less than 5% according to limit reported
in [52], have been evaluated the current ripple for each modulation techniques taken into account.
In this way, have been identified the values of r and x%, summarized in Table 3, that allow to obtain a
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current ripple approximately then 10%. By using the values reported in Table 3, have been calculated
the filter parameters and are summarized in Table 4.

Table 4. LCL filters parameters and frequency resonant.

L (mH) Cf (μF) L*
g (mH) Lg (mH)

SPD 0.260 8.04 0.365 0.257
SPOD 0.882 8.04 0.352 0.244

SAPOD 0.530 6.21 0.477 0.369
SPS 0.371 8.04 0.371 0.263

THIPD 0.222 9.86 0.311 0.203
THIPOD 1.938 13.47 0.193 0.085

THIAPOD 0.584 8.04 0.350 0.242
THIPS 0.393 6.21 0.471 0.363
SFOPD 0.260 9.86 0.313 0.204

SFOPOD 0.882 8.04 0.352 0.244
SFOAPOD 0.530 6.21 0.424 0.316

SFOPS 0.371 8.04 0.371 0.263

An interesting consideration is about the PD based modulation techniques because the converter
side inductance L and grid side inductance Lg present the lower values. Higher value of the
converter side inductance were obtained with THIPOD modulation technique. This phenomenon
is attributable at the higher number of the side band harmonics generated by POD carrier signals.
In fact, also SPOD and SFOPOD present higher values of the converter side inductance compared
others modulation techniques. Regarding the capacitor filter values Cf, it is interesting to note that
have been obtained similar values among the modulation techniques taken into account.

As stated earlier, it is necessary to evaluate the limits on the parameter values, introduced in
step-by-step method, to verify the filter effectiveness. In Table 5 are reported the limits on the LCL
parameters values for each modulation techniques.

Table 5. Limits on the LCL parameter values.

ΣL (p.u.) x (%) fres (kHz)

SPD 0.025 1.94% 4.54
SPOD 0.050 1.94% 3.53

SAPOD 0.041 1.50% 4.02
SPS 0.030 1.94% 4.11

THIPD 0.021 2.38% 4.44
THIPOD 0.087 3.25% 3.26

THIAPOD 0.038 1.94% 3.79
THIPS 0.035 1.50% 4.35
SFOPD 0.023 2.38% 4.24

SFOPOD 0.050 1.94% 3.53
SFOAPOD 0.039 1.50% 4.15

SFOPS 0.030 1.94% 4.11

Each LCL configuration designed allows to respect the limits introduced in step-by-step method.
In the next section, is reported the design of the control system for each modulation techniques taken
into account.

2.3. Controller Design

The objective of the control strategy is to guarantee the synchronization with the main grid and
regulate the power injection through the current control loop. Moreover, the current loop is accountable
of the power quality issues and of protection for high values of current. Thus, low harmonic
content on the current and dynamic response are the important properties of the control system.
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According to [54–56], the control strategy is based on the synchronous reference frame, also called dq
control. Figure 9 shows the schematic block diagram of the dq control.
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Figure 9. Synchronous reference frame control strategy.

The system needs the measurement of the current and voltage through the sensors. Figure 9
shows that the current sensors are on the converter side, since in more applications they are also
employed to protect the power converter. Moreover, the LCL filter design and the control design are
influenced by the position of the sensors [51].

Synchronous reference frame control is based on the Park’s transformation to express both grid
currents and voltages into a reference structure rotating synchronously with the grid frequency. In this
way, the dq components of the voltage and current assume continuous trend and it is possible to use
the PI regulator.

The phase-locked loop (PLL) technique [55], allows extracting the instantaneous phase angle of
the grid voltage in order to synchronize the voltage waveforms.

For the control design, the instantaneous model of the system, Equations (15) and (16), can be
simplified neglecting the filter capacitor Cf.

Using the Park’s transformation, the Equations (15) and (16) can be rewritten as (23):

vd(t) = rTid(t) + LT
did(t)

dt − ωgLTiq(t) + vgd(t)

vq(t) = rTiq(t) + LT
diq(t)

dt + ωgLTid(t) + vgq(t)
(23)

where rT is the sum of the internal resistance of the inductors (rT = r + rg + rTR) and the LT is the sum
of the inductance of the LCL filter and the short-circuit inductance reported on the low side of the
transformer (LT = L + Lg + LTR).

In synchronous reference frame, it is possible to control the dq components independently thanks
the decoupling of the two-channel control. In this way, through the d component it is possible to
control the active power while through the q component it is possible to control the reactive power.

For the design of the proportional-integral (PI) regulators, the method used to tune the parameters
of the PI is the “technical optimum” criterion where both plant and PI regulator have the same time
constant in order to simplify the closed loop transfer function.

By according the PI integrator time constant TI equal to the plant time constant TI = LT/rT,
with the aim to delete the slower plant pole and supposing a perfect pole-zero cancellation, the current
closed-loop transfer function W(s) become of the second order Equation (24).

W(s) =
kp

1.5LT T

s2 + 1
1.5T s + kp

1.5LT T

(24)

where kp is the proportional gain, TI is the integral time constant and T is the sampling period.
By the analysis of Equation (24), the proportional gain kp depends on the inductance of the

LCL filter. In this way, it is possible to evaluate the PI regulators parameters for each modulation
techniques choosing a damping coefficient equal to 0.707. In Table 6 are reported the PI regulator
parameters for each modulation techniques taken into account.
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Table 6. PI regulator parameters.

Sine THI SFO

kp TI (ms) ki kp TI (ms) ki kp TI (ms) ki

PD 2.09 15.65 133.73 1.78 13.36 133.73 1.91 14.35 133.73
POD 4.12 30.88 133.73 7.11 53.31 133.73 4.11 30.88 133.73

APOD 3.36 25.20 133.73 3.12 23.36 133.73 3.18 23.87 133.73
PS 2.48 18.58 133.73 2.88 21.63 133.73 2.48 18.58 133.73

In the next section, simulation results were reported to evaluate the performance of the system
with each modulation techniques taken into account.

2.4. Performances Evaluation

Aim of this section is to evaluate the performance of the system through a simulation analysis for
each modulation techniques taken into account. In particular, the main purpose is to investigate the
effectiveness of the control strategy and the LCL filter in terms of the harmonic content in the currents
and voltages in order to determinate the best solution for grid connected applications. The simulation
have been carried out in Matlab/Simulink® (version 4.1.1, The MathWorks, Inc., Natick, MA, USA)
environment with the same parameters used for each modulation techniques taken into account and
reported in Table 7.

Table 7. Simulation parameters.

Electric parameter Value

Grid line Voltage 50 V
Rated current 6 A

Grid frequency 50 Hz
DC Voltages 24 V

Switching frequency 10 kHz
Inductance and resistance of the transformer (low side reported) 108.23 μH 25 mΩ

LCL filter requirements and parameters of regulators were determined in the precedent
sub-sections (2.2. LCL Filter Design and 2.3. Controller Design). In the follow are reported the
results obtained in simulation analysis for each modulation techniques taken into account and have
been compared the results among the modulation with the same carrier signals.

2.4.1. Phase Disposition

Generally, the main characteristics of the modulation techniques with PD as carrier signals is that
the harmonic spectra of the phase voltage presents a predominant harmonic centered on the switching
frequency and side band harmonics. Thus, the difference among SPD, THIPD, and SFOPD are in the
amplitude on the harmonic centered on the switching frequency and side band harmonics as shown in
Figure 10. However, THI and SFO introduce a third harmonic component on the phase voltage that
disappear on the line voltage (three-wired systems).

   
(a) (b) (c) 

Figure 10. Phase voltage harmonic spectra centered around the switching frequency (10kHz) in percent
respect to the fundamental amplitude of (a) SPD, (b) THIPD and (c) SFOPD.
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This phenomenon explains the different values of THD% and different LCL filter requirements.
Consequently, the performance in terms of the harmonic content on the current will be different.
Figures 11–13 show the transitory of the converter side currents and grid side currents from zero to the
rated current obtained with SPD, THIPD, and SFOPD, respectively. As mentioned above, are visible
little differences in the currents trend among SPD, THIPD, and SFOPD, as emphasized by red and
green zoom windows. In particular, these differences are present in terms of harmonic content around
the switching frequency and the low order harmonics.

Overall, the three-grid side current have a total harmonic distortion—THD% less then 5%
according to IEEE 1574 and IEC 61727.

(a) 

 

(b) 

 

(c) 

Figure 11. Converter side and grid side three-phase current with SPD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

(a) 

 

(b) 

 

(c) 
Figure 12. Converter side and grid side three-phase current with THIPD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.
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(a) 

 

(b) 

 

(c) 
Figure 13. Converter side and grid side three-phase current with SFOPD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

Figure 14 shows the low order harmonics (from third to fortieth harmonic) in grid side current Iga

obtained with SPD, THIPD, and SFOPD, respectively.
In the first all, it is interesting to note that the amplitude of the lower order harmonics are below

of the standard harmonic current limits defined by IEEE 1574 and IEC 61727 at the PCC. However, is
visible only a predominant fifth harmonic in low order spectra obtained with SPD while there are also
the eleventh and thirteenth harmonics in the low order spectra obtained with THIPD and SFOPD.

  
(a) (b) (c) 

Figure 14. Low order harmonics on the grid side current Iga for (a) SPD, (b) THIPD, and (c) SFOPD.

Figure 15 shows a comparison among harmonic spectra centered around the switching frequency
of 10 kHz among line voltage Vab (blue bars), converter side current Ia (red bars) and grid side current
Iga (yellow bars) obtained with SPD, THIPD, and SFOPD, respectively. The lower values of the grid
side current harmonics, less of 0.3% referred to the fundamental amplitude, demonstrate the LCL
filter effectiveness. It should be noted that in the spectra of the line voltage and currents appear only
side band harmonics thanks to the three-wired connection.

299



Energies 2018, 11, 3298

  
(a) (b) (c) 

Figure 15. Comparison of line voltage harmonic spectra Vab, converter side current Ia and grid side
current Iga centered around the switching frequency (10 kHz) in percent respect to the fundamental
amplitude for (a) SPD, (b) THIPD, and (c) SFOPD.

In particular, harmonic spectra obtained with SPD modulation technique presents three-pair
predominant of the side band harmonics while the harmonic spectra obtained with THIPD and SFOPD
are different. The tool used to compare the harmonic content around the switching frequency among
the SPD, THIPD, and SFOPD is the “Partial Total Harmonic Distortion” (PTHD%) defined as:

PTHD% =

√
fSW+n/2

∑
fSW−n/2

V2
h

V1
· 100 (25)

where fSW is the switching frequency, n is the bandwidth centered around the switching frequency, h is
the harmonic order and V1 is the fundamental amplitude.

In Table 8 are summarized the PTHD% calculated for line voltage Vab, converter side current Ia

and grid side current Iga.

Table 8. Partial Total Harmonic Distortion” (PTHD%) values obtained with SPD, THIPD, and SFOPD.

Vab Ia Iga

SPD 7.94% 3.92% 0.38%
THIPD 7.86% 4.61% 0.43%
SFOPD 8.29% 4.08% 0.38%

It is interesting to note that the SPD and SFOPD present the lower values of the PTHD% as regard
to the currents. While, the lower values of the PTHD% of the line voltage has been obtained with
THIPD modulation technique. Obviously, both the modulation technique and the LCL filter concur to
define the harmonic content.

2.4.2. Phase Opposition Disposition and Alternative Phase Opposition Disposition

In harmonic spectra obtained with modulation techniques based POD or APOD as carrier signals,
the harmonic component at switching frequency does not appear but there are only side band.

Figure 16 shows the harmonic spectra of the phase voltage centered around the switching
frequency obtained with SPOD, THIPOD, SFOPOD, SAPOD, THIAPOD, and SFOAPOD, respectively.
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 16. Phase voltage harmonic spectra centered around the switching frequency (10kHz) in
percent respect to the fundamental amplitude of (a) SPOD, (b) THIPOD, (c) SFOPOD, (d) SAPOD,
(e) THIAPOD, and (f) SFOAPOD.

As shown in Figure 16, the harmonic spectra are similar with a pair component predominant
respect to the others while only the SAPOD (Figure 16d) presents little differences. Respect the
modulation techniques PD or PS based, in the sub-section 2.4. LCL Filter Design the higher values of
the filter requirements were obtained with POD and APOD.

Figures 17–22 show the transitory of the converter side currents and grid side currents
from zero to the rated current obtained with SPOD, THIPOD, SFOPOD, SAPOD, THIAPOD,
and SFOAPOD respectively.

 
(a) 

 
(b) 

 
(c) 

Figure 17. Converter side and grid side three-phase current with SPOD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.
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(a) 

 
(b) 

 
(c) 

Figure 18. Converter side and grid side three-phase current with THIPOD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

 
(a) 

 
(b) 

 
(c) 

Figure 19. Converter side and grid side three-phase current with SFOPOD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

 
(a) 

 
(b) 

 
(c) 

Figure 20. Converter side and grid side three-phase current with SAPOD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.
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(a) 

 
(b) 

 
(c) 

Figure 21. Converter side and grid side three-phase current with THIAPOD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

 
(a) 

 
(b) 

 
(c) 

Figure 22. Converter side and grid side three-phase current with SFOAPOD. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

As before, the grid currents trend presents a THD% less then 5% according to IEEE 1574 and
IEC 61727, but it is necessary to study the lower order harmonics and the ones around the switching
frequency, in order to investigate in depth the performances. Figure 23 shows the low order harmonics
(from third to fortieth harmonic) in grid side current Iga obtained with SPOD, THIPOD, SFOPOD,
SAPOD, THIAPOD, and SFOAPOD, respectively.

  
(a) (b) (c) 

Figure 23. Cont.
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(d) (e) (f) 

Figure 23. Low order harmonics on the grid side current Iga for (a) SPOD, (b) THIPOD, (c) SFOPD,
(d) SAPOD, (e) THIAPOD, and (f) SFOAPOD.

It should be noted that the amplitude of the lower order harmonics are below of the standard
harmonic current limits defined by IEEE 1574 and IEC 61727 at the PCC. Interesting results
were obtained with THIPOD (Figure 23b) considering that are visible only fifth and seventh
components with the lower amplitude compared to others modulation techniques POD and
APOD based. Moreover, this is the best results also compared with modulation techniques PD based.
This phenomenon is also explained by the higher values of the LCL filter parameters.

Figure 24 shows a comparison among harmonic spectra centered around the switching
frequency of 10 kHz among line voltage Vab (blue bars), converter side current Ia (red bars) and
grid side current Iga (yellow bars) obtained with SPOD, THIPOD, SFOPOD, SAPOD, THIAPOD,
and SFOAPOD, respectively.

The lower values of the grid side current harmonics, less of 0.3% referred to the fundamental
amplitude, demonstrate the LCL filter effectiveness. While, the predominant pair of the side band
harmonic that appear in all harmonics spectra explains the higher values of the LCL filter parameters
compared with modulation techniques PD or PS based. An interesting consideration is about the grid
side current, the values are very lower respect to the modulation techniques PD based.

  
(a) (b) (c) 

Figure 24. Cont.
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(d) (e) (f) 

Figure 24. Comparison of line voltage harmonic spectra Vab, converter side current Ia and grid side
current Iga centered around the switching frequency (10 kHz) in percent respect to the fundamental
amplitude for (a) SPOD, (b) THIPOD, (c) SFOPOD, (d) SAPOD, (e) THIAPOD, and (f) SFOAPOD.

In Table 9 are reported the values of the PTHD% for line voltage Vab, converter side current Ia and
grid side current Iga.

Table 9. PTHD% values obtained with SPOD, THIPOD, SFOPD, SAPOD, THIAPOD, and SFOAPOD.

Vab Ia Iga

SPOD 25.62% 3.37% 0.33%
THIPOD 29.12% 1.72% 0.18%
SFOPOD 30.60% 4.12% 0.40%
SAPOD 24.17% 5.68% 0.53%

THIAPOD 29.78% 6.16% 0.61%
SFOAPOD 30.65% 7.21% 0.77%

As expected, the PTHD% relatively of the line voltages present higher values compared with
modulation techniques PD based. While, the low values of PTHD% relatively of the currents are
similar respect to the values calculated with modulation techniques PD based.

2.4.3. Phase Shifted Disposition

Last type of the carrier signals analyzed in this work is the Phase Shifted PS that allows shifting
the harmonic to 2nHB times of the switching frequency. In the case of the five-level converter, nHB
is equal to 2, so the harmonic content is shifting to four times the switching frequency (40 kHz).
Moreover, the harmonics are centered around four times the switching and are present only side
band harmonics like in modulation techniques POD and APOD based. Figure 25 shows the
harmonic spectra, centered around four times of the switching frequency, obtained with SPS, THIPS,
and SFOPS, respectively.

(a) (b) (c) 

Figure 25. Phase voltage harmonic spectra centered around four times of the switching frequency
(10 kHz) in percent respect to the fundamental amplitude of (a) SPS, (b) THIPS, and (c) SFOPS.

305



Energies 2018, 11, 3298

The harmonic spectra are similar respect to the harmonic spectra obtained with POD and APOD
but the amplitude of the predominant harmonics are lower.

Figures 26–28 show the transitory of the converter side currents and grid side currents from zero
to the rated current obtained with SPS, THIPS, and SFOPS, respectively.

(a) 

(b) 

(c) 
Figure 26. Converter side and grid side three-phase current with SPS. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

(a) 

(b) 

(c) 
Figure 27. Converter side and grid side three-phase current with THIPS. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.
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(a) 

 
(b) 

 
(c) 

Figure 28. Converter side and grid side three-phase current with SFOPS. (a) Transient behavior in
multiple cycles; (b) Ripple magnification for converter side current; (c) Ripple magnification for grid
side current.

As previously noted, the grid currents trend presents a THD% less then 5% according to IEEE 1574
and IEC 61727 but observing the grid currents trend is evident the presence of low order harmonics.

Figure 29 shows the low order harmonics (from third to fortieth harmonic) in grid side current Iga

obtained with SPS, THIPS, and SFOPS, respectively.

  
(a) (b) (c) 

Figure 29. Low order harmonics on the grid side current Iga for (a) SPS, (b) THIPS, and (c) SFOPS.

As presumed, by analyzing Figure 29, low order harmonics contents are present, in particular
the fifth, seventh are predominant respect to the others, which anyway are under the harmonics
current limits. Modulation techniques PS based have the higher values of the lower order harmonics
compared with all modulation techniques previously described. Figure 30 shows a comparison
among harmonic spectra centered around the switching frequency of 10 kHz among line voltage Vab
(blue bars), converter side current Ia (red bars) and grid side current Iga (yellow bars) obtained with
SPS, THIPS, and SFOPs, respectively.
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(a) (b) (c) 

Figure 30. Comparison of line voltage harmonic spectra Vab, converter side current Ia and grid side
current Iga centered around the switching frequency (10 kHz) in percent respect to the fundamental
amplitude for (a) SPS, (b) THIPS, and (c) SFOPS.

Also for modulation techniques PS based, the grid side current harmonics are less than 0.3%
referred to the fundamental amplitude demonstrating the LCL filter effectiveness. In terms of harmonic
spectra of the line voltage, there are a pair of the predominant side band harmonics that are present
also in the current spectra. In order to compare the performance were evaluated the PTHD% where
the values are summarized in Table 10.

Table 10. PTHD% values obtained with SPS, THIPS, and SFOPS.

Vab Ia Iga

SPS 23.51% 1.80% 0.0095%
THIPS 29.84% 2.16% 0.0117%
SFOPS 30.51% 2.35% 0.0124%

As shown in Table 10, the values of the PTHD% are lower compared with other values
previously calculated. These are interesting results because on the grid side current are present
only low order harmonics that are under the current limits (IEEE 1574 and IEC 61727).

In conclusion, modulation techniques PD based allow obtaining good results in terms of the
harmonic content on the grid current with the lower values of the LCL filter parameters. In particular,
SPD represent the best solution. Interesting results have been obtained also with modulation
techniques PS based thanks to the feature that allows to shift the harmonic content respect to the
switching frequency. In fact, have been obtained the lower values of the PTHD% about the grid side
currents among all the modulation techniques taken into account. Moreover, modulation techniques
PS based allow to control the power flow from the DC sources because each level can be controlled as
a single-phase converter. This feature is important in very applications like PV systems for example.
In the next section the experimental validation to confirm the simulation results were reported.

3. Experimental Validation

The purpose of this section is to provide all the useful information to describe the employed of a
prototype CHBMI.

The first aim of the experimental validation is to validate the model of the system previously
described and to confirm the effectiveness of the LCL filter design and the control strategy. In particular,
the experimental tests have been executed with a prototype of a three-phase five-level multilevel
converter with topology structure cascaded H-bridge inverter. Moreover, also the control board FPGA
based is a prototype designed for power electronics applications. In this section were reported detailed
descriptions of the test bench, control algorithm design and the experimental results. By the simulation
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analysis, reported in section “2.4 Performances Evaluation”, the experimental validation was focused
on SPD and SPS modulation techniques.

3.1. Test Bench

In order to carry out the experimental analysis, a three-phase, five-level multilevel inverter
prototype with a CHB circuital structure were assembled.

The test bench is shown in Figure 31 and it is mainly composed by:

- a prototype of FPGA-based control board (produced by DigiPower s.r.l);
- Six prototypes of H-bridges (produced by DigiPower s.r.l);
- A Three-phase LCL filter especially designed (produced by SDESLAB and LEAP of the University

of Palermo);
- Six DC sources with 24 V of rated voltage;
- Three-phase variac to grid interface;
- A Teledyne LeCroy WaveRunner 6Zi, scope, employed for the real-time acquisition of the

waveforms and monitoring of the system.

Figure 31. A photograph of the test bench.

Figure 32a shows the prototype of the H-Bridge that is based on power Mosfet
(International Rectifier—model IRFB4115PbF [57]) whose technical features are reported in Table 11.
While, Figure 32b shows the FPGA-based control board where the FPGA is produced by Altera—model
Cyclone III and the features reported in [58,59].

  
(a) (b) 

Figure 32. A photograph of the prototype (a) H-Brides and (b) field programmable gate array (FPGA)
control board.
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Table 11. Technical features of the IRFB4115PBF device [57].

Voltage Vdss 150 V
Resistance Rds(on) 9.3 mΩ

Current Id (silicon limited) 104 A
Turn on delay tD(on) 18 ns

Rise time tR 73 ns
Turn off delay TD(off) 41 ns

Fall time tF 39 ns
Reversal recovery tRR 86 ns

Figure 33 shows the three-phase LCL filter especially designed and assembled with commercial
components at SDESLAB and LEAP laboratories of the University of Palermo. For the converter and
grid side inductance have been used commercial inductance of 560 μH with rated current of 4A in
parallel connected to obtain an inductance then 280 μH with rated current of 8A.

 
Figure 33. Tree-phase LCL filter.

While, for the capacitor filter have been used the ceramic capacitors of 4.7 μF with rated voltage
of 100 V in parallel connected to obtain a capacitor of 9.4 μF.

3.2. Control Algorithm Design

The FPGA is commonly used in order to implement complex functions, such as arithmetic
logic unit (ALU), memories, communication units and so on [16]. The main difference with other
programmable systems used in industrial applications (μ-controller or DSP) is that through a software
programming it is possible to describe an especially designed hardware for specific application. For this
reason, the FPGA allows to obtain high flexibility and very fast execution time that allows using in
very large of applications field. Actually, in power electronics application the complexity of the
control algorithms, due also to the application type is increasing. For example, in grid connected
applications there are very different control algorithm to control the power flow, power quality,
synchronization with the grid, parallel control of the DC side and AC side and so on. Thus, are
necessary programmable systems with fast execution time and the clock of the digital system should
be adapted to the specific application. Aim of this section, is to investigate on the use of the FPGA for
grid-connected application in order to validate the simulation analysis previously described and to
optimize the control algorithm for the application under test. The control algorithm was implemented
by means of an FPGA Altera Cyclone III EP3C40Q. The control software is Quartus II by Altera and
the used programming language is the VHDL [60–62].

The structure of the control algorithm implemented can be explained by means the schematic
block diagram shown in Figure 34.
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Figure 34. Schematic block diagram of the control algorithm.

The block named “ADC converter” represent the algorithm to manage the acquisition of the
electrical quantities. In the prototype FPGA-Based control board is available an ADC converter with
16 channel (no simultaneously), 1 MSPS, 12 bit successive approximation ADC produced by Analog
Devices model AD7490 16. The conversion process is managed by a clock signal reference with a
frequency at 10MHz and conversion time (analog to digital signal) is equal to 2 μs. For the system
under test, three voltage (va, vb and vc) and three current (ia, ib and ic) are acquired; the conversion
process is subdivided in two sub-conversion process relatively for the voltages and currents with a
conversion time equal to 6 μs, respectively. In this way, the operation are executed in parallel, so when
finished the first sub-conversion process relatively to the voltages, the mathematic elaborations for PLL
with voltages samples start jointly with the second sub-conversion process relatively to the currents.
After the conversion process, the mathematic elaboration with a resolution of 32 bit Floating Point
(FP) single precision and a clock reference equal to 100 MHz starts. In Table 12 are summarized the
execution time of the main mathematic operation.

Table 12. Execution time of the mathematic operation in FP 32bit.

Mathematic operation Time

Conversion Integer to Floating (Integer 13 bit, FP 32bit) 60 ns
Sum or subtraction (FP 32 bit) 140 ns

Product (FP 32 bit) 110 ns

It should be noted that between two operations there is a delay time equal to 10 ns in order to
stabilize and address the digital signals.

The equivalent schematic block diagram of the PLL to describe the implementation in VHDL is
shown in Figure 35.

PI I

abc
dq

v{a,b,c}

Vq

V*
q=0

look up
table

sin
cos

Overflow
control

* 

g  

 

 
 

Figure 35. Equivalent schematic block diagram of the PLL. PI: proportional-integral; I: integral.

The PI regulator have been implemented in the discretion form as:

u(k) = kpe(k) +
kpT
Ti

e(k) + ui(k − 1) (26)

where k indicate the k-sample, u(k) is the output term of the PI regulator, e(k) is the error, T is the
sampling time, Ti is the time-integral and ui(k − 1) is the k − 1 integral output. In order to optimize
the execution time to evaluate the sinθ and cosθ, where θ is the instantaneous phase of the space
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vector voltage, a look-up table was used. Each value of the instantaneous phase was used as an
address (from 0 to 6280) to determinate the values of the sinθ and cosθ. In the look-up table there are
only a quarter of the sine waveform with a number of the sample equal to 1570 and it is possible to
determinate the sinθ and cosθ values through a logic circuit. The block “Overflow Control” is necessary
to limit the instantaneous phase value to 2π. In this way, the instantaneous phase of the space vector
voltage θ assumes the sawtooth trend. In Table 13 are summarized the execution time of the main
block of the PLL algorithm.

Table 13. Execution time main block of the PLL.

Operation Time

ABC to DQ transformation (FP 32bit) 880 ns
PI regulator (FP 32 bit) 540 ns

Integral (FP 32 bit) 270 ns
Overflow control and look-up table (FP 32 bit) 450 ns

The total execution time algorithm from the end of the acquisition voltage to the instantaneous
phase θ is equal to 3 μs. Figure 36 shows the experimental PLL effectiveness through a comparison of
the grid voltage (red trend) and phase voltage of the converter (yellow trend) before carrying out the
parallel with the grid.

 
Figure 36. Experimental PLL effectiveness.

Figure 37 shows the execution time of the current control scheme where the total execution time
is 3.13 μs.
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Figure 37. Execution time of the current control scheme.
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The block “PWM generator” generates the gate signals for the converter. Generally, a carrier
generator, comparator circuit and a logic circuit to generate the “dead time” compose the
“PWM generator”. Figure 38 shows the screenshot of the schematic block diagram of the PWM
modulator implemented in Quartus II environment for SPD modulation technique.

 

Carriers 

Comparator 

D Flip-flop 

Figure 38. Screenshot of the schematic block diagram of the pulse width modulation (PWM) modulator
implemented in Quartus II environment for SPD modulation technique.

Carrier waveform is generated by means a 13 bit up-down counter with a resolution of
1000 sample. The frequency of the clock reference is 10 MHz in order to obtain a frequency-switching
equal to 10 kHz. The comparator circuit carried out the comparison between the modulating signal
and carrier generator with a frequency equal to 10 MHz. The generation of the command signals of
the components of the H-Bridge legs, as well as the obtainment of the dead-time for the protection of
the series-connected components, is achieved through means of the logic circuit shown in Figure 39.

D Q

clkclk

S
S1

S1

D Flip-flop

Figure 39. Logic circuit to generate the gate signals with dead time.

The delayed signal is obtained by using several cascaded-connected D flip-flops, whose number
is dependent on the adopted clock signal. In order to obtain 400 ns of delay, four D flip-flops have
been connected and managed with the 10 MHz clock signal. Figure 40 shows the simulation of the
“PWM Generator” carried out in ModelSim environment relatively a phase of the converter.
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Figure 40. Simulation of the “PWM generator” in ModelSim environment.

From the technical features of the IRFB4115PBF reported in Table 12, the minimum dead time is
equal to 100 ns, approximately. Thus, has been chosen for safe reason a dead time equal to 400 ns.

Figure 41 shows a screenshot of the experimental validation between gate signals of the same leg
in order to establish the proper operation of the digital system.

 
Figure 41. Experimental validation between gate signals of the same leg.

It should be noted that the dead time obtained is equal to 400 ns.

3.3. Model Validation

By the employment of the previously described test bench, the suggested techniques were
experimentally implemented in order to validate the model of the system and to compare the simulation
and experimental results.

The Teledyne LeCroy WaveRunner 6Zi acquisition system recorded the voltage waveforms. For the
modulation PD, POD and APOD based techniques a sampling frequency of 50 MHz and a number of
samples equal to 1 Ms were used; an observation window was choosen with a time interval equal to 20 ms.

The PS modulation techniques required an acquisition of 5 Ms of samples, equivalent to a sampling
frequency of 250 MHz. The used tool to compare the simulation results and experimental results is the
THD%, as reported in (27) [63]:

THD% =

√√√√V2
rms − V2

rms,1

V2
rms,1

· 100 (27)

where Vrms is the root mean square (rms) value of the phase voltage and Vrms,1 defines the rms value
of the fundamental harmonic.
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Figures 42–44 show the comparison between the simulated (blue bars) and the experimental
(yellow bars) THD% values obtained with Sinusoidal (Figure 42), THI (Figure 43) and SFO (Figure 44) as
reference signals for each modulation techniques taken into account with the designed filter discussed
in Section 2.2.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) (h) 
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Figure 42. Comparison between the simulated (blue) and the experimental (yellow) THD% values:
(a) SPD line voltage, (b) SPD phase voltage, (c) SPOD line voltage, (d) SPOD phase voltage, (e) SAPOD
line voltage, (f) SAPOD phase voltage, (g) SPS line voltage, and (h) SPS phase voltage.
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(a) (b) 

  
(c) (d) 

 
(e) (f) 

  
(g) (h) 

Figure 43. Comparison between the simulated (blue) and the experimental (yellow) THD% values:
(a) THIPD line voltage, (b) THIPD phase voltage, (c) THIPOD line voltage, (d) THIPOD phase voltage,
(e) THIAPOD line voltage, (f) THIAPOD phase voltage, (g) THIPS line voltage, and (h) THIPS
phase voltage.
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Figure 44. Comparison between the simulated (blue) and the experimental (yellow) THD% values:
(a) SFOPD line voltage, (b) SFOPD phase voltage, (c) SFOPOD line voltage, (d) SFOPOD phase voltage,
(e) SFOAPOD line voltage, (f) SFOAPOD phase voltage, (g) SFOPS line voltage, and (h) SFOPS
phase voltage.

It should be noted that the simulated and experimental THD% presents similar values. For this
reason, it is possible to establish the effectiveness of the model implemented.

Interesting comparison among the experimental THD% values for each reference signals taken
into account, is shown in Figure 45. Modulation technique with PD as carrier signals and sinusoidal
reference SPD seems to be the best solution in terms of the harmonic content. Moreover, also the SPS is
a good solution for grid-connected applications.

317



Energies 2018, 11, 3298

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 45. Comparison between the experimental THD% results: (a) Sinusoidal line voltage,
(b) Sinusoidal phase voltage, (c) THI line voltage, (d) THI phase voltage, (e) SFO line voltage,
and (f) SFO phase voltage.

In conclusion, modulation technique with PD as carrier signals and sinusoidal reference SPD
present interesting results. Moreover, also the PS carrier signal is a good solution due to high order
harmonic components respect other carrier signals.

In the next section, experimental validation of the grid-connected application is reported.
The experimental validation considers only the SPD and SPS modulation techniques.

3.4. Grid Connected Application

Aim of this subsection is to validate the simulation results, reported in section “2.1 Performances
evaluation”, in which the best performances were obtained with SPD and SPS modulation techniques.
In particular, the purpose is to validate by means experimental tests the effectiveness of the control
strategy and the LCL filter. Thus, the experimental tests were carried out only with SPD and SPS
modulation techniques.

3.4.1. Phase Disposition

Figure 46 shows the measured grid phase voltages and grid currents of the phase a and b obtained
with SPD modulation technique at the rated power. It is interesting to note that the phase angle between
voltage and current of the same phase is equal to zero. This result demonstrates the effectiveness of the
control strategy because, as explained in the section “2.3 Controller Design”, through the d component
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it is possible to control the active power while through the q component it is possible to control the
reactive power. Thus, fixing q component of the current equal to zero and d component of the current
equal to rated value (6A) it is possible to inject only active power on the grid as shown in Figure 46.

 
Figure 46. Measured grid voltages (20 V/div) and grid currents (5 A/div) of the phase a and b obtained
with SPD at the rated power.

Figure 47 shows measured converter side current obtained with SPD at rated power while
Figure 48 shows the measured grid side current in the same conditions.

First all, the differences in terms of the harmonic content between the trend of the converter side
and grid side currents are evident. Moreover, a not perfect half-wave symmetry in the currents trend
was observed. This phenomenon determined the present of the even-harmonics in the current.

  
(a) (b) 

Figure 47. Measured converter side currents (2 A/div) obtained with SPD at the rated power. (a) Ripple
in different cycles; (b) Magnification of ripple.
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(a) (b) 

Figure 48. Measured grid side currents (2 A/div) obtained with SPD at the rated power. (a) Ripple in
different cycles; (b) Magnification of ripple.

Figure 49a shows the low order harmonics spectra of the grid side current at rated power. In the
first all, it interesting to note that the amplitude of the lower order harmonics are below of the standard
harmonic current limits defined by IEEE 1574 and IEC 61727 at the PCC. Nevertheless, as stated
above are present the even-harmonics on the harmonic spectra. Interesting comparison between the
harmonic spectra centered on switching frequency of the converter side current Ia (blue bars) and grid
side current Iga (yellow bars) is shown in Figure 49b. The lower values of the harmonics of the grid
side current demonstrate the effectiveness of the LCL filter.

 
(a) (b) 

Figure 49. Calculated (a) low order harmonics of the grid side current and (b) switching frequency
harmonics spectra of the converter side and grid side currents.

In Table 14 are summarized the calculated THD% for different values of the grid side
current injected. It should be noted that the THD% values increase when the current injected in
the grid is reduced and it is less then 5% up to In/2.

Table 14. Experimental THD% of the converter and grid side currents, obtained with SPD, for different
values of the injected current into the grid.

In/3 In/2 2In/3 In

Converter side current 12.17% 7.82% 6.46% 5.88%
Grid side current 7.97% 4.78% 4.26% 3.72%

Figure 50 shows the measured line voltage of the converter at rated power. It interesting to note
that the line voltage presents nine-level.
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Figure 50. Measured line voltage of the converter at rated power.

Figure 51 shows the measured capacitor voltage of the LCL filter at rated power. The evident low
harmonic content in the trend of the capacitor voltage demonstrate the efficacy of the LCL filter.

 

Figure 51. Measured capacitor voltage of the LCL filter at rated power.

As stated earlier, the second experimental tests have been carried out with SPS modulation
techniques with the same filter used for SPD modulation techniques thank to the similar values
obtained in the subsection “LCL filter Designs”.

3.4.2. Phase Shifted

Figure 52 shows the measured grid phase voltages and grid currents obtained with SPS
modulation technique at the rated power for each phase of the system.

 

Figure 52. Measured grid voltages (20 V/div) and grid currents (5 A/div) of the phase a and b obtained
with SPS at the rated power.
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Also for this case, the phase angle between voltage and current of the same phase is equal to zero,
thus this result demonstrates the efficacy of the control strategy.

Figures 53 and 54 show the measured converter side and grid side currents, respectively.
As mentioned above, the currents trends present a not perfect half-wave symmetry and this
phenomenon determined the even harmonics.

  
(a) (b) 

Figure 53. Measured converter side currents (2 A/div) obtained with SPS at the rated power. (a) Ripple
in different cycles; (b) Magnification of ripple.

  
(a) (b) 

Figure 54. Measured grid side currents (2 A/div) obtained with SPS at the rated power. (a) Ripple in
different cycles; (b) Magnification of ripple.

Figure 55a shows the low order harmonics of the grid current at rated power. The amplitude of
the all low order harmonics are less of the current limits reported in Table 1. However, by comparing
the low order harmonic spectra of SPD and SPS, it can be noted that the second order harmonic is
higher in SPS modulation technique. The presence of the even harmonics also is due to absence of the
DC voltage control. Moreover, in both low order harmonic spectra of the SPD and SPS is predominant
a seventh harmonic with similar value.

In Figure 55b is shown the comparison between the harmonic spectra centered on switching
frequency of the converter side current Ia (blue bars) and grid side current Iga (yellow bars). The lower
values of the harmonics of the grid side current demonstrate the effectiveness of the LCL filter.
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(a) (b) 

Figure 55. Calculated (a) low order harmonics of the grid side current and (b) switching frequency
harmonics spectra of the converter side and grid side currents.

In Table 15 are summarized the calculated THD% for different values of side current injected in
the grid. The THD% values obtained with SPS are similar respect to the previously calculated with SPD.
This is an interesting result, because the modulation techniques PS based are more versatile respect
to the others multicarrier modulation techniques for grid connected applications like PV systems,
for example. The modulation techniques PS based allow to control each H-Bridge like a single-phase
inverter and it is possible to use innovative control algorithms especially designed in dependence of
the application.

Table 15. Experimental THD% of the converter and grid side currents, obtained with SPS, for different
values of the injected current into the grid.

In/3 In/2 2In/3 In

Converter side current 12.28% 8.41% 6.80% 5.64%
Grid side current 7.42% 4.45% 3.91% 3.33%

In addition, the line voltage build with the SPS modulation technique has nine level, as shown in
Figure 56.

Figure 56. Measured line voltage of the converter at rated power.

Figure 57 shows the measured capacitor voltage of the LCL filter with an evident low harmonic
content that also in this case demonstrate the efficacy of the LCL filter.
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Figure 57. Measured capacitor voltage of the LCL filter at rated power.

4. Discussion

In order to face the harmonic distortion problem, two issue can be distinctly taken into account:
the generation of harmonics and their suppression. Although the approach is not purely dichotomous,
since a lower generation corresponds to an easier suppression, here the main results of this work can
be approached with an etiological methodology.

The modulation techniques with PD as carrier signals shows a harmonic spectrum of the
phase voltage with a predominant harmonic centered on the switching frequency and side band
harmonics (Figure 10). By considering the modulation with POD and APOD as carriers, in the
spectra, the harmonic component at switching frequency does not appear but there are only side
bands (Figure 16). By considering the modulation with PS disposition, the harmonics are centered
around four times the switching frequency, are present only side bands harmonics like in modulation
techniques POD and APOD based (Figure 25).

In order to reduce the harmonics in the grid side, a filtering system is correctly designed. For the
PD based modulation techniques, the converter side inductance L and grid side inductance Lg

present the lower values (Table 4). Higher value of the converter side inductance were obtained
with THIPOD modulation technique, phenomenon attributable to the higher number of the side band
harmonics generated by POD carrier signals. Figure 14 (PD), 23 (POD and APOD) and 29 (PS) show the
performances of the filtering by considering the different modulation techniques. For each techniques,
the third harmonic of injected current is much reduced, so the comparison moves on the fifth harmonic:
PD is around 1%, POD and APOD less than 0.5%, PS around 2%. Excellent performance of THIPOD
for its very low values of fifth and also seventh harmonic, are remarkable, but the side inductance L is
eight times the value for PD ones. By analyzing Figure 29, low order harmonics contents are present,
in particular besides the fifth, seventh is predominant. Modulation techniques PS based have the higher
values of the lower order harmonics compared with all modulation techniques previously described.

In conclusion, modulation techniques PD based allow obtaining good results in terms of the
harmonic content on the grid current with the lower values of the LCL filter parameters. In particular,
SPD represent the best solution.

The previous described good results are validated in Figure 45 with the experimental test phase;
moreover, it is possible to find an experimental behavior better than the simulated one for SPD for
different modulation indexes.

Finally, the approach was validated for a grid-connected system by exploiting the three-phase
Variac to grid interface. Different current values were injected in the power grid, Tables 14 and 15
report that the THD% remained below the 4%, 3.72% for SPD and 3.33% for SPS techniques.

By considering the work of Colak et al. [64], as the number of levels in multilevel inverter increases,
the THD in the output voltage reduces, but the drawback of increasing the levels is that that the control
circuit becomes hard challenges. A comparison can be done with recent results found in literature.
Kavali and Mittal obtained by MATLAB based simulation with SIMULINK environment interesting
results for their single-phase five level CHBMI topology with sinusoidal pulse width modulation
schemes [37]. For PD the THD was reduced to 5.69%; in case of POD it was 5.75%; for APOD it was
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5.73%; the THD was 7.42% in case of PS. Results obtained in the present work follow those obtained
in [37], the obtained THDs are below, and add an experimental validation to them.

5. Conclusions

As previously described, the PWM modulation techniques found large use in many industrial
applications thanks their main features as easy implementation in electronic control systems, low
computational cost and high flexibility. Moreover, for grid-connected applications the PWM
modulation techniques are the best solution due to the lower amplitude of the low-order harmonics,
reducing the filter requirements. Thus, in this work a detailed analysis taking into account
all PWM modulation techniques, the LCL filter requirements and the real time implementation
issues in FPGA-based prototype control board for a grid-connected three-phase five-level CHBMI,
was presented.

Firstly, through a simple step-by-step procedure to design LCL filter for each modulation
techniques taken into account, it was demonstrated that the lower values of the filter parameters
are obtained for modulation techniques employing sinusoidal as reference signals. These interesting
results were confirmed by the experimental validation of the THD% values. In particular, the SPD and
SPS showed the best results in terms of the THD% values. Then, the experimental tests was focused
by using the SPD and SPS modulation techniques in order to inject in the power grid different values
of current through the specially designed LCL filter. Notably, the experimental tests confirmed the
effectiveness of the LCL filter. The amplitude of the lower order harmonics are below of the standard
harmonic current limits at the point of common coupling. Nevertheless, appeared even-harmonics
on the amplitude spectra. Finally, it is possible to claim that the modulation technique SPS is the best
solution for all grid-connected applications where it is necessary to control the power flow of the DC
sources separately.
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Abstract: A single fault detection and location for Modular Multilevel Converter (MMC) is of great
significance, as numbers of sub-modules (SMs) in MMC are connected in series. In this paper, a novel
fault detection and location method is proposed for MMC in terms of the Insulated Gate Bipolar
Translator (IGBT) short-circuit failure in SM. The characteristics of IGBT short-circuit failures are
analyzed, based on which a Differential Comparison Low-Voltage Detection Method (DCLVDM) is
proposed to detect the short-circuit fault. Lastly, the faulty IGBT is located based on the capacitor
voltage of the faulty SM by Continuous Wavelet Transform (CWT). Simulations have been done in
the simulation software PSCAD/EMTDC and the results confirm the validity and reliability of the
proposed method.

Keywords: modular multilevel converter; IGBT short-circuit; fault detection; fault location;
Differential Comparison Low-Voltage Detection Method (DCLVDM); Continuous Wavelet Transform

1. Introduction

Modular multilevel converters (MMCs) have attracted extensive attention and research in
high-voltage and high-power applications. MMCs are composed of numbers of SMs connected
in series and each SM is built up with two Insulated Gate Bipolar Translators (IGBTs), anti-paralleled
diodes and a capacitor. The modular structure provides excellent features such as high output voltage
quality, low harmonic distortion, low power loss, ease of construction and assembly, etc. MMC has
been proved to be a valid and reliable topology for power transmission and it can be applied in
many situations, i.e., interconnection with AC gird, the accessing of clean energy, the construction
of DC distribution network and power supply to isolated passive loads. So far, there have been
several MMC-based multi-terminal High Voltage Direct Current (MMC-MTDC) projects in operation
or under construction, i.e., Tres Amigas superconductor transmission project in North American,
Nan’ao MMC-MTDC and Zhoushan MMC-MTDC project in China, South-West Scheme MMC-MTDC
project in Norway- Sweden, etc. [1–8].

A complete fault-tolerant strategy mainly includes fault detection, location, isolation and
reconfiguration. Fault detection, as the first step in fault tolerance, should be conducted as fast
as possible. A quick, reliable and precise fault detection method can gain time for the following steps
which can prevent further failure and maintain steady operation [9–11]. The power semiconductor
switch is one of most failure-prone components in a converter [12,13]. Considering that there are
usually a large number of IGBTs in MMC, IGBT failures are more likely to take place. IGBT failures
may result the converter operating abnormally, thus causing damage to other devices and might even
threaten the security and reliability of power systems. Therefore, quick fault detection and isolation is
vital and significant to MMCs.

For IGBT open-circuit fault detection methods, there has been extensive research. Reference [14]
proposed a fault detection method by comparing the measured arm current and the expected current
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calculated by gate signals, capacitor voltage and phase voltage. The fault was identified if the measured
current did not change as it was calculated. Reference [15] changed the voltage measurement point to
the cell output terminal for control purposes to avoid extra sensors, and detected the fault based on the
unconformity between the output voltage and the switching signals. However, this method required
a delay unit and a memory unit in every SM, which led to high cost and complexity. The authors
of [9,16] proposed a fault detection method based on a Sliding Mode Observer (SMO) for MMC.
Fault occurrence is verified by comparing the observed and the measured states based on a switching
model of every SM, then the SMO equations are modified to detect the faulty SM. Reference [17]
proposed a fault diagnosis and tolerant control method and the fault diagnosis method detected the
fault by a state observer and the knowledge of fault behaviors. In [18], a Kalman Filter (KF) was
employed to detect the fault through comparing the measured state value and the estimated state
value by KF and the faulty SM was located based on the voltage comparison between the faulty SM
and the normal SMs. Reference [16–18] detected the fault by the changes of the circulating current,
but the circulating current could also be influenced by other fault types, which may cause misjudgment.
Moreover, SMO and KF require complex algorithm, huge computation and complex parameter setting.

IGBT short-circuit fault should be detected as fast as possible to protect the IGBT from destruction
and to avoid another potential shoot-through fault [19,20]. Reference [21] proposed a fault detection
method in multilevel converter STATCOMs based on the output DC link voltage of each phase but
the method did not respond rapidly. Reference [22] proposed a quick fault identification method in
cascaded H-bridge multilevel converters through the comparison between the output voltage and
the reference voltage of each phase. However, this method heavily relies on the switching model
of each phase. Reference [23] proposed a short-circuit fault detection method in one sub-module of
cascaded H-bridge with dc link voltage but it neglected that voltage error could be generated not
merely by short-circuit fault. Reference [24] proposed a short-circuit detection method through pattern
recognition of IGBT gate voltage. Reference [25] proposed a self-diagnosis function for power MOSFETs
and IGBTs based on monitoring of the gate charge and discharge current. However, a short-circuit
fault in IGBT is usually detected by additional sensors or detection circuit such as those in [24,25].
The additional sensors and circuits add not only extra cost but also extra complexity to the systems.
Comparisons are made in Table 1 to make the methods more straightforward.

Table 1. Fault detection methods.

Reference Requires Complexity Detection Time

[21] output voltage and gate
signal simple calculation about 1 cycle

[22,23] phase voltage complex model and
additional sensors

numbers of sampling
intervals

[24,25] gate voltage or current additional sensors and circuits tens of microseconds

The contributions of the paper are: (1) Differential Comparison Low-Voltage Detection Method
(DCLVDM) is proposed for fault detection in terms of IGBT short-circuit. The DCLVDM is composed
of two parts—the low-voltage part and the differential comparison part. (2) Continuous Wavelet
Transform (CWT) is applied to locate the faulty IGBT based on the singularity of the capacitor voltage.
The fault detection and location method proposed in this paper requires no additional measuring
device and the algorithm is easy to realize. The simulation results also confirm the effectiveness and
reliability of the proposed method.
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2. Operation Principles, Fault Analysis and Calculation of MMC

2.1. Structure and Control Strategy of MMC

A three-phase MMC topology is illustrated in Figure 1 and each arm consists of n SMs, an arm
inductor L0 and an equivalent loss resistance R0 in series. Each SM is composed of IGBT T1, T2,
anti-paralleled diodes D1, D2 and a capacitor C0. The SM is set ON/OFF under the control of a
switching function S which is defined as Equation (1)

S =

{
1, g1 = 1 , g2 = 0
0, g1 = 0 , g2 = 1

(1)

where g1 and g2 are the gate signals for switches. When S is 1, the SM is “ON” and T1 is conducted
and T2 is blocked. When S is 0, the SM is “OFF” and T1 is blocked and T2 is conducted. In normal
operation, to maintain the required DC voltage, a Capacitor Voltage Balancing Method (CVBM) is
applied in MMC-HVDC system [26,27]. The CVBM, SMs with higher voltages discharging (iarm < 0)
in priority and SMs with lower voltages charging (iarm > 0) in priority, determines which SMs are
ON/OFF, that is the value of S.

 

Figure 1. Three-phase MMC topology.

2.2. Fault Characteristics Analysis of SM

2.2.1. T1 Short-Circuit

With iarm > 0 and S = 1, T1 short-circuit will have no impact on capacitor charging process. When S
is 0 and T2 is conducted, T1 short-circuit will result in the capacitor’s short-circuit via T1 and T2 and
the capacitor discharges rapidly. The current path is shown in Figure 2. Similarly, with iarm < 0 and
S = 1, T1 short-circuit will have no influence on capacitor discharging process. Only when S is 0, T1

short-circuit will result in the capacitor short-circuit. The current path is shown in Figure 3.
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(a) (b) 

Figure 2. Current path when T1 is short-circuit with iarm > 0. (a) S = 1. (b) S = 0.

 
(a) (b) 

Figure 3. Current path when T1 is short-circuit with iarm < 0: (a) S = 1; (b) S = 0.

2.2.2. T2 Short-Circuit

With iarm > 0 and S = 0, T2 short-circuit will have no impact on capacitor charging process. When S
is 1, T2 short-circuit will cause the capacitor’s short-circuit via T1 and T2. As a result, the capacitor
switches from normal charging state to fault discharging state. Similarly, with iarm < 0 and S = 1, T2

short-circuit will result in the capacitor switching from normal discharging state to fault discharging
state. The current path is shown in Figures 4 and 5.

Figure 4. Current path when T2 is short-circuit with iarm > 0 and S = 1.
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Figure 5. Current path when T2 is short-circuit with iarm < 0 and S = 1.

Based on the analysis above, state of the capacitor under different IGBTs short-circuit faults can
be obtained as shown in Table 2. It can be concluded that an IGBT short-circuit will result in the
capacitor’s short-circuit once the other IGBT is “ON” in the same SM. Because of the small value of
the time constant, the capacitor discharges rapidly. The capacitor voltage decreases and the capacitor
current increases rapidly at the same time. The capacitor voltage and current saltation are the most
apparent characteristics when short-circuit occurs, which can be applied to short-circuit detection
method directly.

Table 2. State of the capacitor under different IGBTs short-circuit faults.

Fault IGBT SM State S iarm Capacitor State

T1

ON 1
>0 Normal
<0 Normal

OFF 0
>0 Short-circuit
<0 Short-circuit

T2

ON 1
>0 Short-circuit
<0 Short-circuit

OFF 0
>0 Normal
<0 Normal

2.3. Capacitor Voltage Calculation

IGBT short-circuit will cause the capacitor to discharge via T1 and T2. The equivalent discharge
circuit is illustrated as Figure 6. R1 and R2 are the equivalent on-resistance of T1 and T2, respectively
and R equals R1 + R2. uc is the capacitor voltage and ic is the capacitor current.

Figure 6. Equivalent discharge circuit for the capacitors.
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The equivalent discharge circuit is a first-order RC circuit. Therefore, the circuit equations can be
deduced as Equations (2) and (3)

ic = −C0
duc

dt
(2)

uc+RC0
duc

dt
= 0 (3)

With The initial state uc(0) = U0, so uc and its derivation can be deduced as Equations (4) and (5)

uc(t) = U0e−
t

RC0 (t ≥ 0) (4)

duc(t)
dt

= − U0

RC0
e−

t
RC0 = −uc(t)

RC0
(t ≥ 0) (5)

3. Proposed Fault Detection and Location Method for MMC

The short-circuit fault detection and location method for MMC proposed in this paper is divided
into two stages. Stage 1: the fault SM detection. Stage 2: the fault IGBT location.

Stage 1: Faulty SM Detection
According to the fault characteristics analysis above, this paper proposes a novel Differential

Comparison Low-Voltage Detection Method (DCLVDM) base on the capacitor voltage uc of the fault
SM. The criteria of DCLVDM is formulated as Equation (6).{

|uc(t)| ≤ α

|duact(t)− ducal(t)| ≤ ε
(6)

|uc(t)| ≤ α is the low-voltage part. α is the threshold value accordingly and is defined as
Equation (7) where Kα is reliability coefficient and uce is the rated value of uc under steady state.
|duact(t)− ducal(t)| ≤ ε is the differential comparison part. ε is the threshold value accordingly.
duact and ducal are the actual value and calculation value of change rate of uc, respectively, and they
are formulated as Equations (8) and (9). Ts is the sample period.

α = Kαuce (7)

duact(t) = −uc(t)
RC0

(8)

ducal(t) =
uc(t)− uc(t − Ts)

Ts
(9)

The criteria of DCLVDM consists of two parts: the low-voltage part and the differential comparison
part. In the low-voltage part, a tentative conclusion that a short-circuit fault occurs can be reached
if the capacitor voltage declines to the threshold value. However, IGBT short-circuit is not the only
fault type which can cause capacitor voltage to decline, so differential comparison is introduced to
confirm the fault. In differential comparison part, the calculation of duact is based on the short-circuit
characteristics as Equation (5), hence, the error between duact and ducal under fault condition can be
much smaller than that under steady state, which can be used to distinguish the fault. Only if Equation
(6) is proved to be true and it lasts for a certain period T0, the IGBT short-circuit fault can be confirmed
in a SM. The proposed DCLVDM requires no extra voltage measurement as the capacitor voltage is
continuously measured for MMC control purpose.

Stage 2: Faulty IGBT Location Stage
As is indicated in Table 2, to locate the specific faulty IGBT, the value of Function S should be

confirmed when the capacitor discharges. If there is S = 1(S = 0) at the time when the capacitor voltage
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decreases, then T2 (T1) is proved to be faulty. Hence the key to locate the faulty IGBT is to locate the
time spot when the capacitor voltage begins to decrease, that is, the singularity of uc.

Continuous Wavelet Transform(CWT) is an effective time-frequency signal processing tool
as it decomposes a signal in multiple scales or resolutions and retains both time and frequency
domain information in the transform coefficients, which turns out to be useful in fault detection and
location [28]. The CWT of a function f(t) with respect to a mother wavelet ψ(t) is defined as Equations
(10) and (11)

W(a, b) =
∫ +∞

−∞
f(t)ψ∗

a,b
(t)dt (10)

ψa,b(t) =
1√
a
ψ(

t − b
a

) (11)

Here, a and b are the scale and translation factors, respectively. ‘*’ indicates a complex conjugate.
W(a,b) is the Wavelet Transform Coefficient (WTC) of f(t).

In time domain, the modulus maxima of the WTC represent the singularity of a signal and
the degree of signal saltation can be characterized by the amplitude of the modulus maxima.
For time-frequency analysis, a smoother continuous wavelet in time-domain is preferred as it brings
better localization characteristics. In this paper, the second-order Gauss wavelet is chosen as the
mother wavelet, which has excellent performance in the singularity detection [29].

To make the short-circuit fault detection and location method easier to understand, the flowchart
of the method is displayed in Figure 7.

 

Figure 7. Flowchart of the short-circuit fault detection and location method.
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4. Case Studies

In this section, to evaluate the effectiveness of the proposed fault detection and location method,
a two-terminal MMC-HVDC system is constructed in the professional software PSCAD/EMTDC.
The MMC circuit parameters are given in the Appendix A. Two cases are conducted:

Case 1: short-circuit fault of T2 occurs in a SM at t = 0.02100 s.
Case 2: short-circuit fault of T1 occurs in a SM at t = 0.03500 s.

4.1. Fault Characteristics

Figure 8a,b show the MMC performance under faulty operation of case 1 and case 2, respectively.
When the short-circuit fault occurs, the capacitor voltage deceases rapidly which results in the sharp
increase of the capacitor current. As previously mentioned, the capacitor current flows within the SM
and does not flow to the arms, hence, the fault will have no obvious influence on the arm current.

  
(a) (b) 

Figure 8. Performance of MMC under faulty operation: (a) Case 1; (b) Case 2.

4.2. Fault Detection

Figure 9 shows the performance of the proposed DCLVDM. To ensure the reliability and sensitivity
of the detection method, the values of Kα, ε and T0 are set as Kα = 0.8, ε = 0.7, T0 = 1 ms.

  
(a) (b) 

Figure 9. Performance of the proposed DCLVDM under faulty condition: (a) Case 1; (b) Case 2.
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For Case 1, the short-circuit fault is detected 1.36 ms later after the fault occurs. The detection
time is 1.26 ms for Case 2. The error between duact and ducal in steady state is much larger than that of
faulty state, which is very useful in fault detection.

To prove the validity of the proposed DCLVDM, numerous simulations are carried out. The values
of Kα, ε, T0 remain the same as mentioned above. The simulation performance is similar to Figure 9.
Because of space constraints, the simulation performance is not displayed. The proposed DCLVDM
combined with the proper value of related parameters can detect the short-circuit fault accurately.
For reliability coefficient Kα, a larger value will improve the sensitivity of the low-voltage part to
voltage decline, which can shorten the detection time. However, too large a value will reduce the
reliability because potential disturbance or noise, etc. which may cause minor voltage decline, can be
mistaken for short-circuit fault. For the threshold, ε, the value of ε should be set between the minimum
of the differential comparison under steady state and the maximum under faulty state combined with
a margin. In this paper, the range of ε is about 0.35–1.48 according to the simulations. Therefore,
setting ε as 0.7 is sufficient and reasonable to detect the fault. As for T0, a larger value will improve
the reliability of the fault detection process but lengthen the detection time. Because the IGBTs are
of the same model in the same MMC converter and each SM has the same operation characteristics,
the proposed DCLVDM and the parameter value setting are universally effective, which has been
validated by numerous simulations. Actually, there is no a specification standard for the parameters
setting with SM short-circuit, the parameters setting should take into consideration the sensitivity,
speed, and reliability of the detection process comprehensively.

4.3. Fault Location

After the faulty SM is confirmed, the next step is to locate the faulty IGBT. As is mentioned above,
the CWT of the capacitor voltage needs to be conducted. In this paper, the second-order Gauss wavelet
is chosen as the mother wavelet as Equation (12). Magnitude values of the WTC are obtained for the
corresponding input capacitor voltage for scale values of 1, 2, 3, 4, 5, 6, 8, 12, 16, and 20.

ψ(t) =
2√
3
π−1/4(t 2 − 1)e−t2/2 (12)

Figure 10 shows the performance of the Gauss wavelet under various scales on the capacitor
voltage. It is noticed that the Gauss wavelet under scale 1 to 8 produces the WTC modulus maxima
exactly at the voltage singularity. However, a location deviation is produced under scale 12, 16, and 20.
So scale 1 to 8 is sufficient to detect the singularity under this simulation condition.

  
(a) (b) 

Figure 10. Wavelet Transform Coefficient under various scales: (a) Case 1; (b) Case 2.

However, noise may occur in practical operation. To investigate the influence of noise on the
accuracy of the estimated singularity point, 40-db white Gaussian noise is added to the voltage
signal [30,31]. As the two cases have similar characteristics, only Case 2 is conducted as an example.
The simulation result is shown in Figure 11.
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(a) (b) 

Figure 11. Fault location result with 40-db white Gaussian noise for Case 2: (a) Contaminated capacitor
voltage; (b) Wavelet Transform Coefficients under various scales.

In Figure 11, firstly, a location deviation is still produced under scale 12, 16, and 20. Secondly,
the fault singularity is hard to locate under scale 1 and 2 as the noise produces many more singularities
in the process. Lastly, scale 3 to 8 may be chosen to locate the voltage singularity because the amplitude
of the modulus maxima produced by the fault is much higher than that produced by the noise.
Therefore, to locate the voltage singularity, the value of the scale cannot be too high or too low. In this
paper, scale 4 is chosen to conduct the fault location as is shown in Figure 12.

  
(a) (b) 

Figure 12. Faulty IGBT location under scale 4: (a) Case 1; (b) Case 2.

Figure 12 shows the detailed Wavelet Transform Coefficient (WTC) of SM voltages under scale 4
with or without noise, as well as their Function S. The singularity of the capacitor voltage caused by
the fault is accurately located by the WTC modulus maxima. In Figure 12a, the singularity is located at
t = 0.02100 s, meanwhile, the value of S is 1, So T2 is proved to be faulty. Similarly, T1 can be proved to
be faulty according to Figure 12b at t = 0.03500 s. The proposed faulty IGBT location method based on
CWT can accurately locate the singularity of the voltage capacitor caused by the fault, thus locating
the faulty IGBT efficiently and precisely.

4.4. Comparison Analysis

As introduced in [22–25], most conventional IGBT fault detection and protection methods are
hardware circuit-based and very few are algorithm-based. Hardware-based detection methods
configure a detailed detection circuit for every single IGBT. In the detection circuit, gate voltage,
collector-emitter voltage, collector current, etc. are been measured to detect the abnormal operation of
IGBT. Therefore, hardware-based detection methods can detect the fault rapidly. However, MMC is
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composed of a series of SMs and each SM contains two IGBTs, thus, For an N+1 level half-bridge MMC
system shown in Figure 1, at least 12N IGBTs are configured. Therefore, if the hardware detection
method is adopted, for a 501-level MMC, 6000 detection circuits have to be configured besides more
sensors. It absolutely adds complexity and huge cost to the MMC system. The proposed fault detection
and location method in this paper is algorithm-based. The method detects the fault only by the
capacitor voltage and the switch function, requiring no detection circuit or additional sensors as the
capacitor voltage and switch function are originally measured for MMC control purpose. Therefore,
hardware-based detection method and the algorithm-based method proposed in this paper have merits
and demerits respectively, especially for IGBT of MMC, but they both provide valuable reference for
MMC protection system construction in the future work.

5. Conclusions

In this paper, a novel fault detection and location method is proposed for IGBT short-circuit
fault in MMC based on the SM capacitor voltage. The fault detection is carried out based on the
proposed Differential Comparison Low-Voltage Detection Method (DCLVDM). No additional sensors
are required, and a simple arithmetic operation is sufficient to detect the faulty SM. The fault location
is fulfilled by the Continuous Wavelet Transform (CWT) based on the capacitor voltage of the faulty
SM. The proposed method not only detects the faulty SM rapidly, but it can also locate the specific
faulty IGBT precisely. Simulation studies conducted in PSCAD/EMTDC prove that the proposed
fault detection and location method in this paper is effective. In respect of practical application,
this method requires accurate voltage measurement and fast sampling frequency, both of which bring
more challenges to the sensors and the calculation equipment. Both reliability and rapidity must be
taken into consideration when setting the corresponding threshold values of DCLVDM. In the future,
the authors will conduct deep research on the influence exerted by different disturbances and other
fault location methods besides wavelet and aim to make the fault detection and location of IGBT
short-circuit failure in MMC more universal, reliable and feasible.
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Appendix A

Table A1. Parameters of the simulated MMC system.

Quantity Value

DC nominal voltage (Udc) ±20 kV
Number of SMs per arm (N) 20

Power transmission (P) 20 MW
Arm inductor (L0) 15 mH

SM capacitance (C0) 6 mF
AC line voltage (Vac) 10 kV
Loss resistance (R0) 0.1 Ω

SM capacitor voltage 2 kV
equivalent on-resistance (R1, R2) 0.01 Ω
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Abstract: This paper proposes a closed-loop control implementation fully-embedded into an FPGA
for a permanent-magnet synchronous motor (PMSM) drive based on a four-level active-clamped
converter. The proposed FPGA controller comprises a field-oriented control to drive the PMSM,
a DC-link voltage balancing closed-loop control (VBC), and a virtual-vector-based modulator for a
four-level active-clamped converter. The VBC and the modulator operate in consonance to preserve
the DC-link capacitor voltages balanced. The FPGA design methodology is carefully described and
the main aspects to achieve an optimal FPGA implementation using low resources are discussed.
Experimental results under different operating conditions are presented to demonstrate the good
performance and the feasibility of the proposed controller for motor-drive applications.

Keywords: DC-link voltage balancing; field-oriented control; field-programmable gate array;
multilevel active-clamped converter; motor drive

1. Introduction

The use of multilevel power converters for industrial applications has increased significantly in the
last years thanks to their advantages compared to conventional two-level converters [1]. Some of these
advantages are higher efficiency, higher power density, reduced harmonic distortion, etc. However,
multilevel converters present some drawbacks, such as a higher number of switches and an increased
control complexity. The higher control complexity is not just because they contain more devices.
In some multilevel topologies, the DC-link bus is split into several partial voltages with the inclusion
of capacitors. This implies necessary control actions to keep these capacitor voltages balanced.

This is the case, for instance, of the multilevel active-clamped (MAC) topology [2]. Figure 1
depicts the four switching states of a four-level MAC converter leg to illustrate the converter operation.
The circled switches are on-state devices and the non-circled ones are off-state devices. The solid-line
circled switches conduct the main current (io) and the dotted-line circled switches simply clamp
the blocking voltage of the off-state devices to the voltage across adjacent levels. Compared to the
commonly-used diode-clamped topology, which presents a lower number of switches, the MAC
converter advantages are: lower conduction losses, improved switching-losses distribution, blocking
voltage of a device always equal to the voltage across adjacent levels, and improved fault-tolerance
capacity [3]. Motor drives, and in particular the traction inverter of electric vehicles, is one of the
applications where the MAC converter appears to be of interest. Therefore, the authors propose to use
a MAC converter to drive a permanent-magnet synchronous motor (PMSM).
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(a) (b) 

  
(c) (d) 

Figure 1. Four-level MAC leg switching states. (a) Connection to node i1. (b) Connection to node i2.
(c) Connection to node i3. (d) Connection to node i4.

The MAC topology belongs to the family of neutral-point clamped (NPC) topologies [4]. In this
family of topologies, one typical configuration consists of connecting a set of capacitors in series to
passively generate the multiple voltage levels, see Figure 2. Other configurations are possible, as for
instance connecting DC-voltage sources or batteries instead of capacitors across the adjacent input
nodes. When DC-link capacitors are used, as in the present proposal, these topologies intrinsically
present the challenge of balancing the capacitor voltages, since the classical modulation schemes
lead to a voltage unbalancing. The voltage balancing problem arises from the existence of non-zero
currents in the inner DC-link points (nodes i2 and i3 in Figure 1). This issue has been widely reported
and investigated in the literature [5]. The diverse solutions proposed to solve this problem can be
generally classified as hardware and software solutions. Hardware solutions introduce auxiliary
circuitry to inject/draw additional current into/from the inner DC-link points to compensate the
inherent converter current. Software solutions consist in defining a suitable modulation that is defined
so as to maintain the average current of each inner node equal to zero over a specific period of time.

Among the software and hardware solutions, the authors propose to use a software solution
since they are cheaper, present better performance, and they are simpler to implement. Among the
different software solutions, the authors have selected the virtual-vector-based modulation originally
introduced for three levels in [6] and extended to an arbitrary number of levels in [7], in which the
average current of each inner DC-link point is maintained equal to zero over a single switching cycle.
This modulation strategy enables to minimize the size of the capacitors, which leads to a higher
power density. Although the applied modulation scheme is intended to preserve the balance of the
DC-link capacitor voltages in every switching cycle, it is necessary to apply an additional control
loop to guarantee a tight voltage balancing, since non-idealities lead to DC-link voltage unbalancing.
The voltage balancing control (VBC) scheme proposed in [5] is implemented here to perform this action.

343



Energies 2018, 11, 2639

It is noteworthy that [8,9] state that the modulation scheme used here cannot work properly with
dynamic loads such as motors, because the converter would not be able to keep the capacitor-voltage
fluctuations low, leading to a system instability. This modulation is implemented here together with
the VBC to drive a PMSM, demonstrating the feasibility of the proposed controller for motor-drive
applications. Additionally, a four-level converter is used, in which the capacitor voltage balancing
is much more challenging than in a three-level converter since some of the capacitor voltages may
collapse [4].
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Figure 2. Global system overview.

In order to take full advantage of the traction inverter, a proper and proficient controller has to
be developed. Typical power-converter digital controllers are implemented on microprocessors (μP),
digital signal processors (DSP) and/or field-programmable gate arrays (FPGA). FPGA architecture
permits both the parallel and sequential processing of data at high clock frequencies, which
dramatically reduces the needed processing time, compared to μPs and DSPs. In addition, in cases
in which the desired controller benefits from the utilization of a general-purpose processor, it can be
embedded within the FPGA as many microprocessor cores are available as IPs.

The controller has to generate the 36 signals for the four-level MAC legs (12 devices per leg) at
each switching cycle. Then, different automata with some duty ratios as inputs and running at high
frequency (i.e., 50 MHz, which allows a time accuracy of 20 ns) have to be implemented. An FPGA
implementation of such automata appears as a better solution than using a general-purpose processor
with lots of timers. Additionally, for each new switching cycle, the new duty ratios have to be computed
from the system input variables (currents, voltages, and rotor angle). For performing these calculations,
it is desired to use measured values of the input variables as close as possible to the start of the next
switching cycle, in order to maximize the control bandwidth. To this end, an ad hoc processing unit
(specific purpose processing unit), implemented in the same FPGA as the above indicated automata,
appears as a better solution than using an additional device, as a general-purpose processor or a DSP
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platform. Delay between measurement and the application of the resulting duty ratios is reduced, cost
is also reduced, and synchronization between different devices is not required.

Due to the general FPGA advantages and to the specific reasons presented above in the last two
paragraphs, respectively, the authors propose a full FPGA-based control implementation of a four-level
three-phase MAC inverter to drive a three-phase four-pole pairs PMSM. Figure 2 presents the general
overview of the electrical circuit and the proposed FPGA control structure. As it can be seen in the
Figure 2, as well as the VBC closed-loop control already introduced above, a closed-loop field-oriented
control (FOC) is used for driving the PMSM.

A preliminary open-loop FPGA controller implementation with the same virtual-vector
modulation was presented in [10]. However, the controller in [10] did not include the closed-loop
controls to operate the converter as a motor drive and to preserve the capacitor voltages balanced.

FPGAs have been employed for implementing diverse control schemes of multilevel converters
([11–21]), and also for implementing motor-drive controllers ([17–26]). References [17–21] propose
FPGA-based controllers for multilevel converters operating as motor drives, as it is proposed here.
However, [17–21] do not explain the FPGA controller structure, do not discuss the design methodology
to obtain an efficient implementation, and generally do not deal with the voltage balancing problem.

To the best of the authors’ knowledge, for the first time, a complete controller for a four-level
converter of the NPC converter family [4], operating as a motor drive and including DC-link voltage
balancing control, is fully-embedded into an FPGA. In addition, the controller implementation has
been optimized to save FPGA resources and also to take full advantage of the FPGA potential
performance capabilities.

The paper is organized as follows: Section 2 presents a summary of the used VBC, field-oriented
control (FOC), and modulation scheme, presenting the equations to be implemented in the FPGA.
Section 3 details the FPGA structure, and describes relevant aspects to achieve an efficient controller.
In Section 4, experimental results are shown to verify the good operation of the controller under
different conditions. Finally, Section 5 outlines the conclusion.

2. Closed-Loop Control and Modulation Strategy

Figure 2 presents the overall closed-loop control structure applied to the MAC converter to drive
the PMSM. Two autonomous control loops are implemented: FOC and VBC.

2.1. Field-Oriented Control (FOC)

The well-known FOC is used to control the three-phase PMSM. In the blue inset of Figure 2,
the FOC structure is depicted. Variables ω and ϕ correspond to the measured rotor angular speed
and rotor electrical angle, respectively. Variables id and iq are the direct and quadrature components
of the three-phase currents. Variables dd* and dq* are the direct and quadrature components of the
normalized reference vector required by the modulator. Command values are designated with an
asterisk superscript. The control inputs are: ω*, ω, ϕ, iA, and iB. The control scheme comprises an
outer speed loop and an inner current loop. Through the PI compensators, the speed and current
loops determine the reference vector polar coordinates m* and θ* to be the input to the modulator.
Back-emf feedforward terms could be added in the current loops to improve the controller performance.
They have not been implemented here for the sake of simplicity. The equations of the ab-to-dq and
dq-to-(magnitude,phase) transformations are:[

id
iq

]
=

√
2 ·
[

sin
(
φ+ 60

◦)
sin(φ)

cos
(
φ+ 60

◦)
cos(φ)

]
·
[

iA
iB

]
(1)

m∗ =
√(

d∗d
)2

+
(

d∗q
)2

θ∗ = tan−1
(

d∗q, d∗d
)
+φ

(2)

345



Energies 2018, 11, 2639

Equation (1) assumes an isolated star point, where iA + iB + iC = 0.

2.2. DC-Link Voltage-Balancing Closed-Loop Control (VBC)

The control scheme proposed in [5] is the one implemented here. In the green inset of Figure 2, the
VBC structure is depicted. From the measured voltages v21, v32, and v43, voltage imbalances associated
to the two DC-link inner points (imb2 and imb3) are calculated. Then, through PI compensators, the
values of variables k2 and k3 are determined. The sign of k2 and k3 depends on the direction of the
converter power flow (pow_sign), calculated through the expression shown in Figure 2. Additionally,
proper limits are set in k2 and k3 to avoid unfeasible dwell times [5]. Table 1 shows the limits and sign
modification applied to k2 and k3. In this table, variable d4 corresponds to an auxiliary variable that
will be defined later in (4).

Table 1. Computation of variables k′2 and k′3.

Case k′2 k′3
pow_sign = sign(k2) min

{
0.5 ; |k2| ; 1−d4

2·d4

}
min
{

0.5 ; |k3| ; 3·(1−d4)
1+6·d4

}
pow_sign = sign(k3)

pow_sign �= sign(k2) −min
{

0.5 ; |k2| ; 3·(1−d4)
1+6·d4

}
−min

{
0.5 ; |k3| ; 1−d4

2·d4

}
pow_sign �= sign(k3)

pow_sign �= sign(k2) −min
{

1 ; |k2| ; 1.5·(1−d4)
1+3·d4

}
min
{

1 ; |k3| ; 1.5·(1−d4)
1+3·d4

}
pow_sign = sign(k3)

pow_sign = sign(k2) min
{

1 ; |k2| ; 1−d4
2·d4

}
−min

{
1 ; |k3| ; 1−d4

2·d4

}
pow_sign �= sign(k3)

Finally, the preliminary leg duty-ratios are modified using variables k′2 and k′3, so that the balancing
of the capacitor voltages can be recovered. This part is explained below at the end of the modulation
strategy subsection.

2.3. Modulation Strategy

The modulation scheme originally introduced for three levels in [6], extended to an arbitrary
number of levels in [7], and extended to the overmodulation region in [27], is the one used to operate
the converter. This modulation, originally defined applying the virtual-vector concept, guarantees the
dc-link capacitor voltage balance in every switching cycle, provided that the phase currents remain
constant over the switching cycle and that their addition is equal to zero. The modulation assumes
that the switching frequency (f s = 1/ts, where ts is the switching period) is much larger than the
fundamental frequency f. This PWM allows modulation index values m ∈ [0, hbc·1.1027], where
m = vab,1,pk/Vdc, vab,1,pk is the peak value of the fundamental component of the line-to-line voltage,
and hbc is the overmodulation hexagonal-boundary-compression index [27]. Therefore, the PWM
covers both the undermodulation (UM) and overmodulation (OM) operating modes. The OM region
is further divided into two subregions (OMI and OMII), which present different reference vector
trajectories [27].

A comprehensive explanation of the used modulation scheme is presented in [7,27]. A simplified
description showing the final equations that have to be implemented within the FPGA is
presented below.

The modulation is implemented taking advantage of the hexagonal symmetry of the space vector
diagram (SVD), optimizing the FPGA resources. Therefore, the command value of the reference
vector angle (θ* ∈ [0◦, 360◦[), which has been calculated previously in the FOC control algorithm,
is transformed into a sextant (sextant ∈ {0, 1, 2, 3, 4, 5}) and an angle within a sextant (θsext* ∈ [0◦, 60◦[).

The command values of modulation index (m*) and reference vector angle (θsext*) are modified
in case the reference vector is located in the overmodulation region to obtain corrected values of
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modulation index (mc) and reference vector angle (θc). Tables 2 and 3 summarize these calculations.
The index hbc is fixed to 0.98. Then, the range limits are:

hbc · m∗
maxI = 0.98 · 3 ln(3)/π = 1.0281

hbc · m∗
maxII = 0.98 · 2

√
3/π = 1.0806

(3)

Table 2. Limiting reference vector angle θlim for overmodulation region.

Region Application Range θlim

UM 0 < m* ≤ 0.98 -
OMI 0.98 < m* ≤ 1.0281 30

◦ · 1.0281−m∗
1.0281−0.98

OMII 1.0281 < m* ≤ 1.0806 30
◦ · m∗−1.0281

1.0806−1.0281

Table 3. Corrected values of modulation index (mc) and reference vector angle (θc).

Region Application Range mc θc

UM 0◦ ≤ θsext* < 60◦ m* θsxt*

OMI
0◦ ≤ θsext* < θlim 0.98/sin (θlim + 60◦) θsext*

θlim ≤ θsext* ≤ (60◦ − θlim) 0.98/sin (θsext* + 60◦) θsext*
(60◦ − θlim) < θsext* < 60◦ 0.98/sin (θlim + 60◦) θsext*

OMII
0◦ ≤ θsext* < θlim 0.98/sin (60◦) = 1.1316 0◦

θlim ≤ θsext* ≤ (60◦ − θlim) 0.98/sin (θsext* + 60◦) θsext*
(60◦ − θlim) < θsext* < 60◦ 0.98/sin (60◦) = 1.1316 60◦

From mc and θc, the auxiliary variables d1, d4 and d5 are calculated as follows:

d1 = mc · cos
(
θc + 30

◦)
d4 = mc · cos

(
θc − 30

◦)
d5 = d4 − d1

(4)

The preliminary leg duty ratios dx1 and dx4 (indicating the duty ratio of connection of phase x to
levels 1 and 4, respectively) are determined according to Table 4 from the value of the sextant of each
phase sextant_x, and from the auxiliary variables d1, d4 and d5.

Table 4. Leg duty ratios of Levels 1 and 4 depending on the sextant.

sextant_x 0 1 2 3 4 5

dx1 0 d5 d4 d4 d1 0

dx1 d4 d1 0 0 d5 d4

The leg duty ratios of the inner levels 2 and 3 are then calculated as follows:

dx2 = dx3 = (1 − dx1 − dx4)/2 (5)

In order to finally implement the VBC, preliminary leg duty ratios are modified according to the
following equations:

d′x1 = dx1 · (1 − k′2 − k′3) · kmod
d′x2 = 0.5 + k′2 · kmod · (dx1 − dx4)− 0.5 · d4 · kmod
d′x4 = dx4 · (1 + k′2 + k′3) · kmod
d′x3 = 1 − d′x1 − d′x2 − d′x4

(6)
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where kmod = 3/(3 + k′2 − k′3).

3. FPGA Design and Control Implementation

Modulation and control structures presented in the previous Section have been implemented
on an Altera Cyclone IV EP4CE22F17C6N FPGA device driven by a 50-MHz system clock (Altera,
Intel, San Jose, CA, USA). The FPGA application has been described in VHDL. Figure 3 presents a
block diagram of the FPGA application, together with its peripherals. In this figure, six different
subsystems are separated in a set of six color boxes, following the same color selection as in Figure 2.
Input signals are located on the left side of the boxes, while output signals are located on the right side.
This criterion does not apply to the signals exchanged between the FPGA and peripherals, in which an
arrow indicates the direction. For simplicity, only the main variables and constants are shown.
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Figure 3. FPGA-controller design overview.
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The FPGA has been mounted on a printed circuit board together with the sensors, the filtering
circuitry, the ADC chip, and the user-interface (see Figure 3). The user-interface comprises a 4 × 3
matrix keyboard to introduce the values of some control variables, a three-line sixteen-character LCD
screen, two pushbuttons, and eleven LEDs to easily visualize some errors and the ON-state.

Three operating modes have been defined in order to enable the use of the inverter under different
system configurations, and also to bring the possibility of evaluating and tuning the different control
structures individually:

- Voltage-balancing controller mode (mode 0): in this mode, FOC is disabled, but the dc-link
voltage control is enabled. With this mode, it is necessary to introduce the command values of m*
and f * to make it operate at desired conditions.

- Torque controller mode (mode 1): this mode enables the inner current control loop of the FOC,
but the outer speed control loop is disabled. DC-link voltage control is also enabled. With this
mode, it is necessary to introduce the value of iq*, which is proportional to the torque, to make it
operate at desired conditions.

- Speed controller mode (mode 2): this mode enables the whole closed-loop control. With this
mode, it is necessary to externally introduce the command value of rotational speed ω* to make
it operate at desired conditions.

Since the control scheme requires five analog inputs (sensed iA, iB, v21, v32, and v43), and the
position of the rotor, an analog-to-digital converter chip and an encoder are necessary.

The AD7658 from Analog Devices has been selected as ADC chip, as it allows converting up to
six analog signals synchronously. This chip is configured in parallel interface to minimize the time
needed for data transmission.

Encoder RP1410 (IFM, El Prat de Llobregat, Spain) is used for obtaining the rotor position. This
encoder generates three digital signals: enc_A, enc_B, and index_zc. Signals enc_A and enc_B present
each 1024 pulses for a rotor revolution (with a phase delay of 90◦). To determine the rotor angle,
any single rising or falling edge of enc_A and enc_B can be counted, giving a resolution of 4096
edges per revolution, so 1024 edges per electrical cycle (the motor is a four-pole PMSM). Then, the
mechanical rotor angle ϕm presents a resolution of 0.08789◦ (360◦/4096 edges), and the electrical
angle ϕ resolution is 0.35156◦. Signal index_zc presents a small pulse each time a rotor revolution is
accomplished (zero-crossing detection).

3.1. FPGA Basic Design Aspects

A similar design methodology to the one used in [10] has been also considered here. Variables
are represented as integers. For each variable, both units and width (number of bits) have been
meticulously selected to obtain the desired resolution and range avoiding underflows/overflows and
to reduce FPGA used resources (truncations are often applied). Most of the variables are coded with
12 to 16 bits. Better resolution is not required as sampled variables (i.e., voltages, currents, and rotor
position) are acquired just with a 12-bit resolution. Unsigned variables are usually coded in natural
binary, while signed variables are coded in two’s complement or sign plus magnitude when required.
Divisions by constants (i.e., when changing units or calculating speed) are replaced by products
followed by truncations to take advantage of the multipliers integrated in the FPGA. Other divisions
are avoided as much as possible. When required, as well as for transcendental functions, they are
implemented by ROMs built with the RAM blocks integrated in the FPGA. Symmetries, scaling, and
offset addition are applied whenever is possible to minimize the number of bits required to achieve a
certain resolution. More details are explained below in the FPGA-module-description subsection.

A 50-MHz system clock clk50M (period tck = 20 ns) is used to manage the FPGA. Relevant time
variables, as delay time td = 2 tck, blanking time tb = 40 tck, and switching period ts = 10,000 tck are
defined as multiples of tck, to optimize FPGA resources. Note that ts = 200 μs implies f s = 5 kHz. Note
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in Figure 3 the time constants k_tb, k_td, and k_ts, that are defined as k_tb = tb/tck = 2, k_td = td/tck = 40,
and k_ts = ts/tck = 10,000.

As in [10], most of the FPGA processing is synchronized with the switching cycle. A divider-
by-10,000 counter cnt_ts is used to this purpose. Figure 4 illustrates the timing overview of a cnt_ts cycle
and its synchronization with a switching period. A cnt_ts cycle starts performing all the samplings and
calculations required to stablish the behavior of the next switching cycle, which starts at cnt_ts = 234,
as soon as possible after these calculations are completed at cnt_ts = 214. The delay between these
two events, half a blanking time, is required to properly transit from a switching cycle to the next one
(dx4 can change from a null/non-null value to a new null/non-null value, as explained in [10]).

v21 v32 v43 iB iA

Figure 4. FPGA timing overview.

A versatile implementation has been conceived, allowing the user to modify important operational
parameters through the user interface, such as the operating mode (mode), the PI compensators
constants kpω, kiω, kpi, kii, kpv and kiv, or the command values ω*, iq*, m* and f *.

3.2. FPGA Module Description

3.2.1. General Modules

Module MA1 generates periodic enable signals of lower frequencies that are necessary to manage
the periodicity of several processes. Enable signals are active high, with a pulse lasting a single tck,
which is repeated at the corresponding frequency. For example, enable signal en48k83 (48.83 kHz) is
used for handling the writing process of LCD, and enable signal en381H5 (381.5 Hz) is used for the
state machine of keyboard inspection and for the state machine of the LCD screen operation. Last
output signal count_8_tck is a 3-bit divider, which is used, together with the remaining enable signals,
in other processes.

Module MA2 detects an active edge in signal onoff provided by the “ON-OFF” pushbutton, and
generates an active high signal edge_onoff, that lasts a single tck. Pushbutton inspection is done at low
frequency (23.84 Hz) for filtering possible pushbutton bounces.

Module MA3 implements the system ON-OFF finite state machine, which is presented in Figure 5.
Binary values in each state indicate the system_state output of MA3. From right to left, bit 0 represents
the transition-and-holding bit between OFF and ON states, and bits 1, 2, and 3 represent masking bits
for switches in poles 1, 2 and 3, with reference to Figure 2. In the transition from OFF state to ON
state, first pole 1 is enabled, then pole 2, and lastly pole 3. This sequence is reversed in the transition
from ON to OFF. When the FPGA is powered on, the motor is driven to rotate at a very low speed in
mode 0 (m* = 0.04 and f * = 1.22 Hz) to allow an automatic initial zero-crossing detection of the rotor
position. Signal detecting_ϕ_zc is activated when this automatic detection process is going on. When a
filtered first pulse of encoder signal index_zc is detected, signal detected_ϕ_zc is activated permanently

350



Energies 2018, 11, 2639

(this part of the process is carried out by module MB1), the motor is stopped, and signal detecting_ϕ_zc
is deactivated.

error’ & 
edge_onoff

Δt =tb nreset'

Δt =tb 
detected_ϕ_zc  · detecting_ϕ_zc 

or error’ or edge_onoff

error’ & 
cnt_ts = 214

Δt =tb 

Δt =tb 

 

Figure 5. ON-OFF finite state machine.

Module MA4 generates the global reset signal nreset from the signal rst provided by the “reset”
pushbutton. Signal nreset is active low, lasting 120 μs to guarantee minimum duration required by
LCD (lcd_nreset and nreset are the same signal). Signal adc_reset, which lasts 10 tck and is active high,
is used to initialize the ADC chip.

Module MA5 is the main synchronization module. It implements the divider-by-10,000 counter
cnt_ts and generates a set of enable signals (cntts_X) to manage the timing of most actions performed
by other modules, as indicated in Figure 4. This module also updates the value of line angle in mode 0
(θ*_0), from the frequency command value in mode 0 (f*_0).

3.2.2. Signal-Acquisition Modules

Module MB1 processes the encoder input signals enc_A, enc_B, and index_zc and generates the
angular position ϕm of the motor, its angular speed ω, and the electrical angle ϕ. Input signals from the
encoder are initially filtered at a sampling frequency of 6.25 MHz (50 MHz/8), discarding any value
that has not remained constant for a minimum of eight consecutive samples. The angular position ϕm

is updated when a new edge in any of the filtered signals derived from enc_A and enc_B is detected.
A pulse of index_zc signal should take place every 4096 edges (1 revolution). Non-consistency produces
a LED error indication. The angular speed ω is updated every 2.5 ms, and is calculated dividing the
angle rotated in the last 10 ms by this time. The existence of two simultaneous edges in filtered signals
derived from enc_A and enc_B, as well as an excessive speed, also result in LED error indications.
Obviously, this module works asynchronously to the main synchronization module. To synchronize
data, ϕ and ω are copied at cnt_ts = 191 to have convenient values for FOC and VBC processing (see
Figure 4).

Module MB2 is in charge of handling the ADC chip according to Figure 4. Signals adc_start, adc_ncs
and adc_nrd are generated in the FPGA to control the ADC chip. FPGA receives the acquired data
through the 12-bit bus adc_data. Current ic is determined from the measured ones (ic = −ia − ib). Values
out of acceptable range result in LED error indications.

3.2.3. User-Interface Modules

Module MC1 comprises two finite state machines that handle the 4 × 3 matrix keyboard operation.
A first finite state machine handles the detection and identification of the keyboard buttons when
any of them is pressed. A second finite state machine identifies the sequence of the different buttons
pressed in order to determine the actions to be executed: acquisition of the identifier of the parameter
to be shown in the LCD screen, modification of the value of a configurable parameter, etc.

Module MC2 implements three concurrent finite state machines that manage the configuration
and visualization of the LCD screen. The LCD screen shows the name of the variable selected by the
user to be visualized, with its current value, its identifier number and its allowed range (just for the

351



Energies 2018, 11, 2639

configurable parameters). The module also includes a ROM containing the visualization format for the
24 variables that can be visualized in the LCD screen (see Figure 3).

The user-interface modules consume substantial resources of the FPGA (21.5% of the used
logic elements and 27% of the used multipliers). Its explanation is simplified here because they are
considered to be of less technical importance, compared to other parts of the design.

3.2.4. FOC Modules

Module MD1 simply generates a limiting speed ramp whenever the speed command changes.
Module MD2 consists of the speed-error PI compensator with limited proportional, integral and total
outputs. Its output value is the quadrature current command value in mode 2 (iq*_2), which is updated
when cnt_ts = 192. In mode 1, the quadrature current command value (iq*_1) is set externally. Module
MD3 is a selector of iq* depending on the chosen operating mode.

Modules MD4, MD5, and MD6 are in charge of implementing the coordinate transformation.
Module MD4 implements simple logic to calculate angle ϕ + 60◦. Module MD5 implements a dual-port
ROM that allows obtaining the following four trigonometrical functions in a single tck, which are
necessary to determine the values of id and iq:

f1 =
√

2 sin (φ)

f2 =
√

2 cos (φ)
f3 =

√
2 sin (φ+ 60

◦
)

f4 =
√

2 cos (φ+ 60
◦
)

(7)

Module MD6 implements Equation (1) to calculate the values of id and iq. Module MD7 contains
the id and iq error PI compensators with limited proportional, integral and total outputs. Output
variables of PI compensators are direct and quadrature raw duties dd,raw* and dq,raw*, which are
updated when cnt_ts = 194.

Module MD8 implements the calculation of the decoupling factor, which is equal to
√

2 ·ωe · L/Vdc
(where L and Vdc are usually constant values), its products by currents id and iq, the addition of the
first product to dq,raw* and the subtraction of the second product from dd,raw*, to obtain duties dd* and
dq*, respectively (see Figure 2). In general, products are done followed by a truncation (change of
units), thus allowing optimizing FPGA resources.

Modules MD9 and MD10 implement the dq-to-(magnitude,phase) transformation indicated in
Equation (2) to calculate the modulation index and reference vector angle in modes 1 and 2 (m*_12 and
θ*_12). Both variables are obtained through a successive approximation algorithm. A ROM is used
to calculate the tangent of the provisional reference vector angle used in the algorithm. Octagonal
symmetry is taken into account to reduce the size of the ROM.

Module MD11 is just a selector for the modulation index and the reference vector angle, depending
on the operating mode.

3.2.5. VBC Modules

Module ME1 calculates the voltage imbalances at dc-link points 2 and 3 (imb2 and imb3) and
includes the PI compensators for the error of these variables, also calculated in the module.

Module ME2 consists of a ROM delivering the following auxiliary functions, which are necessary
to determine the values of k′2 and k′3, as shown in Table 1:

f5 = min {1 ; (1 − d4) / (2 · d4)}
f6 = min {0.5 ; 3 · (1 − d4) / (1 + 6 · d4)}
f7 = min {1 ; 1.5 · (1 − d4) / (1 + 3 · d4)}

(8)

Module ME3 is in charge of calculating the sign of power flow, according to the expression shown
in the green inset of Figure 2. Output value of pow_sign is updated at cnt_ts = 196.
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Module ME4 applies simple logic to obtain values of variables k′2 and k′3, according to Table 1.

3.2.6. Modulation Modules

Module MF1 adapts the value of the reference vector angle to be an angle within the first sextant
([0◦, 60◦[). The sextant values corresponding to the three phases are also determined, and given
through the variables sextant_x. Module MF2 modifies θ and m*, according to Tables 2 and 3. A ROM is
used to calculate the function m = 0.98/sin (θ + 60◦). Module MF3 calculates the values of d1, d4 and d5,
according to Equation (4). Two ROMs are used to calculate d1 and d4.

Module MF4 includes a ROM for calculating the value of kmod, according to Equation (6). The ROM
address, which is defined as the result of expression 3 + k′2 – k′3, is previously calculated through module
MF5. Module MF6 calculates the following products, which are useful to calculate modified duty ratios
d′x1, d′x2, d′x3, and d′x4:

kmod_dx1 = (1 − k′2–k′3) · kmod
kmod_dx2 = k′2 · kmod
kmod_dx2aux = 0.5 · d4 · kmod
kmod_dx4 = (1 + k′2 + k′3) · kmod

(9)

Module MF7 (one per phase) calculates d′x1, d′x2, d′x3, and d′x4 according to Equation (6) and Table 4,
and transforms them into time variables tx1, tx2, tx3 and tx4 as multiples of tck. Modules MF8 and MF9

(one per phase) are the same used in [10].

3.3. Consumed FPGA Resources

The resources used to synthesize the whole design using the Quartus II software are shown
in Table 5. The complete FPGA implementation has been done making a substantial effort to save
FPGA resources. As it can be seen, enough FPGA resources are still available. They can be used, for
example, to include additional features in the design, to increase the switching frequency, and/or to
improve the variables resolution. Furthermore, it is relevant to recall that, for practical applications,
the user-interface processing is usually not required, which would increase even more the remaining
FPGA resources.

Table 5. Consumed FPGA resources.

Resource Amount Used/Total Available

Logic elements 7272/22,320 (33%)
Combinational functions 7156/22,320 (32%)
Dedicated logic registers 1183/22,320 (5%)
Pins 89/154 (58%)
Memory bits 285,056/608,256 (47%)
Embedded Multiplier 9-bit elements 74/132 (56%)
PLLs 0/4 (0%)

3.4. Control Processing Time

In order to minimize the processing time for obtaining the next-switching-cycle duties and
therefore maximize the closed-loop control bandwidth, an ad hoc processing unit has been fully
embedded within the FPGA, instead of using a general-purpose processor. The resulting processing
time, taken from the command to sample and convert the analog signals delivered by the sensors
(cnt_ts = 0), until the instant when all the duties needed to generate the following switching cycle
become available (cnt_ts = 214), is 4.28 μs (see Figure 4). Thus, the switching frequency could be
increased until approximately 1/5 μs = 200 kHz. To maximize the control bandwidth, the processing
occurs as close as possible to the start of a new switching cycle.
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4. Experimental Tests

The proper operation of the FPGA controller has been tested experimentally within the system
shown in Figure 6a. Main parts of the system are labelled in the figure. The shaft of the PMSM driven
by the FPGA controller is coupled to an induction machine, which is not used, and also to another
PMSM, which is used to set the load torque. A further detailed overview of the experimental test bed
can be observed in a supplementary video attached with this paper. Figure 6b depicts FPGA control
board, presenting its main parts/subcircuits.

 
(a) 

 
(b) 

Figure 6. Experimental testbed. (a) Overview of the system; (b) FPGA control board.

The four-level three-phase MAC inverter employs 200 V STP20NF20 MOSFET devices
(ST microelectronics, Amsterdam, Netherlands). The reference of the PMSM driven by the FPGA
controller is 1FT6105-8SB71-2AA0 (Siemens, Berlin, Germany). This motor is a surface-magnet type
PMSM, with a nominal speed of 1500 rpm and a nominal torque of 59 Nm, thus, a nominal power of
9.27 kW.
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The proper system operation can be observed in Figures 7–9. In Figure 7, the good performance
of the VBC under a start-up transition is depicted. Initially, in OFF state, capacitor voltages are
unbalanced, but after 200 ms of operation, they become balanced. It is also remarkable the behavior of
the phase current iA. After the start-up, while the motor is accelerating, the current magnitude keeps
constant at a certain level, set by the speed ramp. As soon as the motor reaches the command speed of
500 rpm, the current magnitude decreases to a lower level.

v21 v32 v43 

iA 

 

Figure 7. Experimental results of DC-link voltages and phase current iA under a start-up transition.
Conditions: Vdc = 180 V, C = 155 μF, ω* = 500 rpm, kpω = 0.1 A/rpm, kiω = 0.1 A/(rpm·s), kpi = 0.01 A−1,
kii = 1 (A·s)−1, kpv = 0.02 V−1, kiv = 0 (V·s)−1, ts = 100 μs, load torque = 0 Nm.

iC iB iA 

*
post

 *
pre

 

 

Figure 8. Experimental results of phase currents iA, iB, and iC, under a change of the rotation direction.
Conditions: ω*pre = 350 rpm, ω*post = −350 rpm (remaining conditions are the same as in Figure 7).

Figure 8 shows the phase currents under a change of rotation direction, from 350 rpm to −350 rpm.
In the upper part of the figure, the whole transition is depicted. As it can be seen, the current sequence
changes once the motor starts rotating in opposite direction. As in Figure 7, once the motor reaches the
command speed value, the current magnitude decreases to a lower level.

Figure 9 presents the three phase currents and the phase voltage vA1 operating in UM and
OM regions. Figure 9a shows the waveforms for the UM region, with m* = 0.76. Figure 9b shows
the waveforms for region OMI (0.98 < m* < 1.028), operating with m* = 1.01. Figure 9c shows the
waveforms for region OMII (1.028 < m* < 1.081), operating with m* = 1.03. In UM, current waveforms
are sinusoidal with almost no distortion. However, in OMI and OMII, the current waveforms present
a noteworthy distortion, with a higher distortion under OMII. This is the expected behavior, since
the overmodulation intrinsically introduces low-order harmonics in the phase currents [27]. It is also
interesting to note that in waveforms of the phase voltage vA1, the duty ratio of connection to inner
levels 2 and 3 is lower when operating in OM region.
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iA iB iC 

vA1 

 
(a) 

iA iB iC 

vA1 

 
(b) 

iA iB iC 

vA1 

 
(c) 

Figure 9. Experimental results of phase currents iA, iB, and iC, and phase voltage v1A, operating in UM
and OM regions. (a) Operation in UM: ω* = 450 rpm, load torque = 10 Nm, m* = 0.76; (b) Operation in
OMI: ω* = 610 rpm, load torque = 10 Nm, m* = 1.01; (c) Operation in OMII: ω* = 620 rpm, load torque
= 10 Nm, m* = 1.03 (remaining conditions are the same as in Figure 7 for (a), (b) and (c)).

As stated previously, a complementary video is included with this study. The video shows the
whole system operating under conditions of Figures 7 and 8, and also under other different conditions.

5. Conclusions

A low-cost closed-loop controller fully embedded into an FPGA has been successfully
implemented for a PMSM motor drive based on a four-level three-phase MAC inverter, taking full
advantage of the drive potential performance capabilities. An efficient and robust implementation into
a mid-range FPGA of the closed-loop VBC and FOC, together with a modulation scheme including
the overmodulation region, has been achieved, consuming less than 50% of its total resources and
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obtaining a very low processing time. The remaining FPGA resources can be employed to increase
the switching frequency, or to further improve the controller performance, including, for example,
fault-tolerant controls [3], or an intelligent distribution of switching losses to better distribute the total
semiconductor losses [2]. The proper operation of the whole system demonstrates the feasibility of
using virtual-vector-based PWMs for neutral-point-clamped converters in motor drive applications,
which had been questioned in the previous literature. In the future, the authors envision a motor
drive design approach where an inexpensive switch with good performance is selected, and MAC leg
structures are used to match the motor voltage rating by simply adjusting the number of levels.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/11/10/2639/
s1. A supplementary video included with this study shows the whole system operating under different conditions.
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Abstract: In Modular Multilevel Converter (MMC) applications, the balancing of the capacitor
voltages is one of the most important issues for achieving the proper behavior of the MMC.
The Capacitor Voltage Balancing (CVB) control is usually based on classical sorting algorithms
which consist of repetitive/recursive loops. This leads to an increase of the execution time when
many Sub-Modules (SMs) are employed. When the execution time of the balancing is longer than
the sampling period, the proper operation of the MMC cannot be ensured. Moreover, due to
their inherent sequential operation, sorting algorithms are suitable for software implementation
(microcontrollers or DSPs), but they are not appropriate for a hardware implementation. Instead,
in this paper, Sorting Networks (SNs) are proposed due to their convenience for implementation
in FPGA devices. The advantages and the main challenges of the Bitonic SN in MMC applications
are discussed and different FPGA implementations are presented. Simulation results are provided
in normal and faulty conditions. Moreover, a comparison with the widely used bubble sorting
algorithm and max/min approach is made in terms of execution time and performance. Finally,
hardware-in-the-loop results are shown to prove the effectiveness of the implemented SN.

Keywords: modular multilevel converters; capacitor voltage balancing; sorting networks;
field-programmable gate array

1. Introduction

Nowadays, the Modular Multilevel Converter (MMC) has become a promising solution in
different applications, such as in High Voltage Direct Current (HVDC) [1,2], high-power motor
drivers [3,4] and STATic COMpensators (STATCOM) [5,6]. Thanks to several advantages, such as
high modularity, scalability, low Total Harmonic Distortion (THD), high efficiency and high reliability,
the interest in this topology has increased in both industry and academy [7]. However, this topology
presents several challenges, such as the necessity to control the circulating current, ensure the
balance of the losses among the Sub-Modules (SMs) and maintain the capacitor voltage balanced [8].
In the literature, two Capacitor Voltage Balancing (CVB) control algorithms are mainly proposed:
the individual control approach [9] and the global arm control approach. The latter is commonly used
in the Nearest Level Control (NLC) which requires a Sorting Algorithm (SA) [10]. Indeed, to balance
the capacitor voltages (CVs), the SMs with the highest or lowest CV must be selected based on the arm
current direction. Then, the SA provides a sorted list of the SMs according to their capacitor voltages.

In MMC applications, the implementation of SAs is a key challenge mainly due to the timing
performances and the high computation efforts of this kind of algorithms. Low timing performances
can slow down the CVB algorithm by limiting either the maximum sampling frequency or the
maximum allowable number of SMs in the converter. The SAs are usually implemented in
microcontrollers or in digital signal processors due to their easy implementation. However, they are
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based on loop/recursive operation leading to a significant increase of the execution time when the
number of SMs grows. Some authors propose max/min approaches to overcome this issue [11–13].
Such methods suppose that only one SM has to be inserted/bypassed in the next sampling instant.
Then, they only find the SM with the maximum (or minimum) CV by achieving a strong reduction
of the execution time. However, in the case of faults or when the capacitors are approaching the
maximum allowable voltage, more SMs need to be inserted or bypassed at the same time. The max/min
algorithms then require more sampling periods to insert or bypass the required SMs, which leads to
slow converter dynamic performance. A solution could be to run multiple times the max/min method
within the same sampling instant; however, this choice increases the whole execution time by leading
to the same problem highlighted for the bubble SA.

For the above-mentioned reasons, a hardware implementation of a sorting method has been
proposed in this paper. Several studies have confirmed that the Field-Programmable Gate Array
(FPGA) technology is really promising in industrial control applications [14]. Such platforms are more
and more used in industry and in academia for achieving high timing performance, which is difficult
to reach with the software counterpart. Since the FPGAs are able to exploit the inherent parallelism of
the algorithm, they lead to a significant reduction of the execution time. Moreover, they are often used
in MMC applications due to the possibility: to drive a huge amount of SMs [15], to implement fast
protections, to interface more ADC modules [16], to implement real-time emulator [17] and for fast
communication [18].

Among the different hardware implementations of sorting approaches, the Sorting Networks
(SNs) have been chosen to be implemented in FPGA due to their inherent parallelism and enhanced
timing performance [19]. The Bitonic SN has been considered due to its low resource requirement
and its modular structure [20]. The authors in [20] compared this SN with the Odd-Even SN.
However, the main aim was to provide a method for pre-evaluating the hardware resources and the
execution time of the network. No simulations or hardware-in-the-loop results were provided, and no
justifications were given for the use of these networks in MMC. In this work, instead, some simulation
results are shown in normal and faulty conditions to highlight the benefits of adopting an algorithm
that provides a complete sorted list with respect to one that only gives the SM with the highest (lowest)
capacitor voltage. Another contribution of this work is the study of the achievable trade-offs between
the execution time and the required resources when this kind of sorting methods are implemented
for MMC applications. For this aim, three kinds of FPGA implementations are presented: a fully
pipelined architecture, a hybrid structure and a fully factorized SN. In this way, designers can choose
the proper solution for their requirements to achieve the best compromise between the required
timing performance and the available resources. After having chosen the right solution that fits
the requirements of the MMC application considered in this work, the SN architecture is compared
with the classical bubble sorting algorithm and the max/min approach in terms of execution time.
To demonstrate the feasibility of the proposed architecture, a Hardware-In-the-Loop (HIL) validation
is also made.

The paper is divided as follows: firstly, an MMC overview is given along with its control
hierarchy. Then, the Bitonic SN is presented and its peculiar aspects in MMC applications are treated.
Section 4 presents the simulation results in normal and faulty conditions. After that, different FPGA
implementations are proposed and compared in terms of required resources and execution time in
Section 5. Then, the chosen hardware implementation is compared with the software implementation
of both the classical bubble SA and the max/min approach. HIL results for a single-phase 32-SM
MMC are given to demonstrate the effectiveness of the proposed SN implementation. Finally,
conclusions are drawn.

2. Overview of MMC: Topology and Control

The proposed implementation of the sorting algorithm can be used in any kind of MMC. The SMs
can be either half-bridge or full-bridge, without any changes in the SN. In the following, a three-phase
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HVDC grid connected MMC application with half-bridge SM is considered (Figure 1). Its topology
and control structure are described in the next sections.
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Figure 1. Schematic representation of a three-phase grid connected MMC.

2.1. MMC Topology

Each phase is composed of a leg that in turn consists of an upper and a lower arm. Each arm is
composed of N series connected SMs, an arm inductor Larm and the parasitic resistances in the arm,
here denoted with Rarm [21]. The half-bridge structure for the SM is considered. It consists of two
switches with two antiparallel diodes and a capacitor C, as depicted in Figure 1. The capacitor can be
inserted or bypassed in the arm circuit based on the status of the two switches [8].

2.2. MMC Control Levels Hierarchy

Among the different modulation techniques, the NLC is often adopted for MMC [10]. The block
diagram of a three-phase MMC controller based on such a modulation technique is displayed in
Figure 2. The outer current control provides the reference voltage Vref for each phase from the
measured grid currents. To achieve the results presented in this paper, a classical outer current
control has been implemented in the digital platform [22]. On the other hand, the circulating current
control is adopted to limit the inherent circulating current ripple that is generated in the MMC. Then,
the reference voltage is adjusted before the NLC. A common circulating current control based on
resonant controllers has been used in this paper [22]. After that, the NLC calculates the insertion
indices for the upper and lower arm for each leg, as expressed in:

npm =
Vre f ,pm

Vdc
(1)

where p and m represent the phase (p = a, b, c) and the arm (m = u, l), respectively. It is worth
mentioning that the NLC only results the number of SMs to be inserted and it is indifferent to which
SMs are selected. This task is taken in charge by the CVB control algorithm to ensure the balance
between the capacitor voltages in the arm. The main elements of the CVB control algorithm are the
sorting method and the selection technique. The aim of the sorting method is to put in ascendant order
the SMs of an arm according to the measured capacitor voltages VCi ,pm.
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Figure 2. Block Diagram of the MMC FPGA-based controller.

The selection technique intends to select the SMs to be inserted based on the sorted list evaluated
by the sorting method and the direction of the arm current ipm. The best balancing performance is
achieved when the sorting is executed in each sampling period and always the best SMs are selected.
However, in this case, a high switching frequency fsw is resulted. Different improved methods have
been developed to decrease fsw [23–25]. In this work, a reduction of the fsw is achieved by inserting or
bypassing only the difference between the required SMs and the actual ones, as shown in Figure 3.
Moreover, the sorting is also performed if the capacitor voltages reach an upper or lower threshold
value [23]. In this case, the SM with the highest (lowest) capacitor voltage is bypassed if the current is
positive (negative) and another one is inserted in its place.

Another possible solution to reduce the fsw and decrease the execution time is to adopt max/min
approaches. They are based on the fact that only one SM has to be usually inserted/bypassed in one
sampling period. However, this assumption is valid only during steady state operation. During faults,
more SMs have to be manipulated in order to ensure fast reaction from the converter side. The max/min
methods require more sampling periods to insert/bypass the required number of SMs. This leads a
slower control dynamic as shown in Section 4.

2.3. Problem Statement

The aim of this paper is to deal with the efficient FPGA-implementation of the sorting method
to reduce the execution time of the whole controller. To have all voltage steps equal to one level,
the sampling period Ts has to satisfy [22]:

Ts ≤ 1
π·N· fgrid

(2)
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Figure 3. Flowchart of the implemented CVB algorithm in NLC.

In Equation (2), N is the number of SMs in the arm. Consequently, the controller execution time
Tcontrol has to fulfill:

Tcontrol ≤ Ts (3)

The common solution based on SAs has limited timing performances. They limit either the
maximum allowable sampling frequency or the number of SMs in the arm. A significant reduction of
Tcontrol can be achieved by adopting the proposed SNs. They are convenient for FPGA implementation
due to their parallel structure. Moreover, they avoid the use of iterative and branch instructions.

Different factorization levels are introduced to give the possibility to choose the best tradeoff
between required hardware resources and execution time. For these reasons, they are attractive for
MMC applications and their detailed description is given in the next section.

3. Description of the Sorting Networks

The sorting networks are widely adopted in data processing [19] due to their timing
performance. They consist of a fixed parallel structure composed of m-horizontal wires and several
Compare-and-Swap (CS) operators. The latter carries out the sorting of two input elements: it compares
them and ensures that the larger input value comes out from the upper output wire and the smaller
input from the lower wire. Among the different SNs, the Bitonic structure is chosen in this work due
to its modular aspect and to the reduced amount of CS operators [19,20].

Such a sorting network is composed of different stages which in turn are composed by several CS
operators. In Figure 4, an eight-input Bitonic Sorting Network is depicted. In this case, six stages in the
structure can be highlighted. The number of stages obviously depends on the number of the input.
The unsorted sequence, denoted with x, is applied on the left, and the sorted list y results on the right.
Only one element per wire can be applied.
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Figure 4. Eight-input Bitonic Sorting Network. It consists of six stages that in turn are composed of
four CS operators. It can be seen as two four-input Bitonic SN plus Stages 4, 5 and 6. In this example,
the length of the sorting list is equal to 3 to show its modularity property.

Firstly, each SM is enumerated starting from the top of each arm, as shown in Figure 1, and its
position is named here Pi,pm. Each element xi must consist of the acquired capacitor voltage VCi ,pm and
the corresponding position Pi,pm, as depicted in Figure 4, where the subscript pm has been omitted for
simplicity. A comparison of the capacitor voltages is performed and the swap operation is executed for
both VCi ,pm and Pi,pm if the voltages are not in the right order. The output y results in a sorted list with
the voltages in ascending order along with the corresponding physical SM position. Then, if the SM
with the highest voltage is needed for insertion, the first element y1 is considered; otherwise, the last
one is selected.

Another aspect that should be considered is the length of the list. Indeed, in MMC applications,
the modularity is one of the main advantages [7]. It consists in the possibility to raise the power rating
by adding more SMs in the arm. This means that the number of SMs, and then the length of the
list, is not known a priori. However, a maximum number of SMs in an arm (named here with M)
can always be presumed and then the SN is built for this worst-case scenario. In these conditions,
some elements of the list can be left empty since the actual length of the list N can be different from M.
To guarantee the proper behavior of the SN, these dummy elements have to be filled by setting the
voltage equal to 0 and the position to −1 [20]. Therefore, these elements are kept in the last positions
and the elements with positions different from −1 are selected when the SMs with lowest voltages
are required.

An example of an eight-input Bitonic SN for a MMC with three SMs per arm (M = 8 and N = 3)
is depicted in Figure 4. The dummy element is in Position 4 and it is kept in that position along the net.
The result can be achieved before the last stage by considering only a sub-structure of the network
as shown in the example. After having presented the SNs and having discussed their main peculiar
aspects in MMC applications, some simulation results are shown in the next section.

4. Simulation Results

In this section, the Bitonic SN is compared with the max/min approach to show the differences
between an algorithm that completely sorts the list and one that searches only the SM with the
highest/lowest CV. The simulations have been performed in PLECS® power electronic simulation
environment in both normal and faulty conditions. The MMC and grid parameters are given in
Tables 1 and 2, respectively.

The Bitonic SN and the max/min approach have been implemented in PLECS. It is worth to note
that the SN is intrinsically parallel; to simulate it its treatment has been serialized. Thus, its behavior is
equal to the one achieved with a classical sorting algorithm such as the BSA. A tolerance band has also
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been introduced as shown in [23]. The max/min method proposed in [13] has been adopted in this
work. The tolerance bands are set to 2 kV.

Table 1. MMC Parameters.

Quantity Value

DC-link Voltage (VDC) 200 kV
SM Capacitor (C) 600 μF

Arm Inductance (Larm) 50 mH
Arm Resistance (Rarm) 1.6 Ω

Number of SM (N) 16
Sampling frequency ( fs) 10 kHz

Table 2. Grid Parameters.

Quantity Value

Grid frequency ( fgrid) 50 Hz
Grid Voltage (Vgrid) line to line 121.2 kV

Grid Inductance (Lgrid) 3 mH
Grid Resistance (Rgrid) 0.1 Ω

4.1. Normal Condition

The simulation results shown in this section were achieved during steady state condition,
i.e., without any faults in the system. At 0.2 s, the converter starts to deliver power to the grid.
In Figure 5, the output currents, circulating currents and active power are shown when the Bitonic SN
is adopted. The capacitor voltages for both the Bitonic SN and the max/min approach are depicted in
Figure 6.

 

Figure 5. Output Current, Circulating Current and Active Power when the fully sorted list is adopted
in the NLC.

When the best SMs are always selected, the algorithm that provides the complete sorted list
achieves a better balance in comparison with the max/min approach. However, it leads to a high
switching frequency, equal to 409 Hz in the studied case (Figure 6a). The max/min approach instead
only selects one SM to be inserted or bypassed when a change in Np,m is resulted from the NLC
(Figure 6b). Then, the switching frequency is intrinsically optimized and almost equal to 60 Hz.
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By adopting the improved fsw for the Bitonic SN, as described in Figure 3, the fsw can be reduced.
In this case, it is comparable to the one achieved with the max/min method, but the achieved balance
is worse than the one achieved without the fsw optimization, as shown in Figure 6c.

 
(a) 

 
(b) 

 
(c) 

Figure 6. Capacitor Voltages of the upper arm in the phase a: (a) Sorting Method without fsw

optimization; (b) Max/Min Approach; and (c) Sorting Method with fsw optimization as shown in
Figure 3.

Finally, it can be concluded that in normal condition and when the fsw optimization is active,
the max/min method and the sorting algorithm give almost the same balancing results and switching
frequency. From now on, the fsw optimization is considered active, if not differently mentioned.
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4.2. Phase-to-Ground Fault

The phase-to-ground fault is simulated by adopting the previous MMC and grid parameters.
When this kind of fault appears in the system, the control algorithm demands more SMs to be inserted
or bypassed in the same sampling period. The fault is applied at 0.5 s on the phase a. Figure 7 shows
the output currents, the capacitor voltages of phase a and the number of switches for the same phase.
When the number of switches is positive, it means that the SMs have been inserted, while, when it is
negative, the SMs have been bypassed. It is worth noting that, in the case of the SN, three SMs have
been bypassed at the moment of the fault. This number can relatively increase if the number of SMs in
the arm is higher. The possibility to apply the required changes in one sampling period Ts enhances
the dynamic performance of the controller. Indeed, at the fault instant, the algorithms that provide the
fully sorted list are able to track the current reference and avoid spikes on the output current as shown
in Figure 8.

 
(a) 

 
(b) 

Figure 7. Output Currents, Capacitor Voltages and Number of Switches during Phase to Ground Fault
at 0.5 s: (a) Max/Min Approach; and (b) Sorting Method.

On the other hand, the max/min method keeps only one switch per each Ts, requiring more
sampling periods to insert/bypass the needed SMs. This leads to a lower controller dynamic that
provokes a spike on the output current, as depicted in Figure 8. It is also possible to run the max/min
method several times in the same sampling period to get the required SMs, but this leads to a longer
execution time that can easily exceed the chosen Ts, not guaranteeing the proper controller behavior.
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Figure 8. Zoom of the output currents on phase a during phase to ground fault. Blue line:
Sorting Method without fsw optimization; Green line: max/min approach; Red line: Sorting Method
with fsw optimization.

The advantages of the proposed SN over the min/max approach have been demonstrated and
the FPGA implementation of the Bitonic SN is now dealt with.

5. FPGA Implementation of the Bitonic SN

Different FPGA-based implementations of SNs are shown and compared in this section. Firstly,
the fully pipelined SN is presented. After that, a hybrid structure and a fully factorized SN are proposed
for reducing the required resources. Finally, they are compared in terms of required resources and
latency, i.e., the number of system clock cycles for achieving the final result.

5.1. Fully Pipelined SN

This kind of implementation of the SN allows a drastic reduction of the execution time.
This architecture is driven by an external clock signal that synchronizes the data through the SN.
After each stage, a bank of flip-flops is allocated for storing the results of CS operators, as shown in
Figure 9. A new list of CVs can be fed to the input of the SN every clock cycle. The basic structure
of the CS operator is also presented in Figure 9. It consists of a comparator and four multiplexers.
The inputs are the two SM capacitor voltages VCa and VCb and the two SM positions Pa and Pb.
The outputs are the sorted capacitor voltages Vs,Ca and Vs,Cb and their corresponding positions Ps,a

and Ps,b. The values of bv and bp correspond to the size of the fixed-point format of the voltage and of
the position, respectively.
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Figure 9. Fully pipelined 8-input Bitonic SN and CS operator structure.

5.2. M-Factorized SN

To reduce the required number of CS operators, the previous SN structure can be factorized.
The objective is to reuse a single CS operator to perform more CS operations. However,
this optimization leads to an increase of the latency in the architecture. Then, a compromise between the
factorization level, i.e., which sub-structure of the Bitonic SN is factorized, and the latency is necessary.
Figure 10 shows an example using M = 8 and the factorization level L equal to 4. This means that the
four-input Bitonic SN sub-structure, highlighted in Figure 4, is factorized.

Figure 10. Hybrid factorized and pipelined synchronous eight-input SN with factorization level
equal to 4.
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This solution allows a reduction of the required CS operators and, therefore, the used resources.
Indeed, the factorized four-input Bitonic SN only requires two CS operators instead of six. However,
the latency will be 6 instead of 3 and no other list can be inserted at the input during this calculation,
reducing the throughput of the architecture. It is worth noting that this solution also requires
eight Multiplexers.

5.3. Fully Factorized SN

The last proposed architecture is the fully factorized SN, i.e., L = M. This alternative can be
adopted to drastically reduce the required resources at the cost of a larger latency.

This architecture is depicted in Figure 11. The state machine generates and sends the
synchronization signals to the data path which processes the input data. The Map operator implements
the multiplexers and the registers needed for the factorization. The sorting done signal is raised when
the sorted list is available at the output.

Figure 11. Fully factorized Bitonic SN implementation structure.

5.4. Comparison

In this section, the previous SN structures are compared in terms of five-input Look-Up-Tables
(LUTs), Flip-Flops (FFs) and latency. The LUTs, FFs and latency for these structures can be easily
pre-evaluated, as shown in [20]. Figure 12a depicts the required LUTs with different factorization level.
It is shown that, by increasing the number of SMs, N, the required LUTs increase. The fully pipelined
is the structure that requires the highest amount of LUTs, as expected. By increasing the factorization
level, the needed LUTs can be reduced. The right y axis shows the percentage of the required LUT
when the selected low-cost System-on-Chip (SoC) device is considered. Then, it is obvious that a fully
pipelined structure for high numbers of N is impracticable with this kind of device. The same happen
for the FFs, as depicted in Figure 12b. On the other side, a higher factorization level leads a higher
latency number, as shown in Figure 12c. Thus, a compromise is required between the LUTs, FFs and
latency. The designer can then pre-evaluate the required resources and the latency to choose the best
solution for its requirements.
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(a) 

 
(b) 

 
(c) 

Figure 12. Evaluation of resources and timing performance of the fully pipelined Bitonic SN, the hybrid
structure with different factorization level and the fully factorized SN with different input lengths
(equal to the number of SMs N): (a) LUTs; (b) FFs; and (c) latency number.

5.5. Timing Diagram

In this section, the timing diagram for the proposed Bitonic SN is presented in Figure 13.
The following control actions can be executed in parallel: the current controls (for both the output
current is and the circulating current ic), the upper arm sorting and the lower arm sorting. This leads a
reduction of the whole control time Tcontrol. The latter is the sum of two contributions: (a) the longer
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time between the current control time Tcc and the time needed to the Bitonic SN Tbn; and (b) the time
Tselection needed for selecting the SM to be inserted. From Equation (3) and Figure 13, it is possible to
derive the maximum sorting time Tmax,sort that has to be guaranteed:

Tmax,sort ≤ Ts − Tselection (4)

 

Figure 13. Timing Diagram of the MMC control based on BSN.

6. Hardware-In-the-Loop Results

A MMC system is usually composed by tens or hundreds of modules per arm. The realization
of this kind of systems is very expensive, and then an usual approach is to test the control behavior
using HIL approach. In this section, HIL results are provided to validate the proposed sorting method
and compare it with the bubble SA and with the max/min approach in terms of the achieved sorting
execution time. The Zedboard platform, equipped with a Xilinx SoC Zynq-7020 device (named here as
Zynq), has been employed. This device consists of almost 85,000 logic element cells, 4.9 Mb block RAM,
220 DSP and two embedded ARM cortex A9 processors with a clock frequency equal to 667 MHz.

The MMC control, composed by the output current control and the circulating current control,
has been implemented in the first ARM core of the Processor System (PS). Along with the MMC
control, the bubble sorting algorithm and the max/min approach have been also carried out in the
same core. On the other hand, the proposed Bitonic SN has been implemented in the Programmable
Logic (PL) side by allowing the implementation of the hardware structures presented in Section 3
and the adoption of the timing diagram shown in Figure 13. The fully factorized Bitonic SN structure
has been chosen to save hardware resources. In the remaining ARM core, a single-phase MMC
model has been emulated based on [26]. The case of N = 32 has been considered, which is realistic
in view of the industrial implementation of MMC-HVDC by ABB [27]. A single-phase system has
been chosen considering that the performances of the Bitonic SN are identical for the single-phase and
the three-phase system. Indeed, in the three-phase case, it can be easily implemented in parallel for
achieving the same execution time shown in the following. The adopted capacitor value is 2.4 mF
and the output energy is equal to 33 MW. The remaining MMC parameters are shown in Table 1.
The whole implementation structure is depicted in Figure 14. The internal signals of the board are
read and displayed on the PC through a serial communication. A sag voltage of 50% is emulated after
105 ms. The corresponding capacitor voltages, output currents, and output voltages for the max/min
approach and the Bitonic SN are shown in Figure 15.
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Figure 14. Hardware architecture of the developed system. The processor system and the
programmable logic communicate through the AXI bus.

It is worth noting that the limited dynamic performance of the max/min approach cause an
undesired overshoot in is of about 28%. The achieved execution times for the three techniques in both
normal and fault conditions are summarized in Table 3. The sorting network has been implemented
in FPGA and then some operations can be executed in parallel: the current control and the sorting
algorithm in this case. Then, the control time is evaluated by summing up the longer execution time
between the current control and the sorting algorithm with the selection time.

On the other hand, the bubble SA and the max/min approach have been implemented in the
ARM core and then the current control, the sorting algorithm and the selection method are executed
in a sequential manner. The whole execution time is then evaluated by summing up all the terms.
The bubble SA achieves the worst timing performance by requiring maximum 4.56 μs in normal
conditions and 6.46 μs during the emulated fault. It is worth noting that its execution time is not fixed.
Thus, it is not deterministic and can be much higher than the ones obtained in this example.
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Figure 15. Capacitor Voltages, Output Current, and output voltage during HIL results with max/min
approach (blue line) and Bitonic SN (red line).

Table 3. Maximum execution time of current control Tcc, sorting Tsorting, selection Tselection and total
control Tcontrol for the BSA, the max/min approach and the Bitonic SN during either normal (NC) and
fault conditions (FC).

Bubble SA Max/Min Bitonic SN

NC FC NC FC NC FC

Tcc [μs] 0.28 0.30 0.28 0.30 0.28 0.30
Tsorting [μs] 4.56 6.46 2.56 2.75 0.50 0.50
Tselection [μs] 1.57 2.46 0 0 1.57 2.46

Tcontrol 6.41 9.22 2.84 3.05 2.07 2.96

The max/min method needs 2.56 μs and 2.75 μs to be performed in normal and fault conditions,
respectively. However, it does not provide a fully sorted list by causing current overshoot during faults.
It is important to mention that its execution time is also not fixed. On the other hand, the proposed SN
only requires a fixed execution time equal to 0.5 μs. It is also able to provide a fully sorted list useful
during fault cases or when more SMs are required (like at the start-up). Its short execution time allows
the proper behavior of the controller. However, if the number of SMs increases, the execution time
raises and Ts decreases at the same time. In the case the execution time of the fully factorized structure
is higher than the maximum allowable Ts, it is still possible to adopt either a hybrid structure or the
fully pipelined SN that allow a reduction of the execution time. This choice can be done before starting
the implementation thanks to the pre-evaluated resources and latency shown in Section 5 by reducing
the time-to-market. Then, the right compromise between the sorting time and the required resources
can be ensured. Table 4 shows the hardware resources required for the implementation of one fully
factorized 64-Bitonic SN in the adopted device.

Table 4. Required resources for the implementation of one fully factorized Bitonic SN with M = 64 in
the PL side of the Zynq device.

Required Resources Utilization (%)

LUT 5121 (53 k) 9.6
FF 1571 (106 k) 1.5

If a three-phase 64-SM MMC is of interest, six Bitonic SN have to be considered and then almost
60% of the available resources are consumed. It is also possible to use only one fully factorized Bitonic
SN for accomplishing the sorting of all the arms. Obviously, this solution leads to an increment in the
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execution time. Another solution can be to implement a fully pipelined Bitonic SN that allows a higher
throughput (a new list can be sent after the first stage has been performed) and then a lower execution
time at the expense of an increment of the required resources. As already said, the right compromise
has to be achieved depending on the case and the discussion in Section 5 is for this aim.

7. Conclusions

In this paper an FPGA-implementation of the Bitonic Sorting Network for MMC applications
has been proposed. The main advantages of the proposed sorting method are: the fixed parallel
structure and the possibility to be efficiently implemented in FPGA devices. This leads to a
shorter and deterministic execution time, which results in a better performance of the CVB control.
Three different architectures have been proposed to meet the different possible requirements of the
application of interest: the fully pipelined architecture, the hybrid structure and the fully factorized SN.
Their hardware resources and latency have been pre-evaluated and compared. This allows choosing
the structure that best fits the application requirements before starting the implementation. Simulation
results have been given in both normal and faulty conditions to compare the proposed sorting method
with the max/min approach. The latter is considered to request the shortest execution time but it does
not provide the fully sorted list by deteriorating the dynamic performance of the controller.

The fully factorized Bitonic SN has been implemented in a low-cost Xilinx Zedboard along with
the MMC plant model and the corresponding control. Based on the HIL results, the proposed sorting
method shows superior performance. Moreover, the execution time and the output current of the
implemented SN have been compared with the ones achieved with the bubble sorting algorithm and
the max/min technique in the case of N = 32 and a sag voltage of 50%. The output current obtained
with the max/min technique presents an overshoot of about 28% in comparison with the one achieved
by adopting an algorithm that provides a fully sorted list. Then, the main gain of the proposed SN
compared to the max/min approach is the ability to handle fault occurrences. Moreover, the sorting
and selection for the SN require 2.96 μs to be executed against the 9.22 μs and 3.05 μs needed by the
bubble SA and the max/min approach, respectively. Considering the hardware resources, it requires
about 10% of the available resources of the adopted board.
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Abstract: In this paper a hybrid modulated model predictive control (HM2PC) strategy for
modular-multilevel-converter (MMC) multi-terminal direct current (MTDC) systems is proposed for
supplying power to passive networks or weak AC systems, with the control objectives of maintaining
the DC voltage, voltage stability and power balance of the proposed system. The proposed strategy
preserves the desired characteristics of conventional model predictive control method based on finite
control set (FCS-MPC) methods, but deals with high switching frequency, circulating current and
steady-state error in a superior way by introducing the calculation of the optimal output voltage level
in each bridge arm and the specific duty cycle in each Sub-Module (SM), both of which are well-suited
for the control of the MMC system. In addition, an improved multi-point DC voltage control strategy
based on active power balanced control is proposed for an MMC-MTDC system supplying power
to passive networks or weak AC systems, with the control objective of coordinating the power
balance between different stations. An MMC-HVDC simulation model including four stations has
been established on MATLAB/Simulink (r2014b MathWorks, Natick, MA, USA). Simulations were
performed to validate the feasibility of the proposed control strategy under both steady and transient
states. The simulation results prove that the strategy can suppress oscillations in the MMC-MTDC
system caused by AC side faults, and that the system can continue functioning if any one of the
converters are tripped from the MMC-MTDC network.

Keywords: MMC-MTDC; hybrid modulated model predictive control; optimal output voltage level;
multi-point DC control

1. Introduction

In recent years, MMCs are gaining a lot of attention in high power/high voltage applications
that involve interfacing high-voltage direct current (HVDC) systems to high voltage three-phase
AC grids due to their high modularity and scalability [1,2]. Investment and research in high-voltage
direct-current (HVDC) systems has been actively pursued and expanded with the aim of improving the
efficiency and reliability of electric power generation, large-capacity power transmission, and linkage
among different networks [1–6].

At present, research on control strategies for MMC-HVDC systems has yielded fruitful results in
industry and academia. When an MMC-HVDC transmission system supplying passive networks is
operating normally, its rectifier station generally uses constant current control and constant reactive
control, which contains an outer power loop and an inner current loop. This control method is relatively

Energies 2018, 11, 1861; doi:10.3390/en11071861 www.mdpi.com/journal/energies377
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mature and fixed, and details on the method are available in the literature [6–10]. Therefore, in this
paper we focus on the control strategy used in the inverter station.

Traditional inverter station control usually involves a double closed-loop control (DCLC) strategy
based on an outer voltage loop and an inner current loop. Since the response speed of the outer
voltage loop is significantly slower than that of the inner current loop, the voltage quality is poor
when supplying power to nonlinear loads. Furthermore, the response time of the voltage recovery
increases when there are load fluctuations. Meanwhile, the overall control structure, embodying
multiple proportional-integral (PI) controllers with hard-to-tune parameters, is relatively complex,
and is therefore susceptible to structural parameters of the model [11,12].

Model predictive control (MPC) is gradually becoming more adopted as a control method of
power converters because it is a non-linear optimization control method that can deal with nonlinear
systems with complex constraints. The advantages demonstrated by this method are diverse, such
as a fast response, flexibility of various goals, easy inclusion of nonlinearities, and the availability of
simple modulation techniques. The MPC method based on a finite control set (FCS-MPC) constructs
a multi-objective optimization function, evaluates the system’s future state corresponding to the
finite-switching combination of the converter, and selects the switch combination that minimizes the
value of the objective function as the switching state for the next switching cycle. MPC has been
applied to motor drives, high power factor rectification, and DC transmission, among others [13–21].

Reference [13] shows that the cost function may include a control target such as reduced switching
frequency, reduced common-mode voltage, reduced reactive power, and reduced current ripple when
controlling a power converter. Compared to proportional integral (PI) or proportional-resonant
(PR) controllers, the MPC method can improve total harmonic distortion (THD) and transient
characteristics [21]. References [16–18] uses FCS-MPC for the control of the MMC, which predicts
the AC current, the circulating current, the sub-module capacitance voltage, and the resulting
switching action of all possible switch combinations of the upper and lower arms in each control cycle.
This method selects the switch combination that minimizes the objective function as the output of the
next cycle and implements multi-objective optimal control.

For an MMC system with a large number of sub-modules, the existing FCS-MPC control methods
involve a large amount of calculation. The Modulated Model Predictive Control (M2PC) method
preserves all the advantages of the FCS-MPC method and solves some problems associated with the
FCS-MPC method, such as enabling variable switching frequency, delay compensation, and short
sampling times [22–24]. However, little to no effort has been made to develop a M2PC method for the
control of MMC-HVDC systems supplying power to passive networks or weak AC systems. This paper
aims to propose a new Hybrid M2PC method for control of the MMC-MTDC system that addresses
the key limitations faced by the FCS-MPC methods.

The contributions of this paper to the research field are:
(1) A novel voltage control strategy based on M2PC is proposed for MMC-MTDC systems

supplying power to passive networks or weak AC systems, which effectively regulates AC line
currents and allows converters to comply with current references under severe conditions, such as
severe power fluctuations or grid faults.

(2) The proposed strategy reduces the amount of calculation required compared with FCS-MPC
methods when calculating optimal output voltage levels.

(3) An improved multi-point DC voltage control strategy based on active power balanced control
is proposed and proved to be more applicable to MMC-MTDC systems.

2. MMC-MTDC Mathematical Model

Figure 1 shows the schematic diagram of a four-terminal MMC-MTDC system for supplying
passive networks.

The rectifiers and inverters are made of three-phase MMCs. In the figure, Ls and Lp represent the
AC filter inductances, while Rs and Rp denote the line equivalent resistances. Us1 and Us2 represent two
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independent AC power supplies. us and up represent the AC voltage of the sending end of the rectifier
station and the receiving end of the inverter station, respectively. idc represents the current of the DC
line. Further, Cdc denotes the DC capacitor, and C1 and L1 (C3 and L3) constitute the LC low-pass
filter, which filters out the high-order harmonics on the inverter side, while C2 can also provide some
of the AC network reactive power support to compensate for the impact of load fluctuations on
voltage stability.

Figure 1. System configuration of a modular multilevel converter based multi-terminal direct current
(MMC-MTDC) system for supplying passive networks.

Figure 2a presents the Circuit diagram of the inverter side of a three-phase MMC with six arms.
Generally speaking, each arm is composed of a half-bridge submodule (SM). The MMC legs consist
of three phases, a, b, and c, which are represented by the subscript j. Subscripts u and l represent the
upper and lower arms of each leg. N series-connected SM, as well as the equivalent internal resistance
(R) and an inductor (L), make up each leg. Rp1 and Lp1 denote the AC filter inductance and the line
equivalent resistance of inverter station 1. Figure 2b shows the circuit diagram of SM. The switches T1
and T2 always operate in a complementary fashion.

(a) (b)

Figure 2. Circuit diagram of MMC: (a) Circuit diagram of the inverter side of a three-phase MMC;
(b) Circuit diagram of Sub-Module (SM).
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Using Kirchhoff’s Voltage Law (KVL), the transient mathematical model of the AC side of an
MMC can be obtained,

disj

dt
=

1
Lse

(2udj − 2up1 j − Rseisj) (1)

dicj

dt
=

1
L
(udc − ucj − Ricj) (2)

where ⎧⎪⎨⎪⎩
ucj =

1
2 (uuj + ulj)

udj = − 1
2 (uuj − ulj) =

1
2 (ulj − uuj)

icj =
1
2 (iuj + il j)

and

{
Lse = L + 2Lp1

Rse = R + 2Rp1

where ucj and udj denote common voltage and differential voltage, respectively, and icj represents
circulation current.

Under balanced control the capacitor voltages of each sub module are equal, and the output
voltage of the upper and lower bridge arm varies from 0 and N levels:⎧⎨⎩ uuj =

nuj
N u dc, nuj ∈ [0, 1, · · · , N]

ulj =
nlj
N u dc, nuj ∈ [0, 1, · · · , N]

(3)

where nuj and nlj represent the number of SMs for upper and lower arm inputs, respectively, and uuj
and ulj represent the voltages of the upper and lower arms, respectively.

3. Design of the Hybrid Modulated Model Predictive Control Strategy

3.1. Design of the Inverter Side Controller

Ψsj(t) =
1

Lse
(2udj − 2up1 j − Rseisj) (4)

Ψcj(t) =
1
L
(udc − ucj − Ricj) (5)

Let Ts represent the sampling time, kTs represent the present moment and (k + 1)Ts represent the
moment at the next control period. Utilizing the trapezoidal integration formula in Equation (4),

isj(k + 1)− isj(k) =
Ts

2
(Ψsj(k + 1) + Ψsj(k)) (6)

Considering that the fluctuation of usj is negligible over one sampling period from kTs to (k + 1)Ts,
it can be approximated as invariant. Thus, the discretization of Equation (4) can be obtained,

isj(k + 1) =
2Lse − Ts Rse
2Lse + Ts Rse

isj(k) +
4Ts

2Lse + Ts Rse
udj(k)− 2Ts

2Lse + Ts Rse
(up1 j(k + 1) + up1 j(k)) (7)

Similarly, considering that udc is constant during the sampling time, Equation (4) can be
rewritten as,

icj(k + 1) = icj(k) +
Ts
L (udc(k)− ucj(k)) (8)

Equations (6) and (8) can be used to predict the AC line and circulating current values for all
combinations of SM operations.

M2PC requires a suitable modulation scheme as part of the minimization of the cost function in
the MPC algorithm. In this paper we use a modulation scheme that is particularly suitable for high
power converter control. In each sampling period, only one branch of one SM is allowed to switch, so
as to obtain the total switching frequency of the SM, which is half of the sampling frequency [22–24].
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This function becomes quite important when considering high power applications. Moreover, this
switching mode helps to reduce the computational needs of the controller.

The proposed M2PC method evaluates a cost function J(k) for all possible voltage levels in each
leg at the start of each sampling period. This cost function with multiple prediction horizons can be
defined as,

Jp1 j(k + 1) =
∣∣∣up1 j(k + 1)− u∗

p1

∣∣∣ (9)

where
u∗

p1 j = U∗
s ej2π f ∗(k+1)Ts (10)

where Us* represents the rated AC voltage; f * = 50 Hz is the rated frequency [25].
By combining Equations (1)–(3) and (6), the reference voltage level of the bridge arm satisfying

the AC voltage and the current control target is obtained,{
n∗

uj =
N

2udc
(u∗

sj(k + 1) + u∗
cj(k + 1))

n∗
l j =

N
2udc

(u∗
cj(k + 1)− u∗

sj(k + 1))
(11)

where nuj* and nlj* represent the reference voltage levels of nuj and nlj, respectively.
In general, the number of sub-modules applied to the MMC is large. If the traditional FCS-MPC

control strategy is used, the computational load is undoubtedly enormous [26]. This paper uses
Equation (11) to calculate the optimal output level of the bridge arm at the next sampling time, and then
considers its neighboring 2M (M ≥ 1) levels as a finite control set by selecting the appropriate M value,
which can significantly reduce the amount of calculations in one control cycle. It is worth noting that
in most cases nuj* and nlj*, calculated according to Equation (11), are not integers. This paper uses the
method of rounding down, then selects the level combination and the upper or lower bridges. The 2M
level combinations adjacent to the arm together constitute a new set of modulable finite controls.

A key point of voltage control in the M2PC strategy proposed in this paper is to calculate nuj and
nlj based on the two specific voltage values of the passive network output voltage and the circulating
current suppression voltage, based on Equation (11) [27–29]. The reference value thus minimizes
the state performance function in Equation (7) based on the non-monotonic change characteristic of
Jzj(k + 1). From the structural characteristics of the MMC it can be seen that, whether it is the upper or
lower arms, increasing the number of levels in the bridge arm can increase the output value of the
control target to the passive network at a future point, while reducing the number of arm levels will
reduce the output voltage value to the passive network.

Therefore, the corresponding upper and lower arm level configuration parameters can be
calculated according to the voltage prediction reference value at the beginning of the next period. Let
the increase and decrease in the number of levels of the j phase affect the output voltage values of the
next period by Vj

1 and Vj
2, respectively. In one control period described by setting a specific time node

tp1 j executing the control commands one after another leads up1 j (k + 1) to finally equal u∗
p1 j.

The ratio of time changing between Vj
1 and Vj

2 is called the duty cycle. The details of calculating
this duty cycle for the proposed M2PC method are explained in detail in Reference [30]. Employing
the formulation from Reference [30], the duty cycle can be obtained as,

dp1 j =
u∗

p1 j − u2
p1 j

u1
p1 j − u2

p1 j
(12)

where u1
p1 j and u2

p1 j can be obtained from Equation (10) by substituting usj(k) with Vj
1 and Vj

2

respectively. In Equation (12), dp1 j represents the time ratio of usj(k) needs to be set to Vj
1.

Similarly, the cost function and the duty cycle corresponding to the circulating current are,

Jcj(k + 1) =
∣∣∣icj(k + 1)− i∗cj

∣∣∣ (13)
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dcj =
i∗cj − i2cj

i1cj − i2cj
(14)

3.2. Improvement of the Model Predictive Control Algorithm

The performance cost function of Equation (13) guarantees an optimal combination of converter
switches in one control cycle, but does not take into account its optimality in two or more control
cycles, ignoring suboptimal switch combinations or other combinations which contain the optimal
information. The algorithm relies on strong assumptions about the load behavior, and non-linear loads
and load fluctuations may cause converter control system oscillation and even divergence. This paper
will improve the algorithm with multi-step output predictive control to improve its robustness.

Firstly, single step prediction is performed using the discrete state equation. The number of
inserted submodules (SM) is then determined to meet the requirements of multi-step model prediction.
Figures 3 and 4 illustrate the principle of one step M2PC and the proposed optimized multi-step
M2PC, respectively. One of the most distinctive feature of the proposed optimized multi-step M2PC
is that its predicted periods become multi-step, and its control periods remain one step. Taking
two-step in Figure 4 as an example, there are many paths that allow uP1 j to reach the reference value at
(k + 2)Ts, but only one path minimizes the cost function, which could be more optimized than the path
in Figure 3.

Figure 3. Principle of one step Modulated Model Predictive Control (M2PC).

Figure 4. Principle of proposed optimized multi-step M2PC.

Therefore, the key principle of the proposed strategy is to solve for the optimal solution of the
predictive model in multiple periods. In this situation, the value of the state variable in the multi-step
predictive model (X(k + p)) needs to be calculated, and the cost function needs to make corresponding
adjustments. Taking the two-step situation as an example, this paper utilizes Simpson’s formula
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to calculate X(k + 2), which can minimize the calculation error. For multi-step cases, Runge-Kutta
formulae can be used.

Taking two-step in Figure 4 as an example, utilizing the Simpson integration formula in
Equations (4) and (5),

isj(k + 2)− isj(k) =
Ts

6
(Ψsj(k + 2) + 4Ψsj(k + 1) + Ψsj(k)) (15)

icj(k + 2)− icj(k) =
Ts

6
(Ψcj(k + 2) + 4Ψcj(k + 1) + Ψcj(k)) (16)

Similarly, considering that usj and udc are constant during the sampling time,

J(k + 1) = λ1

∣∣∣up1 j(k + 2)− u∗
p1

∣∣∣+ λ2

∣∣∣icj(k + 2)− i∗cj

∣∣∣ (17)

where λ1 to λ2 are the weighting factors of each control target.
Considering the computational complexity of the performance cost function at this time, as well

as taking into account the robustness of the multi-step prediction, M can be set to 1. Meanwhile,
for simplicity, it can be assumed that the load current does not change within the predicted time
domain. Thus, the improved VSC-HVDC system inversion and the corresponding performance cost
function are constructed using the improved Equations (15) and (16).

When a DC fault occurs, it should be noted that the fluctuation of the terminal voltage will be
comparatively greater. This will undoubtedly result in instability of the controlled output voltage of
the converter and the limit of the voltage range to be reached.

The DC voltage reference value of the DC voltage control link in the original converter station
control system is corrected according to the amount of voltage fluctuation, and the threshold value of
the modified voltage reference signal is applied to ensure that the DC voltage of the multi terminal
system will not deviate from the normal operating range.

3.3. Total Cost Function and Duty Cycles

The cost function is now given by,

J(k + 1) = λ1 Jpj(k + 2) + λ2 Jcj(k + 2) (18)

The two weighting factors, λ1 and λ2 can be adjusted to achieve the desired the control
performance. Since the current cost function Jcj(k + 2) already includes the amount of current necessary
to charge the DC-link capacitor to the desired voltage, the importance of Jpj(k + 2) lies in its ability
to reduce the steady-state error in the DC-link voltage, related to the converter losses, which is not
considered in Jcj(k + 2). Therefore, the ratio λ1/λ2 is typically set to the minimum value that ensures
zero steady-state error in the DC-link voltage [31,32].

The switching times for the two selected vectors are calculated by solving the linear system of
equations in Equation (18). Once the value of K is obtained from Equation (18), the expressions for the
switching times are obtained ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

J(1)cj = K

J(1)cj

d(2)cj = K

J(2)cj

d(1)cj + d(2)cj = 1

⇒

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
d(1)cj =

J(2)cj

J(1)cj +J(2)cj

d(2)cj =
J(1)cj

J(1)cj +J(2)cj

(19)
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Once the switching times are calculated, the M2PC algorithm chooses the two inverter states for
times dcj

(1) and dcj
(2) if they minimize the following global cost function:

Jcj = d(1)cj G(1)
cj + d(2)cj G(2)

cj (20)

This solution is proposed as an alternative to an analytical duty cycle calculation. The overall
M2PC scheme is shown in Figure 5.

Figure 5. Overall M2PC block scheme for the control of MMC converters.

3.4. Improved Multi-Point DC Voltage Control Strategy

The proposed multi-step M2PC control strategy is mainly used on the inverter stations connected
to the loads as a first control, while the multi-point voltage coordinated control strategy is used
between these four stations to maintain the balance of active power and the stability of DC voltage as
a secondary control.

Therefore, this paper further proposes a multi-point voltage coordinated control strategy based
on M2PC and power balance, which is called Hybrid M2PC (HM2PC). HM2PC is integrated into the
primary and secondary coordination control strategy, and its specifics are as follows:

(1) MTDC multi-point voltage coordination control requires the upper system-level controller
to provide the active power reference signal to the converter station-level controller of each terminal
converter station.

(2) In the upper system level controller, either the converter station with the largest converter
capacity or the key converter station in the system is selected as the power balance converter station.
The reference values for the active power of the remaining converter stations are taken directly from
the power flow regulator system, while the reference values for the active power of the converter
stations are calculated according to Equation (21), based on the reference values for the active powers
of other converter stations. The variable n is the number of MTDC converter stations.

PBalance = −∑ (Pre f 1, Pre f 2, · · · · · · , Pre f n−1) (21)

(3) The system level control system only updates the active power reference value to each
converter station when changing the scheduling trend. At the other times, the converter stations are
independently controlled according to the reference value calculated from the active power after the
latest update, without much communication needs.
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3.5. Implementation of the HM2PC Strategy

The execution of HM2PC includes the following steps:
(1) Sample and measure the relevant electrical parameters of the MMC-HVDC system at time kTs,

including: upj(k), usj(k), udc(k), and isj(k).
(2) With the prediction model, improved multi-step prediction function, and prediction correction

function, combined with the time sampling value kTs and the inverter switching state for different
calculations, calculate the predicted value at the (k + 1)Ts moment (or (k + p)Ts moment, p = 1, 2).

(3) According to step (2) and the corresponding performance cost function, the predicted output
of the traversing method is calculated as the inverter output in the prediction horizon from all possible
combinations of the switch performance cost function and the corresponding values.

(4) The performance cost function values corresponding to each switch state are compared, and the
minimum switching state gmin (i.e., the optimal switching state) is selected to generate switching signals,
which are then driven and amplified to act on the inverter.

(5) Repeat step (1) to step (4) at the next sampling period.

4. Simulation Results and Analysis

In order to verify the effectiveness of the above predictive control algorithm, a simulation model of
the VSC-MTDC system (Figure 1) in MATLAB/Simulink has been developed. The system parameters
are listed in Table 1. In this study, the constant current control and constant reactive control strategy
are adopted on the rectifier side of the VSC-MTDC system. On the inverter side, the traditional
DCLC strategy, single-step predictive control strategy, and improved multi-step predictive control
strategy (the number of predicted steps P is 3), which is added to the correction feedback, are simulated
and compared.

Table 1. Parameters for the Study System of Figure 1 (Sub-Module (SM)).

Quantity Value

AC sources system nominal Voltage 35 kV
Nominal DC voltage ±10 kV

Rs 0.1 Ω
Ls 5 mH
Rp 0.02 Ω
L2 1.3 mH
C2 200 μF

DC capacitance Cdc 4700 μF
DC line length 10 km

AC load system nominal voltage 20 kV
The number of stations 4

Arm inductance L 1 mH
Arm resistance R 0.2 Ω
SM capacitor C 1.2 mF

The number of SMs 10

4.1. MMC Converters Connected to the Load

In this simulation scenario the MMC1 stations maintain a voltage of 20 kV and the MMC3 stations
maintain a power of 30 kW. Initially, the MMC4 station maintained a constant load of 40 MW. At 5 s,
the load was reduced by 16 MW, and the load at 10 s increased by 16 MW, with the MMC3 station
adjusting the amount of added power fluctuation.

In order to compare the static characteristics using a nonlinear load between the traditional control
strategy and the adaptive modulated model predictive control strategy mentioned in this paper, several
large frequency converters are connected to the low-voltage side of the passive network. The control
frequency is 10 kHz and the corresponding AC current simulation results are shown in Figure 6.
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Figure 6. The simulation results of AC current: (a) Traditional control strategy; (b) The strategy
proposed in this paper.

By comparing and calculating the current error of the traditional control strategy and the strategy
proposed in this paper, the current signal Total Harmonic Distortion (THD) values are 9.88% and
1.83%, respectively. It can be seen that when large-capacity nonlinear loads are connected to the grid
system the quality of the power supply using the traditional control strategy is significantly reduced,
while the proposed method can still maintain acceptable static performance. Therefore, in the face of
large-scale renewable energy integration into the distribution network, the proposed control strategy
has great advantages in ensuring the quality of the power supply.

The simulation results in Figure 7a,b compare the inhibition of circulation current in a MMC
converter using M2PC with the improved multi-step M2PC. At 0.25 s, the circulation suppression
function is enabled separately. As can be seen, the circulation current contains some DC and low
harmonic components. After the function is enabled, the circulation current under both control
methods is rapidly reduced. The difference is that the improved multi-step M2PC is able to further
reduce the size of the circulation current and lower the amplitude of the pulse in the circulation current.
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Figure 7. The simulation results of circulation current: (a) M2PC; (b) Improved multi-step M2PC.

4.2. Regulation Station Supplemental Power During Load Fluctuation

In this simulation scenario, the MMC1 stations maintain their voltage at 20 kV and the MMC3
stations maintain their power at 30 kW. Initially the MMC4 station maintained a constant load of 40
MW. At 5 s, the load was reduced by 16 MW, the load at 10 seconds increased by 16 MW, and the
MMC3 station adjusted the amount of added power fluctuation.

The comparison of the active power transmitted by the MMC2 station and the MMC4 station in
each coordinated control mode is shown in Figure 8, and the comparison of the DC voltage at each
end of the MTDC system is shown in Figure 9.

In this simulation, FCS-MPC is faster than the other two control strategies. However, as the ability
to adjust the load fluctuation depends entirely on the master station, the controller should balance the
active power and the voltage control a ring DC grid. Furthermore, deficiencies in single point voltage
control cause large voltage fluctuations, with the maximum fluctuation threshold reached 5 times.
Thus, voltage and power fluctuations as well as the steady state error are the largest of the three kinds
of control.
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Figure 8. Simulation waveforms of load fluctuation: (a) The active power of the receiving end controlled
by double closed-loop control (DCLC); (b) The active power of receiving end controlled by an MPC
method based on a finite control set (FCS-MPC); (c) The active power of the receiving end controlled
by the hybrid modulated model predictive control (HM2PC).
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Figure 9. Simulation waveforms of load fluctuation: (a) The DC voltage controlled by DCLC; (b) the DC
voltage controlled by FCS-MPC; (c) the DC voltage controlled by the HM2PC.
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The HM2PC strategy proposed in this paper is faster than DCLC FCS-MPC. The DC voltage under
control shows almost no fluctuation under load fluctuation, and the voltage fluctuation and power
fluctuation in steady state are the smallest among the three control modes.

4.3. Aimulating the Exit of the Main Control Station Due to Failure

In this simulation scenario, the MMC1 station and the MMC4 station maintain a constant load of
10 MW and 40 MW, respectively. Initially, the VSC1 station and the VSC3 station respectively issue
20 MW and 30 MW of active power. At 5 s, the main control station MMC1 exited due to a failure.
At this time, the MMC3 station became the new main control station and simultaneously delivered
power to the MMC2 station and the MMC4 station.

The comparison of the active power transmitted by the MMC2 station and the MMC4 station in
each coordinated control mode is shown in Figure 10, and the comparison of the DC voltage at each
end of the MTDC system is shown in Figure 11.
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Figure 10. Simulation of the operation during an exit of an input converter station: (a) The active
power of the receiving end controlled by DCLC; (b) the active power of the receiving end controlled by
FCS-MPC; (c) the active power of the receiving end controlled by HM2PC.
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Figure 11. Simulation of the operation during an exit of the input converter station: (a) The DC voltage
controlled by DCLC; (b) the DC voltage controlled by FCS-MPC; (c) the DC voltage controlled by
HM2PC.

In this simulation scenario involving a large disturbance where one end completely withdraws
from the four-terminal system, all three coordinated controls can still achieve three-terminal power
balance. However, the lack of voltage control capability in the master-slave control method causes an
overshoot of active power to almost reach the upper limit of the master station control. If the limit is
exceeded, it may cause a change in the control master station, thereby forcing the MMC4 station to
maintain the DC voltage by reducing the load power. The power adjustment speed of the multi-point
voltage control strategy based on an active power balance proposed in this paper performs better
than voltage drop control, achieving the minimum voltage fluctuation and power fluctuation in the
steady state.

5. The Scheme of Experimental Verification

In order to further verify the effectiveness of the proposed control strategy, a real-time controller
hardware-in-the-loop test platform based on RT-LAB (11.1, OPAL-RT technologies Inc, Montreal, QC,
Canada) can be built, as shown in Figure 12. The network frame model of MTDC system is built in
the upper computer software of RT-LAB. Its main topology is put in the high performance real-time
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simulator OP5600 (OPAL-RT technologies Inc, Montreal, QC, Canada) and the high frequency power
electronic devices are placed in the nanosecond real-time simulator OP7020 (OPAL-RT technologies
Inc., Montreal, QC, Canada) containing FPGA, which are connected to the external controller through
the I/O interface and communication protocol. Then, the control strategy proposed in this paper can
be rewritten into the form of C language and fed into the external controller (usually Digital Signal
Processor (DSP)). In addition, it can test different running scenarios by dynamically adjusting the
reference values of state quantities in the control subsystem of OP5600 in real time. In a nutshell,
experimental verification is the next research focus that needs to be overcome.
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Figure 12. A schematic diagram of the real-time controller hardware-in-the-loop test platform.

6. Conclusions

A hybrid modulated model predictive control (HM2PC) strategy for modular-multilevel-converter
(MMC) multi-terminal direct current (MTDC) systems supplying power to passive networks or weak
AC systems was developed to improve the control performance of maintaining the DC voltage and
power balance of the proposed system. The proposed method, on the basis of fully preserving
the superiority of the traditional model predictive control method, reduces the amount of control
operations and has the characteristics of flexible structure, good robustness, and strong scalability.

Next, an improved multi-point DC voltage control strategy based on active power balanced
control is proposed, which is proved to have a fast transient response and includes the control target
directly in the cost function minimization algorithm. It has the further advantage of including a
suitable modulation scheme inside the cost function minimization algorithm, in order to maintain a
constant switching frequency equal to half the sampling frequency.

Finally, the MMC-MTDC system supplying power to passive networks or weak alternating
current systems under different operating conditions is simulated to analyze and demonstrate the
feasibility and effectiveness of the proposed control strategy. Besides, the scheme of experimental
verification is mentioned in detail.
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Abstract: As a result of the high efficiency of ice-melting and the small power supply capacity,
DC ice-melting devices are widely used in relation to transmission lines in the power grid.
However, it needs to consume reactive power when ice-melting, and voltage fluctuation of the
substation may be caused when the demand for reactive power is large. It also generates a large
number of 5th and 7th harmonics when ice-melting. In this paper, combined with the demand for
ice-melting for transmission lines and the dynamic reactive power of substations, a low-harmonic DC
ice-melting device capable of simultaneous reactive power compensation is studied. The function of
ice-melting and reactive power compensation can be operated simultaneously and the rectifier’s main
harmonics can be eliminated. The simulation and experimental research on the device was carried out
in the 500 kV Chuanshan substation. The actual ice melting was carried out on the 500 kV Chuansu I
line and took only 68 min to melt the ice. The 500 kV bus voltage had no negative deviation, and the
positive deviation decreased from +3.09% to +1.57% within 24 h of testing. The results prove the
feasibility of the proposed DC ice-melting device in this paper.

Keywords: low-harmonic DC ice-melting device; transmission line; voltage fluctuation; harmonic;
dynamic reactive; substation’s voltage stability

1. Introduction

Winter icing of transmission lines is one of the natural disasters of the power system. The rare
long-term freezing disaster in early 2008 caused serious damage to the power grid in southern China,
resulting in a large number of tower collapses, line interruptions, substation outages, and so on,
which caused huge losses in many southern provinces of China.

For transmission line icing, manual deicing or improving line anti-icing designs were the main
methods up until recently, but efficiency was low or investment was high. In order to cope with
the impact of more and more frequent ice disasters on power system facilities, research into various
ice-melting technologies has been receiving more and more attention [1–5].

Among them, DC current ice-melting has the advantages of high efficiency, a wide ice-melting
range for different transmission lines, and small power supply. A previous study [6] proposes
a diode-based uncontrolled rectifier DC ice-melting device, which only has the function of
ice melting, and which is only used during the covering-ice period of transmission lines in winter.
However, it has low utilization rate, and consumes system reactive power when ice-melting,
which affects voltage stability. Another study [7] proposes a Static Var Compensator (SVC) type DC
ice-melting device, which can run in two modes: DC ice-melting or SVC reactive power compensation.
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However, the ice-melting and reactive power compensation cannot run at the same time and it cannot
meet the reactive demand of ice melting. Further more, the harmonics of ice-melting are large,
and a huge filter device is needed. Further studies [8–12] propose a new modular multi-level
DC ice-melting device, which combines the dynamic reactive power compensation capability of
a chain Static Var Generator (SVG) with the four-quadrant operation capability of a half-bridge
modular multi-level converter (MMC). It can output DC voltage at the same time to meet the DC
ice-melting demand, but the reactive power compensation and DC ice-melting need to be designed in
the same capacity. The cost is high, and it is still in the theoretical research stage.

In view of the above problems associated with the ice-melting device, this paper proposes a
low-harmonic DC ice-melting device that can compensate for simultaneous reactive power when
ice melting. The harmonics injected into the power grid are small without a filtering device when
ice melting. The device itself achieves a reactive power balance ensuring grid voltage stability.
The paper is organized as follows:

Firstly, the topology of the low-harmonic DC ice-melting device with simultaneous reactive power
compensation is proposed. The SVG and the ice-melting rectifier share the ice-melting transformer,
which eliminates the SVG’s connection reactance and reduces the SVG’s output voltage and
the insulation design. The design enables simultaneous operation of ice melting and reactive
power compensation.

Secondly, the output voltage ripple characteristics of the low-harmonic DC ice-melting device
is analyzed. The 12-pulse rectification structure is adopted, and the ripple factor value is only 0.994,
which effectively reduces the output DC current fluctuation.

Thirdly, using the Fourier series, the harmonics injected into the power grid are mainly 5th and
7th harmonic currents when ice-melting. Increasing the number of power modules and the triangular
carrier frequency can effectively eliminate the SVG’s lower harmonic.

Fourthly, injecting low-order harmonic multi-carrier phase-shift modulation algorithm which
injects 5th and 7th harmonics into a modulated wave is put forward. Using the simultaneous operation
of ice melting and reactive power compensation, the algorithm can eliminate the harmonic injected
into the grid when ice melting.

Finally, the simulation and experimental research on the low-harmonic DC ice-melting device
which was built in the 500 kV Chuanshan substation is carried out. The results verify that DC
ice-melting has low-harmonic characteristics and that the reactive power compensation function can
effectively improve grid voltage stability.

2. Low-Harmonic DC Ice-Melting Device Structure

2.1. Overall Topology

The structure of the low-harmonic DC ice-melting device capable of simultaneous reactive power
compensation is shown in Figure 1. It is mainly composed of an ice-melting transformer, SVG1, SVG2,
Rectifier1, Rectifier2, and Isolation switch. SVG1 and SVG2 are connected to the two low-voltage
winding sides of the transformer which can effectively reduce the SVG’s output voltage. The SVG can
absorb harmonics generated on the input side when the rectifier is running.

The SVG and the transformer realize dynamic reactive power compensation. The SVG can provide
fast and flexible dynamic reactive power for the power grid, support the grid voltage especially
when ice-melting, and improve the stability and power quality of the power system [13–15]. In the
structure shown in Figure 1, the leakage reactance of the transformer is used as a connection reactance
to replace the special reactor connected to the SVG and the grid, reducing the land occupation and cost
of the SVG. The low-harmonic DC ice-melting device has the characteristics of optimized configuration
of ice-melting capacity and reactive power compensation capacity. The capacity of each component
of the ice-melting device can be configured according to the ice-melting and dynamic reactive power
requirements of the substation avoiding the excessive design of the ice-melting or reactive capacity [16].
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Figure 1. Structure diagram of low-harmonic DC ice-melting device.

The topology shown in Figure 1 can make full use of the transformer, providing dynamic reactive
power support for the grid system during daily operation. The SVG can also eliminate harmonics and
reactive power generated by the rectifier during the ice-melting operation mode.

2.2. SVG Structure

The SVG structure of the low-harmonic DC ice-melting device is shown in Figure 2. The SVG1
and SVG2 are connected to the triangular and star-shaped windings of the transformer’s sub-edge
without special connection reactance which is replaced by the transformer’s leakage reactance.

In order to meet the requirements of the connection between SVG and power grid, the value of
the transformer leakage reactance range is 8–13%. The calculation formula is as shown in Equation (1):

Ukz% =
49.6 f · IWΣDρK

etH × 106 , (1)

where f —Frequency (Hz); I—Rated current (A); W—Coil number (Turn); et—Every potential (V);
H—Average reactance height of two coils (m); ΣD—Magnetic flux leakage area (m2);
ρ—Rockwell coefficient; K—Additional reactance coefficient, generally take 1.

The SVG’s output voltage is connected to the grid after being boosted by the transformer,
which reduces the SVG’s insulation voltage design difficulty [17,18], reduces the number of each phase
power modules connected in series, and simplifies the design of the control system. In order to improve
the reactive output current and meet the demand for large-capacity reactive power compensation
above 100 MVar, the SVG’s power modules adopt dual IGBT (Insulated Gate Bipolar Transistor)
parallel structure. The parallel IGBT adopts the same control pulses.
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Figure 2. SVG structure.

3. Output Characteristics of Low-Harmonic DC Ice-Melting Device

3.1. Output Voltage Ripple Characteristicsof Rectifier

The low-harmonic DC ice-melting device uses two 6-pulse rectifier bridges in
series or parallel configuration. Each 6-pulse rectifier bridge consists of several diodes,
damping absorption resistors, and capacitors. The number of series diodes in each bridge
arm is proportional to the input voltage. The two 6-pulse rectifier bridges realize series or parallel
12-pulse DC voltage output through the switch K1, K2, and K3. The output DC voltage is as shown in
Equation (2):

Ud =
1

2π

∫ π
2 +

π
m

π
2 − π

m

√
2U2L sinωtd(ωt) =

m
√

2
π

U2L sin
π

m
, (2)

In Equation (2), m is the number of DC voltage pulse waves output from the rectifier. U2L is the
RMS (Root Meam Square) value of the AC voltage which is input to the rectifier.

The output voltage of the 12-pulse rectifier is as shown in Equation (3) where U2 is the RMS value
of the input AC voltage of the rectifier.

ud0 = (1/
π

12
)
∫ π

24

− π
24

√
2U2 cosωtd(ωt) =

√
2U2, (3)

Perform Fourier series decomposition on Equation (3):

ud0 = Ud0 +
∞

∑
n=mk

bn cos nωt = Ud0[1 −
∞

∑
n=mk

2 cos kπ
n2 − 1

cos nωt], (4)
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where k = 1, 2, 3 . . . . Ud0 takes the form:

Ud0 =
√

2U2
m
π

sin
π

m
, (5)

bn takes the form:

bn = −2 cos kπ
n2 − 1

Ud0, (6)

The voltage ripple factor γu is the ratio of the effective value of the harmonic component of the
output DC voltage ud0 to the average value Ud0 of the rectified voltage, namely:

γu =
UR
Ud0

, (7)

In Equation (7) UR is equal:

γu =
UR
Ud0

, (8)

where U is equal:

U =

√√√√ m
2π

∫ π
m

− π
m

(
√

2U2 cosωt)
2
d(ωt) = U2

√
1 +

sin 2π
m

2π
m

, (9)

According to the Equations (4)–(9) we can get the following:

γu =
UR
Ud0

=
[− 1

2 − m
4π sin 2π

m + (m
π )

2 sin2 π
m ]

1
2

m
π sin π

m
, (10)

The ripple factor values of the output voltages of different pulse wave rectifiers obtained by
Equation (10) are shown in Table 1.

Table 1. The voltage ripple factor values of different pulse number m.

m γu (%)

3 18.27
6 4.18

12 0.994
∞ 0

It can be seen from Table 1, the more the pulse wave number of the rectifier, the smaller the output
voltage ripple value. The 12-pulse rectification structure of the ice-melting device can greatly reduce
the voltage ripple factor value and reduce the fluctuation of the output DC current, which is useful to
facilitate line ice-melting.

3.2. Output Harmonic Characteristics of Ice-Melting

In Figure1, since the inductance component of the impedance Zd of the ice-transmission line is
very large, the waveform of the DC output current is basically straight, and the input currents of the
upper and lower 6-pulse rectifier bridges are rectangular waves, as shown in Figure 3. It is shown that
each phase is turned on by 120◦, and the current phases of the corresponding phases of the upper and
lower bridges are different by 30◦, and the amplitude is Id/2.

The input currents of the two sets of 6-pulse rectifier bridges are decomposed by Fourier series,
and the input current expressions of the two rectifier bridges are respectively:

iayϕ = 2
√

3
π Id

{
sin ωt + ∑k=1,2,···(−1)k

[
1

6k−1 sin(6k − 1)ωt + 1
6k+1 sin(6k + 1)ωt

]}
, (11)
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iadϕ = 2
π Id

{
sin ωt + ∑k=1,2,···

[
1

6k−1 sin(6k − 1)ωt + 1
6k+1 sin(6k + 1)ωt

]}
, (12)

Figure 3. Input current waveform of parallel 12-pulse rectifier.

It can be obtained from Equations (11) and (12): the number of harmonics on the AC side of
the rectifier of the low-harmonic DC ice-melting device is 5, 7, 11, . . . , 6k ± 1 times, k = 1, 2, 3, . . . .
The RMS of the fundamental current and each harmonic are:{

I1 =
√

6
π Id

In =
√

6
nπ Id

, (13)

The RMS value of each harmonic is inversely proportional to the harmonic order. The ratio
of the RMS value to the fundamental value is the reciprocal of the harmonic order. The higher the
harmonic order, the smaller the harmonic amplitude, so the harmonics injected into the grid during the
ice-melting are mainly the 5th and 7th harmonic currents, which are 0.156Id and 0.111Id, respectively.

3.3. Output Harmonic Characteristics of Reactive Power Compensation

In Figure 1, the number of cascaded power modules per phase is N in SVG1 and SVG2. In order
to increase the reactive output current, each power module adopts a dual IGBT parallel structure,
and the output phase voltage is Fourier-decomposed:

Uug
Udc

= Nm sinωt+∑∞
n=1

(
4

nπ

)
cos
( nπ

2
)

sin
[mnπ

2 sinωt
]·[cos nθ1 . . . + cos nθN ] cos(nωct)+

∑∞
n=1

(
4

nπ

)
cos
( nπ

2
)·sin
[mnπ

2 sinωt
]
[sin nθ1 . . . + sin nθN ] sin(nωct),

(14)

where Udc is the power module DC bus voltage, m is the modulation degree, ω is the sinusoidal
modulation wave angle frequency, ωc is the carrier triangle wave angular frequency, and θk (k = 1, 2,
. . . , N) is the power module carrier phase-shifted angle.

When n is an odd number, cos
( nπ

2
)
= 0.

When n is even, take the carrier ratio: kc = fc/ f .
fc is the triangular carrier frequency and f is the sinusoidal modulation wave frequency.

sin(xsiny) = 2 ∑∞
l=1 J2l−1(x) sin(2l − 1)y, (15)

where Jn is an n-time Bessel function.
According to Bessel’s Equation (15), Equation (14) can be expressed as:

Uug
Udc

= Nm sinωt + ∑∞
n=1

(
4

nπ

)
cos
( nπ

2
)

∑∞
k=1 Jk

(mnπ
2
)·[Asin(k ± nkc)ωt + 2Bsin(kωt) sin(nωct)], (16)

among them: {
A = cos nθ1 + cos nθ2 . . . + cos nθn

B = sin nθ1 + sin nθ2 . . . + sin nθn
, (17)

In the Equation (17), θk (k = 1, 2, . . . , N) is a carrier phase-shifted angle. When the carrier
phase-shifted PWM (Pulse Width Modulation) technique is adopted, the carrier angle of each power
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module is sequentially increased by π/N. It is not difficult to prove “B = 0” because “n = 2, 4, 6, . . .
” and “A = 0” when “n < 2N”. It can be seen that the output voltage Uug/Udc will no longer contain
“2Nkc ± 1” or less harmonics. Therefore, as the number N of cascaded power modules per phase
increases and the triangular carrier frequency fc increases, the low harmonics of SVG1 and SVG2 can
be effectively eliminated [19–21].

4. Injection Low-Order Harmonic Multi-Carrier Phase-Shifted Modulation Algorithm

In high-power equipment, the switching frequency of power electronics devices is so low
that good control performance can’t be obtained with a single converter. In order to overcome
this problem, multi-carrier phase-shifted modulation algorithms were researched. A multi-carrier
phase-shifted modulation algorithm is the combination of the multi-modular technique and SPWM
(Sine Pulse Width Modulation) technique. The high equivalent switching frequency can be obtained
with low switching frequency devices. This technique improves the equivalent switching frequency
through the counteraction of lower order harmonics though not simply through processing the
harmonic from lower order to higher order to get a perfectly performing harmonic feature with
no filter. The American Robincon Company first invented the technology and applied for a patent
(P.W.Hammond. Medium voltage PWM drive and method. U.S. Patent 5 625 545, April 1997).

In the multi-carrier phase-shifted modulation algorithm of the SVG with cascaded power module,
the DC voltage utilization of the in-phase modulation algorithm is the highest, and the practical
application is the most extensive. When the in-phase modulation algorithm is used, the modulation
waves of the left and right bridge arms of each power module in Figure 2 are for:{

f1(t) = m sinωt
f2(t) = −m sinωt

, (18)

The control method of each power module with three-phase AC input and the single-phase
AC output adopts a sinusoidal pulse width modulation method. The power modules of the same
phase have the same carrier frequency, but the phases are sequentially different by 1/N carrier period,
as shown in Figure 4a.

 
(a) (b) 

Figure 4. Modulation: (a) Carrier phase-shifted modulation (Different colors represent different
carriers); (b) sine pulse width modulation.

The pulse calculation method of each power module adopting sinusoidal pulse width modulation
methodis shown in Figure 4b.

The formula for calculating the pulse width is:

tpw = TΔ[1 + m1 sinωt]/2, (19)

where TΔ is the period of the triangular carrier, m1 is the modulation ratio of the sine wave and the
triangular wave.

400



Energies 2018, 11, 2596

In each power module of Figure 2, the power devices IGBT S11 and S21 are connected in parallel,
S12 and S22 are connected in parallel, S13 and S23 are connected in parallel, and S14 and S24 are connected
in parallel. The two parallel IGBT pulse control signals are the same, and the power module upper
and lower arms S11 and S12, S13, and S14 pulse control signals are complementary. In order to avoid
solving complex transcendental equations, the power switching device pulse control signal is obtained
by using the regular sampling method. The calculation principle is shown in Figure 5a.

 
(a) (b) 

Figure 5. Pulse control signal calculation principle: (a) S11; (b) S13.

In Figure 5a, θi is the angle value of the midpoint sampling time of the triangular wave.

tg =
TΔ

4
(1 − m1 sin θi), (20)

td =
3TΔ

4
(1 + m1 sin θi), (21)

The calculation results of Equations (20) and (21) are the offset time between the start and
stop times of each pulse control signal of S11 in the power module and the corresponding triangle
wave midpoint.

In Figure 5b:

tg =
TΔ

4
(1 + m1 sin θi), (22)

td =
3TΔ

4
(1 − m1 sin θi), (23)

The calculation results of Equations (22) and (23) are the offset time between the start and
stop times of each pulse control signal of S13 in the power module and the corresponding triangle
wave midpoint.

In order to eliminate the 5th and 7thharmonic currents injected into the grid during the
ice-melting [22–24], the 5th and 7th harmonic voltages are modulated into the power module
modulation wave of SVG1 and SVG2. The harmonic amplitudes are k1 and k2, respectively, so that
the generated harmonic current is equal to the amplitude of the harmonic current injected into grid
when ice-melting, and the direction is opposite. After the 5th and 7th harmonic voltages are injected
into the modulated wave of the left and right bridge arms of each power module, the waveform of the
modulated wave is as shown in Figure 6. The calculation formulas of the modulated wave of the left
and right bridge arms are as shown in Equation (24):{

f1(t) = m sinωt + k1m sin 5ωt + k2m sin 7ωt
f2(t) = −m sinωt − k1m sin 5ωt − k2m sin 7ωt

(24)
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Figure 6. Modulated waveform after injection of harmonics.

According to Equations (14)–(17) and (24), after the 5th and 7th harmonics are injected, the phase
voltages of each phase of SVG1 and SVG2 are:

Uug = NmUdc(sinωt + k1 sin 5ωt + k2 sin 7ωt) (25)

where k1 and k2 are obtained by detecting the 5th and 7th harmonic currents injected into the grid by
the ice-melting rectifier and performing Fourier decomposition.

The principle of IGBT control pulse generation in each power module of the SVG is shown in
Figure 7 [25–29].

Figure 7. Schematic diagram of phase-shifted control pulse generation.

5. Simulation and Test Results

The 500 kV Chuanshan substation is located in Hengyang City, Hunan Province, China. It is an
important hub substation in southern Hunan Province. In Hunan Power Grid’s extremely large ice
disaster in 2008, several lines of the Chuanshan substation were in a state of suspension, the icing of
each line was serious, and a large area of the inverted tower and broken line appeared. The parameters
of icing lines in the Chuanshan substation are shown in Table 2.

Table 2. Parameters of the icing lines in the Chuanshan substation.

Line Name Voltage Level Wire Type Length (km)

Changchuan line 500 kV 4 × LGJ–400 102
Chuangu line 500 kV 4 × LGJ–500 130.3
Chuansu line 500 kV 4 × LGJ–400 127

Chuanmei line 220 kV 2 × LGJ–500 111
Chuanzhou line 220 kV 2 × LGJ–500 13.1
Chuanzhen line 220 kV 2 × LGJ–400 28
Chuangou line 220 kV 2 × LGJ–300 52
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At the 500 kV voltage level of Hunan Power Grid, it can be found that the area with low voltage
transient instability is concentrated in the south of the Hunan Province. The local voltage distribution
map of southern Hunan is enlarged as Figure 8. A low voltage problem in a steady state and a
voltage instability problem in the disturbed state exist in the southern Power Grid of Hunan Province.
With high-speed rail, electric irons, and other impact loads, the dynamic reactive power demand
is large in the Chuanshan substation. Therefore, it is necessary to install a dynamic reactive power
compensation device of a certain capacity in southern Hunan.

Figure 8. Local voltage distribution of 500 kV in the south of Hunan.

Combined with the demand for ice-melting of the lines in the Chuanshan substation and
the dynamic reactive demand in southern Hunan, a low-harmonic DC ice-melting device with
simultaneous reactive power compensation was installed in the Chuanshan substation to solve
the problem of dynamic reactive power and line ice-melting at the same time. The ice-melting
capacity is 120 MW, and the reactive power compensation capacity of SVG1 and SVG2 are all 50 MVar.
The ice-melting transformer has a rated capacity of 120 MVA, a rated input voltage of 35 kV, a rated
output voltage of 17.1 kV, and a short-circuit impedance of 15%. The ice-melting rectifier has a
rated capacity of 120 MW, a rated output DC voltage of 21 kV, and a rated output DC current of
5700 A. SVG1 and SVG2 have a rated output voltage of 17.1 kV and a rated output current of 1688 A.
The number of power modules per phase is 20, which is half the number of power modules compared
with the 35 kV grid-connected without a transformer. This greatly improves the stability of the SVG.

5.1. Simulation Results

Using PSCAD (Power System Computer Aided Design)/EMTDC (Electro Magnetic Transient
in DC System) simulation software, the ice-melting and dynamic reactive power compensation
characteristics of the low-harmonic DC ice-melting device installed in the 500 kV Chuanshan substation
were simulated. The transformer was connected with the 35 kV low voltage system bus in the
substation. The simulation results of each function are describing in following subsections:

5.1.1. DC Ice-Melting

Taking the DC ice-melting of the 500 kV Chuangu line as an example, its DC resistance per phase
was 1.88 Ω, the line length was 130.3 km, and the wire type was 2 × LGJ–500. When ice melting,
the A phase and C phase are connected in a series, the output voltage of the ice-melting transformer is
17.1 kV, and the 12-pulse rectifier is connected in parallel by two bridges. During the simulation, it was
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possible to obtain an output DC voltage of the ice-melting device of 18.9 kV, an output DC current
of 5685 A, and the voltage and current waveforms are shown in Figure 9a,b. The ripple factor value
of the output voltage is small in Figure 9a and the output current waveform is smooth in Figure 9b.
The actual output is consistent with the previous theoretical analysis.

 
(a) (b) 

Figure 9. The output waveforms of DC ice-melting: (a) voltage; (b) current.

Figure 10 is a low-order harmonic simulation analysis of the current waveform of the input side
of the ice-melting rectifier when ice-melting. When the rectifier is working, it will generate large 5th
and 7th harmonics on its input side, but it can be seen from Figure 5 that the 5th and 7th harmonics in
the input current are effectively eliminated by the SVG1 and SVG2 connected in parallel to the input
side of the rectifier, and the content is less than 0.5%.

Figure 10. Low-order harmonic analysis of input current of ice-melting rectifier.

5.1.2. Output Voltage Waveform of SVG

In order to reduce the amount of calculations for the controller, the carrier frequency is generally
taken as an integral multiple of the fundamental frequency. The single power module’s carrier
frequency is 350 Hz and the output voltage is about 494 V in SVG1 and SVG2. The output three-level
voltage waveform of the single power module is as shown in Figure 11a.

  

(a) (b) 

Figure 11. The output voltage waveform: (a) single power module; (b) five power modules.
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Arbitrarily selecting five power modules connected in the A phase of SVG1 or SVG2 to simulate,
the output of the eleven-level voltage waveform is as shown in Figure 11b. The output level of SVG is
equal to “2n + 1” where n is the number of power module per phase, n = 1, 2, 3.....

5.1.3. SVG Compensation 35 kV System Reactive

If the capacitive reactive demand of the 35 kV system in the substation is 60 MVar, the reactive
current in the system can be fully compensated when the SVG is put into operation at 0.2 s. Each SVG
outputs reactive power 30 MVar. The system voltage, reactive load current, system reactive current,
SVG1 output current, and SVG2 output current are shown in Figure 12. As can be seen from the figure,
the SVG can effectively compensate the reactive load current to maintain the voltage stability of the
35 kV system voltage.

Figure 12. Compensation 35 kV system reactive power.

5.2. Test Results

The low-harmonic DC ice-melting device of the 500 kV Chuanshan substation with simultaneous
reactive power compensation is shown in Figure 13. It consists of a transformer, a rectifier, SVG1,
SVG2, and a cooling system.

On 28 January 2018, the 500 kV Chuansu I line had ice as thick as 50 mm. There was a risk of
an inverted tower and broken line. The low-harmonic DC ice-melting device was used to melt the
ice on lines. The output voltage of the transformer was 17.1 kV. The 12-pulse rectifier adopted two
bridges in parallel. The DC ice-melting current was 4060 A, and the ice-melting voltage was 18.12 kV.
First, the A and C phases were melted in series for about 35 min, and then the B and C phases were
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melted in series which took about 33 min to melt the ice. The output voltage, current and line falling
ice is as shown in Figure 14a when ice-melting.

Figure 13. Low-harmonic DC ice-melting device in 35 kV Chuanshan substation.

 
(a) (b) 

Figure 14. Actual ice melting: (a) (1) Ice-melting voltage; (2) current; and (3) falling ice. (b) Output DC
voltage waveform.

The output voltage of the ice-melting is shown in Figure 14b. The voltage ripple number
is 12 in each cycle, and the output voltage ripple value is about 0.99, which is consistent with
the theoretical calculation. When ice-melting, SVG1 and SVG2 run in parallel with the injected
low-harmonic multi-carrier phase-shift modulation algorithm. The 5th and 7th harmonic currents
injected into the grid by the rectifier are effectively eliminated as shown in Figure 15.

Figure 15. Low-order harmonic analysis of input current of ice-melting rectifier.
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The single power module’s carrier frequency is 300 Hz in SVG1 and SVG2, the output voltage is
about 482 V. The output three-level voltage waveform of each power module is as shown in Figure 16a.
The SVG’s A phase output voltage waveform is as shown in Figure 16b.The actual test results are
consistent with the previous simulation results.

  
(a) (b) 

Figure 16. The output voltage waveform: (a) Single power module; (b) one-phase.

When the inductive reactive power requirement of the substation’s power system is reduced
from 80 MVar to 20 MVar, the single SVG output reactive power is reduced from 40 MVar to 10 MVar.
The output current waveforms of the A and C phase are shown in Figure 17a. When the system
inductive reactive power requirement is increased from 20 MVar to 80 MVar, the single SVG output
reactive power is increased from 10 MVar to 40 MVar, and the A and C phase output current waveforms
are as shown in Figure 17b.

 
(a) (b) 

Figure 17. Output two-phase current waveform: (a) 40 MVar to 10 MVar; (b) 10 MVar to 40 MVar.

When the reactive power requirement of the power system changes from 80 MVar sensibility to
−80 MVar capacitive, the single SVG output reactive power is changed from 40 MVar to −40 MVar,
and the A and C phase output current waveforms are shown in Figure 18.

The SVG output reactive response time is less than 10 ms which can well meet the reactive power
demand of power system according to the Figures 17 and 18.

After the low-harmonic DC ice-melting device in Chuanshan substation was put into operation,
the power quality of Chuanshan substation was tested for 24 h using the power quality tester according
to the test procedures. The 500 kV bus voltage had no negative deviation, and the positive deviation of
500 kV bus voltage was about 0.80–2.0% within 24 h of testing, as shown in Figure 19. The ninety-five
percent probability of the positive deviation value (phase B) was about 1.57%, which was 1.52% lower
than the 3.09% when there was no timely reactive power compensation at runtime.

So the low-harmonic DC ice-melting device capable of simultaneous reactive power compensation
can effectively improve the voltage stability in southern Hunan Province.
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Figure 18. 40 MVar to −40 MVar output two-phase current waveform.

Figure 19. 500 kV bus voltage deviation.

6. Discussion

The simulated and measured results in Section 5 can be explained as follows:
The topology of a low-harmonic DC ice-melting device capable of simultaneous reactive power

compensation is feasible. The SVG uses transformer leakage reactance instead of connecting reactance.
It can realize the simultaneous operation of ice-melting and reactive power compensation. The running
harmonics are small, and no filtering device is needed.

The twelve-pulse rectification structure in the low-harmonic DC ice-melting device can effectively
reduce the fluctuation of output DC current and the ripple factor value is only 0.994.

The ice-melting and SVG reactive power compensation are simultaneously operated, and the
injected low-harmonic multi-carrier phase-shift modulation algorithm can effectively eliminate the 5th
and 7th harmonics mainly generated during ice melting without the need of a filter device.

After the SVG was put into operation in 500 kV Chuanshan substation, the 500 kV bus voltage had
no negative deviation and the positive deviation decreased from 3.09% to 1.57% within 24 h of testing,
which effectively improves the voltage stability in southern Hunan Province, China.

7. Conclusions

In this paper, a topology of a low-harmonic DC ice-melting device capable of simultaneous
reactive power compensation has been proposed. The ice-melting device is mainly composed of
a transformer, SVG1, SVG2, and an ice-melting rectifier. The two SVGs are connected to the two
low-voltage winding sides of the transformer, which is also connected to the rectifier. The SVG can
effectively absorb harmonics generated by the rectifier and improve the voltage stability.

The simulation and experimental research is carried out. The results verify the feasibility and
effectiveness of the low-harmonic DC ice-melting device which provides an effective method for the
research and development of the DC ice-melting device.
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Abstract: Modular multilevel converter with integrated battery energy storage system (MMC-BESS)
has been proposed for energy storage requirements in high-voltage applications. The state-of-charge
(SOC) equilibrium of batteries is essential for BESS to guarantee the capacity utilization.
However, submodule voltage regulation can lead to over-modulation of individual submodules,
which will limit the efficiency of SOC balancing control. Focusing on this problem, a modified SOC
balancing control method with high efficiency is proposed in this paper. The tolerance for battery power
unbalance is defined to quantize the convergence of SOC balancing control. Both the DC component
and AC component are considered while regulating submodule voltage. The linear programming
method is introduced to realize the maximum tolerance for battery power unbalance in different
operation modes. Based on the analysis, by choosing appropriate submodule voltage regulation
method, the efficiency of SOC balancing control is improved greatly. In addition, the SOC controller
is also optimally designed to avoid over-modulation of submodules. Finally, the detailed simulation
and experiment results verify the effectiveness of the analysis and proposed control strategy.

Keywords: battery energy storage system (BESS); modular multilevel converter (MMC);
state-of-charge (SOC) balancing control; tolerance for battery power unbalance

1. Introduction

In recent years, renewable resources are becoming more and more important, but they have
great impact on grid due to their stochastic nature, reducing the voltage and frequency stability [1,2].
Battery energy storage system (BESS) is necessary and effective in these applications to improve
the stability [3]. As the interface between batteries and grid, many researches focus on medium
and high-voltage power conversion system (PCS).

Due to the advantages in medium and high-voltage applications, modular multilevel converters
(MMC) has been used in BESS (MMC-BESS). Batteries can be directly connected with the DC bus in
a centralized manner [4]. However, the series connection of massive batteries reduces the reliability
and increases the complexity of energy management. In [5–7], batteries are integrated into submodules
of MMC, constituting a modularized and distributed PCS. Compared with the centralized structure,
the reliability and flexibility of distributed structure are greatly improved. Hence, it is more applicable
to medium and high-voltage applications [8]. Most importantly, MMC-BESS is not only a pure
PCS, but also a three-port converter. As an example, Figure 1 is the structure diagram of wind
energy system. By integrating batteries into MMC, the original PCS is eliminated, which simplifies
the whole configuration and lowers the costs. In addition, BESS can coordinate the operation of AC
and DC side while transferring power among them [9]. Figure 1b is the topology of MMC-BESS,
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consisting of three phases, each with two arms. In submodule A, batteries are directly connected with
submodules [10,11]. However, low-frequency current ripple can flow into batteries, which leads to
additional heat generation and temperature rise of batteries. That will accelerate the degradation
of batteries, resulting in significant reduction of battery life span [12,13]. Then a DC/DC converter
(isolated or non-isolated) is used to filter the low-frequency current in submodule B [14–16]. The main
advantages of non-isolated DC/DC are the simple structure and low cost. The isolated DC/DC
can achieve the electrical isolation between batteries and MMC, which is utilized to meet some
special requirements of batteries, such as grounding. At the same time, the DC/DC converter offers
an additional control degree of freedom (DOF). Therefore, the capacitor voltage can be directly
controlled by the DC/DC converter with traditional dual closed-loop control structure. Compared with
the methods based on traditional MMC [17,18], the capacitor voltage balancing control is greatly
simplified, and this paper also prefers this control structure.

a aR L g gR L

dci

kbuP

kblP

kuu

klu

kli

kci ki
ku

kui

Figure 1. Wind energy generation system: (a) structure of offshore wind farm; (b) topology of MMC-BESS.

For the massive submodules of MMC-BESS, the state-of charge (SOC) of each submodule will
inevitably be different. The capacity utilization of the whole BESS is limited by the submodules
with highest or lowest SOC due to the over-charge or over-discharge of them. Therefore it is
essential to maintain the SOC equilibrium of all submodules [19]. The SOC balancing control is
usually divided into three levels, including SOC balance among phases, SOC balance between arms
and SOC balance within arms. In [20], the zero-sequence voltage is injected to balance the SOC
among phases. However, the calculation of zero-sequence voltage is too complex. In [21,22], the DC
and fundamental circulating current are regulated to balance the SOC among phases and between arms
respectively. The SOC within arms is balanced by regulating the submodule voltage, which contains
both the DC component and AC component. So there are two dimensions to regulate the submodule
voltage. In [23], only AC component of submodule voltage is regulated to balance SOC. In [24],
the DC component is regulated to balance SOC in AC-side fault mode and the AC component is
regulated to balance SOC in DC-side fault mode. In [25], a power factor is introduced to regulate both
the DC component and AC components. However, the problem is that the regulation of submodule
voltage can lead to over-modulation of submodules when the battery power unbalance exceeds
certain limit. To avoid the over-modulation of submodules, the gain of SOC controller should be
limited [17,22]. However, that will seriously limit the SOC convergence rate of the whole BESS.
To guarantee appropriate SOC convergence, the key is to improve the tolerance for battery power
unbalance, which is closely related to the submodule voltage regulation method. However the methods
above only investigate some special cases, which are not necessarily optimal in any case. More seriously,
the SOC may not converge in some case. For example in [15], the SOC will not converge when the power
only transfers between DC side and batteries. Therefore, this paper aims to investigate the submodule
voltage regulation method to optimize the SOC balancing control.
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In this paper, capacitor voltage is controlled by the DC/DC converter with traditional dual
closed-loop structure. Carrier phase shifted modulation (CPS-PWM) is used to generate switching
signals. By analyzing the power flow of MMC-BESS, the factors that limit the SOC convergence
rate are investigated in detail. Then the tolerance for battery power unbalance is defined to
quantize the convergence of SOC balancing control. Both the DC and AC components are taken
into account when regulating submodule voltage. Linear programming method is introduced to reach
the maximum tolerance in different operation modes. One the basis, a modified SOC balancing control
method with high efficiency is proposed by optimizing the submodule voltage regulation method.
Finally, a downscaled prototype is built to verify the analysis and proposed method.

The rest of this paper is organized as follows: the power flow and principles of SOC balancing
control are introduced in Section 2. The submodule voltage regulation method is investigated
in Section 3. On the basis, optimized SOC balancing control strategy is proposed in Section 4.
Then the detailed simulation and experiment results are given in Section 5. Finally, the conclusions are
presented in Section 6.

2. Fundamental Principles of MMC-BESS

Due to the symmetry of MMC-BESS, the following analysis only takes one phase as an example
and the results are also applicable to the other two phases. The subscript k ∈ {a, b, c} denotes different
phases, and the subscript j ∈ {u, l} denotes the upper arm and lower arm respectively. i ∈ {1, 2, . . . , N}
represents the number of submodule per arm.

2.1. Power Flow of MMC-BESS

In Figure 1b, ukj and ikj are the arm voltage and current; uk and ik are the AC-side voltage

and current; Vdc and idc are the DC-side voltage and current. ikc is the circulating current flowing from

upper arm to lower arm. Pkbj is the total battery power injected into arms.

For a generalized MMC-BESS, the circulating current mainly contains DC, fundamental frequency
and second harmonic component. When only considering the power flow of MMC-BESS, the second
harmonic component can be ignored.

ikc = Ikc0 + Ikc1 sin(ω t + γk1) (1)

where Ikc0 is the dc circulating current; Ikc1 and γk1 are the amplitude and phase of fundament
circulating current.

Just like the traditional MMC, the following basic relations still exist for arm voltages and currents{
uku = 1

2 Vdc − vkc − vk, iku = ikc +
1
2 ik

ukl =
1
2 Vdc − vkc + vk, ikl = ikc − 1

2 ik{
vkc = Raikc + La

dikc
dt

vk = (Rg +
1
2 Ra)ik + (Lg +

1
2 La)

dik
dt + uk

(2)

where vkc and vk are the voltages required to drive circulating current and AC-side current respectively.
In this way, the system is divided into two parts: one part is only related to circulating current
and the other part is only related to AC-side current.

Ignoring power losses, the absorbed average power of arms can be calculated according to the arm
voltages and currents in (1) and (2).⎧⎪⎪⎨⎪⎪⎩

Pku =
1
2

Vdc Ikc0︸ ︷︷ ︸
0.5Pkdc

− 1
2

Vk Ikc1cosγ1︸ ︷︷ ︸
PkΔ

− 1
2
× 1

2
Vk Ikcosϕ︸ ︷︷ ︸

0.5Pkac

+ Pkbu

Pkl =
1
2 Vdc Ikc0 +

1
2 Vk Ikc1cosγ1 − 1

2 × 1
2 Vk Ikcosϕ + Pkbl

(3)
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where ϕ is the power factor angle; Vk, Ik are the amplitude of vk and ik. The DC circulating
current transfers the same power from DC bus to upper and lower arm, which is denoted by Pkdc.
The fundamental circulating current transfers the same power PkΔ from upper arm to lower arm.
Ac-side current absorbs the same power from both upper and lower arm, which is denoted by Pkac.

To maintain the power balance of arms, the absorbed active power should be equal to zero,
hence the total battery power injected into arms can be calculated as{

Pkbu = 1
2 (Pkac − Pkdc) + PkΔ

Pkbl =
1
2 (Pkac − Pkdc)− PkΔ

(4)

According to Equations (3) and (4), the power flow among phases and between arms is shown in
Figure 2a, in which Pdc is the total power of dc-bus. The power flowing into AC-side for each phase is
usually the same. The power absorbed from DC bus by each phase can be controlled by regulating
the dc circulating current. Therefore the total battery power injected into each phase is controllable.
The power flowing from upper arm to lower arm can be controlled by regulating the fundamental
circulating current. Therefore, the battery power distribution between upper and lower arm can be
controlled arbitrarily. In this way, the power injected into arms can be controlled independently.
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Figure 2. Power flow of MMC-BESS: (a) power flow among phases and between arms; (b) power flow
among submodules within arms.

In this paper, capacitor voltage of each submodule is controlled by the DC/DC converter
with traditional dual closed-loop control structure, which makes the DC/DC side of submodule
as a controlled voltage source, offering stable voltage for the MMC side. Then the arm can be equivalent
to Figure 2b, in which Si

kj, ui
kcj, and ui

kj are the switching function, capacitor voltage and submodule

voltage respectively. Pi
kbj and Pi

kj are the power absorbed from batteries and MMC side, which are
balanced in steady state. Therefore, the battery power injected into each submodule is

Pi
kbj = −Pi

kj = − 1
T

T∫
0

ui
kjikjdt (5)

where T is the fundamental frequency period. For submodules connected in series within arms,
the currents flowing through them are the same. The total battery power injected into arms can be
flexibly allocated to submodules through regulating the DC and AC components of submodule voltage.
Combination with the DC power control, AC power control and balance power control, the battery
power injected into each submodule can be controlled independently.
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2.2. SOC Balancing Control of MMC-BESS

The capacity utilization of the whole BESS is limited by the submodule with the highest or lowest
SOC. To improve the capacity utilization of BESS, the SOC of each submodule should be maintained
at the same value. The SOC of each submodule can be established by

SOC = Storaged charges
Nominal capacity × 100%

SOC(t) = SOC(t0) +
1

Ebat

∫ t
t0

Pbatdt
(6)

where Pbat is the battery power; Ebat is the nominal energy, which can be calculated by multiplying
the battery voltage and its capacity.

Figure 3 is the general control structure of MMC-BESS. Capacitor voltage is controlled by
the DC/DC converter. The notch filter is used to filter capacitor voltage ripples, which can introduce
low-frequency current ripples into batteries. The AC-side power control adopts typical control structure
in dq frame just like the two-level voltage source converter [26]. The SOC balancing control is divided
into three levels, including SOC balance among phases, SOC balance between arms and SOC balance
within arms. SOCi

kj is the SOC of the ith submodule. SOCkj, SOCk, and SOCBESS are the average SOC
of arms, phases, and the whole BESS respectively.

SOCBESS =
1
3 ∑

k=a,b,c
SOCk, SOCk =

1
2
(SOCku + SOCkl), SOCkj =

1
N

N

∑
i=1

SOCi
kj (7)

3
+ - 3

+ - 6
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6
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Figure 3. General control structure of MMC-BESS.

According to (6), the three-level SOC balancing control can be realized by regulating the battery
power injected into phases, arms, and submodules respectively. In Figure 3, K1, K2, K3 are
the corresponding proportional controllers, and the battery power injected into each phase, arm,
and submodule is

Pkb =
1
3

Pb + Δ Pkb, Pkbj =
1
2

Pkb + Δ Pkbj, Pi
kbj =

1
N

Pkbj + Δ Pi
kbj (8)

The battery power injected into each phase and arm is controlled by regulating the dc
and fundamental circulating current. In Figure 3, the output of circulating current control v∗kc is
the reference of vkc, which is used to drive the circulating current. The reference of dc circulating
current is

I∗kc0 =
1

Vdc
(

1
3

Pdc − Δ Pkb) (9)
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To prevent the fundamental circulating current from flowing into DC side, fundamental circulating
current should contains no zero-sequence component, and the reference is given as [9,17]⎡⎢⎣ i∗ac1

i∗bc1
i∗cc1

⎤⎥⎦ =
1√
3Vk

⎡⎢⎣ sin ω t − cos ω t cos ω t
cos(ω t − 2π/3) sin(ω t − 2π/3) − cos(ω t − 2π/3)
− cos(ω t + 2π/3) cos(ω t + 2π/3) sin(ω t + 2π/3)

⎤⎥⎦
⎡⎢⎣ Δ Pabu − Δ Pabl

Δ Pbbu − Δ Pbbl
Δ Pcbu − Δ Pcbl

⎤⎥⎦ (10)

In Figure 3, the battery power injected into submodules is controlled by regulating the submodule
voltage. As an example, with the method in [20,25], the submodule voltage is calculated as

ui
kj =

ukj

N
+ Δ ui

kj =
ukj

N
(1 +

Δ Pi
kbj

Pkbj/N
) (11)

where Δ ui
kj is the voltage increment to regulate the battery power injected into submodules.

For half-bridge submodule used in this paper, the submodule voltage should be between 0
and Vdc/N. However, the voltage increment can easily result in ui

kj > Vdc/N or ui
kj < 0, which exceeds

the output range of submodules. Then over-modulation of submodules occurs, leading to massive
harmonics. To solve the problem, the gain of SOC controller should be limited, and the following
relation exists

K3(SOCkj − SOCi
kj)

Pkbj/N
≤ 1 − m

1 + m
(12)

where m = 2Vk/Vdc is the modulation ratio of MMC-BESS. When the modulation ratio m is relatively

large, the allowed K3 is very small, which limits the convergence rate of SOC balancing control.

More seriously, the SOC may not converge in some case, decreasing the capacity utilization of the whole
BESS. Therefore, it is essential to ensure appropriate SOC convergence rate.

3. Investigation of Submodule Voltage Regulation Method

The SOC convergence rate of the whole BESS is decided by the three-level SOC balancing control.
SOC balance among phases and between arms are guaranteed by regulating the DC and fundamental
circulating current. In Figure 3, v∗kc is injected into upper arm and lower arm to drive the circulating

current. However, considering that the arm impedance of MMC-BESS is relatively small, the injection
of v∗kc will not lead to the over-modulation of submodules. Therefore, the SOC convergence rate of

the whole BESS is mainly limited by the SOC balancing control within arms. This section mainly
focuses on investigating the submodule voltage regulation method to improve the SOC convergence
rate of the whole BESS.

3.1. Constraints of Submodule Voltage Regulation Method

Before the analysis, a parameter λ is defined to assess the battery power unbalance caused by
SOC balancing control.

λi
kj =

Pi
kbj − Pkbj/N

Pkbj/N
× 100%, λi

kbj ≥ −1 (13)

The battery power unbalance degree λ reflects how much the battery power injected into
submodule deviates from the average battery power of the arm. Specially, λ = −1 represents
that the battery power is equal to zero, or the battery is breakdown. λ < −1 denotes that some
batteries are charging while some batteries are discharging in one arm, which is usually not allowed in
practice. So this paper stipulates that the battery power unbalance degree should be greater than −1.

According to Figure 3, the battery power unbalance degree is calculated as

λi
kj =

K3

Pkbj
(SOCkj − SOCi

kj) (14)
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Submodule voltage contains dc component and ac component, so there are two dimensions to
regulate submodule voltage. Then the voltage increment Δ ui

kj is given as

Δ ui
kj =

1
2N

αi
kjVdc +

1
N

βi
kjuk (15)

where αi
kj and βi

kj are defined as the DC factor and AC factor, which are used to regulate the DC

and AC component of voltage respectively.
Substituting (15) into (5), the submodule power regulated by the dc factor and ac factor is

Δ Pi
kj =

1
2N

αi
kjPkdc − 1

2N
βi

kj(Pkac + 2PkΔ) (16)

In steady state, the total active power absorbed by submodule should be equal to zero.
According to (14) and (16), the submodule voltage regulation should satisfy the relation

− λi
kjPkbj =

1
2N

αi
kjPkdc − 1

2N
βi

kj(Pkac + 2PkΔ) (17)

Increasing K3 can improve the convergence rate of SOC, but it requires more power regulation to
balance the submodule power. In different operation modes, the contribution of DC factor and AC
factor to power regulation is different. Choosing appropriate DC and AC factor can increase the power
regulation capability, meaning that the allowed SOC convergence rate can be improved.

To facilitate the analysis, the Equation (17) can be rewritten as

− λi
kj =

1
1 − ξkj

βi
kj −

ξkj

1 − ξkj
αi

kj (18)

where

ξkj =

{ Pkdc
Pkac+2PkΔ

, j = u
Pkdc

Pkac−2PkΔ
, j = l

(19)

ξkj is the power ratio of dc power and ac power in arms, which can denote the operation mode of

MMC-BESS. To improve the SOC convergence rate, the range of allowed battery power unbalance
degree should be as large as possible.

To avoid over-modulation of submodules, we find the following constraints⎧⎨⎩ (1 + αi
kj) +

∣∣∣1 + βi
kj

∣∣∣m ≤ 2

(1 + αi
kj)−

∣∣∣1 + βi
kj

∣∣∣m ≥ 0
(20)

In addition to constrain in (18), the dc factor and ac factor also should locate at the shadow area in
Figure 4. S1, S2, S3, and S4 are the boundaries of the shadow area according to constrains in (20).
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Figure 4. Choosing appropriate DC and AC factor for maximum tolerance in different conditions:
(a) when 0 < ηkj ≤ 1; (b) when n (c) when −1 < ηkj ≤ 0; (d) when ηkj ≤ −1.

3.2. Tolearance for Battery Power Unbalance

In different operation modes, the contribution of DC factor and AC factor to power regulation is
different. To facilitate the following analysis, the ratio of DC and AC factor is defined as

βi
kj = ηkjα

i
kj (21)

By regulating ηkj, the allowed range of battery power unbalance degree can be improved,

and the SOC convergence rate can also be improved.
Linear programming method is the typical method to study the extremum of linear objective

function under linear constraints. In this paper, linear programming method is used to study
the extremum of allowed unbalance degree.

According to the principles of linear programming method, the objective function is defined as

L : −λ =
1

1 − ξkj
β − ξkj

1 − ξkj
α (22)

The line L1 in Figure 4 is defined as
L1 : β = α (23)

The line L1 intersects with L at point (−λ, −λ), which can represent the unbalance degree.
For a larger unbalance degree, the intersection should be far away from the origin.

The Line L2 in Figure 4 is defined as

L2 : β = ηkjα (24)
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The line L2 denotes the ratio of DC factor and AC factor. The line segment EF is the intersection of
L2 and the shadow area. Therefore, the DC and AC factor should locate at the line segment EF.

(1) When 0 < ηkj ≤ 1, E and F locate at S1 and S2 as shown in Figure 4a. The coordinates of E and F
are calculated as

E(
1 − m

mηkj − 1
, ηkj

1 − m
mηkj − 1

), F(
1 − m

ηkjm + 1
, ηkj

1 − m
ηkjm + 1

) (25)

(2) When ηkj > 1, E and F locate at S2 and S3 as shown in Figure 4b. The coordinates of E and F are
calculated as

E(− 1 + m
mηkj + 1

,−ηkj
1 + m

mηkj + 1
), F(

1 − m
ηkjm + 1

, ηkj
1 − m

ηkjm + 1
) (26)

(3) When −1 < ηkj ≤ 0, point E and F still locate at S1 and S2 as shown in Figure 4c, and the coordinates
of E and F are the same as Equation (25).

(4) When ηkj ≤ −1, E and F locate at S1 and S4 as shown in Figure 4d. The coordinates of E and F are

E(
1 − m

mηkj − 1
, ηkj

1 − m
mηkj − 1

), F(− 1 + m
mηkj − 1

,−ηkj
1 + m

mηkj − 1
) (27)

According to the principles of linear programming method, it is obvious that λ reaches maximum
or minimum values when L1 passes through the point E or F. The point A (λE, λE) and B (λF, λF)
are the corresponding intersections of the line L1 and L. Then substituting (25)–(27) into (22),
the unbalance degree λE and λF can be calculated.

In Figure 4, one of the point A and B locates at the first quadrant, and the other point locates
at the third quadrant. It means that the maximum values of λ must be positive and the minimum
values of λ must be negative. Therefore, we find the relations{

λp = max(λE, λF)

λn = min(λE, λF)
(28)

where λp denotes the tolerance for positive battery power unbalance degree, and λn denotes
the tolerance for negative battery power unbalance degree.

Considering that the battery power unbalance degree can be negative or positive for submodules
within one arm, the tolerance for battery power unbalance is defined as

ψkj = min
(∣∣λp
∣∣, |λn|

)
(29)

If the battery power unbalance degree does not exceed the tolerance, over-modulation will not
occur, which can ensure the normal operation of MMC-BESS.

According to (29), the tolerance for battery power unbalance is calculated as shown in Figure 5,
which can be divided into several cases according to the power ratio.
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 Ratio of DC factor and AC factor kj  Ratio of DC factor and AC factor kj

Figure 5. Power regulation capability of submodules when m = 0.8: (a) when power ratio 0 < ξkj ≤ 1;
(b) when power ratio ξkj > 1; (c) when power ratio ξkj ≤ −1/m; (d) when power ratio −1/m < ξkj ≤ 0.

1. In Figure 5a, the power ratio 0 < ξkj ≤ 1. The power regulation capability increases when
the absolute value of weighting ratio ηkj increases. Apparently as weighting ratio approaches
infinity, the tolerance reaches the maximum value.

2. In Figure 5b, the power ratio ξkj > 1. The tolerance for battery power unbalance reaches
the maximum value when ηkj is equal to zero.

According to Figure 4, when the power ratio ξkj = −1/m, the slope of L is the same to the boundary
S2. When L passes through point F, the intersection of L and L1 is a fixed point, meaning that the power
regulation capability is a fixed value. It can be calculated according to Equations (23) and (24).

ψkj(ξkj = − 1
m
) =

1 − m
1 + m

(30)

3. For the case ξkj < −1/m, the tolerance for battery power unbalance reaches the maximum value
when ηkj is equal to zero as shown in Figure 5c. For the case −1/m < ξkj ≤ 0, the tolerance reaches
the maximum value when ηkj approaches infinity as shown in Figure 5d.

In addition, note that all the curves in Figure 5 passes through a fixed point. The tolerance for
unbalanced power has no relation with the power ratio. According to Figure 4, when the weighting
ratio is equal to 1, the point B and F coincide together, so that the power regulation capability will not
change, and can be calculated as

ψkj(ηkj = 1) =
1 − m
1 + m

(31)
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4. Modified SOC Balancing Control

The previous analysis indicates that the convergence of SOC is mainly limited by the SOC
balancing control within arms. Therefore, this section mainly modifies the SOC balancing control
within arms for high SOC convergence rate.

The convergence of SOC balance within arms is mainly decided by the submodule voltage
regulation method, which is investigated in detail as shown in Figure 5. To maximize the SOC
convergence rate, the ratio of DC and AC factor should change with the power ratio, which can be
concluded as:

1. When −1/m < ξkj ≤ 1, only ac component needs to be regulated, so that the DC factor and AC
factor are {

αi
kj = 0

βi
kj = (1 − ξkj)λ

i
kj

. (32)

Then according to the analysis in Section 3.2, the tolerance for battery power unbalance can be
calculated as

ψkj =
1 − m

m(1 − ξkj)
(33)

2. When ξkj > 1 or ξkj ≤ −1/m, only DC component needs to be regulated, so that the DC factor
and AC factor are ⎧⎨⎩ αi

kj =
ξkj−1

ξkj
λi

kj

βi
kj = 0

(34)

With the same method, the tolerance for battery power unbalance is

ψkj =
ξkj

ξkj − 1
(1 − m) (35)

On the basis, the modified SOC balancing control within arms is shown in Figure 6.
First, the unbalance degree is calculated according to (13). Then according to the power ratio, the DC
and AC factor are calculated. The reference of submodule voltage is given by adding the voltage
increment Δ ui

kj into the original submodule voltage. At last, CPS-PWM generates switching signals to

control the state of submodules.

kjSOC
i
kbjP

kbjP
N

i
kbjP

i
kjSOC

K
kbjP

i
kbj

m

m

or

i i
kbj kbj i

kju

kju

i
kju

Figure 6. Modified SOC balancing control within arms.

Figure 7a shows the comparisons of tolerance for battery power unbalance when η takes some
special values. In [19,25], a power factor is introduced to distribute submodule voltage, which can be
equivalent to the case η = 1. The tolerance for battery power unbalance is a fixed value, but it is
too small for near all power ratio, which seriously limits the convergence rate of SOC balancing
control. For the case η = 0, only AC component is redistributed. However, the tolerance becomes
too small when the power ratio is relatively large. For the case 1/η = 0, only DC component is
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regulated, but the tolerance is too small when the power ratio is around zero. For the modified
method, the weighting ratio changes with power ratio, and the tolerance reaches maximum for all
operation modes.

 
Figure 7. Tolerance for battery power unbalance: (a) comparison of different submodule voltage
regulation methods; (b) influence of modulation ratio.

Figure 7b shows the relation between modulation ratio and tolerance for battery power unbalance.
With the increase of modulation ratio, the tolerance sharply decreases. To avoid the over-modulation
of submodules, the gain of controller should be limited as

K3Δ SOCkj_max ≤ ψkj

∣∣∣Pkbj

∣∣∣ (36)

where
Δ SOCkj_max = max(

∣∣∣SOCkj − SOCi
kj

∣∣∣) (37)

Hence the SOC controller should satisfy

K3 ≤ 1
Δ SOCkj_max

ψkj

∣∣∣Pkbj

∣∣∣ (38)

Note that the power ratio and maximum SOC unbalance of six arms are different, meaning that
the controller K3 may be different for different arms. To simplify the whole SOC balancing control
structure, K3 should take the same value, which should satisfy the relations

K3 ≤ min(
1

Δ SOCkj_max
ψkj

∣∣∣Pkbj

∣∣∣) (39)

In this way, over-modulation of submodules can be avoided, and the convergence rate of SOC
balancing control can be improved greatly.

5. Simulation and Experiment Results

5.1. Simulation Results

To verify the analysis and proposed model in this paper, a simulation model based on the topology
shown in Figure 1 is built in MATLAB/Simulink (Mathworks, Inc., Natick, MA, USA), and the detailed
parameters are shown in Table 1.
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Table 1. Parameters of simulation model.

Quantity Value Comment

Vdc 400 V DC-Link voltage
m 0.8 Modulation ratio

Pac 10 KW Nominal AC-side power
Vsm 100 V Submodule capacitor voltage
N 4 Number of submodules per arm
C 5 mF Submodule capacitance
La 5 mH Arm inductor

Lbat 10 mH DC/DC side inductor
Vbat 60 V Nominal battery voltage
Cbat 1 Ah Nominal battery capacity
fM 2 kHz MMC side switching frequency
fB 10 kHz DC/DC converter frequency

Figure 8 is the simulation results of traditional SOC balancing control method used in [25].
The power of AC side and DC side are: Pdc = 4.8 KW, Pac = 9.6 KW. Figure 8a is the SOC
of 24 submodules in MMC-BESS. At time T = 20 s, the SOC balancing control is added to the system,
and then the SOC starts to converge. However the convergence rate is too small for the whole BESS.
Figure 8b shows the average SOC of six arms, which can denote the SOC balancing control among
phases and between arms. Figure 8c,d are the SOC of upper and lower arm in phase A. It is obvious
that the convergence rate of whole BESS is mainly limited by SOC balancing control within arms.
The analysis in Section 3.2 indicates that the tolerance for battery power unbalance is limited in 11%
when m = 0.8. In Figure 8e, the maximum power unbalance is 10% and over-modulation almost
occurs as shown in Figure 8f. It means that the SOC convergence rate has already reached the limit,
however the SOC convergence of the whole BESS is still so poor.
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Figure 8. Simulation results of traditional SOC balancing control: (a) SOC of all submodules;
(b) average SOC of six arms; (c) SOC of upper arm in phase a; (d) SOC of lower arm in phase a;
(e) battery current of phase arm in phase a; (f) modulation waves of upper arm in phase A.

Figure 9 is the simulation results of the proposed SOC balancing control, and the power
configuration is the same as the simulation in Figure 8. The SOC of all submodules is shown in
Figure 9a. At time T = 20 s, the SOC balancing control is added to the control system, and then the SOC
of the whole BESS converges to the same value at around T = 200 s. Figure 9b shows the average SOC
of six arms. Figure 9c,d are the SOC of upper and lower arm in phase A. In Figure 8, the tolerance
for battery power unbalance is about 50%, and the control design is according to (39). At T = 20 s,
the difference of SOC among submodules is the greatest, but the battery power unbalance is still
limited into the allowed values and over-modulation does not occur.
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Figure 9. Simulation results of the modified SOC balancing control: (a) SOC of all submodules;
(b) average SOC of all phase arms; (c) SOC of upper arm in phase a; (d) SOC of lower arm in phase a;
(e) battery current of phase arm in phase A; (f) modulation waves of upper arm in phase A.

Compared with the traditional method, the proposed SOC balancing control method improves
the tolerance for battery power unbalance. Therefore, the efficiency of SOC balancing control can be
greatly improved and over-modulation also can be effectively avoided.

5.2. Experiment Results

The detailed simulation results above have verified the effectiveness of the analysis and proposed
control strategy. For further verification, a downscaled prototype is built in this paper as shown in
Figure 10. Owing to the limitation of experiment conditions. The utilized battery is the lead-acid
battery, and the detailed parameters are shown in Table 2.
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Figure 10. Prototype of three phase MMC-BESS.

Table 2. Parameters of experiment prototype.

Quantity Value Comment

Vdc 120 V DC-Link voltage
m 0.8 Modulation ratio

Pac 2 KW Nominal AC-side power
Vsm 60 V Submodule capacitor voltage
N 2 Number of submodules per arm
C 3 mF Submodule capacitance
La 5 mH Arm inductor

Lbat 10 mH DC/DC side inductor
Vbat 36 V Nominal battery voltage
Cbat 12 Ah Nominal battery capacity
fM 5 kHz MMC side switching frequency
fB 10 kHz DC/DC converter frequency

Figure 11 is the steady-state waveforms of MMC-BESS, and the BESS works in charging mode.
Figure 11a is the ac-side current, and Figure 11b shows the circulating current of three phases.
Circulating current contains DC component and fundamental frequency component. The dc circulating
currents of phase A, B, and C are different, which are controlled to balance the SOC among legs.
Fundamental frequency circulating currents are injected to balance the SOC between phase arms.
Figure 11c,d show the submodule capacitor voltages and battery currents of upper arm and lower
arm in phase A. The ripples of capacitor voltage are filtered by the notch filter, so there is nearly no
low-frequency component in the battery current. The maximum battery power unbalance degree is
about 40%, which is much greater than the allowed unbalance degree in traditional method.

Figure 12 is the experiment result of optimized SOC balancing control proposed in this paper.
The SOC of 12 submodules is between 76–82% at T = 0, and the SOC of all submodules converges
to 70% at T = 40 min. Figure 13 is the experiment result of traditional SOC balancing control. The SOC
of 12 submodules is between 55–60% at T = 0. Figures 12a and 13a shows the SOC of all submodules.
it is obvious that the convergence of proposed method is much better than that of traditional
method. Figures 12b and 13b denote the SOC balancing control among phases and between arms.
The convergence of the two methods are basically the same. In Figure 12c,d and Figure 13c,d, the SOC
balancing control within arms of the proposed method is much faster than that of traditional method.
That is why the efficiency of the proposed method is much higher than that of traditional method.
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Figure 11. Steady-state waveforms of MMC-BESS with optimized SOC balancing control method:
(a) AC-side current; (b) circulating current; (c) capacitor voltage and battery current of upper arm in
phase A; (d) capacitor voltage and battery current of lower arm in phase A.
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Figure 12. Experiment results of modified SOC balancing control method: (a) SOC of all submodules;
(b) average SOC of phase arms; (c) SOC of upper arm in phase A; (d) SOC of lower arm in phase A.
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SOC of upper arm in phase A
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Figure 13. Experiment results of traditional SOC balancing control method: (a) SOC of all submodules;
(b) average SOC of phase arms; (c) SOC of upper arm in phase A; (d) SOC of lower arm in phase A.

6. Conclusions

This paper mainly focuses on the SOC balancing control of MMC-BESS, aiming to improve
the efficiency of SOC balancing control. The investigation indicates that the battery power unbalance
can lead to the over-modulation of submodules, limiting the efficiency of SOC balancing control.
Then the tolerance for battery power unbalance is defined to quantize the convergence of SOC
balancing control. The submodule voltage regulation method is studied in detail by introducing
the DC factor and AC factor. The linear programming method is introduced to reach the maximum
tolerance in different operation modes. Based on the analysis, by choosing appropriate submodule
voltage regulation method, the efficiency of SOC balancing control is improved greatly. To avoid
over-modulation of submodules, the controller of SOC balancing control is also optimally designed.
In this way, the convergence rate of SOC is greatly improved compared with traditional method.
Finally, the analysis and proposed SOC balancing method are verified through detailed simulation
and experiment results.
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Abstract: A multi-level open-end winding converter topology for multiple-motor drives is presented
featuring a main multi-level inverter processing the power delivered to the motors and an active filter
based on an auxiliary two-level inverter. The main inverter operates at the fundamental frequency in
order to achieve low switching power losses, while the active filter is Pulse Width Modulation (PWM)
operated to suitably shape the motor currents. The proposed configuration features less phase current
distortion than conventional multi-level inverters operating at the fundamental frequency, while
achieving a higher efficiency compared to PWM multi-level inverters. Experimental results confirm
the effectiveness of such a configuration on both multiple motors-single converter and multiple
motor-multiple converter drives.

Keywords: multilevel converter; multi-motor drive; harmonic mitigation; active filter; open end
winding motor; high efficiency drive; high reliability applications

1. Introduction

A Multiple Motor Drive (MMD) is composed of some electric motors sharing the load torque [1–5].
Such a configuration costs less than a set of single motor drives, as some resources are shared between
the units. Further, compared to a single drive, it is easily expandable by adding new units, moreover,
the intrinsic redundancy may be used to mitigate the effects of some kinds of converter and motor
faults. MMD are common in paper and textile industry and ironworks, as well as in several industry
applications demanding synchronization between two or more axes, high levels of reliability and/or
easy expandability. MMD systems can be grouped into two classes, namely: Multiple Motors Fed by a
Single Multi-level Converter (MMSC) and Multiple Motors Fed by Multiple Multi-level Converters
(MMMC). A single inverter on MMSC delivers power to all the machines, thus leading to only
an approximatively proportional load sharing. On MMMC a common DC bus supplies a set of
inverters, each one powering a single motor. In this case, the torque produced by each motor can be
independently controlled, while retaining a common power entry and braking system.

Induction Motor (IM) based MMMCs are frequently used on rail mounted, or rubber tired, gantry
cranes, equipping hoist, trolley and leg drives [6–8]. On leg drives MMMCs provide the ground to cope
with different wheel diameter, unequal wheels’ adhesion and slipping of transmission devices. MMDs
also often equip electric locomotives, powering the axles through spur gearings [9–12]. Dual-Voltage
Source Inverter (VSI)/Dual-IM and Mono-VSI/Dual-IM configurations are used with induction
motors. The first, being of the MMMC type, comprises two induction motors supplied through
two power converters. Such a configuration features a higher level of robustness toward inverter
faults. Moreover, critical operations caused by pantograph detachment, loss of wheel adherence and
stick-slip perturbation may be faced thanks to a fully independent control of the torque delivered
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by single machines. In recent years, MMMC has also become a viable alternative to single drives on
powertrains of electrical and hybrid vehicles, featuring higher flexibility, reliability and transmission
efficiency, while helping to increase the available inner space [13,14].

A straightforward way to control the speed of a MMMC is based on the common speed reference
technique, providing a common speed reference signal to the speed controller of each unit. A torque
follower control approach is however preferable, due to concerns regarding the control precision and
system flexibility. According to such a technique, as shown in Figure 1, a single speed command is
provided to a master unit, which in turns sends the torque references to the other drives [6]. Torque
and flux regulation on single units is generally based on the traditional Indirect Field Oriented Control
(IFOC) technique or Direct Torque Control strategy.

-
+

Figure 1. Common speed reference control of a Multiple Motors fed by Multiple Converters
(MMMC) system.

In recent years, Multi-Level Inverters (MLIs) have been introduced on multi-motor drives. in
order to generate almost sinusoidal output voltages using low frequency switching power devices,
thus achieving high efficiency and electromagnetic compatibility. In addition, power devices are
tasked with withstanding a fraction of the total DC input voltage, resulting in a remarkable reduction
of dv/dt stresses and switches voltage ratings. However, in order to achieve a comparable phase
current Total Harmonic Distortion (THD), MLI topologies working at low switching frequency could
require many more power devices than conventional Pulse Width Modulation (PWM) operated bridge
inverters. Cost concerns lead to limitation of the number of power devices, resulting in torque ripple
and additional losses. These can be addressed by selective harmonic elimination or PWM techniques,
as well as, by the addition of line reactors and tuned harmonic filters. Active power filters may
also be exploited as they are able to provide a more flexible and effective attenuation of current
harmonics [15–24].

An Open-end Winding (OW), multi-level, configuration for MMD applications is proposed in
this paper; it features null neutral point fluctuations, low phase current ripple and improved DC bus
voltage utilization [25–29]. A distinctive characteristic of the proposed configuration is the asymmetry,
because that the two inverters are not of the same type and only one of the two provides power to the
motors. In fact, a main multi-level inverter processes the power delivered to the motors, while an active
filter, based on an auxiliary two-level inverter (TLI), shapes the phase current. Moreover, the main
inverter operates at the fundamental frequency in order to achieve low switching power losses, while
the active filter is PWM operated. Finally, the DC bus voltage of the two-level inverter is remarkably
lower than that of the main inverter [30–36]. The proposed MMD OW configuration features a higher
global efficiency and lower current THD than an equivalent PWM operated multi-level inverter for
multi-motor drives [37], exploiting a specific control strategy combining low switching frequency
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modulation on the MLI and high frequency PWM on the TLI. Finally, it can be used either on either
multiple motors-single converter or multiple motor-multiple converter drives.

2. Open Winding Multiple Motors Fed by a Single Multi-Level Converter—MMSC

Although the proposed approach can be applied to a system composed of an arbitrary number of
machines, a system comprising only two identical induction motors, sharing the total load torque, is
considered for simplicity. The proposed MMSC structure is shown in Figure 2; the stator windings of
the two OW induction motors IM1 and IM2, are parallel connected to a MLI and a TLI, but only the
first actually delivers active power to both motors, the second being operated as an active filter. This
makes the proposed configuration different from most common OW motor drives, where the power
supplied to the motors is evenly shared between the two inverters. The TLI, which supplies a null
average power to the motors, can be supplied through a floating capacitor, avoiding the need for an
additional power source and also making the two DC voltage sources VDC

′ and VDC” independent.
The motors are assumed to be speed controlled through an IFOC technique, but the load sharing
between the motors cannot be managed. The output phase voltage of an MLI may take n different
levels. The magnitude of each level is generally defined as the voltage across the mid-point of the DC
bus and the output phase terminal. The number of possible voltage levels is generally odd, including
a zero level and n − 1 non-zero levels and each level is identified by the value of the coefficient l′ = 0, 1,
2, . . . , n − 1. The i-phase MLI output voltage VMLI_stepi is thus given by:

VMLI_stepi =
2l′ − n + 1
2(n − 1)

VDC
′ (1)

Figure 2. Proposed Open-end Winding (OW) Multi-level inverter (MLI) + Two Level Inverter (TLI)
Multiple Motors Fed by a Single Multi-level Converter (MMSC) configuration.

In the same way, the i-phase TLI output voltage VTLIi is given by:

VTLIi =
(2l′′ − 1)

2
VDC

′′ (2)

where l” = 0, 1 is the i-phase TLI actual output voltage level.
The voltage Vmi across a generic ‘i’ motor phase winding, is finally given by:

Vmi = VMLI_stepi − VTLIi − Vn′n′′ (3)
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where Vn′n” is the voltage across the mid points n′ and n” of the two DC buses, which is given by:

Vn′n′′ =
1
3
(VMLIa + VMLIb + VMLIc) +

1
3
(VTLIa + VTLIb + VTLIc) (4)

The phase voltage Vmi takes the zero level and further 4(n + 1) non-zero levels when VDC” =
VDC

′/[2(n − 1)], while, some additional non zero levels become available if VDC” < VDC
′/[2(n −

1)] [31].
The voltage levels which the proposed asymmetrical hybrid multilevel inverter configuration may

take are more numerous than those of conventional Neutral Point Clamped (NPC) or Flying Capacitor
(FC) MLI topologies with the same amount of power switches. In other words, the same phase voltage
THD can be achieved with the proposed MMSC configuration using fewer power devices. Moreover,
the proposed configuration features a switching frequency which is that of the TLI, although the main
inverter switches at the fundamental frequency [37]. This leads to use power devices optimized for
low switching frequency operation (i.e., featuring a low on-state voltage drop) in the MLI, and power
devices suitable for high switching frequency in the TLI.

A suitable motor phase voltage modulation strategy was formulated taking into account the
specific features of the proposed topology, according to the scheme in Figure 3.

Figure 3. Block diagram of the OW MLI+TLI MMSC voltage control.

The TLI is tasked with compensating low frequency phase voltage harmonics generated by the
MLI, which is step driven to reduce the switching power losses. Unwanted low frequency voltage
harmonics can be suppressed by setting the voltage reference V*TLIi of the TLI to:

V∗
TLIi = V∗

MLI_stepi − V∗
MLIi (5)

where: V*MLIi is the fundamental harmonic of the ith motor phase reference voltage V*MLI_stepi. Both
quantities are depicted in Figure 4 for the case of a seven-level VMLI_stepi waveform.

Figure 4. VMLI_stepi, V*MLIi and V*TLIi waveforms.
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The voltage ratio KV = VDC”/VDC
′ is a key parameter, because it impacts on the number of

inverter voltage levels, on the THD of phase voltages and currents, on the maximum motor phase
voltage amplitude and finally, on the ratings of TLI power devices.

The phase voltage Vmi is the difference between VMLIi and VTLIi, hence, its space vector diagram
can be obtained by combination of the voltage space vector diagrams of the MLI and TLI. The simplest
MMSC structure which can be obtained with the proposed approach consists of a Three-Level inverter
(3LI) and a TLI (3LI+TLI).

The phase voltage of each inverter leg of the 3LI can assume three statuses namely: P, O and N. P
denotes that the inverter phase voltage VMLIi = VDC

′, while O indicates that VMLIi = 0, and N that VMLIi
= −VDC

′. The 3LI topology is basically composed of two cells, each one supplied at VDC
′/2, hence each

leg may take three switching states, resulting in 33 = 27 possible inverter switching state combinations.
Each space vector can be categorized into zero voltage, small voltage, medium voltage and large
voltage on the basis of its magnitude. These are tabulated in Table 1. The TLI instead features 23 = 8
inverter states, leading to 7 voltage vectors. As shown in Figure 5, the 3LI+TLI voltage space vector
diagram is obtained by composition of the voltage space vector diagrams of the TLI and the 3LI. The
number of available voltage vectors and voltage levels depends on KV, as listed in Table 2, affecting
both the THDV and the peak amplitude Vmpk of the phase voltage Vmi. In particular, Vmpk increases
with KV, while a minimum THDV is achieved for VDC” = VDC

′/[(n − 1)], [24], thus, the considered
3LI+TLI system gets the minimum THDV for VDC” = VDC

′/2. However, Vmpk maximization must be
also taken into consideration, thus, a useful figure of merit in determining the optimal value of KV is
Kp = Vmpk/(VDC

′ × THDV), which, according to Table 3, is maximized when VDC” = VDC
′/2. When

VDC” is reduced below VDC
′/2, Kp and Vmpk decrease, while the number of voltage levels and voltage

vectors increases, as well as THDV. However, the voltage rating of TLI power devices is lowered. For
KV = 1/8, the 3LI+TLI is equivalent to conventional six-level NPC or FC inverter structures, which
however require six more power devices. By setting VDC” over VDC

′/2, a higher Vmpk is obtained,
while the number of voltage levels and voltage vectors is lowered, worsening THDV and Kp. Moreover,
when VDC” = VDC

′, the voltage rating of the TLI switches becomes equal to that of MLI devices.

Table 1. Switching states and voltage vector of Three Level Inverter (3LI).

Vector Magnitude Switching State

Zero vector 0 PPP, OOO, NNN

Small vector 1/3 VDC
′ POO, PPO, OPO, OPP, POP, OOPONN, OON, NON,

NOO, ONO, NNO

Medium vector
√

3/3 VDC
′ PON, OPN, NPO, NOP, ONP, PNO

Large vector 2/3 VDC
′ PNN, PPN, NPN, NPP, NNP, PNP

Table 2. Power converter specifications vs. KV for Three Level Inverter + Two Level Inverter (3LI+TLI).

KV
Number of Inverter

States
Number of Voltage

Vectors
Number of Voltage

Levels

1/8 216 152 8

1/4 216 91 6

1/2 216 37 4

1 216 61 5
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(a) (b) 

 

(c) (d) 

Figure 5. Phase voltage space phasor diagram (a) VDC”/VDC
′ = 1/8; (b) VDC”/VDC

′ = 1/4;
(c) VDC”/VDC

′ = 1/2; (d) VDC”/VDC
′ = 1.

Table 3. Vmpk and THDv vs. KV (3LI+TLI).

KV Vmpk
THDV (%)\KP

ωr/ωn = 0.1
THDV (%)\KP

ωr/ωn = 0.3
THDV (%)\KP

ωr/ωn = 0.7
THDV (%)\KP

ωr/ωn = 1

1/8 0.58 VDC
′ 51\1.14 45\1.29 30\1.93 19\3

1/4 0.72 VDC
′ 36\2 29\2.48 15\4.8 4.0\20.5

1/2 0.87 VDC
′ 10\8.7 8\10.88 7.1\12.2 3.5\21.7

1 1.15 VDC
′ 46\2.5 40\2.88 31\3.7 22.6\5.1

According to the proposed approach no active power is delivered to the two IM motors from the
TLI. In practice, power devices and motors power losses in the TLI would cause a progressive discharge
of the floating capacitor of the TLI DC-bus. Being floating, such a capacitor can only be charged by
diverting to it a small quantity of the active power delivered by the MLI to the motors [32–44]. As
shown in the control scheme of Figure 6, this is achieved by slightly modifying the TLI reference
voltages. Specifically, two additional terms VdCap and VqCap are introduced to control the mean current
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flowing through the DC bus capacitor. Since the TLI is not tasked with supplying reactive power to
the load, VdCap can be straightforwardly related to VqCap, by:

Q =
3
2

(
VqCapid − VdCapiq

)
= 0⇒ VdCap =

id
iq

VqCap (6)

The active power P required to hold VDC” constant is obtained by a PI controller processing the error
between the reference DC bus voltage VDC”* and the actual voltage VDC”.

P =
3
2

(
VqCapiq + VdCapid

)
= (V ′′

DC
∗ − V ′′

DC)

(
KpVDC +

KiVDC
s

)
(7)

where s is the Laplace operator, and KpVDC and KiVDC are, respectively, the proportional and integral
gain of the PI controller. By introducing Equation (6) into Equation (7), the dq-axes voltage reference
components VqCap and VdCap are obtained:

VqCap =
2
3

Piq

i2q + i2d
VdCap =

2
3

Pid
i2q + i2d

(8)
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Figure 6. MLI+TLI MMSC control strategy.

The two additional terms are then transformed to the abc stationary frame and added to the TLI
voltage references obtained from Equation (5). Due to the floating capacitor recharging, the phase
current typically increases by less than 1.5% of the rated current. The considered 3LI+TLI topology
requires a specific control system which is schematized in Figure 6. It consists of two subsystems,
acting on the two inverters. The MLI is voltage controlled, thus, the q, d axes voltage references VdqMLI*
are made equal to the motors back EMF components Ê*q and Ê*d, which in turn are estimated by{

Ê∗
q = Lsωλrei∗d

Ê∗
d = −Lkωλrei∗q

(9)

⎧⎨⎩ ωλre =
Rri∗q
Lri∗d

+ ωr

Lk = − Ls Lr−L2
m

Lr

(10)

where: ωλre is the rotor flux angular frequency, ωr is the rotor speed of the two machines, and Ls, Lr

and Lm are respectively the stator, rotor and magnetizing inductances.
As shown in Figure 6, the TLI features a feedback current control, in order to improve the shape

of the current waveform and the system dynamic response. The outputs V*dqTLIr_i of the TLI current
control loop are transformed to the abc stationary frame and then added to other voltage reference
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components, dealing with compensation of low order stator voltage harmonics and VDC” stabilization,
this allows us to obtain the voltage references for the PWM modulator, which are given by:

V∗
TLIi = V∗

TLIr_i + V∗
MLI_stepi − V∗

MLIi + Vcap_i (11)

The currents flowing through the two stator windings cannot individually be controlled. However,
even load torque sharing is obtained when considering two identical motors with a high-stiffness
mechanical coupling. Whenever these conditions are not verified, torque and current unbalance may
yield to a system instability. In this case, the TLI current control structure needs to be modified as
suggested in references [45–51].

3. Open Winding Multiple Motors Fed by Multiple Multi-Level Converters—MMMC

The proposed OW approach can also be used on MMMC systems. An MMMC system is in general
able to control the load sharing between the two motors, because providing an independent control
of the stator currents of the two induction motors. However, according to the proposed approach,
this would require two independent MLI and two TLI. A simpler structure was thus developed by
connecting the two motors to a single MLI on one side and to a five-leg two level inverter (TLI5) on the
other side, thus reducing the number of inverter switches and the associated power losses [51,52]. The
circuital scheme and the control block diagram of such a topology (MLI+TLI5) are shown in Figures 7
and 8. Two different PWM strategies can be adopted on five-leg inverters [51–53]. A first one is based
on the cancellation of the voltage reference of the inverter phase common to the two motors. In practice,
for each set of reference voltages, the reference of the common phase is algebraically subtracted to
the voltage references of the other two phases, while the common phase reference becomes equal to
the difference between the two c-phase voltage references. A major drawback of this strategy is a
reduction in the maximum motor phase voltage by a factor of 1/3 compared to a standard three phase
motor drive. In order to overcome this drawback a second PWM strategy can be adopted, which is
based on the addition, rather than subtraction, of the common phase voltage reference to the references
of the other phases.

Figure 7. MLI+TLI5 OW MMMC configuration.
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Figure 8. MLI+TLI5 OW MMMC control structure.

According to such an approach [46], the five-leg TLI voltage references are given by:

V∗
TLIa = V∗

TLIr_a1 + V∗
TLIr_c2 + V∗

MLI_stepa − V∗
MLIa

V∗
TLIb = V∗

TLIr_b1 + V∗
TLIr_c2 + V∗

MLI_stepb − V∗
MLIb

V∗
TLIc = V∗

TLIr_c1 + V∗
TLIr_c2 + V∗

MLI_stepc − V∗
MLIc

V∗
TLId = V∗

TLIr_a2 + V∗
TLIr_c1 + V∗

MLI_stepa − V∗
MLIa

V∗
TLIe = V∗

TLIr_b2 + V∗
TLIr_c1 + V∗

MLI_stepb − V∗
MLIb.

(12)

Since both motors are connected to a single MLI, voltage harmonic compensation is exerted by
acting on the TLI a, b, d and e phase voltage references.

The average values of q-d back EMF components Ê*q and Ê*d are estimated from Equations (9)
and (10), by assuming:

i∗d = i∗d1 = i∗d2 (13)

i∗q1 = K1i∗q i∗q2 = K2i∗q (14)

where:
K1 =

Te2n

Te1n + Te2n
K2 = (1 − K1) (15)

By assuming the use of two identical motors, the q-axis current references can be imposed as:

i∗q1 = i∗q2 = 0.5i∗q (16)

4. Power Losses Assessment

The total power losses of the OW MMSC topology of Figure 2 were evaluated and compared
with those of a system consisting of a single 3LI supplying two wye connected induction motors. Two
different cases were investigated. In the first case, a conventional drive topology was considered,
in which a single multilevel inverter was step operated and feeds two parallel connected induction
motors. In the second case the inverter is operated according to a fswTLI = 10 kHz space vector PWM
modulation. The obtained results was then compared with those obtained with the 3LI+TLI topology,
where the 3LI was driven according to a step modulation with fswMLI = ωre/2π, while a fswTLI = 10 kHz
sinusoidal PWM strategy was used on the TLI. The TLI floating DC-bus was built around a 480 μF
capacitor, while VDC

′ was set at 580 V and VDC” = VDC
′/4 at 145 V. This leads to the use of Insulated

Gate Bipolar Transistor (IGBT) devices on the 3LI and MOSFET on the TLI.
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The inverter power losses, consisting of the switching losses PswMLI, PswTLI and conduction losses
PcMLI, PcTLI were calculated as in [31]:

PswMLI = 0.5VceiC fswMLI(tonI + to f f I)

PswTLI = 0.5VDSiC fswTLI(tonM + to f f M)

PcMLI = δVceoiC
PcTLI = RDS(on)i2D

(17)

The motor joule losses Pjoule and motor iron losses Piron are given by:

Pjoule = RSiS2 + Rrir2 Piron =
E2

R f e
(18)

The induction motors parameters are listed in Table 4, while technical data of the IGBT used in
the MLI and the MOSFET used in the TLI are summarized in Tables 5 and 6, respectively. The systems
were run at ωr = 100 rad/s.

Table 4. Technical specifications of the Induction Motors.

Pn (HP) Vn (V) pp Ls (mH) Lr (H) Lm (H) Rs (Ω) Rfe (Ω) Rr (Ω) J (Kg·m2)

3 400 2 0.32 0.32 0.31 2.6 902 2.7 0.016

Table 5. MLI IGBT Data.

VCES (V) IC (A) Tj (◦C) Vceo (V) ton (ns) toff (ns)

600 20 150 0.75 60 131

Table 6. TLI MOSFET Data.

VDSS (V) IDSS (A) Tj (◦C) RDS(on) (mΩ) ton (ns) toff (ns)

150 20 175 32 8.9 17.2

Figure 9 deals with power losses estimation for the three considered cases, taking into account
the motor (core and winding) and inverter (switching and conduction) power losses and considering
the first ninety harmonics of the stator current and voltage.
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(a) (b) (c) 

Figure 9. Motor iron losses Piron, motor joule losses Pjoule, MLI conduction losses PCMLI, MLI switching
losses PswMLI, TLI conduction losses PCTLI and TLI switching losses PswTLI: (a) 3LI step modulated;
(b) 3LI PWM modulated; (c) 3LI+TLI configuration.

When the step modulated 3LI feeds the two wye connected induction motors, as shown in
Figure 9a, power losses largely consist of motor joule losses, because the motor currents are affected
by low-order harmonics components. When the 3LI PWM modulated feeds the two wye connected
induction motors, as shown in Figure 9b, motor joule losses are still dominant, but higher switching
losses occurs. Finally, the 3LI+TLI configuration is considered. Since the MLI is step modulated and

440



Energies 2019, 12, 861

the phase motor current waveform is made close to a sinusoidal one by the active power filter, motor
and MLI inverter losses are considerably reduced, especially at heavier loads.

The 3LI+TLI topology features a higher efficiency at medium and high loads, while at low loads
its efficiency is comparable with that of the PWM driven 3LI. Based on computed motor and inverter
losses, total efficiency was evaluated in the three considered cases, as shown in Figure 10.

(a) (b) (c) 
Figure 10. Total efficiency of the MMSC: (a) 3LI step operated; (b) 3LI PWM operated;
(c) 3LI+TLI configuration.

A comparison between the performance of the 3LI+TLI5 topology and that of a conventional
system consisting of two PWM operated 3LIs supplying two wye connected induction motors was also
accomplished. The results shown in Figure 11, confirming that the 3LI+TLI5 MMMC is more efficient
than the conventional one, especially at heavy loads.

 
(a) (b) 

Figure 11. Total efficiency of the system: (a) 3LI PWM operated; (b) 3LI+TLI5 configuration.

5. Experimental Tests

The proposed multi-motor drive configurations were experimentally validated using two
induction motors, the technical specifications of which are shown in Table 4. The MLI was equipped
with an IGBT with parameters shown in Table 5 while the TLI consisted of a MOSFET, detailed in
Table 6. Figure 12 shows the test rig. The first prototype featured an MMSC configuration, tailored
around a five level NPC main inverter (5LI+TLI). The second prototype was still an MMSC system,
but equipped with a three level NPC main inverter (3LI+TLI). The third prototype is instead a MMMC
system composed of a five level NPC main inverter and a five-leg, two-level (5LI+TLI5) auxiliary
inverter. All the three prototypes are field oriented controlled by a dSPACE board featuring a 100 μs
update time. On each drive configuration two induction motors were present with mechanical coupling
between them in order to operate them at the same rotational speed. Moreover, the TLI was PWM
operated at fswTLI = 10 kHz, with a 1 μs dead time. The DC bus voltage VDC

′ of the MLIs was 400 V,
while VDC” was set at 50 V when a 5LI was used and at 100 V when a 3LI was used. A controllable
mechanical load was realized by exploiting a conventional 3 HP vector controlled induction motor
drive, detailed in Table 4.

A steady state test on a conventional step operated 5LI supplying two wye connected induction
motors is shown in Figure 13. The test was performed at ωr = 50 rad/s and with no load. A remarkable
stator current distortion was obtained, due to the low switching frequency. Figure 14 deals with
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the same test but using the 5LI+TLI MMSC topology instead of the conventional configuration. The
distortion of the motors phase current was remarkably reduced, however; the efficiency was also
slightly reduced, being 80% for the 5LI and 76% for the 5LI+TLI system.

 
Figure 12. Experimental setup of OW MMSC.

 
Figure 13. Conventional configuration, both motors are wye-connected and fed by a step operated
5MLI: steady state test at ωr = 50 rad/s and with no load. Motor speed ωr, a-phase motor Vma, motor
currents iam1 and iam2.

 
Figure 14. 5LI+TLI MMSC: steady state test at ωr = 50 rad/s. Motor speed ωr, a-phase motor Vma,
motor currents iam1 and iam2.
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A comparison between the 3LI+TLI and 5LI+TLI MMSC configurations is provided in Figure 15.
A steady state test (ωr1 = ωr2 = 50 rad/s) performed using the MMMC 5LI+TLI5 system is displayed
in Figure 16. The c phase current of the TLI is higher than the currents of the other four phases, as it is
given by the combination of the c phase currents of both motors.

(a) 

 
(b) 

Figure 15. (a) MMSC (3LI+TLI); (b) MMSC (5LI+TLI). Steady state test, stator voltage Vma, stattor
current iam1, TLI output voltage VTLIa and TLI voltage reference V*TLIa.

 
(a) 

 
(b) 

Figure 16. 5LI+TLI5 MMMC, Steady state test at ωr = 50 rad/s. (a) Motor speed ωr, a-phase motor
Vma, motor currents iam1 and iam2; (b) motor currents iam1 and iam2 and common-leg c-phase current ic.

Speed reversals from ωr = −40 rad/s to ωr = 40 rad/s accomplished by the 5LI+TLI MMSC and
the 5LI+TLI5 MMMC prototypes, are shown in Figure 17. The drives feature a good dynamic response
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and an effective floating capacitor voltage control. The torque load was evenly shared between the
two motors.

 
(a) 

 
(b) 

Figure 17. (a) 5LI+TLI5 MMSC; (b) 5LI+TLI5 OW MMMC: speed reversal with idref = 2 A. Motor speed
ωr, q-axes currents components iq1 and iq2 and TLI DC Bus voltage VDC”.

In order to assess the capability of the 5LI+TLI5 configuration to individually control the torque
produced by the two motors, the previous test was repeated with uneven loading on the two machines.
As shown in Figure 18, 70% of the load torque was produced by IM1 and 30% by IM2. Figure 19 shows
the phase currents of IM1 and IM2 at the steady state for the MMMC. The steady state currents and
dynamical torque, as well as, and speed response are quite satisfactory.

 
Figure 18. MMMC 5LI+TLI5: speed reversal with. idref = 2 A, iq1 = 0.7 iq and iq2 = 0.3 iq. Motor speed
ωr, q-axes currents components iq1 and iq2 and TLI DC Bus voltage VDC”.
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Figure 19. MMMC 5LI+TLI5: Steady state at ωr = 50 rad/s and 50% of rated load, speed ωr, currents
iam1 and iam2.

6. Conclusions

The paper has proposed a multi-level converter topology for multiple-motor drives based on
a special open-end winding configuration. Applications of such a topology to multiple motors -
single converter and multiple motor-multiple converter drives was also discussed. Specifically, two
configurations, an MLI+TLI Multi Motor Single Converter system and an MLI+TLI5 Multi Motor Multi
Converter system were presented and managed by purposely developed control strategies, combining
a low switching frequency modulation on the MLI and high frequency PWM on the TLI. As shown in
the paper, in both cases the proposed configurations produced much lower stator current distortion
when compared to conventional multi-motor drives equipped with MLI switching at the fundamental
frequency. Further, they generated lower power losses when compared to multi motor drives equipped
with PWM operated MLI. Although the paper considers only multi motor systems comprising two
identical induction machines, the proposed approach can be generalized for systems with an arbitrary
amount of motors; it can also be exploited for multi motor systems using synchronous machines, and
even for multi motor systems using a mix of machines of different sizes.
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Nomenclature

MMD Multiple Motor Drive
MMSC Multiple Motors fed by a Single Converter
MMMC Multiple Motors fed by Multiple Converters
IFOC Indirect Field Oriented Control
TLI Two-Level Inverter
3LI Three-Level inverter
TLI5 Five-leg two level inverter
3LI+TLI OW configuration including 3LI and TLI
3LI+TLI5 OW configuration including 3LI and TLI5
5LI+TLI OW configuration including 5LI and TLI
5LI+TLI5 OW configuration including 5LI and TLI5
THD Total Harmonic Distortion
n MLI voltage levels
VMLI_stepi i-phase MLI output voltage with respect to n′

VTLIi i-phase TLI output voltage with respect to n”
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Vmi i-phase motor voltage
VDC

′ MLI DC Bus voltage
VDC” TLI DC Bus voltage
Vmpk Peak motor voltage
iabc1 abc axes IM1 phase currents
iabc2 abc axes IM2 phase currents
Eqd qd axes motor back EMF
iqd1 qd axes IM1 phase currents
iqd2 qd axes IM1 phase currents
VqdMLI qd axes MLI output voltage
Rs, Rr Stator and rotor resistance
Rfe Iron resistance
Ls, Lr Stator and rotor inductances
Lm Magnetizing inductance
ωλre Rotor flux angular frequency
KV Voltage ratio VDC”/VDC

′

Kp Vmpk/(VDC
′ *THDV)

ωr Mechanical Rotor speed
ωre Electrical Rotor speed
θλr1, θλr2 Rotor flux angular positions of IM1 and IM2
θr Rotor angular positions of IM1 and IM2
Te1n, Te2n Rated torques of IM1 and IM2
J Total inertia of motor and load
pp pole pairs
Vceo Collector to Emitter Saturation Voltage
ton Current Turn-On Delay Time
toff Current Turn-Off Delay Time
VCES Collector to Emitter Breakdown Voltage
IC Collector current
VDSS Drain-to-Source Breakdown Voltage
IDSS Drain-to-Source Leakage Current
RDS(on) Static Drain-to-Source On-Resistance
Piron Motor iron losses
Pjoule Motor joule losses
PCMLI MLI conduction losses
PswMLI MLI switching losses
PCTLI TLI conduction losses
PswTLI TLI switching losses
δ Duty cycle of the 3LI
fswMLI Switching frequency of the 3LI
fswTLI Switching frequency of the TLI
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Abstract: Cascade H-bridge (CHB) inverter is an attractive choice for integration of DC sources of
different nature, e.g., for distributed generation with energy storage, photovoltaic generation, etc. In
general, non-equal DC voltage sources can affect the total harmonic distortion (THD) of the CHB by
introducing undesirable low-frequency subharmonics. This paper investigates different level-shifted
(LS) and phase-shifted (PS) pulse width modulation (PWM) strategies for single- and three-phase
cascade H-bridge inverters with non-equal DC sources from the load current THD minimization
perspective. The best current quality is provided by LS PWM, as reported in the literature. The paper
provides a simple time domain explanation of LS PWM superiority. However, PS PWM may be
a preferable choice for practical applications due to fair power and loss sharing across individual
H-bridges. The paper explains how to obtain the best current quality by PS PWM carriers’ order
arrangement (DC sources switching sequence selection).

Keywords: multilevel inverters; total harmonic distortion; level-shifted PWM; phase-shifted PWM

1. Introduction

Nowadays, multilevel inverters (MLIs) are widely used, since they offer improved output
waveforms, smaller grid filter size, lower total harmonic distortion (THD), and reduced electromagnetic
interference (EMI), compared to their two-level inverter counterparts [1–6]. In particular, MLIs are
particularly suitable for medium- and high-voltage applications for both single- and three-phase systems,
thanks to the possibility to work with high-voltage levels by adopting low-voltage-rated devices.

The basic multilevel converter topologies are cascade H-bridge (CHB), neutral-point-clamped
(NPC), flying capacitor (FC), and modular multilevel converter (MMC) [5,6]. These kinds of converters
are also adopted in photovoltaic applications due to the aforementioned advantages.

Many recently published papers deal with the estimation of voltage and current THD in
multilevel inverters. In most of the cases, they are based on voltage frequency spectra numerical
calculations/measurements (fast Fourier transform, FFT). The scientific community has shown a
significant interest in voltage and current THD analyses for both multilevel pulse width modulation
(PWM) and staircase modulation over the past years. Analytical solutions for the voltage THD of
multilevel PWM single- and three-phase inverters were obtained in [7] in asymptotic approximation
(high switching-to-fundamental frequency ratio). Experimental tests have been carried out in [8] to
verify the calculation and analytical developments of voltage and current THDs in the case of three-,
five-, and seven-level single-phase PWM inverters.

Energies 2019, 12, 441; doi:10.3390/en12030441 www.mdpi.com/journal/energies450
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Cascade H-Bridge converter is a mature multilevel topology adopted for different applications
with multiple DC sources [1–4].

A single-phase CHB inverter topology and related phase-shifted (PS) and level-shifted (LS) PWM
are demonstrated in Figure 1. For LS PWM, apparent switching frequency equals the carrier one. For
PS PWM, the apparent switching frequency is that of an individual H-bridge (double carrier frequency)
times the number of H-bridges [9].

Current THD theoretical calculations for a single-phase multilevel PWM inverter with uniform
voltage level distribution and inductance-dominated RL-load is addressed in [8]. The approach of [8]
is applicable to a CHB inverter with equal DC sources.

With respect to a CHB inverter having equal DC sources, a CHB inverter with non-equal DC
voltages can affect current quality by introducing undesirable subharmonic content that may violate
the grid-codes [10].

This paper considers LS and PS PWM applied to single- and three-phase CHB inverters with
non-equal DC sources in the context of current THD minimization. Though a converter RL-load is
considered, the results are applicable to grid-connected applications as well [8].

The paper starts with a generalization of asymptotic current THD formulas for a single-phase
multilevel inverter with uniform levels [8] for non-uniform voltage level distribution. The results
are applicable to a single-phase CHB inverter with LS PWM and non-equal DC sources. In addition,
minimal current THD requires matching LS PWM bands to DC source voltages that may be difficult
to implement in real-life applications. For a single-phase CHB inverter with PS PWM and non-equal
DC sources, the optimal current THD for more than three sources is achieved by a proper selection of
carrier order (DC sources switching sequence), as recently shown in [11,12].

For a three-phase CHB inverter, theoretical current THD consideration becomes too complicated.
Therefore, current THD is analyzed by MATLAB–Simulink simulations.

The major contributions of this paper may be formulated as follows. Theoretical current
THD calculation methodology for non-uniform voltage levels allows evaluating current THD for a
single-phase CHB inverter with non-equal DC sources and LS PWM. Though it is difficult to implement
LS PWM in practice (PWM band matching to DC source voltages is required), the calculated current
THD gives a theoretical limit.

For a three-phase CHB inverter with more than three DC sources per phase, the single-phase
current THD optimal DC source switching sequences reported in [11,12] also work well. Swapping the
carriers among the different phases (changing the carriers order) could be considered as an additional
degree of freedom that may be used to improve the current THD.

 

−
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−

tREFV

Figure 1. Single-phase cascade H-bridge (CHB) inverter: (a) topology example for four H-bridges;
(b) phase-shifted (PS) pulse width modulation (PWM) carriers; (c) level-shifted (LS) PWM
carrier arrangement.
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The paper is organized as follows. Section 2 presents the current THD calculation methodology
for non-uniform voltage levels applicable to a single-phase cascade inverter in the case of LS PWM
and non-equal DC sources. The analysis of the current THD with PS PWM and non-equal DC sources
for the cascade H-bridge inverter is presented in Section 3. The analysis of current THD has been
extended to a three-phase cascade H-bridge inverter with non-equal DC sources and presented in
Section 4. Section 5 presents the conclusion.

2. Current THD for a Single-Phase CHB Inverter with LS PWM and Non-Equal DC Sources

Current THD for a single-phase CHB inverter with LS PWM and equal DC sources can be
calculated as suggested in [8] for uniformly distributed voltage levels. In this section, the results of [8]
are generalized to acquire non-equal DC sources. For the best harmonic performance (minimal current
THD), LS modulation bands must be adjusted to match non-equal DC source voltages (Figure 2).

−

t
REFV

Figure 2. Four H-bridge CHB inverter LS PWM bands adjusted to match non-equal DC sources V1 >
V2 > V3 > V4.

Current THD for inductance-dominated RL-load is calculated, similar to [8], as

THDn(m), % =
2π
√

2NMSAC
nNE(m)
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· f f
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·
√√√√1 +
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2π f f L
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× 100, (1)

where L and R are load inductance and resistance; ff and fAS – fundamental frequency and apparent
switching frequency; n-level count (the number of H-bridges increased by one).

For n-level CHB inverter with (n − 1) H-bridges with non-equal sources and LS PWM
band matching (Figure 2), the current ripple normalized mean square (NMS) is found using the
general formula
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voltages to the total DC voltage (a0 = 0, an−1 = 1)
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In Formulas (4) and (5),
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The current ripple NMS formula for two H-bridges (3-level)

NMSAC
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For a three H-bridge (4-level) CHB with non-equal DC source voltages, V1 �= V2 �= V3, output
voltage levels become a0 = 0; a1 = V1

V1+V2+V3
; a2 = V1+V2

V1+V2+V3
; a3 = V1+V2+V3

V1+V2+V3
= 1.

Current ripple NMS for non-equal sources
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where coefficients q0, d0, h0, q1, d1 are calculated using Formulas (6)–(8). For example, for a four
H-bridge (5-level) CHB inverter current ripple NMS for non-equal sources from (2),

NMSAC
5NE(m) =
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(11)

Theoretical current THD results obtained using (1), (2) are in good agreement with simulated
ones. Calculations and simulations across this paper are carried out for the following parameters: load
resistance R = 1 Ω, load inductance L = 1 mH, fundamental frequency ff = 50 Hz, apparent switching
frequency fAS = 4000 Hz and nominal DC source voltage V = 100 V.
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Figure 3a,b present theoretical current THD according to (1), (2), (11) for a single-phase 4-bridge
CHB for three cases: non-equal sources arranged in ascending order (a1 = 0.2; a2 = 0.45; a3 = 0.7);
non-equal sources arranged in descending order (a1 = 0.3; a2 = 0.55; a3 = 0.8); uniform voltage levels
(equal sources, a1 = 0.25; a2 = 0.5; a3 = 0.75).

 
(a) (b) 

Figure 3. Total harmonic distortion (THD) for LS PWM: (a) 0.1 < m < 1; (b) 0.7 < m < 1.

For relatively large modulation indices m > 0.8, that is typical for grid-tied applications, current
THDs for all three cases are close to each other. The lowest THD is achieved for non-equal sources
arranged in descending order (V1 > V2 > V3 > V4).

For relatively small modulation indices m < 0.3, the lowest THD is achieved for the non-equal
sources arranged in ascending order (V1 < V2 < V3 < V4).

Figures 4–6 show current THD simulation results for m = 0.9 that are in good agreement with
theoretical ones (Figure 3). Theoretical current THD values are typically slightly lower than those
obtained from simulation due to theoretical assumptions.

Figure 4. THD for LS PWM a1 = 0.2, a2 = 0.45, a3 = 0.7, and m = 0.9.
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Figure 5. THD for LS PWM a1 = 0.3, a2 = 0.55, a3 = 0.8, and m = 0.9.

 

Figure 6. THD for LS PWM a1 = 0.25, a2 = 0.5, a3 = 0.75, and m = 0.9.

The LS PWM considered in this section provides better current THD compared with PS PWM for
single-phase and especially for three-phase CHB inverters. However, the known drawback of LS PWM
is an uneven power and loss distribution across different H-bridges. For equal DC sources, the remedy
may be H-bridge rotation. For non-equal DC sources, the best THD performance requires LS PWM
band adjustment in accordance with true DC source voltage magnitudes (Figure 2) that may become
problematic. If there is no match between non-equal DC sources and LS PWM bands, current THD is
compromised, and the linearity of CHB inverter as reference signal “voltage amplifier” is violated.

3. Current THD for a Single-Phase CHB Inverter with PS PWM and Non-Equal DC Sources

For a single-phase CHB inverter with PS PWM and equal DC sources (uniform levels), current
THD for inductance-dominated RL-load may be calculated according to [8]. Current THD theoretical
formulas are based on asymptotic assumption, meaning that the apparent PWM frequency is much
larger than the fundamental AC one.

In theory, the same formula for current THD for uniform voltage levels is applicable to both LS
and PS PWM. In real life, current THD for PS PWM may be larger than that for LS PWM, that is better
predicted by asymptotic formulas.

For LS PWM, voltage and current spectra show distinct apparent switching frequency
(Figures 4–6). For PS PWM, the spectrum around apparent switching frequency is spread. This
happens because, at reference level crossings, PWM voltage for PS PWM is shifted by half a PWM
period. This effect has almost no impact on voltage THD for uniform levels—for a single-phase CHB
inverter with equal sources, voltage THD is practically the same for both LS and PS PWM, and this is
because voltage ripple mean square on respective PWM periods is practically the same [7].
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The effect of PWM voltage half a period shift at reference level crossings, in fact, presents a
low-frequency disturbance that may have a negative impact on current THD. This is because current
ripple can be considered as voltage ripple integral for an inductance-dominated load [8], and it is
deteriorated by the low-frequency “voltage irregularities”. On the one hand, this adverse effect
increases with level count increase (more reference voltage crossings). On the other hand, it reduces
with apparent switching frequency increase (more switching between adjacent levels) and RL-load
time constant increase (better low-frequency filtering).

Figure 7 shows current THD for a four H-bridge CHB inverter with equal sources and PS PWM.
Compared with LS PWM for the same modulation index m = 0.9 (Figure 6), the switching frequency
spectrum is spread, and the THD value is slightly larger.

Figure 7. Four H-bridge CHB inverter current THD for PS PWM and equal sources.

In the recent papers [11] and [12], asymptotic formulas of [8] are generalized for a single-phase
CHB inverter with PS PWM and non-equal DC sources. Moreover, it is shown that for more than three
H-bridges, there are extreme DC source (H-bridge) switching sequences (carrier orders in Figure 1b
that minimize (maximize) current THD.

Suppose DC source voltages are sorted in the ascending order

V1 < V2 < V3 < · · · , (12)

and DC source switching sequences on a PWM period are denoted by number sequences like 1234
(Figure 8). In the case of three CHB cells, there are six different sequences in total, and only one
sequence could be considered with respect to the THD, which is the 123. In fact, the sequences 123,
231, and 312 have the same THD due to circular permutation equivalence. Similarly, 321, 132, and 213
have the same THD due to the reversal circular permutation. In the following, “1” is always placed
first to eliminate circular permutation redundancy.
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Figure 8. Four H-bridge CHB inverter switching sequences: (a) 1234, (b) 4123, (c) 3412 and (d) 2341 are
equivalent under asymptotic assumption by circular permutation.

In the case of four CHB cells, only three different sequences can be considered which are 1234,
1324, and 1243. The other sequences are equivalent within circular permutation (Figure 8) and order
reversal. The number of all possible DC source switching sequences for the different numbers of
H-bridge cells are summarized in Table 1. It can be noticed that in the case of four and more CHB cells,
the THD with PS PWM is strictly dependent on the DC sources switching sequences.

Table 1. Number of Different DC Source Switching Sequences.

Cells 4 5 6 7 8 9 10

Sequences 3 12 60 360 2520 20160 181440

As shown in [11,12], for four H-bridges, the best and worst sequences from the current THD
perspective become 1423 and 1243. The switching sequences for the different numbers of H-bridge
cells are given in Table 2 with respect to the best and the worst cases.

Table 2. Extreme DC Source Switching Sequences.

Cells 5 6 7 8 9

Worst 12453 124653 1246753 12468753 124689753
Best 15234 162435 1725436 18264537 192745638

Figures 9 and 10 present current THD for a single-phase CHB inverter with PS PWM for the best
and worst switching sequences, respectively. Normalized non-equal voltages amount to v1 = 0.8; v2

= 0.933; v3 = 1.067; v4 = 1.2 p.u. (1.0 p.u. corresponds to 100 V). It is clearly seen that the best source
switching sequence, 1423, provides the minimal current THD of 0.77% (1.04% for the worst sequence).
However, the minimal THD of this PS PWM is worse than 0.6% for equal DC sources (for LS PWM
with optimal bands adjustment, it is even better—0.57%).
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Figure 9. Four H-bridge CHB THD for PS PWM and non-equal sources best switching sequence 1423.

Figure 10. Four H-bridge CHB THD for PS PWM and non-equal sources worst switching sequence 1243.

Current THD was also calculated for a single-phase CHB inverter with six H-bridges and PS PWM
for the best and worst switching sequences, respectively. Normalized non-equal voltages were selected
as v1 = 0.80; v2 = 0.88; v3 = 0.96; v4 = 1.04; v5 = 1.12; v6 = 1.20 p.u. Current THD for the best switching
sequence 162435 was found as 0.47%, and the same for the worst sequence—1.29% (compared with
0.4% for equal DC sources).

Current THD values for different cases of single-phase four H-Bridge CHB inverter PWM for m =
0.9, R = 1 Ω, L = 1 mH are compared in Table 3.

Table 3. Current THD for a Single-Phase Four H-Bridge CHB.

LS PWM,
Equal Sources

PS PWM,
Equal Sources

LS PWM,
Non-Equal

Sources

PS PWM,
Non-Equal

Sources, Best

PS PWM,
Non-Equal

Sources, Worst

Calculated
Current THD, % 0.59 0.59 0.56 0.76 1.03

Simulated
Current THD, % 0.60 0.61 0.57 0.77 1.04

In general, there was a good agreement between theoretically calculated and simulated values.
For uniform levels, simulated current THD for PS PWM was slightly larger than for LS PWM due to
the unaccounted effect of PS PWM voltage half a period shift at reference level crossings (Section 2).

Current THD values for different cases of single-phase six H-Bridge CHB inverter PWM for m =
0.9, R = 1 Ω, L = 1 mH are compared in Table 4.
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Table 4. Current THD for a Single-Phase Six H-Bridge CHB.

LS PWM,
Equal Sources

PS PWM,
Equal Sources

LS PWM,
Non-Equal

Sources

PS PWM,
Non-Equal

Sources, Best

PS PWM,
Non-Equal

Sources, Worst

Calculated
Current THD, % 0.25 0.25 0.24 0.29 0.82

Simulated
Current THD, % 0.25 0.26 0.24 0.31 0.85

For Table 4, again, there is a good agreement between theoretically calculated and simulated
current THD values. The relative difference between calculated and simulated current THD values
for PS PWM is larger compared to the four H-bridge inverter because there are more unaccounted
low-frequency disturbances due to PWM voltage half a period shift at reference level crossings.

4. Current THD for a Three-Phase CHB Inverter with Non-Equal DC Sources

Voltage and current quality for three-phase CHB inverters with equal DC sources for LS PWM
are reported in the literature to be better than for PS PWM [13–15]. The presented frequency domain
explanations seem to be complicated as they involve double Fourier series spectra calculations,
sideband frequencies, etc. Presented below is an elementary time domain explanation of LS PWM
superiority for three-phase converters.

The indication of modulation strategy quality for a three-phase converter is line voltage quality.
For both LS and PS PWM, generated source phase voltage is of optimal nearest level switching quality.
However, while for LS PWM line (phase-to-phase) voltage is still of nearest level switching type, for
PS PWM, it becomes non-nearest switching that deteriorates voltage and current quality.

An elementary time domain explanation of this phenomenon is based on the effect of PS
PWM voltage half a period shift at reference level crossings, as discussed in Section 2. It is about
synchronization of source voltage waveforms of different phases because a line voltage is obtained as
a difference between two phase voltages.

Figure 11 demonstrates the synchronization of PWM voltages of different phases for LS PWM (no
matter what the specific voltage levels are). Figure 11a shows that for the pulses of the same polarity,
LS PWM provides middle pulses synchronization. For the pulses of opposite polarities (Figure 11b), a
middle of the pulse (peak) in one phase is synchronized with a middle of the pause (valley) in another
phase. As line voltage Vab is obtained by subtracting phase voltage Vb from Va, it is the optimal nearest
level switching type. Also note the line voltage frequency doubling effect.

t

t

t

t
t

t

Figure 11. Different PWM phase voltages synchronization for LS PWM: (a) voltage pulses of the same
polarity; (b) voltage pulses of opposite polarities.
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For PS PWM, due to the effect of voltage half a PWM period shift at reference level crossings,
for some portions of a fundamental period different phase, PWM voltage synchronization may be
as in Figure 12 (Figure 12b is obtained from Figure 11b by half a PWM period shift). This kind of
synchronization results in reduced line voltage quality due to non-nearest level switching.

t

t

t

t
t

t
 

Figure 12. Different PWM phase voltages possible synchronization for PS PWM: (a) voltage pulses of
the same polarity; (b) voltage pulses of opposite polarities.

Theoretical asymptotic time domain analysis of a three-phase CHB inverter voltage and current
quality becomes a complicated task. Therefore, current THD values in this section were obtained
by simulation for inverter Y-connected balanced RL-load and relatively large modulation index m =
0.85 that is characteristic for grid-tied applications. Voltage references were selected pure sinusoidal
without any zero-sequence insertion.

For LS PWM and equal DC sources, line voltage and current THD are shown in Figures 13 and 14;
the same for PS PWM—in Figures 15 and 16. It is clearly seen that for PS PWM, for some parts of the
fundamental period, the line voltage is of the non-nearest switching type that results in current THD
increase from 0.23% (in case of LS PWM) to 0.44%.

Figure 13. Three-phase four H-bridge CHB inverter line voltage for LS PWM and equal sources.
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Figure 14. Three-phase four H-bridge CHB inverter current THD for LS PWM and equal sources.

Figure 15. Three-phase four H-bridge CHB line voltage for PS PWM and equal sources.

Figure 16. Three-phase four H-bridge CHB current THD for PS PWM and equal sources.

Next, consider non-equal DC sources. In this paper, for the sake of simplicity, we assume the
same non-equal sources in all three phases. Specifically, for a four H-bridge CHB inverter, normalized
voltages v1 = 0.8; v2 = 0.933; v3 = 1.067; v4 = 1.2 p.u. (1.0 p.u. corresponds to 100 V).

For the four H-bridge CHB inverter with LS PWM and phase DC sources arranged in the optimal
descending order, line voltage and current THD are given in Figures 17 and 18. Again, this excellent
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current quality is achieved for ideal matching of LS PWM bands to DC sources that may be difficult to
implement in practice.

The results for PS PWM for the best phase sources switching sequence are given in Figures 19
and 20, and for the worst switching one, in Figures 21 and 22.

For PS PWM, there is another degree of freedom which is carriers’ synchronization in different
phases. The results of Figures 19–22 were obtained assuming the same carriers for all three phases. For
example, for the best sequence, the carrier sequences in three phases are (1423; 1423; 1423). However,
the carriers in different phases can be shifted using circular permutation without violating phase
switching sequence optimality, e.g., (1423; 3142; 2314).

Figure 17. Three-phase four H-bridge CHB line voltage for LS PWM and non-equal sources.

Figure 18. Three-phase four H-bridge CHB current THD for PS PWM and non-equal sources.

If the number of sources in CHB inverter phase is not a multiple of 3, then such carriers’
manipulation will always make voltages and currents non-symmetric, and current THDs in different
phases will be unequal. The authors have an example showing that current THD in each phase may
become less than the one obtained when using the same carrier sequence in three phases.
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Figure 19. Three-phase four H-bridge CHB line voltage for PS PWM and best switching of
non-equal sources.

Figure 20. Three-phase four H-bridge CHB current THD for PS PWM and best switching of
non-equal sources.

Figure 21. Three-phase four H-bridge CHB line voltage for PS PWM and worst switching of
non-equal sources.
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Figure 22. Three-phase four H-bridge CHB current THD for PS PWM and worst switching of
non-equal sources.

5. Conclusions

This paper investigated several aspects of carrier-based PWM strategies of single- and three-phase
CHB inverters with non-equal DC source voltages in the context of current THD minimization. Though
the results are demonstrated for inductance-dominated RL-load, they are applicable to grid-tied
applications as well.

Here are the main outcomes:

1 Asymptotic current THD formulas for a single-phase multilevel inverter with uniform voltage
level distribution [8] were generalized to acquire non-uniform voltage levels. The generalized
formulas are applicable to a single-phase CHB inverter with non-equal DC source voltages and
LS PWM with PWM bands matching voltage values. While it may be difficult to implement LS
PWM bands matching in real-life applications, obtained current THD values are theoretically
minimal, and can be only compromised by PS PWM.

2 Provided is a simple time domain explanation of superiority of LS PWM over PS PWM from
a voltage and current THD perspective. It is based on recognition of the effect of PS PWM
voltage half a period shift at reference level crossings. While this effect has a minor impact
for single-phase CHB inverters with PS PWM, it causes a significant deterioration of voltage
and current THD for three-phase CHB inverters with PS PWM (non-nearest level switching)
because source phase voltage synchronization becomes different from the optimal one provided
by LS PWM.

3 For a three-phase CHB inverter with PS PWM and more than three unequal DC sources per phase,
simulations demonstrated that the best (worst) current THD is obtained by phase switching
performed according to the best (worst) DC sources switching sequences for a single-phase CHB
inverter, as recently suggested in [11,12]. There is another degree of freedom to be potentially
exploited, that is, different carrier sequences in three converter phases by circular permutation of
optimal ones.

Future research must address the impact of zero-sequence insertion into reference voltages. At a
glance, the classic third harmonic correction may deteriorate current THD in CHB inverter as opposed
to its positive effect on current THD in a three-phase two-level inverter.
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Abbreviations

The following abbreviations and symbols are used in this manuscript:
MLI multilevel inverters
EMI electromagnetic interferences
CHB cascade H-bridge
THD total harmonic distortion
LS level shifted
PS phase shifted
PWM pulse width modulation
NMS normalized mean square
ff fundamental frequency
fAS apparent switching frequency
NPC neutral-point-clamped
FC flying capacitor
MMC modular multilevel converter
FFT fast Fourier transform
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Abstract: The development of the traction power supply system (TPSS) is limited by the existence
of the neutral section in the present system. The advanced co-phase traction power supply system
(ACTPSS) can reduce the neutral section completely and becomes an important research and
development direction of the railway. To ensure the stable operation of ACTPSS, it is necessary
to carry out an appropriate power analysis. In this paper, the topology of advanced co-phase
traction substation is mainly composed by the three-phase to single-phase cascaded converter. Then,
the improved PQ decomposition algorithm is proposed to analyze the power flow. The impedance
model of the traction network is calculated and established. The power flow analysis and calculation
of the ACTPSS with different locations of locomotive are carried out, which theoretically illustrates
that the system can maintain stable operation under various working conditions. The feasibility and
operation stability of the ACTPSS are verified by the simulations and low power experiments.

Keywords: improved PQ algorithm; power flow analysis; three-phase to single-phase cascaded
converter; ACTPSS

1. Introduction

By the end of 2018, the operation mileage of the China railway had already reached 124 thousands
kilometers. Among them is the high speed railway mileage, which reached 22 thousands kilometers.
There is no doubt that the China railway is of great importance to China’s transportation industry.
To the railway system, the traction power supply system (TPSS) is a crucial part that maintains stable
and safe operation of railways [1–3]. The existing TPSS is shown in the left of Figure 1. The power
supply distance of each traction substation is limited by the neutral sections, and the power supplied
by each traction substation is incapable of interconnection [4–7]. As a result, when the train is
running in regenerative braking mode, the power cannot be used by other locomotives because of
the neutral sections. Then, the power is transmitted to a three-phase grid through the transformer,
which causes the problem of large harmonic content and unbalanced voltage in three-phase power
network. Because of the regenerative braking energy consumption, a large number of economic losses
are caused [4]. Furthermore, the voltage range of the traction network is changed sharply, and the
negative sequence, reactive power, and harmonic problems are brought into the present TPSS when
the locomotives are under operation [8,9]. These problems influence the quality of the three-phase
power grid, the operation efficiency, and the stability of the TPSS. Moreover, the locomotives need to
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decelerate and slide through the neutral section. In this way, the loss of speed and the decrease of the
operation safety are problems that restrict the development of railways [10,11].
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Figure 1. Traction power supply system. (left) The existing power supply substation, (right) the
co-phase power supply substation based on active power compensators (APC).

To solve these problems, a great deal of research has been done in China. The co-phase traction
power supply system (CTPSS) is proposed in [10], which is shown in the right of Figure 1. The active
power compensators (APC) is applied in the CTPSS [4]. Half of the neutral sections can be reduced,
and the power quality of the three-phase power grid can be improved to a certain extent [6]. The CTPSS
has been put into operation in Meishan, Sichuan province. Voltage source converter based high voltage
direct current transmission traction power supply system (VSC-Based HVDC TPSS) is proposed in [5].
Compared to TPSS, the power quality problems such as unbalance, reactive power, and harmonic
distortion are greatly improved. However, the stray current is generated by the HVDC TPSS, which is
harmful to the rail system, and the current supply voltage of the traction network (27.5 kV/50 Hz) is
not changed by CTPSS. If there is a line using DC system, the trains will not be able to run on both
systems at the same time.

In order to link all the traction networks of every different substation, the advanced traction
power substation system is proposed in literature [12]. The substation based on three-phase to
single-phase converter is adopted in this system [13–16]. In order to adapt to the voltage level of
three-phase grid voltage and the traction network voltage, the step-down transformer and step-up
transformer are added to the three-phase grid and the traction network side, respectively. The neutral
sections and problems of power quality in the traditional system can be avoided. However, it is
difficult to meet the existing substation requirement of capacity because the structure is limited by
the power electronic devices. The advanced co-phase traction power supply system (ACTPSS) based
on three-phase to single-phase cascaded converter is proposed in literature [7], as shown in Figure 2.
The ACTPSS achieves the interconnection of the whole traction network, thus all the neutral sections
are reduced by ACTPSS. The negative sequence, reactive power, and harmonic problems existent in
the traditional TPSS can be solved effectively [12,13]. Meanwhile, the voltage of the traction network
can be maintained in a relatively stable range, and regenerative braking energy can be better utilized.
Thus, the ACTPSS has become essential in the research and development of future TPSS.

Due to the interconnection of the whole traction network, the energy of the locomotive is mainly
supplied by the closest power supply arm, and the adjacent substations provide the remaining parts
of the energy. Therefore, the system capacity of the traction power supply system can be reduced.
To assess and manage the operation state of ACTPSS, the power flow analysis also needs to be
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researched. Criteria of voltage stability based on the existence of the power flow solvability was used
in the power distribution network [17]. Another voltage stability criterion was obtained based on the
volt-ampere characteristic of the branches in the system [18]. This power analysis research of the public
three-phase power grid provides a good theoretical basis for the power flow analysis of the traction
network. In the power supply model of auto transformer (AT) traction substation, the power flow and
voltage distribution in different working conditions of high-speed railway are analyzed by establishing
a general multi-conductor chain circuit model [19,20]. The influence of traction load on power quality
of the three-phase power grid was illustrated. These laid a good foundation for building the model of
the traction network [21,22]. In ACTPSS, no node voltage of the traction network is allowed to exceed
the prescribed voltage standard [23]. In this way, each traction substation supplies the power equitably
and stably. Furthermore, the voltage range of the traction network maintains steadily. Therefore, it is
necessary to carry out the power flow analysis of ACTPSS and assess the voltage variation degree of
the traction network so that the dispatchers can take correspondent measures.

In this paper, firstly, the structure of ACTPSS based on a three-phase to single-phase cascaded
converter is illustrated, and the corresponding control strategy and modulation strategy are given.
Secondly, on the basis of ACTPSS, the mathematical model of traction network impedance is established
by multi-conductor model, and the power flow analysis of the traction network is carried out by the
improved PQ decomposition algorithm. Thirdly, the stability performance of ACTPSS is verified
through the analysis of the power flow under different locomotive operation conditions. Finally,
the correctness of the theory analysis is verified through the simulation, and the operation reliability of
ACTPSS is verified through the low power experiment.

2. Configurations and Strategy

2.1. The Structure of ACTPSS

According to the structure of ACTPSS, as shown in Figure 2, the traction substation consists of
the multi-winding step-down transformer and the three-phase to single-phase cascaded converter.
The primary side of the multi-winding step-down transformer is connected with the three-phase
power grid, and the secondary sides of it are connected with the three-phase to single-phase converters.
To improve the withstand voltage of the traction substation, the cascaded topology is utilized in each
traction substation. In order to improve the withstand voltage of the single model, the three-level
neutral point clamped (3L-NPC) topology is adopted in this paper.

n

n

n

Figure 2. The structure of the advanced co-phase traction power supply system (ACTPSS).
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The three-phase to single-phase converter is comprised of the three-phase 3L-NPC rectifier and the
single-phase 3L-NPC inverter. The three-phase 3L-NPC rectifier converts the power from three-phase
alternating current (AC) to direct current (DC), then the single-phase 3L-NPC inverter converts the
power from DC to single-phase AC. The output of the three-phase to single-phase cascaded converter
as the output of the traction substation is connected with the traction network. The amplitude,
the frequency, and the phase of the traction substation output voltage are controlled to be in accordance
with the traction network. The traction substations are paralleled with the traction network and
achieve the power interconnection of the whole system.

2.2. The Control Strategy and Modulation Strategy of Three-Phase 3L-NPC Rectifier

In order to ensure that the three-phase 3L-NPC rectifiers operate under unit power factor, P-Q
transformation, voltage, and current double closed loop control strategy is adopted [24]. The control
strategy and modulation strategy of the three-phase 3L-NPC rectifier are illustrated by Figure 3. Firstly,
the phase of input voltage vabc is extracted through phase lock loop (PLL). The locked phase is used as
the reference phase of input current iabc to achieve coordinate transformation from the three-phase
static coordinate (abc) to the two-phase rotating coordinate (dq). Under the two-phase rotating
coordinate, the active component and reactive component of the current are controlled, respectively.
The reference of the active component of the current is relative with the output voltage vdc, while the
reference of the reactive component of the current is 0. The Space Vector Pulse Width Modulation
(SVPWM) strategy is adopted as the modulation strategy for the rectifier.
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Figure 3. The control strategy and modulation strategy of the three-phase three-level neutral point
clamped (3L-NPC) rectifier.

2.3. The Control Strategy and Modulation Strategy of Single-Phase 3L-NPC Cascaded Inverter

The control strategy and modulation strategy of the single-phase 3L-NPC cascaded inverter are
shown in Figure 4. The double closed loop control strategy is applied in this paper. The outer loop
control strategy is designed to steady the output voltage. The inner loop control strategy is designed
to adjust the dynamic response of the system. The value of output voltage and inductance current are
detected to involve the control strategy.

The carrier phase shift strategy is used as the modulation strategy [25]. Every inverter model has
the same modulation wave produced by the controller, while the triangle angle waves are different.
The phase angle difference of two adjacent triangle angle waves is π/n, where the n represents the
number of the inverter models. The single-phase SVPWM strategy is used as the modulation strategy
to drive each inverter model.
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Figure 4. The control strategy and modulation strategy of single-phase 3L-NPC cascaded inverter.

3. The Traction Network Impedance Model of ACTPSS

Because the steel rail and ground belong to ferromagnetic materials, the current of the circuit
changes with the operation state change of the traction load, which has great influence on the equivalent
inductance and impedance of the steel rail. Generally, the length of steel rail is recognized as infinity,
and the distribution parameters between the steel rail and ground are nonlinear. Furthermore,
the traction impedance is also recognized as nonlinear. Compared with the impedance calculation
of the power system, the impedance calculation of the traction network is much more complicated.
In this paper, the impedance model of the traction network based on ACTPSS is built by the method of
the simplified equivalent model.

3.1. The Simplified Equivalent Model of Traction Network

The original circuit model of the traction network is shown in Figure 5. Viewed from the output
port of the traction substation, the impedance of the traction network consists of several equivalent
impedances of the conductor-ground circuit [26].

z

z

y

z

I

U U'

.

Figure 5. The original circuit model of the traction network.

According to Figure 5, it is known that the unit length impedance of traction network z can be
calculated by Equation (1):

z =

·
U −

·
U′

·
Il

(1)

In Equation (1), the voltage between the output port of the traction substation and ground is
·

U,

the voltage of the locomotive load is
·

U′, the length of the traction network is l, and the current of the

traction network is
·
I.
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It is known from Equation (1) that the z is nonlinear and cannot be calculated by formula flexibly.
It is assumed that the current of steel rail can flow into the ground instantly, or the current of the
ground can flow into the steel rail instantly, and the current can flow into the output port of the
traction substation with the same amplitude as well. Then, the admittance γ between the steel rail
and the ground can be considered to approach infinity, and the conduction current of steel rail can be
considered to tend to 0. Taking these assumptions as the simplification condition, Equation (2) can be
expressed as:

lim
γ→∞

1
2
(1 − kz)

·
I
[
e−γ(l−x) + e−γx

]
≈ 0 (2)

In Equation (2), kz = z12/z2. The mutual impedance is z12, the self-impedances are z1 and z2,
and the distance between the locomotive and the traction substation is x.

Then, the current of the steel rail
·

IT and the ground
·

IG can be recognized as:⎧⎨⎩
·

IT(x) =
·

IT = kz
·
I

·
IG(x) =

·
IG = (1 − kz)

·
I

(3)

The simplified impedance model of the traction network is illustrated by Figure 6 [26]. The model
is composed of two current loops. In the first loop, the current flows through the traction network and
the ground. In the second loop, the current flows through the steel rail and the ground. The second
current loop just reflects the induced current, which is far bigger than the conduction current.
According to the light of this simplified impedance model, the unit length impedance of the traction
network z can be figured out by the calculation of the self-impedance of the first and second loop.

z

z
z

I

U U'

l

IG k z I

IT k z  I

.

Figure 6. The simplified impedance model of the traction network.

According to the Carson theory [27], the ground can be recognized as virtual wire. Then, Equation (4)
can be expressed as: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

z1 = r1 + 0.05 + j0.1446g Dg
Rε1

Ω/km

z2 = r2 + 0.05 + j0.1446g Dg
Rε2

Ω/km

z12 = 0.05 + j0.1446g Dg
d12

Ω/km

(4)

In Equation (4), the r1 and Rg1 represent the effective resistance and equivalent radius of the first
loop, respectively; r2 and Rg2 represent the effective resistance and equivalent radius of the second
loop, respectively; the Dg represents the depth of the equivalent earth-return circuit; d12 is the center
distance between the conductor in the first and second loop.

Therefore, the z can be calculated as follow:

z = z1 − z12
2

z2
(5)
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According to Equation (5), the impedance of the traction network zl with the length l can be
expressed as follows:

zl = z × l (6)

3.2. The Impedance Calculation for the Traction Network of ACTPSS

In ACTPSS, the induced current is far bigger than the conduction current of the second loop.
When the distance between locomotive and traction substation is longer than 5 km, the conduction
current can be ignored, and the impedance of the traction network can only be calculated by the
inducted current. Generally, the error between the calculation result and the actual model is within
5%. Therefore, the simplified equivalent model of the traction network is always adopted. The wire
type of GLCA-100/215 was selected as the traction network wire in this paper. Then, r1 = 0.184 Ω/km,
r2 = 0.295 Ω/km, Rg1 = 8.56 mm, Rg2 = 12.2 mm, d12 = 5850 mm. According to the simplified equivalent
model of the traction network, the impedance can be calculated as shown in Table 1.

Table 1. The impedance calculation results of the traction network.

The Type of Impedance Value

The self-impedance of traction network z1 = 0.234 + j0.728 (Ω/km)
The self-impedance of steel rail z2 = 0.345 + j0.706 (Ω/km)

The mutual impedance z12 = 0.05 + j0.318 (Ω/km)
The unit length impedance of traction network z = 0.2527 + j0.598 (Ω/km)

4. The Power Flow Analysis for Traction Network of ACTPSS

4.1. The Improved PQ Decomposition Algorithm

The PQ decomposition algorithm, which can be used to calculate the power flow, is based on the
simplified power flow calculation progress of the polar coordinate formula in the Newton-Raphson
algorithm [28]. Generally, in the transmission line equivalent model of the AC high voltage power
grid, it is considered that x >> r, where the x is the line reactance and r is the line impedance. Therefore,
the active power is mainly affected by the voltage phase, while the reactive power is mainly affected
by the voltage amplitude. If the effect of voltage phase change on reactive power distribution and the
effect of voltage amplitude change on active power distribution are ignored, Equations (7) and (8) can
be obtained as follows:

ΔP = HΔθ (7)

ΔQ = LU−1ΔU (8)

From Equations (7) and (8), it is known that the correction equation of the active power ΔP and
the reactive power ΔQ can be iterated, respectively. Compared with the 2n-order linear equations of
the Newton-Raphson algorithm, the PQ decomposition algorithm transforms it into two n-order linear
equations. The calculation time can be reduced sharply. However, in the iteration, the coefficient matrix
H and L, which belong to the asymmetric matrix, are changing constantly. Thus, it is necessary to
change coefficient matrices into the symmetric matrices so that the calculation can be further simplified.
Because of the relatively little voltage phase difference between two ports of the circuit, it can be
supposed as follows: ⎧⎪⎨⎪⎩

cos δij ≈ 1
Gij sin δij � Bij
Qi � U2

i Bii

(9)

Then, the expression of the Jacobian matrix can be expressed as:

Hij = Lij = UiUjBij (10)
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Hii = Lii = U2
i Bii (11)

Then, Equations (7) and (8) can be rewritten as:

ΔP = UBUΔθ (12)

ΔQ = UBU
(

U−1ΔU
)
= UBΔU (13)

In Equations (12) and (13), the U is the diagonal matrix of the effective value of node voltage,
and the B represents the susceptance matrix.

By multiplying Equations (12) and (13) with U−1, Equations (14) and (15) can be obtained
as follows:

U−1ΔP = B′UΔθ (14)

U−1ΔQ = B′′ ΔU (15)

The matrix forms are shown as follows:⎡⎢⎢⎢⎢⎣
ΔP1/U1

ΔP2/U2
...

ΔPn/Un

⎤⎥⎥⎥⎥⎦ = B′

⎡⎢⎢⎢⎢⎣
V1Δθ1

V2Δθ2
...

VnΔθn

⎤⎥⎥⎥⎥⎦ (16)

⎡⎢⎢⎢⎢⎣
ΔQ1/U1

ΔQ2/U2
...

ΔQm/Um

⎤⎥⎥⎥⎥⎦ = −B′′

⎡⎢⎢⎢⎢⎣
ΔU1

ΔU2
...

ΔUm

⎤⎥⎥⎥⎥⎦ (17)

In Equations (16) and (17), the coefficient matrices B′ and B” have the same form. The B′ is
the n order matrix and the B” is the n – m − 1 order matrix, where the m represents the number
of the PV node. Both the B′ and B” are imaginary parts of the admittance matrix, and both are
symmetric matrices.

However, the transmission line reactance of the traction network in ACTPSS is not much larger
than the resistance, thus the PQ decomposition algorithm cannot be applied directly. Based on the
PQ decomposition algorithm, the improved PQ decomposition algorithm is proposed to calculate the
power flow of the traction network.

The impedance model of the traction network is shown in Figure 7a. The model after simplifying
the impedance between node i and node j into the two parallel impedances model is shown in Figure 7b.
The value of the simplified model is identical to the original mode. The value of the simplified model
can be expressed as Equation (18):{

Y′ = −j 1
X

Y′′ = R
R2+X2 + j

(
1
X − X

R2+X2

) (18)

In Equation (18), the X is the line reactance of the original model, the R is the line resistance
of the original model, and the unit of them is Ω. If we suppose that the real part of the Y′′ is 0,
the transmission line reactance of the traction network can be sufficiently larger than the resistance,
and the condition Gijsin δij << Bij can be satisfied. To make sure that the power flow calculation will
not be wrong and the system can keep balance after the change of the impedance, the lacking power
part will be added by the other power sources in node i and node j. The way to add the power sources
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can be determined by Figure 7c. Combined with the node voltage and the modified Y′′, the power of
node i and node j can be illustrated as:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Pi = Ui
[
G′′ (Uj cos θij − Ui

)
+ B′′ Uj sin θij

]
Qi = Ui

[
G′′ Uj sin θij + B′′ (Uj cos θij − Ui

)]
Pj = Uj

[
G′′ (Ui cos θij − Uj

)
+ B′′ Ui sin θij

]
Qj = −Uj

[
G′′ Ui sin θij + B′′ (Ui cos θij − Uj

)] (19)

i j j'

''

j i jj

Si Pi jQi Sj Pj jQj

i

Figure 7. The models of the traction network. (a) The impedance model of the traction network; (b) the
parallel equivalent impedance model of the traction network; (c) the simplified equivalent impedance
model of the traction network.

In Equation (19), the G” is the conductance of the modified model, the B” is the susceptance
of the modified model, and the unit of them is S. When the condition Gijsinδij << Bij has been
satisfied, the subsequent calculation of the improved PQ decomposition algorithm is same as the
PQ decomposition algorithm. In the power flow calculation of the improved PQ decomposition
algorithm to the traction network, the locomotives are considered as the power sources, and the traction
substations are recognized as the equivalent node models of voltage source. The equivalent mathematic
model of ACTPSS, which can apply the improved PQ decomposition algorithm, is exhibited in Figure 8.

Figure 8. The equivalent mathematic model of ACTPSS.

4.2. The Power Flow Calculation of ACTPSS

In this section, the improved PQ decomposition algorithm is applied to calculate the power flow
and to verify the operation stability of the system. The software PAST is used to build the model shown
by Figure 9. The model consists of three traction substations and seven locomotives and simulates the
condition in which several locomotives run in a certain section. The type of locomotive is CRH380A,
the active power is 9600 kW, and the power factor is 0.99.

Under the ideal state, the output voltages of traction substation SS1, SS2, and SS3 are coincidental,
thus they can be recognized as the balanced node. The ZSS1, ZSS2, and ZSS3 represent the resistances
of the three traction substations, respectively. The value of them is set as 0.5 + j3.375 Ω in this model.
The Zi (i = 1, 2 . . . 6) represents the resistance of the traction network, and the value of unit length is
set as 0.2527 + j0.298 Ω. The Li (i = 1, 2, . . . 7) represents the seven locomotives, respectively, and the
locomotive can be seen as a PQ node because the power of locomotive is constant. In conclusion,
the system model is composed of 10 nodes.
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Figure 9. The equivalent model of ACTPSS.

Power flow calculation results of ACTPSS are listed in Table 2. In this paper, the voltage values of
node 4 and node 10 in the model are the lowest, which are 21.3758 kV. Obviously, 21.3758 kV is still
higher than 19 kV. At this condition, the locomotive can continue to run, which indicates that ACTPSS
proposed in this paper can ensure the locomotive operates normally.

Table 2. The power flow calculation results of ACTPSS.

Node Voltage Amplitude U (kV) Voltage Phase α (rad) Complex Power S (MVA)

1 27.500 0.000 25.484 + j10.218
2 27.500 0.000 21.159 + j6.625
3 27.500 0.000 25.484 + j10.218
4 21.3758 −0.35922 −9.6 + j(−1.37)
5 25.9499 −0.11363 −9.6 + j(−1.37)
6 24.3719 −0.20953 −9.6 + j(−1.37)
7 26.4185 −0.09387 −9.6 + j(−1.37)
8 24.3719 −0.20953 −9.6 + j(−1.37)
9 25.9499 −0.11363 −9.6 + j(−1.37)

10 21.3758 −0.35922 −9.6 + j(−1.37)

The line impedance exists in the traction network model. By using the node voltage and node
admittance matrix, it can be calculated that the total power of the system is 72.135 + j27.062 MVA,
the total consumption power of the system load is 67.2 + j9.595 MVA, and the total power loss of
the system is 4.935 + j17.472 MVA. The power loss of every line between two nodes is illustrated in
Table 3. The power losses are expressed in the form of complex power with the inductive reactive
power. Because the distance between the locomotive and the node is different, the power loss of the
line between the nodes is different.

Table 3. The power losses of ACTPSS.

Line Power Losses Line Power Losses

1–5 line 0.499 + j3.365 6–7 line 0.307 + j0.726
2–7 line 0.325 + j2.194 7–8 line 0.307 + j0.726
3–9 line 0.499 + j3.365 8–9 line 0.199 + j0.471
4–5 line 1.3 + j3.077 9–10 line 1.3 + j3.077
5–6 line 0.199 + j0.471 Total 4.935 + j17.472

4.3. The Calculation of Output Power Under Different Locomotive Location

Since the different location of the locomotive directly affects the output power of each traction
substation, the influence of different locomotive locations on the output power of substation with two
traction substations is analyzed as an example. The model is established in Figure 10.

476



Energies 2019, 12, 754

SS SS2

SS SSZ Z Z

Figure 10. The model of ACTPSS with two traction substation.

Two locomotives are located at point 1 and 2 in Figure 10. The locomotive is considered as
a single-particle model in the analysis. The output current of traction substations SS1 and SS2 are
iSS1 and iSS2, respectively. The line impedances between the traction substations SS1 and SS2 to the
locomotive are ZSS1 and ZSS2, respectively. The line impedance between point 1 and point 2 is Z12.
The currents of locomotives 1 and 2 are i1 and i2, respectively.

According to the Kirchhoff’s Voltage Law (KVL) and Kirchhoff’s Current Law (KCL):

·
VSS1 −

·
VSS2 = ZSS1

·
ISS1 + Z12

·
I12 − ZSS2

·
ISS2 (20)

·
ISS1 −

·
I12 =

·
I1 (21)

·
I12 −

·
ISS2 =

·
I2 (22)

Assuming that the output voltage of the SS1 and SS2 are VSS1 and VSS2, and the currents I1, I2 of
the locomotive are known, then Equations (21) and (22) can be simplified as:

·
ISS1 =

(Z12 + ZSS2)
·
I1 + ZSS2

·
I2

ZSS1 + Z12 + ZSS2
+

·
VSS1 −

·
VSS2

ZSS1 + Z12 + ZSS2
(23)

·
ISS2 =

ZSS1
·
I1 + (ZSS1 + Z12)

·
I2

ZSS1 + Z12 + ZSS2
−

·
VSS1 −

·
VSS2

ZSS1 + Z12 + ZSS2
(24)

In the actual condition, there must exist the voltage drop along the traction network. Therefore,
the power flow calculation of the traction network also needs a similar method. Generally, the power
loss of the traction network is ignored, and the power is also calculated by the voltage V. If we suppose
that V = VN∠0◦ and S = VNI, then Equations (25) and (26) can be acquired after multiplying the
conjugate value of Equations (23) and (24) with the VN.

SSS1 =

( ·
Z12 +

·
ZSS2

)
S1 +

·
ZSS2S2

·
ZSS1 +

·
Z12 +

·
ZSS2

+

( ·
VSS1 −

·
VSS2

)
VN

·
ZSS1 +

·
Z12 +

·
ZSS2

(25)

SSS2 =

·
ZSS1S1 +

( ·
ZSS1 +

·
Z12

)
S2

·
ZSS1 +

·
Z12 +

·
ZSS2

−

( ·
VSS1 −

·
VSS2

)
VN

·
ZSS1 +

·
Z12 +

·
ZSS2

(26)

Based on Equations (25) and (26), it can be obtained that the output power of the traction substation
contains two parts. One part is decided by the parameter of the locomotive itself; the other is unrelated
to the parameter of itself, which is called the cyclic power.
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The simulation that sets three traction substations in the system is also achieved. In this simulation,
the locomotive runs from the start (0 km) to the end (150 km). When the locomotive is at seven different
locations, the output power of the traction substations are illustrated as shown in Table 4.

Table 4. The output power of traction substations.

Distance 0 km 25 km 50 km 75 km 100 km 125 km 150 km

Traction substation 1 9.848 8.803 5.007 0.789 0.458 0.073 0.091
Traction substation 2 0.93 0.79 4.627 8.088 4.627 0.79 0.93
Traction substation 3 0.091 0.073 0.0458 0.789 5.007 8.803 9.848

Total 10.869 9.666 9.6798 9.666 10.092 9.666 10.869

Fitting the data of Table 4, the relationship between the distance and the output power ratio of
each traction substation is expressed as Figure 11. It can be known by Figure 11 that the output power
is varied with the change of the distance between the locomotive and the substation. Compared with
the present traction substation, 10 percentages of the output power can be reduced by the traction
substation of ACTPSS (approximately), which could have significant economic influence on the China
railway system.

Figure 11. The relationship between the location of the locomotive and the output power ratio of the
traction substation.

5. The Simulation Analysis and Experimental Verification

5.1. The Simulation Analysis of Three-Model Three-Phase to Single-Phase Cascaded Converter Based
on ACTPSS

The simulation of the three-model three-phase to single-phase cascaded converter based on
ACTPSS was built, and the feasibility of the control strategy and modulation strategy was verified.
The simulation parameters are exhibited in Table 5.

Table 5. The parameters of the three-model cascaded converter simulation.

Parameters Value

The number of the cascaded model 3
The DC voltage of the single model 15 kV

The reference voltage of the traction network 27.5 kV
Power of the traction network 9.6 MW

The value of the capacitor in DC side 1 mF
The value of the fliter inductance 10 mH
The value of the fliter capacitor 10 μF

The carrier wave frequence of the inverter 1 kHz
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The output voltage waves of the three-phase 3L-NPC rectifiers are shown in Figure 12, and it can
be known that the voltages could achieve stability after about 0.17 s. As the output waves appeared,
the second-order ripple was suppressed by the LC filter. By the rectifiers, the steady and reliable DC
voltages could be obtained.

t

U U U

Figure 12. The output voltage waves of three three-phase rectifiers.

The output voltage and current waves of the three-model 3L-NPC cascaded inverter after filter are
illustrated by Figure 13a. The uR and iR are the output voltage and current after the filter, respectively.
In order to display the voltage and the current wave of output load properly and in the same scope,
the current waveform was expanded by 50 times, the output voltage and current waveform were
closed to the standard sine waves, and the output voltage that had little harmonic component and
high power factor could be provided by the cascaded inverter. The 5-level output voltage waves of the
three-inverter and the output voltage of the cascaded inverter are shown in Figure 13b. The uab is the
13-level output voltage of the three-model cascaded inverter, of which the effective value is 27.5 kV.
The feasibility and availability of the cascaded inverter’s control strategy and modulation strategy
have been verified by Figure 13.

t

u R  i R  

 
(a) 

Figure 13. Cont.
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u

t  
(b) 

Figure 13. The output voltage and current waves of 3L-NPC cascaded inverter. (a) The output voltage
and current wave of the three-model 3L-NPC cascaded inverter after filter; (b) the output voltage
waves of the three single-phase 3L-NPC inverter and the output voltage of 3L-NPC cascaded inverter.

5.2. The Simulation Analysis of ACTPSS

The simulation of ACTPSS was built, and three traction substations and three locomotives were
set in this simulation. The locomotives worked as the traction load. The parameters of the system are
illustrated in Table 6.

Table 6. The parameters of ACTPSS.

Parameters Value

The number of the traction substation 3
The reference voltage of the traction network 27.5 kV

The value of the fliter inductance in network side 10 mH
The value of the fliter capacitor in network side 10 μF

The carrier wave frequence of the inverter 1 kHz

The locomotive 1 (R1) was set to run in 0.5–1.5 s, 2.5–3.5 s, and 4.5–7 s in the simulation, the
locomotive 2 (R2) was set to run in 1.5–2.5 s and 3.5–6.0 s, while the locomotive 3 (R3) was set to run in
2.5–5.0 s. The output current waves of the three traction substations and the current waves of the three
locomotives are shown in Figure 14.

The traction substation 1 (SS1) was connected with the traction network at 0.5 s, the start of the
system operation. The traction substation 2 (SS2) was connected with the traction network at 1.0 s,
and the traction substation 3 (SS3) at 2.0 s. In 0.5–1.0 s, only the R1 was under operation, and the
power was provided to the R1 only by the SS1, thus the current of the R1 was the same as the current
of the SS1 at this period. In 1.0–1.5 s, the power was supplied to the R1 by both the SS1 and the SS2.
In 1.5–2.0 s, only the R2 was under operation, and the power was supplied to the R2 by both the SS1
and the SS2. Because the distance between the R2 and the SS2 was shorter, the power supplied by the
SS2 was more than that supplied by the SS1. In 2.0–2.5 s, the power was supplied to the R2 by the SS1,
the SS2, and the SS3. Because the location of R2 was between the SS2 and the SS3, the power provided
by the SS1 was the least. In 2.5–3.0 s, the R1 and the R3 were under operation, and the power of them
was supplied by the three traction substations together. At this period, the R3 was on the right side of
the SS3, and the power provided by the SS3 was more than that supplied by the SS1 and the SS2.
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Figure 14. The current waves of the traction substations and locomotives in 0–3.5 s.

The output voltage waves of the traction substations and the voltage waves of locomotives in
0–3.5 s are exhibited in Figure 15. From the simulation results, it is clear that the output voltages of
the traction substations and the voltages of locomotives were adjusted properly when the traction
loads were input or excision. The voltages were maintained within the international prescribed scope,
from 19 kV to 29 kV, ensuring that the locomotives could be under the normal operation.
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Figure 15. The voltage waves of the traction substations and the locomotives in 0–3.5 s.

The output current waves of the traction substations and the current waves of locomotives in
3.5–7.0 s are exhibited in Figure 16. In 3.5–4.5 s, the R2 and the R3 were under operation, and the power
of them was supplied by the three traction substation together. Because the distance between the R2,
the R3, and the SS1 was longer, the power supplied by the SS1 was the least. In 4.5–5.0 s, the R1, the
R2, and the R3 were under operation, and the power of them was also provided by the three traction
substations together. Because the R3 was farther from the SS1 and the SS2 than from the SS3, the power
supplied from the SS3 to the R3 was the most. In 5.0–6.0 s, when the SS3 was excision because of
fault, the R1 and the R2 were still under operation and obtained the power from the SS1 and the SS2.
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In 6.0–7.0 s, the R1 was under operation and located between the SS1 and the SS2. The power was
supplied to the R1 by the SS1 and the SS2 equally.
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Figure 16. The current waves of the traction substations and locomotives in 3.5–7 s.

The output voltage waves of the traction substations and the voltage waves of locomotives in
3.5–7.0 s are exhibited in Figure 17. From the simulation results, it is clear that the output voltages
of the traction substations and the voltages of locomotives were adjusted properly when the traction
loads were input or excision, and the voltages were maintained within the international prescribed
scope, from 19 kV to 29 kV, ensuring that the locomotives could be under the normal operation.
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Figure 17. The voltage waves of the traction substations and locomotives in 3.5–7 s.
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The output active and reactive power of the traction substations are illustrated by Figure 18.
The converters inside the locomotives were controlled to operate with the unity power factor, thus the
locomotives could be considered the pure resistance load. Therefore, under the steady operation of the
locomotive, the reactive power was almost zero. When the locomotive started up or broke, the reactive
power was outputted to achieve the power balance of the traction network.

t

Figure 18. The output active and reactive power of three traction substations.

5.3. The Exprimental Verification

The experimental platform of low power was built to verify the feasibility of the structure, control
strategy, and modulation strategy. The platform consists of three parallel substations, which were
composed of the three-model 3L-NPC cascaded converter.

The output voltage waves of the three-model 3L-NPC cascaded converter are shown in Figure 19.
Three 3L-NPC models were cascaded, thus the output voltage wave of each inverter was 5-level and
the wave of the 3L-NPC cascaded converter was 13-level. The output voltage waves of the experiment
were stable with the theoretical analysis.

  
(a) (b) 

Figure 19. The output voltage waves of the three-model 3L-NPC cascaded converter. (a) The
relationship of the output voltage waves; (b) the output voltage waves in about one period (CH1:
the output voltage of cascaded converter; CH2: the voltage of the inverter 1; CH3: the voltage of the
inverter 2; CH4: the voltage of the inverter 3).

The output current waves of the three parallel traction substations and the load voltage wave are
exhibited in Figure 20. The same amplitude and phase of three current waves were obtained after about
50 ms to adjust. The current could be outputted by three traction substations equally. The feasibility of
the theoretical analysis and simulation could be verified by the results of the low power experiment.
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(a) (b) 

Figure 20. The output current waves of the three parallel traction substations and the load voltage
wave. (a) The waves under the adjusting state and stable state; (b) the relationship between the current
waves and the load voltage wave under the stable state (CH1: the output current of the SS1; CH2:
the output current of the SS2; CH3: the output current of the SS3; CH4: the voltage of load.).

6. Conclusions

In this paper, ACTPSS based on the three-phase to single-phase cascaded converter was studied
to solve the problems of power qualities and to cancel all the neutral sections in traditional TPSS. Based
on the research of ACTPSS, an improved PQ decomposition algorithm was proposed to calculate
the power flow of ACTPSS. As a result, the impedance model of the traction network was built and
analyzed. Then, the power flow situations under different operation conditions were analyzed. Finally,
simulation and experimental results were given to validate the proposed improved PQ decomposition
algorithm strategy. According to the aforementioned analysis and implementation, the following
advantages could be obtained:

(1) The induced current in the rail-earth loop was far greater than that in the conduction circuit.
As a result, when the distance between the locomotive and the substation was greater than 5 km, the
resulting impedance calculation error was less than 5%. Therefore, the simplified equivalent model of
the traction network was valid in the traction network impedance model of ACTPSS.

(2) The results showed that the minimum voltage of the traction network was higher than 19 kV,
which met the running requirements of locomotive load. The analyses indicated that the capacity of
the individual substation could be reduced by nearly 10%. The theoretical fundament of ACTPSS was
laid in this paper.

(3) The power losses of the ACTPSS between the nodes were calculated. According to the
calculation of the output power, the calculation results illustrated that the output power was affected
by the distance between the locomotive and the traction substation. The closer the distance between
the locomotive and the substation, the more power would output by the substation.

(4) On the basis of theoretical analysis, the correctness and validity of the proposed improved PQ
decomposition algorithm strategy were proven by the simulation and the experimental, which laid a
foundation for the application of ACTPSS.
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Abstract: This paper presents the design and implementation of a digital control system for modular
multilevel converters (MMC) and its use in a 5 kW small-scale prototype. To achieve higher system
control reliability and multi-functionality, the proposed architecture has been built with an effective
split of the control tasks between a master controller and six slave controllers, one for each of the six
arms of the converter. The MMC prototype has been used for testing both converter and system-level
controls in a reduced-scale laboratory set up of a Multi-Terminal DC transmission network (MTDC).
The whole control has been tested to validate the proposed control strategies. The tests performed at
system level allowed exploration of the advantages of using an MMC in a MTDC system.

Keywords: digital controller; digital signal processors (DSP); modular multilevel converters (MMC);
multi-terminal DC network (MTDC)

1. Introduction

Due to the energy challenges the world is facing today, the interest in the integration into the
utility grids of renewable energy sources has significantly increased in recent years. In this context,
high voltage direct current (HVDC) systems are considered one of the best options to achieve high
reliability in future long-distance offshore grids that are needed to interconnect offshore wind farms,
loads and large-scale storage facilities [1].

Among the different power converter topologies proposed in the literature on HVDC applications,
Modular Multilevel Converters (MMC) [2] have emerged in recent years due to their attractive
properties such as low harmonic distortion, scalability and flexibility. The use of MMC for HVDC
systems has been largely studied by the scientific community and some commercials products have
been developed by constructors such as ABB, Siemens and Alstom [3,4].

HVDC systems using MMC installed in the last decade are mostly point-to-point systems [5–7].
However, the needs to strengthen the existing AC transmission grids and to balance the intermittent
power of offshore wind farms over a wider area by interconnecting multiple neighboring HVDC
systems have increased the interest on Multi-terminal HVDC systems (MTDC) [8,9]. The use of MMC
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in MTDC systems instead of conventional two-level voltage source converters (VSC) has the already
cited advantages of being redundant and scalable, to reduce or eliminate bulky harmonics filters on the
AC side and to avoid DC link capacitors banks. Despite these advantages, many technical challenges
must be tackled to allow their large-scale use. Among these challenges, the lack of a standardized grid
code for interconnecting adjacent HVDC systems [10], the DC faults protection management [11,12],
the experimental validation of system control strategies to ensure power flow and DC voltage control
can be cited.

Concerning this last issue, MMC-based MTDC system control can be split among a high-level
(or system-level) control and a low-level (or converter-level) control [13–18]. To test and verify these
control levels under realistic conditions, as well as their interactions, it is useful to make use of
small-scale laboratory prototypes, able to handle the various operational modes. Some small-scale
prototypes have been proposed in the scientific literature since the introduction of MMC. For instance,
a prototype of MMC is built in [19], with 44 submodules (SM) per arm, each SM capacitor with
a nominal voltage at 10 V. In [20], a 20 kW back-to-back MMC-based system with 3 SM per arm is
presented, while [21] presents a 25 kW six-level MMC prototype. In [22], a hybrid small-scale prototype
is proposed for Alternate Arm Converter (AAC) and MMC.

Considering all these previous studies, it is obvious that, given the large number of submodules
used to form the whole structure of an MMC [6], the complex command and control schemes require
efficient architectures. This can only be implemented by digital control techniques, making use of
advanced FPGA (Field Programmable Gate Array) or DSP (Digital Signal Processors) for fast calculation
and accurate timing of the switching signals of the multiple power semiconductors. An FPGA-based
control of an MMC has been proposed in [23], making use of a lookup table for the generation of
the output references. This approach is not well suited for closed loop control of both the external
and internal dynamic behavior of the MMC. it is obvious that a single microcontroller will have
difficulties in effectively performing the complex control schemes and the communication with external
peripherals. Most of previous works propose a combination of DSP and FPGA boards to handle the
control and communication. In [24], the combination of both processors (DSP and FPGA) is used as
a central supervision unit. The DSP performs the analog to digital conversion and all the high-level
control tasks, while the FPGA manages the modulation, the capacitor voltage balancing and the
communication with the submodules tasks. This allows the obtaining of the advantage of a central
modulator, which generates all naturally synchronized PWM signals for all switches. However,
the capacitor voltage balancing in an MMC usually uses a sorting algorithm which is in itself a
sequential process, not leading to an efficient use of parallel logical resources.

Distributed controller architecture can meet these challenges. A distributed architecture fits very
well with the scalability of the converter’s structure and the computational load is shared between
several microprocessors. Nevertheless, a distributed architecture of the controller requires an effective
synchronization of all arm controllers to ensure that the gate signals of all submodules are synchronous.
A robust and fast communication link between the master controller and arm controllers must also
be assured.

In this paper, a small-scale MMC prototype with a controller architecture designed with only
DSPs is presented. The master controller uses a dual core processor which combines a C2000
Texas Instruments (TI) MCU for real time control tasks and an Arm Cortex-M3 processor for the
communication purposes. This master controller interacts with six slave controllers, one for each
arm, implemented with another C2000 Texas Instruments MCU. This MMC prototype is used in a
reduced-scale laboratory setup of a MTDC [25] to implement both system-level and converter-level
controls, and to study MMC interactions with other VSC in an existing MTDC system.

Novelty of the paper concerns the experimental verification of the usefulness of the proposed
MMC control structure to ensure power flow and DC voltage control in MTDC systems. Testing on a
reduced-scale mock-up is, in the opinion of the authors, a step further in comparison to the various HIL
(Hardware In a Loop) real-time simulation systems options available on the market. Moreover, it will
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give to the reader a deep description of several implementation details, concerning both hardware and
software choices made.

The paper is organized as follows: Section 2 presents the topology of MMC and a brief review of its
control and MTDC control strategies. Section 3 describes the controller structure, the task partitioning
as well as the communication protocols. The actual implementation and the experimental validation
of the proposed architecture are presented in Section 4. A discussion on how this architecture may
be practically extended to be used in MMC systems utilizing more submodules is done in Section 5.
Finally, conclusion is given in Section 6.

2. Structure of MMC and Control Strategies

2.1. Structure

Figure 1 presents the typical structure of an MMC converter [1]. It consists of six arms, working
as voltage sources. Each arm is made of N power submodules. A submodule consists of a storage
capacitor and a half or full bridge converter. The bridge is used to insert or bypass the capacitor. The
three-phase AC voltages and the total arm voltage are respectively composed of 2N + 1 and N + 1
levels per signal cycle, corresponding to different insertions or removal of capacitors. This minimizes
voltage harmonic distortions and consequently allows reduction/elimination of the filter on the AC
side. Furthermore, a large and bulky capacitor on the DC side is no longer necessary. The modularity
of the converter allows the use of power semiconductors with reduced voltage to achieve high AC and
DC voltages.

Figure 1. Structure of the Modular Multilevel Converter.

2.2. Converter-Level Control

MMCs need controllers fulfilling several purposes: the control of external voltages and/or
currents loops, the control of internal current loops and the control and balancing of the capacitor
voltages [4].

2.2.1. Modulation Strategies of MMC

Several modulation techniques have been proposed in the literature [4,26–30]. In this paper,
phase-shifted carrier pulse width modulation (PS-PWM) has been chosen, given the low number of
submodules used in the prototype [26]. For a full-scale application with an increasing number of
modules, other modulation schemes should be preferred, e.g., the Nearest Level Control [1].
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2.2.2. Output Current and Energy Stored Control

The output current control in the MMC is similar to the control used in conventional 2-level VSC.
For the internal control of MMC, two approaches can be used: Non-energy-based approach, where the
output DC current is uncontrolled [17] and Energy-based control, where the energy stored in converter
is controlled making use of the circulating currents [31], which are an intrinsic feature of the MMC
converters. In this paper, an Energy-based control, already presented by the authors in [32], has been
used to decouple the capacitor voltages from the DC bus. Figure 2a illustrates its working principle.

2.2.3. Capacitor Voltage Balancing

The sub-module voltage balancing is implemented to prevent the divergence of capacitor voltages,
which would eventually result in the collapse of the entire system. Much research has dealt with
SM voltage balancing techniques [26,27]. The strategy retained in this paper is based on what was
presented in [32]. Figure 2b summarizes this balancing strategy; the meaning of all the involved
signals is explained in the caption of Figure 2. In principle, each sub-module capacitor voltage is
measured and compared with the mean value of all arm capacitor voltage. The difference resulting
from this comparison, with a sign given by the arm current direction, is used by a proportional
controller to provide a correction value which is added to the set point voltage given to the sub-module
PWM generation.

 

 

 

(a) (b) 

Figure 2. (a) MMC control strategy diagram. IARM are the six arm currents of the MMC, IGRID are
the three line currents of the utility grid computed using the block F(IARM) from the arm’s currents.
ICIRC are the three-circulating currents in each phase of the MMC computed by the block F(IARM).
ICIRC_REF is the circulating current reference in each phase. IDQ_REF are the AC line current references
in the dq frame. UDQ_GRID are the three AC grid voltages in the dq frame. VREF_OUT are the three AC
grid voltage references given by PI controllers. VTOT_ARM are the six total arms’ voltages. VPHASE_TOT

is the total voltage of each phase of the MMC. VPHASE_DIF is the voltage difference between the upper
and lower arms of the same phase. VDIF_REF is the voltage difference reference between the upper and
lower arms of the same phase. UDC_LOW and UDC_UP are the half of DC grid voltage. VMEAN is the
mean voltage of each phase. VARM_REF are the six arms’ voltage references given by the controller. P is
a proportional controller; (b) Submodules capacitors voltage balancing strategy: VMEAN is the mean
voltage of each arm. VCAP is the capacitor voltage of each submodule. VREF is the voltage reference
of each submodule capacitor. IPOL gives the sign of the arm current. PWM is the block generating
gates signals.

2.3. MTDC Control Strategies

The control of a MTDC system focused on DC line voltage control and the control of the power
exchange among HVDC stations. Several control strategies have been proposed in the literature.
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These include voltage margin control, voltage droop control, dead-band voltage droop control and
non-dead band voltage control [33].

The voltage margin control method is an extension of the point-to-point HVDC transmission
systems control. One of the terminals (also called master terminal or “slack-bus”) controls the DC
voltage and the other terminals (slaves terminals) can arbitrarily (or based on available resources)
inject or draw power. Controlling the MTDC network voltage at a single terminal has the drawbacks
that the master converter is the only one to participate in the regulation of the DC voltage. It is,
therefore, necessary that the AC network associated with the master converter can absorb or provide
all the power variations necessary for the balance of the MTDC system, in particular in case of a
fault. Moreover, the single terminal used as balanced terminal must be sized to cope with all power
variations situations. This result is a weakness of the entire system since if the master converter is lost,
the MTDC system will be no longer regulated and collapses [8].

In the voltage droop control method, the DC voltage variation is used as a common signal by
all converters that adjust their power based on this DC voltage. Thus, the task of controlling the DC
voltage is shared among all the converters. To stabilize the MTDC system, a dead zone can be added
to the droop control setting, also called dead-band voltage droop control. This allows discrimination
between normal and disturbed operation of the MTDC system. However, the control activity of the
converters within the band (normal operation) is fully lost. This has the disadvantage that some of
the droop control parameters are set to zero and infinity, which does not give any degree of freedom
for optimization [34]. In the non-dead band voltage droop control, the dead zone is replaced by a
real power-voltage characteristic slightly inclined. Therefore, different droop constants can be used,
depending on the deviation between DC voltage set-point and measure. Several control characteristics
of a non-dead band voltage control scheme are shown in Figure 3: a reference voltage and power are
set for each converter, and the balancing of the system occurs by increasing the DC voltage in case of
excess of power, while decreasing it otherwise. The slopes of the different sections of the characteristic
are chosen according to the connected loads or sources (e.g., wind generators cannot usually provide
large amounts of additional power). This method is effective to ensure stable operation of the DC
network, also in case of a failure of one or even several converters.

  Umin   U0min   Uref

  
U0max   Umax

  
U

P
Pmax

Pref1

Pref2

 Pref3

 Pref4
 Pmin

Figure 3. Power-voltage control characteristics of a non-dead band voltage control [33].

3. MMC Control System Design

3.1. Overall Controller Operation

The MMC controller architecture is presented in Figure 4. A distributed controller architecture
has been chosen, given the computational limitations of a centralized controller [35]. Compared to the
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distributed architecture presented in [35], a dedicated synchronization signal has been used here for
an effective synchronization of all arm controllers. More details about the synchronization method are
given in Section 3.3.4.
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Figure 4. Signals flows between controllers and power submodules.

All control and communication tasks are distributed between the “master” controller and the
arms “slave” controllers. The master controller manages the real and reactive power flow, and the
communications tasks with the external world. The master controller communicates to the six
slave controllers the voltage references, the arm current signs, the synchronization signal of the arm
controllers and other commands such as start driving submodules. Each slave controller periodically
sends back to the master the total arm voltage and performs the balancing of its arm capacitor voltages
using the arm current sign received from master.

3.2. Slave Controllers and Power Modules

The main tasks of the slave controllers consist of receiving each capacitor voltage, performing
capacitor voltage balancing and generating command signals for each submodule. The slave controllers
communicate with the master board using inter-integrated circuit bus (I2C), and with submodules
using optical fibers. This ensure the insulation requirements between the control board and the
power boards. The advantages of I2C bus are the reduced number of wires and the quite simple
implementation in a multi-slave environment. The I2C fast mode has been chosen with a clock
frequency of 350 kHz. Each arm controller is implemented using a TMS320F28335 TI C2000 DSP family.
The frequency sent by the power submodule for the capacitor voltage measurement is measured by
the enhanced capture (eCAP) peripheral of the DSP and then converted into voltage. The power
submodules are driven by the slave controller through optical fibers. To prevent faults and generate
the dead-times, the signals are pretreated by a programmable logic device (CPLD) before being sent
to the gates. The capacitor voltages are measured using a voltage-controlled oscillator (VCO) which
converts the capacitor voltage into a variable frequency signal. It is then sent to the corresponding arm
controller through an optical fiber link. In this application, for a capacitor voltage range between 1
and 250 V, the VCO frequency varies linearly from 3 to 450 kHz. Each module has DC bus connectors
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and AC output connectors (middle points of H-bridge arms). Two PWM input signals are available to
control the two IGBT legs. A 3.2 mF capacitor is connected between the DC bus for local power storage.
In this paper, two IGBTs only (half-bridge operation) are mounted in the power module, requiring
just one PWM input. The nominal ratings of the module are 10 A and 200 V, with some 1 kV isolation
voltage. The low power supply for the sub-module is provided by a medium-frequency current-fed
system, consisting of an isolated power supply and a cable passing through thirty small torus from the
secondary of each torus, one for each sub-module [36]. An inverter fed a nominal current of 5 A in the
cable at 45 kHz. Figure 5 presents the sub-module schematic and its hardware implementation. Table 1
give some specifications of the main power submodules devices.
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Figure 5. Power submodule schematic (principle).

Table 1. Main power submodule devices.

Main Devices References

CPLD XILINX XC9536XL-10VQG44C
VCO AD654JRZ
IGBT IXBH16N170

Optical transmitter AVAGO HFBR-1522Z
Optical receiver AVAGO HFBR-2522Z
IGBT gate driver ST TD350E

Electrolytic capacitors ESMH451VND102MB63T
Film Capacitor MKP1848C63012JY5

3.3. Master Controller

The master controller board is designed using a TI DSP Concerto F28M35x. The main tasks of the
master board are the communication with the user or host, the digital conversion of measurements,
the energy flow control, the start and stop tasks and the communication with the slave boards.

3.3.1. User Communication

The master communicates with operator through a User Interface (UI). It interacts with the M3
core of the master board using Ethernet protocol allowing, for instance, the converter to be compliant
with IEC61850. Information such as real power, reactive power, nominal current, start and stop
command are send to the master by the user through the UI. This feature allows command of the
converter remotely in a Wide Area Network (WAN).
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3.3.2. Start and Stop Tasks

Once the master controller receives start command from UI, switches connect the converter to the
grid through pre-charge resistors. Flowcharts of the pre-charge and the shutdown of the MMC are
presented in Figure 6.
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Figure 6. Flowchart of the pre-charge and turn off strategy. (a) Pre-charge; (b) Turn off.

3.3.3. Current and Voltage Measurements and Energy Flow Control

ADC operations are performed by the C2000 core. Afterwards, PLL-based grid synchronization,
AC current PI controllers and energy balancing are executed. The master controller is then able to
send the six voltage references to each individual arm controller. To increase the bandwidth of the
communication between master and slaves, the switching frequency has been chosen as one half of the
sampling frequency. The arm voltage references are then updated every half period of the switching
frequency; see details next section.

3.3.4. Communication and Synchronization with Slave Boards

Figure 7a shows the master controller data transfer process to the slaves in six sampling periods.
Figure 7b,c show the communication protocol developed to meet the data transfer needs. The voltage
references are coded with 12 bits.

The four remaining bits are used to send the corresponding arm current sign and other commands
to each slave such as the commands to start and stop the driving of submodules. All sending and
receiving operations are performed within one sampling period. This protocol ensures that the voltage
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references and arm current sign, which are key information for the control, are updated and sent
to slaves every sampling cycle. After three switching periods, the master has received the six arm
voltages. This reception delay, caused by the low speed of I2C, is not so critical for the control since
the capacitor voltage balancing is performed by the arm controllers. This delay has been taken into
account in the controller design.
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Figure 7. Master to slaves communication protocols. (a) Master controller data transfer with slaves per
ADC cycle of conversion. Tx i = transmit to slave i; Rx i = receipt from slave i; (b) data protocol used
when sending messages to each slave; (c) data protocol used to receive message from each slave.

A distributed architecture of the controller requires an effective synchronization of all arm
controllers, to ensure that the gates signals of all submodules are synchronized. To manage this
issue, a dedicated synchronization signal is used as event trigger to adjust the phase of the first PWM
on each of the six slave controllers. The other carriers of the same slave controller are referenced to the
first carrier.

3.4. Protection Functions

Protection functions are included at various levels of the control system. The master controller
redundantly checks for possible failures by analyzing the measurements received from ADC module.
If a failure is detected, it sends the appropriate command to slave controllers to stop the submodules.
The master also checks if a slave controller fails to communicate. In that case, it will also send the
suitable command to the other slave boards to stop the whole converter. Submodule protections
concerning power section faults, overvoltage and undervoltage are directly performed by the slave
controllers. Their thresholds values are included in the capacitor’s voltage balancing scheme. If a
non-critical failure occurs on a submodule, slave controller sends the appropriate command to bypass
the faulty submodule. If the occurred failure is critical for the safe operation of the converter, the slave
controller sends the appropriate command to the master and stops the entire arm. The last protection
layer is performed by the CPLD on the submodule board. The CPLD uses a logic to protect the
semiconductors in case of improper commands or incompatible capacitor voltage.
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4. Experimental Validation

The proposed architecture has been implemented on a 5 kW reduced-scale MMC demonstrator.
Figure 8 shows the whole MMC demonstrator. The main system parameters are shown in Table 2.
Tests have been carried out with MMC working as inverter on a three-phase passive load with a DC
link of 800 V and in a reduced-scale laboratory setup of a MTDC transmission network [25,37].

The experimental validation of the control architecture and the overall functionality of the MMC
includes several aspects. The communication between the master board and an UI, the data flow
between the master and slave boards together with the synchronization of the generated PWM signals,
and the operation of the modules driven by the slave boards have been tested.

The current and voltage waveforms as seen from the AC side, the MMC output current and
energy stored control and the power flow control in a MTDC network have been tested too.

Figure 8. Whole converter reduced-scale prototype.

Table 2. Experimental setup.

Symbol Quantity Value

Ugrid RMS grid AC voltage 230 V
Inom RMS nominal current 7 A
UDC DC voltage 800 V

L Arm inductance 6 mH
fs Switching frequency 1 kHz

fech Sampling frequency 2 kHz
fgrid Grid frequency 50 Hz
C Submodule capacitor 3.3 mF
Vc Submodule nominal voltage 160 V
N Number of submodule per arm 5

Rload AC passive load resistance 100 Ω
Lload AC load Inductance 3 mH
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4.1. Communications Tests

To check the communication between master board and the UI, a hypertext transfer protocol
(HTTP) has been used, allowing the master board to host a web page.

The correct flow of data between master board and slave boards has been tested, checking
the information timing on the serial data line (SDA) and serial clock line (SCL) of the I2C bus.
Figure 9 shows communication signals in compliance with the protocol presented in Figure 7a.
The communication between master and slaves is effectively performed at each sampling period
(half of the switching period). Data transfer duration between boards at each sampling cycle is about
400 μs, i.e., 80% of the period. The synchronization of PWM signals between two slave boards is also
highlighted in Figure 9.

 

Figure 9. Signals on the converter: PWM 1 signals of two arms controllers (duty cycle 25%), Serial data
(SDA) line of the I2C (blue trace) and arms’ synchronization signal (green trace).

4.2. MMC Control Tests

4.2.1. Pre-Charge Test

The pre-charge is performed directly from the AC side without using any external power supply,
in accordance with the flowchart presented in Figure 6a and to the fact that the module’s control is
supplied independently of the capacitor voltage. The transient behavior of the voltage of a single SM
capacitor during the pre-charge is presented in Figure 10.

During the uncontrolled phase, this evolution corresponds to the exponential charge waveform of
a capacitor as expected. Bypassing the pre-charging resistors creates a voltage jump of approximately
15 V, due to the direct connection of the MMC to the AC network. The evolution of the voltage of each
capacitor during the second phase is approximately linear, thanks to the output current controller that
limits the current withdrawn from the AC side. With the chosen parameters, the entire pre-charge
takes less than one minute.
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Figure 10. Evolution over time of a submodule capacitor voltage during pre-charge.

4.2.2. Capacitor Voltage Balancing Test

During this test, the capacitor voltage balancing algorithm has simply been disabled and enabled
for short periods the evaluation of its impact on the operation of the MMC. This test has been performed
with the DC bus at 150 V to prevent any accidental capacitors failures. To better illustrate the dynamics
of the balancing strategy at nominal voltage, some simulations were performed where all capacitor
voltages were unbalanced with a large spread. Their initial values are: VC1 = 240 V, VC2 = 80 V,
VC3 = 192 V, VC4 = 128 V and VC5 = 272 V.

Figure 11 presents the evolution over time of the capacitor voltages on the same arm in the two
situations. It can be observed in Figure 11a that, when the algorithm is disabled, the SM capacitor
voltages will not converge to their average value. Figure 11b shows that, when the balancing algorithm
is activated, after about 0.2 s, all SM capacitor voltages converge to their average value. This result
confirms the effectiveness of the SM capacitor balancing algorithm presented in Section 2.2.3.

 
(a) 

(b) 

Figure 11. Capacitor balancing test on the MMC, (a) With the balancing algorithm disabled; (b) With
the balancing algorithm enabled.
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4.2.3. Output Current and Energy Stored Control Tests

The output current controller has been tested with the MMC working as an inverter, supplied by
a DC voltage of 800 V and injecting power into the AC utility grid. Figure 12 presents the dynamics
of the controller during a change of the reference of the output current from 1 A to 3 A. The new
reference value is reached in less than half a period of the output current denoting thereby a good
dynamic of the regulator. The control of the energy stored in the converter is performed as presented in
Section 2.2.2. Figure 13 presents the control of total arm voltages. In Figure 13a, the total arm voltages
are not controlled. When the DC voltage changes, the total voltages of the upper and lower arms
follow the DC voltage.

 

Figure 12. Output current control: output currents and output voltage of the phase A.

 
(a) 

 
(b) 

Figure 13. Cont.
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(c) 

Figure 13. Energy control tests results, (a) DC voltage, upper and lower arms total voltages without an
energy control; (b) DC voltage, upper and lower arms total voltages with an energy control and step
change in the DC voltage; (c) DC voltage, upper and lower arms total voltages with an energy control
and step change of total arm voltages.

Hence the DC voltage is not decoupled from capacitor voltages. If a short time brake occurs in the
DC bus, this will directly affect the capacitor voltages. In Figure 13b,c, the energy control is enabled.
In Figure 13b, the total arm voltages are controlled at 800 V and the DC voltage steps successively from
800 V to 850 V, from 850 V to 750 V and from 750 V to 800 V. After a short transient phase, the total arm
voltages remain at their reference value. In Figure 13c, the DC voltage is held at 800 V and the total
arm voltages are set to step successively from 800 V to 850 V, from 850 V to 750 V and from 750 V to
800 V. The energy control allows a decoupling between capacitor voltages and the DC bus voltage.
The dynamics of the total arm voltage control loop has been intentionally reduced to avoid overvoltage
on the capacitors.

4.3. Power Flow Control in a MTDC Network

The MMC has been implemented in a reduced-scale laboratory setup to test system-level
control algorithms. Figure 14 shows the MTDC mock-up previously developed and described
in [1]. The laboratory set-up presented in Figure 14b simulates the following imaginary situation:
Three converters, namely VSCDELTA, VSCGAMMA, and the MMC, simulate an MTDC connection
between three different AC grids. This could be the case as an example of the connection between Italy,
Sardinia, and Corsica, actually made with thyristors technology. All converters are implemented with
independent controllers to test the stability of the DC grid. A non-dead band voltage control [37] has
been implemented on VSCDELTA and VSCGAMMA converters while the MMC controls the power
injected in the AC grid. Several tests have been performed to verify the functionalities of the MMC
when connected to a MTDC transmission network. The DC lines have been (roughly) simulated with a
lumped parameters π equivalent circuit.

In a first test, different power profiles have been imposed on the AC side and corresponding
powers are absorbed by the MMC on the DC side, as illustrated in Figure 15a. On the DC side,
the stability of the DC network is secured, showing the effectiveness of the non-dead band voltage
control. On the MMC side, the energy control allows maintaining of a stable voltage in the converter’s
sub-modules, decoupling them from the DC-link voltage variations as illustrated in Figure 15b.

A second test was performed to observe the whole MTDC system behavior when the SM of the
MMC are used to store and restore energy in the system. The power transmitted between the DC and
the AC1 grid remains constant. The DC voltage variation and two arms of the MMC voltages are
shown in Figure 16a, and the power variations on the three VSC are shown in Figure 16b. It can be
seen in Figure 16 that the DC bus is not affected by these energy variations on the MMC and that the
transients due to these charges and discharges are well absorbed.
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MMC
GAMMA DELTA

 
(b) 

Figure 14. MTDC mockup, (a) MTDC mockup on laboratory; (b) Single line diagram of the
laboratory setup.

(a) 

(b) 

Figure 15. MTDC results with a variation of power transmitted in the onshore AC grid, (a) Power
variations in the experimental set-up with controlled MMC and two inverters implemented with non-dead
band voltage control; (b) DC voltage variation and two arms of the MMC voltages during power flow.
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(a) 

(b) 

Figure 16. MTDC results when the stored energy in the MMC varies, (a) DC voltage variation and two
arms of the MMC voltages; (b) Power variations in the experimental set-up with controlled MMC and
two inverters implemented with non-dead band voltage control.

A third test was run to test the MTDC system with all VSC implementing the non-dead band
droop control. Figure 17 presents the DC link voltage and power variation over the three converters
when slight power variations are provoked. It can be seen on Figure 17 that the DC bus is well
controlled, and the transients are well absorbed by the three converters when the entire system is
facing power variations. This third scenario also highlights the contribution of each converter to the
stability of the DC bus.

Those results confirm the correct behavior of the MMC in a MTDC system and against
power variation.

Figure 17. MTDC results when all VSC implement Non-dead band droop control.

5. Discussion and Further Improvements

Concerning the controller architecture presented in this paper, the goal was to propose a
light architecture with well-known DSP that could be quickly built and that could successfully be
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implemented in a small-scale prototype to test the control strategies developed. One critical point of
this control structure is its scalability in case of a higher number of modules. Due to its decentralized
architecture, in principle it is suitable for a higher number of SM in each arm, because all the operations
assigned to the master controller and the communication between the master and the slave controllers
do not depend on the number of SM to control. The local management of each arm is performed by an
independent controller sending the reference set-points to all PWM modulators. However, the DSP
used has twelve independent PWM outputs, so a maximum number of 12 modules can be controlled,
without acting on the slave hardware.

For more modules, the slave controller could be combined, or even replaced by a low-cost FPGA
that would produce as many PWM outputs as required. In case of combination of the slave DSP and
an FPGA, the capacitor balancing and sorting algorithms which are sequential operations remain the
task of the DSP. These aspects are under development and will not be discussed further in this paper.

The proposed hardware structure will be used for a lower demanding application in terms of
voltage rating, i.e., a medium-voltage application such as a MV-Statcom or MV-SOP (Soft Open Point).
In this case, the number of modules to be managed is about 20–24, which is feasible with the proposed
multi-DSP approach.

Another critical point is the robustness of the I2C bus. It appeared a few times during tests in
a highly EM perturbed environment that the I2C bus was perturbed when the bus was not shielded
enough. However, all the EMC problems in the prototype have been solved with suitable shielding and
accurate state-machine and communication tuning to avoid critical situations, such as the switching of
the main contactors.

6. Conclusions

This paper presents the design and the implementation of a small-scale modular multilevel
converter. The proposed MMC prototype has been used to test both converter and system-level
controls in a reduced-scale MMC-based MTDC network. Several MMC control levels have been tested
and the results obtained validated the control strategies implemented and the controller architecture
designed. The tests performed at system level have enabled exploration of the advantages of using
an MMC-based MTDC system, which include the capability of the MMC to store and restore the
energy in the system, its scalability which allows the extension of the DC link voltage as desired,
and improvement to the AC side voltage harmonics contents.
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Abstract: The interleaved buck converter with an extended duty cycle is analyzed in terms of
unexplored parasitic switching states that diminish the switch utilization and its safety due to
high-magnitude charging and discharging currents. The analysis explains the origin of the states and
their effects and demonstrates their correlation with the existing voltage ripple on flying capacitors.
The article further demonstrates that the voltage ripple can no longer be arbitrarily chosen as parasitic
states emerge whenever the ripple exceeds an identified critical value being equal to the twofold
voltage drop on the diode. A simple design criterion for flying capacitance is proposed. For a limited
set of battery-powered DC–DC converters, a solution permitting the use of smaller capacitance
by adding an extra switch is proposed. The derived findings are verified using experimental and
simulation results.

Keywords: DC–DC conversion; interleaved buck; parasitic switching states

1. Introduction

DC–DC converters, capable to operate at a high voltage conversion ratio between the input Vin and
output voltages Vout, are gaining noticeable consideration in different applications [1,2], ranging from
point-of-load converters to converters in several hybrid vehicle configurations. In these applications,
power switches are commonly poorly utilized. Switch utilization is, in general, defined as the ratio
between the output power consumed on a load and the product of the maximum voltage and current
on the switch, thus being proportional to the duty cycle [3,4]. In the past, low switch utilization was
successfully addressed in inductor-tapped solutions; with the only drawback of the increased blocking
voltage [5–8]. In recent years, the voltage rating of the switch is commonly reduced by applying
multi-level DC–DC converters, such as the one with a flying capacitor [9–14]. In this case, the switch
utilization is increased at the price of increased control complexity. On the other hand, the switches
with lower voltage ratings exhibit lower conduction and switching losses, consequently increasing the
overall efficiency.

Traditionally, switch utilization can be enhanced by sharing the total power among converters
operating in parallel. Such a converter is designated as a multi-phase converter [15–20].
Additional benefits can be further gained by interleaving as the current ripple through the output
smoothing capacitor is decreased. In order not to exceed the current rating of the individual
switch, the complexity of control becomes problematic not only due to the increased number of
current transducers but mostly as the current has to be evenly shared both in the steady state and
during transients.
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The advantages of both concepts, i.e. multi-level and multi-phase, have been successfully
combined in the interleaved multi-phase Buck converter with an extended duty cycle proposed
in [19,20]. There, two different topologies are presented. Both feature almost the same benefits,
differing in the number of switches per phase. In a topology with two metal oxide semiconductor field
effect transistors (MOSFET) per output phase (analyzed in this paper—Figure 1), all MOSFETs (T1–T4)
are subjected to the same current (Iload/n, where n denotes the number of phases) and voltage (Vin/2)
stress. Most importantly, the current sharing among phases takes place spontaneously. Accordingly,
only the load current needs to be measured, thus make the analyzed topology an ideal example for
high-current applications.

Regardless of the topology, flying capacitors are exposed to large current and thermal stress,
which leads to a more rapid ageing of the component [21]. Its consequences are reduced capacitance
and increased equivalent series resistance (ESR). Accordingly, when selecting capacitors, a wider design
margin is needed in order to mitigate the capacitor’s degradation and to guarantee error-free operation.

Commonly, when analyzing DC–DC converters, bulky capacitors are implied, assuming the
voltage ripple on the capacitor is small enough compared to its average voltage. This is certain for
output smoothing capacitor, which has the direct impact on the output voltage quality and on the
electromagnetic interference (EMI). On the other hand, in practice, a larger voltage ripple is usually
allowed across flying capacitors in order to decrease the required volume in high-density designs.
No serious impacts on the basic operation of the converter owed to a higher voltage ripple on flying
capacitors have been reported [9–14].

This paper offers an in-depth analysis of interleaved buck topology. The paper also derives
a condition referring to the minimum capacitance that separates error-free operation from the
appearance of the parasitic switching states, and discuss the effects if the condition is not met.
The origin of the parasitic switching states is analyzed in detail as not yet reported in references
dealing with this topology [19,20]. Furthermore, a simple solution that prevents the appearance of
parasitic states and their effects is proposed and commented.

2. The Operating Principle of the Interleaved Buck Converter

Figure 1 depicts the original scheme of the two-phase interleaved buck consisting of four MOSFETs
and freewheeling diodes D11 and D22 [19]. Consistently with the original paper, only the continuous
conduction mode (CCM) operation is assumed.
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L2
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iin

Figure 1. The interleaved two-phase buck converter with an extended duty cycle.

Accordingly, the converter enters four active switching intervals (identified by the conduction
of a particular switch) that take part in a predefined sequence—either clockwise (CW sequence:
T4-T3-T2-T1) or counter-clockwise (CCW sequence: T1-T2-T3-T4). Between two consecutive active
switching intervals, the freewheeling interval (FW) occurs. In that interval, inductors’ currents flow
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through D11 and D22. All active switching intervals have the same duty cycle (dsw) which never
exceeds 0.25. In the same paper, it is further demonstrated that, assuming the circuit symmetry,
the average voltage across the flying capacitor (C1, C2) equals Vin/2, and the load current is equally
shared among inductors. As a result, in steady-state operation, the output voltage is proportional to
Vin·dsw/2. To sum up, all results and conclusions provided in [19,20] apply only to highly idealized
cases due to the assumed bulkiness of C1 and C2.

2.1. Deriving the Voltage Ripple on Flying Capacitors

During the operation, C1 and C2 are charged and discharged interchangeably by iL1 and iL2 as
seen in Figures 2 and 3. As a result, they are inherently subjected to short current pulses of high
magnitude that equal IL1 and IL2 respectively.
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Figure 2. Simulation results showing voltages and currents that flow through flying capacitors (details
regarding the simulation models built in LTspiceXVII can be found in Section 3).
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Figure 3. Equivalent circuits with indicated current paths (in red) when ΔvC (see text) is below a critical
value in: (a) Interval I; (b) Interval II; (c) Interval III; (d) Interval IV.
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In Interval I, the capacitor C1 is charged by the inductor current iL2. In Interval II, when T2 is
switched ON, C1 is discharged by current iL1.

Assuming a lossless capacitor vC1 remains unchanged during the FW interval, as well as in
consecutive intervals when vC2 at first decays in Interval III (due to iL2) and then in Interval IV rises
back (due to iL1). In the steady-state, the voltage increase and decrease on the individual flying
capacitor are in equilibrium:

ΔvC1(+) =
IL2·dsw
C1· fsw

= IL1·dsw
C1· fsw

= ΔvC1(−)

ΔvC2(+) =
IL1·dsw
C2· fsw

= IL2·dsw
C2· fsw

= ΔvC2(−)

. (1)

Assuming symmetrical circuit the voltage ripples, expressed as a peak–peak value, are equal
(ΔvC1 = ΔvC2 = ΔvC) on both flying capacitors.

In Interval II (Figure 3b), the diode D22 is forward-biased. Therefore, the potential in node A is
equal to the sum:

VA,I I = −vD22 + vC1. (2)

By neglecting the voltage drop on MOSFET (T2), the potential in node B is:

VB,I I = −vD22 + vC1 + vC2. (3)

Figure 2 demonstrates that at the end of Interval I, the capacitor voltages vC1 and vC2 tend to
reach their maximum values (V in/2 + ΔvC/2) and remain unchanged until the start of Interval II.
Consequently, at the start of Interval II, VB reaches its maximum as well:

VB,I Imax = −vD22 + Vin + ΔvC. (4)

Providing that VB,I I max is lower than Vin+vD_body, the body diode in MOSFET (T4) remains
reverse-biased. Thus, if an equal voltage drop across the body diode and the freewheeling diode
is assumed, the voltage sum across flying capacitors (Vin + ΔvC) should be kept below Vin+2vD.
The latest can be rephrased into the condition:

ΔvC ≤ 2vD, (5)

where 2vD is recognized as a critical value of the voltage ripple ΔvC.
In a similar way, at the start of Interval IV (Figure 3d), the body diode in MOSFET (T2) could

conduct only if the sum of flying capacitor voltages drops below its minimum Vin − ΔvC. In the
meantime, node B is fastened to the positive supply, causing:

VB,IV = Vin, (6)

whereas the potential in node A remains unchanged compared to Interval II:

VA,IV = −vD22 + vC1. (7)

However, as voltages on both flying capacitors have already reached their minimum
(V in − ΔvC/2), VA,IV drops to:

VA,IVmin = −vD22 +
Vin − ΔvC1

2
. (8)

By assuming equal voltage drops across the body diode and the freewheeling diode, the same
condition already stated in Equation (5) determines whether the body diode in MOSFET (T2) remains
biased in reverse or it turns into conduction.
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2.2. The Origin of the Parasitic Switching States

Referring to the derived Equations (2)–(8), it is evident that the maximum voltage ripple permitted
on flying capacitors cannot be chosen arbitrarily during the design process. If the ripple exceeds 2vD,
the parasitic switching state emerges as the body diode of the inactive MOSFET is forward-biased.
Figure 4a shows an existing current path (dashed red line) during Interval II and an extra path (solid
blue line) that appears through the body diode in T4.
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Figure 4. Equivalent circuits showing extra current paths (in blue) that occur when ΔvC exceeds the
critical value: (a) in Interval II*; (b) in Interval IV*.

The extra current path emerges at the beginning of Interval II and exists only for a limited time,
being denoted as Interval II*. Figure 5 shows this phenomenon in detail. During this interval, a surplus
charge, which has accumulated on flying capacitors, is abruptly discharged back to the voltage source.
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Figure 5. Simulation results showing flying capacitor currents and voltages with zoomed voltage
waveforms in parasitic Interval II*.

This overcharging does not jeopardize the validity of the derived Equations (2–8) as these define
electric potentials in nodes A and B only in Interval II and Interval IV. In fact, at the end of Interval I,
the flying capacitors could be charged to a higher voltage as shown in the zoomed part in Figure 5,
depending on the parameters involved in Equation (1), thus forcing the voltage ripple over the critical
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value. If this is the case, the capacitors discharge until their ripples drop below 2vD. If the ripples
remain inside the boundaries, the error-free operation depicted in Figure 2 takes place.

The shape of the discharging current, which flows simultaneously through both flying
capacitors, follows:

i(t) =
V

ωrLp
e−αt · sin(ωrt); α =

R
2Lp

; ω2
r =

1
LpC

− (
R

2Lp
)

2
, (9)

where V stands for the voltage difference seen in the zoomed section in Figure 5. The shape is defined
by R-L-C parameters found in the depicted path (Figure 4a, blue line) where small resistances (R) and
inductances

(
Lp
)
, both contributed by parasitic components of circuit and flying capacitors (C), have

a dominant impact on the magnitude and period of the signal. Its period could be as short as the
conduction interval of power switches, whereas its magnitude can easily reach or even surpass the
inductor current.

Figure 4b indicates a similar parasitic switching state which could occur when T4 turns ON if
in that instant the sum of voltages across C1 and C2 is too low to maintain the body diode of T2

reverse-biased. In that case, the capacitors are abruptly charged from the power source through the
forward-biased body diode of MOSFET T2. As D22 is forward biased by the freewheeling current forced
by L2, the surge current (blue line) can be considered to flow in opposite direction thus decreasing the
current through D22.

It is apparent that such an operation is not desirable as conduction losses may increase
considerably, but also since semiconductors and flying capacitors could be overstressed by the current.
In addition, if the front side of the converter includes an overcurrent protection, its level should be
high enough to prevent an unintentional tripping. Therefore, to prevent the occurrence of these states
and their impacts, the capacitance should be set higher than the critical one:

Ccrit =
Iload

2vD · fsw
· Vout

Vin
. (10)

Equation (10) is derived from Equation (1) by taking into account that the load current is equally
shared among inductors and the voltage ratio Vout/Vin is proportional to dsw/2. It is important to
point out that the form of Equation (10) is not significantly different from equations that can be derived
for an arbitrary converter with flying capacitors [9,11,13,14]. The critical capacitance in this particular
converter is inherently limited by topology itself, as the ripple must not exceed the twofold voltage
drop on the diodes (2vD). This finding is the essential contribution to the original papers [19,20] in
order to preserve an error-free operation.

3. Simulation and Experimental Results

Simulations have been performed using LTspiceXVII. The simulation model did not include any
additional inductances besides those already present in the models of transistors and diodes.

Experimental verifications have been carried out in order to prove the theoretical reasoning and
simulation results already partially presented when introducing the parasitic switching states and
their effects in the previous section. The experimental setup including a custom-made converter with
a TMS320F2806 DSP (Texas Instruments, Dallas, TX, USA) is presented in Figure 6. Table 1 summarizes
the main parameters of the experimental setup.
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(a)  
(b) 

Figure 6. Pictures of the experimental setup: (a) an unpopulated printed circuit board (PCB) with
a marked (yellow) section consisting of six MOSFETs and flying capacitors; (b) converter at the
test bench.

Table 1. Parameters of the prototype converter and its simulation model.

Label Description Value

Vin Input voltage 30 V
Vout Output voltage 3 V

Iload,max Load current 50 A
C1, C2 Flying capacitance 50 μF
L1, L2 Inductance 55 μH

fsw Switching frequency 33 kHz

The converter is deployed on a two-layer PCB. The topology is the same as in Figure 1 but
the D11 and D22 were replaced with MOSFETs in order to increase the flexibility of converter thus
enabling additional research. For measurements, these MOSFETs were permanently OFF to emulate
the freewheeling diodes D11 and D22. In order to reduce EMI to the lowest possible level, flying
capacitors are placed in a close proximity of switching nodes with a high dv/dt, thus keeping the
current loops that are subjected to pulses with a high di/dt short as well. In order to enable the current
measurement through flying capacitors, the PCB was not equipped with multilayer ceramic capacitors
(MLCC). Instead, they are placed on dedicated holders which are connected to the rest of the circuit by
solid wires where a current probe (A6302 from Tektronix, Beaverton, OR, USA) can be clamped on.
To simplify the tests, each MLCC holder was populated with three 15 μF/50 V capacitors. According
to the known current that flows through parallel capacitors, their capacitance was estimated at 30 μF at
an average capacitor voltage (15 V). For tests requiring a critical or higher capacitance, the difference
was realized by fastening a temporary capacitor of an adequate capacitance.

The first test was carried out in order to verify the steady-state waveforms of the converter and its
numerical model built in LTspiceXVII. Due to the additional inductance introduced by the aforesaid
capacitor placement, tests have been performed at a reduced current capability (Iload, max∗ = 20 A) in
order to reduce overvoltage on MOSFETs. In accordance with Equation (10), the critical capacitance
amounts to 44 μF. Figure 7a,b depict iC1 (blue) and iC2 (red) at different load currents and with
a capacitance greater than Ccrit specified in Equation (10). The shape and magnitude of both currents
closely match simulation traces seen in the top part of Figure 7c,d, but there is slight asymmetry of
magnitudes between currents due to mismatch of inductance and capacitor values.
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(a) 
 

(b) 

(c) (d) 

Figure 7. Experimental and simulation results obtained at C1 = C2 = 60 μF,(
Ccrit = 44 μF @ Iload,max∗ = 20 A

)
. Flying capacitors’ currents (blue: iC1; red: iC2) and voltages

(AC components only) on flying capacitors (top black: vC1; bottom black: vC2), both measured at an
average inductor current: (a) 5 A; (b) 10 A. Simulated results at an average inductor current: (c) 5 A
and (d) 10 A: the upper part, flying capacitors’ currents: the middle part, voltages on flying capacitors:
the lower part, inductors’ currents.

Current spikes, which appear in experimental traces whenever an individual MOSFET turns ON,
are caused by the reverse recovery charge Qrr of the freewheeling diodes. Owing to the increased
inductance, the trailing edges of these spikes are additionally prolonged. In addition, a capacitive
coupling due to the close proximity between switching nodes with a high dv/dt and the current probe
rendered the shape of current measurements, too. When voltages—especially those referenced against
one of the switching node—are measured with passive voltage probes, the quality of captured traces
on oscilloscope (Tektronix–DPO 4034B) usually worsen substantially. As a result, voltages shown
on oscilloscope window were not measured simultaneously with current traces. Instead, they were
measured separately and then recalled from internal memories.

In addition, voltage ripples in the middle part of Figure 7c,d exhibit their dependency on the
load current (traces at the bottom of the same figures) as identified in the analysis. As it can be
noticed, the experimental voltage ripples (at the bottom part of the Figure 7a,b) match the simulated
ones quite faithfully, both in the magnitude and the shape. The average value of the flying capacitor
voltages differs from Vin/2, being theoretically derived with neglected voltage drops on MOSFETs and
freewheeling diodes.
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The effectiveness of the proposed analytical developments given by Equations (2)–(10) is further
confirmed in Figure 8, where an experimental verification was carried out considering the violation
of the critical value of flying capacitance. Compared to the simulation results in Figure 8a, it can be
noticed that the experimental currents in Figure 8b exhibit a longer duration of parasitic intervals.
Referring to Equation (9), this deviation can be explained as simulation did not include any additional
parasitic inductances which were present in the circuit (PCB traces, transistor terminals, equivalent
series inductance of capacitors, capacitor holder).

(a) 

(b) 

 
(c) 

Figure 8. Simulation and experimental results obtained at an average inductor current 10 A and at
C1 = C2 = 35 μF: (a) simulated results: the upper part, flying capacitors’ currents: the middle part,
voltages on the flying capacitors: the lower part, inductors’ currents; (b) measured results: flying
capacitors’ currents (blue: iC1; red: iC2); (c) voltages on the flying capacitors (blue: vC1; black: vC2).

4. Discussion

All in all, the benefit of knowing the critical capacitance can be of higher importance in the
converter with n larger than 2, particularly if the converter works at higher operational temperatures.
There, the selection and placement of flying capacitors in a confined volume are strengthened in
order to satisfy thermal and EMI specifications. Commonly, MLCCs of type X8R, X7R or X5R are
implemented [22,23]. Nowadays, they can be produced with high-temperature grades (150 ◦C) and
with a high rated capacitance (22 μF/100 V) in a relatively small package of size 2220. On the other
hand, MLCC faces a considerable voltage dependency. As a result, its rated capacitance could be met
only at a reduced voltage. For high volumetric parts, the decrease of C with voltage can be greater
than 50% of its rated value [23]. Furthermore, a current derating has to be taken into account in order
to reduce the dissipating power inside of the flying capacitors. All this increases the chance that in
space-confined designs the flying capacitance has to be chosen close to its critical value, thus increasing
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the probability to violate Equation (10). Taking into account the ageing effects of MLCC as well [24–26],
the aforesaid becomes even more likely. Furthermore, the situation becomes even worse if diodes
D11 and D22 are replaced with a synchronous MOSFET, in order to boost the efficiency even further.
In this case, the peak–peak voltage ripple across C1 and C2 falls under the voltage drop of a single
body diode, basically halving the voltage ripple given in Equation (5).

As an additional remark, it was found out that, if the sequence changes from CCW to CW, parasitic
switching states occur at the beginning of Interval I and Interval III. Since the body diodes of T1 and T3

are biased in the forward direction, the flying capacitors are again exposed to charging and discharging
currents. All together, tests show that despite high expectations, the applicability of the converter
could be significantly limited due to Equation (10).

Nevertheless, simulation results additionally exhibit that in the case of battery-powered
converters—equipped with a MOSFET for battery reversal protection—the parasitic switching states
vanish completely. Figure 9a,b show results obtained when extra MOSFETs were added in series with
the top positioned MOSFETs T1 and T4, forming a back-to-back switch.

(a) (b) 

Figure 9. Comparison of results obtained at an average inductor current 10 A, with inserted extra
switches and with C1 = C2 = 5 μF: (a) simulation results: the upper part, flying capacitors’ currents:
the middle part, voltages on flying capacitors: the lower part, inductors’ currents: (b) measured results:
the upper part, flying capacitors’ currents (blue: iC1; red: iC2): the lower part, voltages on flying
capacitors (bottom black: vC1; top black: vC2).

The extra MOSFETs are switched simultaneously with T1 and T4. As a result, no discharging
current could flow back to the voltage supply irrespective of the CW or CCW sequence. In this case,
the flying capacitor is not required to fulfil Equation (5). Thus, a larger voltage ripple may be accepted.
In fact, traces on the left and right side in Figure 9 correspond to a flying capacitance of just 5 μF. Traces
iC1 and iC2 are similar to those in Figure 7d obtained with a much larger capacitance (60 μF). Although
the voltage ripples in Figure 9a,b are more than five times larger than the ones in Figure 7d, the load
current is ideally shared among both inductors. In Figure 10, current sharing is proved even in the
case when the resistance of one inductor has been intentionally increased to fivefold.

As it can be noticed in Figures 9 and 10, not only the ripple voltages increase, the average
voltage across flying capacitors tends to increase as well. In this particular case, the converter remains
functional at the price of an uneven voltage stress of the individual MOSFET (T1–T4). Furthermore,
as extra MOSFETs are switched simultaneously with T1 and T4 and at the zero-current condition,
the total losses of the switches remain more or less unaffected. The control itself remains simple and
straightforward. The additional MOSFETs are placed at the bottom side of PCB in order to be efficiently
cooled and to keep the parasitic inductance as low as possible.
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Figure 10. Simulation results obtained at an average inductor current 10 A, with inserted extra
switches, with C1 = C2 = 5 μF and with unsymmetrical inductors’ resistances RL2 = 5RL1: the
upper part, flying capacitors’ currents: the middle part, voltages on flying capacitors: the lower part,
inductors’ currents.

5. Conclusions

The voltage ripple in the interleaved buck converter with an extended duty cycle has been
analyzed in this paper, as the converter has been recognized as an ideal candidate for high-current
DC–DC applications from many points of view. Specifically, in contrast to other converters being
referenced, it provides an equal current and voltage stress on all MOSFETs. And most importantly,
it requires less current transducers as the current sharing in output inductors takes place automatically.

The analysis presented in this paper focuses on unexplored switching states which occur under
specific conditions in the two-phase interleaved converter. As their occurrence has a significant
negative impact on the converter operation, a critical capacitance was derived in order to avoid them.
This has been verified with a simulation model and confirmed by the measurements performed on the
prototype converter. Furthermore, a simple mitigation solution based on the additional switch per
converter’s phase is proposed and verified. The solution is justified for battery-powered converters
enabling to install a smaller flying capacitance as required by Equation (10).
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Abstract: In this paper, a step-by-step description to get a unique three-level boost DC–DC converter
(TLBDC) (DC—direct current) small signal model is first presented and validated through simulations
and experiments. This model allows for overcoming the usage of two sub-models as in the
conventional modeling approach. Based on this model, voltage balance (VB) controllers are designed
and VB control analysis is presented. Two VB controllers, namely Proportional Integral (PI) and
Fuzzy, were analyzed when the VB control was applied on both TLBDC switches or only one.
According to the obtained simulation and experimental results, the proposed model gives an accurate
approximation in dynamic, small perturbations around an operating point and steady state modes.
Moreover, it has been shown that VB is achieved in a reduced time when VB control is applied on
both the TLBDC’s switches. Furthermore, the Fuzzy controller performs better than PI controller for
VB control.

Keywords: three-level boost DC-DC converter; small signal modeling; voltage balance control

1. Introduction

In recent decades, modeling and control of DC–DC (DC—direct current) converters have gained
much attention. This is due to their increased uses in various applications, such as voltage regulation [1–4],
renewable energy interfacing [5–7], electric vehicle charging [8–10], etc. The conventional boost and
buck converters are the basic topologies that are shown in Figure 1a,b, respectively. Due to their
simplicity and high efficiency, they are the most used DC–DC converters. However, because of high
voltage stress on their switching components, these conventional converters are not recommended for
medium- and high-voltage ratings that require more powerful switching devices, which increase the
cost, the volume, and the system complexity.

 
(a) (b) 

Figure 1. Conventional two-level schemes: (a) a boost converter, and (b) a buck converter.

Multilevel DC–DC converters are a suitable solution to overcome the aforementioned limitations.
This is due to their ability to operate at high power ratings with higher efficiencies compared to
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conventional two-level topologies. They also provide other advantages such as low distortion of
the output voltage and lower switching losses [2–4,11–14]. The three-level DC-DC boost converter
(TLBDC) depicted in Figure 2a, has been widely discussed [14–19]. The converter fundamentals and
design considerations were presented in Reference [19], where it has been shown, for instance, that
the converter inductance and capacitors can be significantly reduced when compared to the two-level
boost DC–DC converter.

Based on the state-space modeling approach, several TLBDC models were presented [17,18,20–22],
where two sub-models were used: the first one used for a duty ratio (DR) less than 50%, and the
second one is used for a DR greater than 50%. Hence, a selection parameter is required to distinguish
between these two sub-models. Using a state space averaged modeling (SSAM) approach and a small
signal model (SSM), introduced in Reference [23] and discussed in detail in Reference [3], the transfer
functions around a corresponding operating point could be extracted. A discrete-time approach
is another way for TLBDC modeling [11,24]. However, it requires long and complex calculations
when compared to the previous SSAM method. In Reference [25], a DSP-based implementation of a
self-tuning Fuzzy controller for TLBDC has been presented. The converter was modeled using SSAM
and three cases based on the DR values were presented: for a DR less than 50%, for a DR higher than
50%, and for any DR. The main objective was the output voltage controller synthesis. However, neither
the modeling procedure has been described in detail, nor the simulation and practical model validation
were carried out. Moreover, comparison between the single model and the conventional modeling
approach was not addressed.

The proper operation of TLBDC needs the balance of the output capacitors’ voltages.
Different voltage balance (VB) control methods were presented [15,21,26–34]. In References [21,29],
and referring to Figure 2, the VB control was achieved by delaying forward or backward SW2 switch
control signals of the TLBDC. Another method using an existing energy storage system to ensure
the VB was presented in Reference [26]. In References [30–34], the VB control was performed by a
PI controller. The controller output was added to the DR of the switch SW1 and subtracted from the
DR of switch SW2. A sensor-less VB control method was also proposed in Reference [15] using a PI
controller whose output was added to the DR of switch SW2. Finally, in Reference [25], the output
capacitors’ voltages were sensed, and a PI-controller was used for VB control. The controller output
was added to the SW2 switch DR.

Through this literature review, it is clear that the main VB control methods consist in the following:
add a small perturbation to one (or both) converter’s switch(es) DR(s), or adjust the delay between the
switches control signals. However, the method to choose the TLBDC switch(es) on which VB control
should be applied was not addressed.

Based on these motivations, and unlike Reference [25], where the main goal was the output
voltage controller synthesis, this paper adds further contributions to the state of the art by giving
a step-by-step description of the followed method to get a unique model for a TLBDC working in
continuous conduction mode (CCM), with a non-zero inductor equivalent series resistor. The unique
model allows for avoiding the usage of two sub-models as in the conventional modeling approach, and
facilitates synthesizing a convenient VB controller. This model has been validated using simulation
and experimental tests, and a comparison with the conventional modeling approach is addressed.
On the other hand, a technique is presented to best ensure the VB of the TLBDC. The analysis is carried
out using two different VB methods and controllers, namely PI and Fuzzy controllers. This allows for
figuring out the convenient controller and the adequate way for the VB control of the TLBDC.

The rest of paper is organized as follows. Section 2 describes the TLBDC operation and the
developed small signal model (SSM). The VB control of the TLBDC is analyzed in Section 3, followed
by the conclusion. Each of Sections 2 and 3 gives theoretical developments as well as simulation and
experimental results.
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2. Three-Level Boost DC–DC Converter Small Signal Modeling

The electrical scheme of the TLBDC under study is shown in Figure 2a. It is composed of an
inductor L, two power switches SW1 and SW2, two switching diodes D1 and D2, and finally two output
capacitors C1 and C2. u1(t) and u2(t) are the SW1 and SW2 control signals, respectively. These control
signals are phase-shifted by 180◦, and two operating modes could be distinguished: a DR less than
50% and a DR higher than 50%. The control signals for these two cases are shown in Figure 2b,c,
respectively [15,17–19,25].

(a) 

(b) (c) 

Figure 2. (a) The electrical scheme of the TLBDC under study, (b) TLBDC control signals for a DR less
than 50%, and (c) TLBDC control signals for a DR higher than 50%.

Under CCM, the TLBDC is described by a set of equations and equivalent electrical schemes.
These are summarized in Table 1 and Figure 3, respectively. il , rl , vc1, vc2, vIN , and vout are the inductor
current, inductor equivalent series resistor (ESR) (that equals 0.1 Ω in our case), capacitor C1 voltage,
capacitor C2 voltage, and input and output voltages, respectively.

 
(a) (b) 

 
(c) (d) 

Figure 3. TLBDC equivalent electrical schemes for control signals u1(t)-u2(t) sequence: (a) 0-0, (b) 1-0,
(c) 0-1 and (d) 1-1.
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Table 1. Differential equations for each control signals sequence of TLBDC working in CCM.

State of the Control Signals (u1(t)-u2(t)) Differential Equations

0-0

d
dt

il = − 1
L

vc1 − 1
L

vc2 +
1
L

vIN − rl
L

il , (1)

d
dt

vc1 =
1

C1
il − 1

R·C1
vc1 − 1

R·C1
vc2, (2)

d
dt

vc2 =
1

C2
il − 1

R·C2
vc1 − 1

R·C2
vc2, (3)

vout = vc1 + vc2, (4)

1-0

d
dt

il = − 1
L

vc2 +
1
L

vIN − rl
L

il , (5)

d
dt

vc1 = − 1
R·C1

vc1 − 1
R·C1

vc2, (6)

d
dt

vc2 =
1

C2
il − 1

R·C2
vc1 − 1

R·C2
vc2, (7)

vout = vc1 + vc2, (8)

0-1

d
dt

il = − 1
L

vc1 +
1
L

vIN − rl
L

il , (9)

d
dt

vc1 =
1

C1
il − 1

R·C1
vc1 − 1

R·C1
vc2, (10)

d
dt

vc2 = − 1
R·C2

vc1 − 1
R·C2

vc2, (11)

vout = vc1 + vc2, (12)

1-1

d
dt

il =
1
L

vIN − rl
L

il , (13)

d
dt

vc1 = − 1
R·C1

vc1 − 1
R·C1

vc2, (14)

d
dt

vc2 = − 1
R·C2

vc1 − 1
R·C2

vc2, (15)

vout = vc1 + vc2, (16)

Based on the differential Equations (1)–(16), the TLBDC state space equations for the four control
signals sequences are given by Equations (17)–(24), where Equations (17) and (18) correspond to the
state space equations for 0-0 control signals state, Equations (19) and (20) correspond to the state space
equations for 0-1 control signals state, Equations (21) and (22) correspond to the state space equations
for 1-0 control signals state, and Equations (23) and (24) correspond to the state space equations for 0-0
control signals state.

d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
− rl

L − 1
L − 1

L
1

C1 − 1
R·C1 − 1

R·C1
1

C2 − 1
R·C2 − 1

R·C2

∣∣∣∣∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (17)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (18)
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d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
− rl

L 0 − 1
L

0 − 1
R·C1 − 1

R·C1
1

C2 − 1
R·C2 − 1

R·C2

∣∣∣∣∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (19)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (20)

d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
− rl

L 0 − 1
L

0 − 1
R·C1 − 1

R·C1
1

C2 − 1
R·C2 − 1

R·C2

∣∣∣∣∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (21)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (22)

d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
− rl

L − 1
L 0

1
C1 − 1

R·C1 − 1
R·C1

0 − 1
R·C2 − 1

R·C2

∣∣∣∣∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (23)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (24)

Using discrete variables u1(t) and u2(t), Equations (17)–(24) could be assembled into one equation.
The obtained TLBDC model is given by Equations (25) and (26).

d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣

− rl
L − 1−u1(t)

L − 1−u2(t)
L

1−u1(t)
C1 − 1

R·C1 − 1
R·C1

1−u2(t)
C2 − 1

R·C2 − 1
R·C2

∣∣∣∣∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (25)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (26)

Equations (25) and (26) could be written as:

d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
⎡⎢⎣
∣∣∣∣∣∣∣
− rl

L − 1
L − 1

L
1

C1 − 1
R·C1 − 1

R·C1
1

C2 − 1
R·C2 − 1

R·C2

∣∣∣∣∣∣∣+ u1(t)·

∣∣∣∣∣∣∣
0 1

L 0
− 1

C1 0 0
0 0 0

∣∣∣∣∣∣∣+ u2(t)·

∣∣∣∣∣∣∣
0 0 1

L
0 0 0

− 1
C2 0 0

∣∣∣∣∣∣∣
⎤⎥⎦ ·

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (27)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (28)

Let us denote x =

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣, vIN , vout, u1, and u2 as the average values of the state vector

x =

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣, vIN , vout, u1, and u2, respectively. Using this notation, the obtained SSAM is given

by Equations (29) and (30):
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d
dt

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣ =
⎡⎢⎣
∣∣∣∣∣∣∣
− rl

L − 1
L − 1

L
1

C1 − 1
R·C1 − 1

R·C1
1

C2 − 1
R·C2 − 1

R·C2

∣∣∣∣∣∣∣+ u1·

∣∣∣∣∣∣∣
0 1

L 0
− 1

C1 0 0
0 0 0

∣∣∣∣∣∣∣+ u2·

∣∣∣∣∣∣∣
0 0 1

L
0 0 0

− 1
C2 0 0

∣∣∣∣∣∣∣
⎤⎥⎦ .

∣∣∣∣∣∣∣
il

vc1

vc2

∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣

1
L
0
0

∣∣∣∣∣∣∣·vIN , (29)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (30)

Each variable can be written as the sum of small alternating current (AC) variations and DC
steady-state quantities as follows:

x = X + x̃, (31)

u1 = U1 + ũ1, (32)

u2 = U2 + ũ2, (33)

vIN = VIN + ṽIN , (34)

vout = Vout + ṽout, (35)

Using this decomposition, Equations (31)–(35), Equations (29) and (30) become:

.
x̃ = [̃u1A1 + ũ2A2]·x̃ + BṽIN + [A0 + U1A1 + U2A2]· x̃ + ũ1A1X + ũ2A2X+[A0 + U1 A1 + U2 A2].X + BVIN , (36)

vout =
∣∣∣ 0 1 1

∣∣∣·
∣∣∣∣∣∣∣

il
vc1

vc2

∣∣∣∣∣∣∣, (37)

where: A0 =

∣∣∣∣∣∣∣
− rl

L − 1
L − 1

L
1
c1 − 1

R·C1 − 1
R·C1

1
C2 − 1

R·C2 − 1
R·C2

∣∣∣∣∣∣∣, A1 =

∣∣∣∣∣∣∣
0 1

L 0
−1
C1 0 0
0 0 0

∣∣∣∣∣∣∣, and A2 =

∣∣∣∣∣∣∣
0 0 1

L
0 0 0
−1
C2 0 0

∣∣∣∣∣∣∣.
Neglecting the higher-order terms, steady-state terms are null, and supposing that the supply

voltage is constant, terms written in bold, italic, and bold italic in Equation (36), respectively [3].
The SSM of the TLBDC is given by Equations (38) and (39):

.
x̃ = [A0 + U1A1 + U2A2]. x̃ + ũ1A1X + ũ2A2X, (38)

ṽout =
∣∣∣ 0 1 1

∣∣∣.
∣∣∣∣∣∣∣

ĩl
ṽc1

ṽc2

∣∣∣∣∣∣∣, (39)

The proposed model is validated through simulation and experimental results. Simulations were
performed on MATLAB software (Matworks, Natick, MA, USA) using the ode23 function, while the
experimental tests were carried out on the experimental setup depicted in Section 3. The TLBDC
parameters used for these tests are listed in Table 2.

The simulated and experimental output voltage curves for the switched model and the SSM
around 30% and 60% DRs are respectively illustrated in Figures 4 and 5, where 4% positive and
negative perturbations were introduced around those DR values.

Based on the results reported in Figure 4, it can be seen that the SSM behavior was in accordance
with the switched one. In addition, the presented experimental results in Figure 5 were closely
matching those obtained from the proposed SSM. By analyzing these results, one can see that the
proposed SSM gave an averaged behavior of the TLBDC for both DR cases.

524



Energies 2018, 11, 3073

  
(a) (b) 

Figure 4. Simulated SSM and switched model output voltage curves in the case of 4% DR perturbation:
(a) around 30%, and (b) around 60% DRs.

 
(a) (b) 

Figure 5. Experimental and SSM output voltages curves with 4% perturbation width: (a) around thirty
percent and (b) around sixty percent DRs.

The results for a DR transition from a value less than 50%, namely 30%, to another one higher
than 50%, namely 60%, are shown in Figure 6. The proposed SSAM and experimental output voltage
curves are shown in Figure 6a, while Figure 6b illustrates the conventional SSAM and experimental
output voltage curves. Finally, Figure 6c presents a comparison between the conventional approach
and the proposed one.

 
(a) (b) 

Figure 6. Cont.

525



Energies 2018, 11, 3073

(c) 
Figure 6. Curves for a DR value change from 30% to 60% to 30%: (a) proposed model and experimental
output voltages, (b) experimental and conventional approach output voltages, and (c) proposed and
conventional approach output voltages.

By analyzing the results depicted in Figure 6, the model behavior when the DR was changed from
a value less than 50% to another one higher than 50% is similar to the conventional one. Both SSAM
approaches had identical output voltage curves, but the conventional approach used two different
sub-models for the two duty ratio ranges, 0–50% and 50–100%, which required an additional selection
parameter that allowed for choosing the convenient model [17,18,20–22]. Additionally, unlike the
previous works [17,18,20–22,25], the followed procedure for TLBDC modeling was described in
step-by-step detail.

Applying Laplace transforms with zero initial conditions and using the superposition theorem,
the small-signal duty-cycles ũ1 and ũ2 to state vector x̃ transfer functions are as follows [3,24,35]:

x̃(s)
ũ1(s)

= |sI − [A0 + U1A1 + U2A2]|−1.A1X, . (40)

x̃(s)
ũ2(s)

= |sI − [A0 + U1A1 + U2A2]|−1.A2X, (41)

The transfer functions Ṽc1(s)
ũ1(s)

, Ṽc1(s)
ũ1(s)

, Ṽc2(s)
ũ1(s)

, Ṽc2(s)
ũ2(s)

, and Ṽc1(s)
Ṽc2(s)

can be deduced, and the required VB

controllers are then designed.

3. Three-Level Boost DC–DC Converter Voltage Balance Control (VBC) Analysis

In order to assess the suitable method/controller for the VB control of the TLBDC, a comparison
between two different methods using two different controllers, PI and Fuzzy, is carried out. The DR is
set by an outer control loop, and the PI/Fuzzy controller ensures the VB control. The VB controllers’
parameters are illustrated in Figure 7. The VB control is applied on both switches by subtracting the
VB controller output from SW1 DR and adding it to SW2 DR, or on the lower switch only, by adding it
to SW2 DR as illustrated in Figure 7. The duty cycles u1 and u2 are then used to generate the SW1 and
SW2 control signals, respectively. SW1 and SW2 control signals are phase shifted by 180◦ as previously
shown in Figure 2b,c.
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The aforementioned comparisons were examined via simulations performed in Matlab/Simulink
software (Matworks, Natick, MA, USA), while the experimental tests were performed on the TLBDC
prototype shown in Figure 8. The simplified scheme of the experimental setup and the TLBDC
parameters are shown in Figure 9 and Table 2, respectively.

 

Figure 8. TLBDC Experimental setup.

Figure 9. Block-diagram of the dSPACE DS1104 controller board.

Table 2. TLBDC parameters.

Parameter Value

Switching frequency 12.5 kHz
Inductance, ESR 9 mH, 0.1 Ω

Output capacitors 100 uF
Input voltage 15 Volts

Load 82 Ω
Diode’s forward voltage 0.5 Volts
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VB control was implemented using the dSPACE 1104. After building the TLBDC VBC based on
real-time Simulink-blocks, including the dSPACE 1104 slave-PWM generator and analog to digital
(A/D) converters, the C code was automatically generated, downloaded and executed on the dSPACE
board. The 180◦ phase-shifted control signals were generated using the dSPACE 1104. The logic
signals were provided to an IR2110 gate driver that allowed for controlling the two TLBDC’s MOSFETs
(Metal–Oxide–Semiconductor Field-Effect Transistors). The dSPACE DS1104 ControlDesk monitor
software was used to visualize and save the experimental data. The implemented Matlab/Simulink
models on the dSPACE DS1104 board are shown in Figure 10, where Figure 10a illustrates the
implemented model when the VB was applied on the lower switch of TLBDC, and Figure 10b shows
the implemented model when the VB control was applied on both TLBDC switches. The VB controller,
indicated in Figure 10, was either a Fuzzy or PI controller whose parameters are shown in Figure 7.

(a) 

(b) 

Figure 10. Matlab/Simulink implemented model on the dSPACE DS1104 board: (a) VB control applied
on the TLBDC lower switch, and (b) VB control applied on either switche of the TLBDC.

Simulation and experimental results are depicted in Figures 11 and 12, respectively. Simulated
output capacitors’ voltages before and after applying the VB control at t = 0.025 s are presented in
Figure 11. Using a PI controller, the VB was approximately achieved in 5 ms and 15 ms when the
VBC was applied on both TLBDC switches, or only one, respectively. While the Fuzzy controller
ensured a VB within 3 ms and 10 ms when the VBC was applied on both switches or on the lower
switch, respectively. The same results could be deduced from experimental results presented in
Figure 12, where the VB control was applied at t = 0.05 s. The VB, using a PI controller, was achieved
in approximately 0.1 s and 0.3 s, when applying the VB control on both switches or one switch,
respectively. While it was approximately achieved, using a Fuzzy controller, within 0.08 s and 0.15 s
when the VB control was applied on both switches or on the lower switch, respectively.
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(a) (b) 

 
(c) (d) 

Figure 11. Simulated output capacitors’ voltage curves after applying a balancing control at t = 0.025 s:
(a) on both switches using a PI VB controller, and (b) on the lower switch using a PI VB controller, (c) on
both switches using a Fuzzy VB controller, and (d) on the lower switch using a Fuzzy VB controller.

 
(a) (b) 

 
(c) (d) 

Figure 12. Experimental output capacitors’ voltage curves: (a) on both switches using a PI VB controller,
and (b) on the lower switch using a PI VB controller, (c) on both switches using a Fuzzy VB controller,
and (d) on the lower switch using a Fuzzy VB controller.
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According to the previous results, static and dynamic behaviors of the proposed model are in
agreement with the experiments. The slight observed differences were mainly caused by the simplified
assumptions made in the analysis, the slight errors introduced by measuring instruments, etc.

By analyzing the obtained results from the VB control analysis, one can see that the experimental
results were in good agreement with the simulated ones. The differences observed in the VB controller’s
response times, in simulations and experiments, were mainly due to delays included by the digital to
analogue (D/A) conversions, the processing time for real time implementation, and the needed time
for the voltage average value calculation loop.

The analysis has shown that a VB was ensured in all cases. However, for both controllers,
applying the VB control on either of the TLBDC’s switches allows achieving the VB within a
reduced time compared to applying it on one switch only. This showed that the works presented in
References [29–33], where a VB control was applied on both TLBDC switches, have used an efficient
way to ensure a VB control. In addition, the Fuzzy VB controller showed better performances compared
to the PI controller, in terms of the requested time to ensure a VB for both cases as indicated in Table 3.

Table 3. Time to ensure VBC.

VBC
Requested Time to Ensure VBC

Applied on One Switch (ms)
Requested Time to Ensure VBC
Applied on Either Switch (ms)

PI
Simulation 15 5

Experiments 300 100

Fuzzy Simulation 10 3

Experiments 150 80

4. Summary and Conclusions

The results of this study present a significant advance in the modeling and control of TLBDCs.
This research also fills the gap in the related literature concerning this topic and provides new findings.
The TLBDC unique model that describes the converter behavior for all DR values was first described
in details. Based on the TLBDC switches’ states and their equivalent electrical schemes, the state-space
modeling of a non-zero inductor ESR TLBDC was carried out, and its SSM was then derived and
validated using a TLBDC prototype. In a second stage, a VB control analysis was presented. Two VB
controllers, PI and Fuzzy types, were used and their outputs were applied on both or one TLBDC
switch(es), respectively. This allowed for choosing the efficient way and convenient controller for the
TLBDC VB control.

The obtained results showed a good agreement between simulations and experiments. They also
demonstrated that the developed model gave an accurate estimation of the TLBDC behavior. Generally,
the presented results reflected an accurate approximation of the real results in dynamic, small
perturbations around a corresponding operating point, and steady-state modes. These results have
also shown that VB was achieved in all cases. However, applying the VB control on both switches
allowed for achieving a VB in a reduced time compared to applying it on one switch. In addition,
the Fuzzy controller presented good results, in terms of required time to ensure a VB control, when
compared to the PI VB controller.
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