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## Preface to "New Trends in Differential and Difference Equations and Applications"

Differential and difference equations, their methods, their techniques, and their huge variety of applications have attracted interest in different fields of science in the last few years. Not only their solvability and the study of qualitative properties have been the aim of many research papers, but, also, their role in different types of boundary value problems have allowed the study of many real-world phenomena.

This Special Issue provides examples of some new methods and techniques on research topics, such as sufficient conditions to obtain heteroclinic solutions for phi-Laplacian equations, invariants, local and global solutions, stability theory (asymptotic, exponential, Lipsichtz, etc.), numerical methods for partial differential equations, fuzzy integro-differential equations, divided-difference equations, limit-periodic solutions for difference equations, Bäcklund transformations for nonlinear equations and systems, and coupled systems with functional boundary conditions that include the periodic case.

These topics, which encompass several areas of mathematical research, give the reader a comprehensive and quick overview of the trends and recent research results, which may be useful in their research or in future research topics.
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#### Abstract

In this paper, we consider the second order discontinuous differential equation in the real line, $\left(a(t, u) \phi\left(u^{\prime}\right)\right)^{\prime}=f\left(t, u, u^{\prime}\right)$, a.e. $t \in \mathbb{R}, u(-\infty)=v^{-}, u(+\infty)=v^{+}$, with $\phi$ an increasing homeomorphism such that $\phi(0)=0$ and $\phi(\mathbb{R})=\mathbb{R}, a \in C\left(\mathbb{R}^{2}, \mathbb{R}\right)$ with $a(t, x)>0$ for $(t, x) \in \mathbb{R}^{2}$, $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ a $L^{1}$-Carathéodory function and $v^{-}, v^{+} \in \mathbb{R}$ such that $v^{-}<v^{+}$. The existence and localization of heteroclinic connections is obtained assuming a Nagumo-type condition on the real line and without asymptotic conditions on the nonlinearities $\phi$ and $f$. To the best of our knowledge, this result is even new when $\phi(y)=y$, that is for equation $\left(a(t, u(t)) u^{\prime}(t)\right)^{\prime}=f\left(t, u(t), u^{\prime}(t)\right)$, a.e. $t \in \mathbb{R}$. Moreover, these results can be applied to classical and singular $\phi$-Laplacian equations and to the mean curvature operator.
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## 1. Introduction

In this paper, we study the second order non-autonomous half-linear equation on the whole real line,

$$
\begin{equation*}
\left(a(t, u) \phi\left(u^{\prime}\right)\right)^{\prime}=f\left(t, u, u^{\prime}\right), \text { a.e. } t \in \mathbb{R} \tag{1}
\end{equation*}
$$

with $\phi$ an increasing homeomorphism, $\phi(0)=0$ and $\phi(\mathbb{R})=\mathbb{R}, a \in C\left(\mathbb{R}^{2}, \mathbb{R}\right)$ such that $a(t, x)>0$ for $(t, x) \in \mathbb{R}^{2}$, and $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ a $L^{1}$-Carathéodory function, together with the asymptotic conditions:

$$
\begin{equation*}
u(-\infty)=v^{-}, u(+\infty)=v^{+} \tag{2}
\end{equation*}
$$

with $v^{+}, v^{-} \in \mathbb{R}$ such that $v^{-}<v^{+}$. Moreover, an application to singular $\phi$-Laplacian equations will be shown.

This problem (1) and (2) was studied in [1,2]. This last paper contained several results and criteria. For example, Theorem 2.1 in [2] guarantees the existence of heteroclinic solutions under, in short, the following main assumptions:

- $\quad \phi$ grows at most linearly at infinity;
- $f\left(t, v^{-}, 0\right) \leq 0 \leq f\left(t, v^{+}, 0\right)$ for a.e.t $\in \mathbb{R}$;
- there exist constants $L, H>0$, a continuous function $\theta: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$and a function $\lambda \in L^{p}([-L, L])$, with $1 \leq p \leq \infty$, such that:

$$
\begin{aligned}
|f(t, x, y)| & \leq \lambda(t) \theta(a(t, x)|y|), \text { for a.e. }|t| \leq L, \text { every } x \in\left[v^{-}, v^{+}\right] \\
|y| & >H, \int^{+\infty} \frac{s^{1-\frac{1}{\theta}}}{\theta(s)} d s=+\infty
\end{aligned}
$$

- for every $C>0$, there exist functions $\eta_{C} \in L^{1}(\mathbb{R}), \Lambda_{C} \in L_{l o c}^{1}([0,+\infty))$, null in $[0, L]$ and positive in $[L,+\infty)$, and $N_{C}(t) \in L^{1}(\mathbb{R})$ such that:

$$
\begin{aligned}
f(t, x, y) & \leq-\Lambda_{C}(t) \phi(|y|) \\
f(-t, x, y) & \geq \Lambda_{C}(t) \phi(|y|), \text { for a.e. } t \geq L, \text { every } x \in\left[v^{-}, v^{+}\right] \\
|y| & \leq N_{C}(t) \\
|f(t, x, y)| & \leq \eta_{C}(t) \text { if } x \in\left[v^{-}, v^{+}\right],|y| \leq N_{C}(t), \text { for a.e.t } \in \mathbb{R}
\end{aligned}
$$

Motivated by these works, we prove, in this paper, the existence of heteroclinic solutions for (1) assuming a Nagumo-type condition on the real line and without asymptotic assumptions on the nonlinearities $\phi$ and $f$. The method follows arguments suggested in [3-5], applying the technique of [3] to a more general function $a$, with an adequate functional problem and to classical and singular $\phi$-Laplacian equations. The most common application for $\phi$ is the so-called $p$-Laplacian, i.e., $\phi(y)=$ $|y|^{p-2} p, p>1$, and even in this particular case, verifying (4), the new assumption on $\phi$.Moreover, this type of equation includes, for example, the mean curvature operator. On the other hand, to the best of our knowledge, the main result is even new when $\phi(y)=y$, that is for equation:

$$
\left(a(t, u) u^{\prime}\right)^{\prime}=f\left(t, u, u^{\prime}\right), \text { a.e. } \in \mathbb{R}
$$

The study of differential equations and boundary value problems on the half-line or in the whole real line and the existence of homoclinic or heteroclinic solutions have received increasing interest in the last few years, due to the applications to non-Newtonian fluids theory, the diffusion of flows in porous media, and nonlinear elasticity (see, for instance, [6-16] and the references therein). In particular, heteroclinic connections are related to processes in which the variable transits from an unstable equilibrium to a stable one (see, for example, [17-24]); that is why heteroclinic solutions are often called transitional solutions.

The paper is organized in this way: Section 2 contains some notations and auxiliary results. In Section 3, we prove the existence of heteroclinic connections for a functional problem, which is used to obtain an existence and location theorem for heteroclinic solutions for the initial problem. Section 4 contains an example, to show the applicability of the main theorem. The last section applies the above theory to singular $\phi$-Laplacian differential equations.

## 2. Notations and Auxiliary Results

Throughout this paper, we consider the set $X:=B C^{1}(\mathbb{R})$ of the $C^{1}(\mathbb{R})$ bounded functions, equipped with the norm $\|x\|_{X}=\max \left\{\|x\|_{\infty},\left\|x^{\prime}\right\|_{\infty}\right\}$, where $\|y\|_{\infty}:=\sup _{t \in \mathbb{R}}|y(t)|$.

By standard procedures, it can be shown that $\left(X,\|\cdot\|_{X}\right)$ is a Banach space.
As a solution of the problem (1) and (2), we mean a function $u \in X$ such that $t \mapsto$ $\left(a(t, u(t)) \phi\left(u^{\prime}(t)\right)\right) \in W^{1,1}(\mathbb{R})$ and satisfying (1) and (2).

The $L^{1}$-Carathéodory functions will play a key role throughout the work:
Definition 1. A function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is $L^{1}$-Carathéodory if it verifies:
(i) for each $(x, y) \in \mathbb{R}^{2}, t \mapsto f(t, x, y)$ is measurable on $\mathbb{R}$;
(ii) for almost every $t \in \mathbb{R},(x, y) \mapsto f(t, x, y)$ is continuous in $\mathbb{R}^{2}$;
(iii) for each $\rho>0$, there exists a positive function $\varphi_{\rho} \in L^{1}(\mathbb{R})$ such that, for $\max \left\{\sup _{t \in \mathbb{R}}|x(t)|, \sup _{t \in \mathbb{R}}|y(t)|\right\}<\rho$,

$$
\begin{equation*}
|f(t, x, y)| \leq \varphi_{\rho}(t), \text { a.e. } t \in \mathbb{R} \tag{3}
\end{equation*}
$$

The following hypothesis will be assumed:
$\left(H_{1}\right) \phi$ is an increasing homeomorphism with $\phi(0)=0$ and $\phi(\mathbb{R})=\mathbb{R}$ such that:

$$
\begin{equation*}
\left|\phi^{-1}(w)\right| \leq \phi^{-1}(|w|) \tag{4}
\end{equation*}
$$

$\left(H_{2}\right) a \in C\left(\mathbb{R}^{2}, \mathbb{R}\right)$ is a continuous and positive function with $a(t, x) \rightarrow+\infty$ as $|t| \rightarrow+\infty$.
To overcome the lack of compactness of the domain, we apply the following criterion, suggested in [25]:

Lemma 1. A set $M \subset X$ is compact if the following conditions hold:

1. $M$ is uniformly bounded in $X$;
2. the functions belonging to $M$ are equicontinuous on any compact interval of $\mathbb{R}$;
3. the functions from $M$ are equiconvergent at $\pm \infty$, that is, given $\epsilon>0$, there exists $T(\epsilon)>0$ such that:

$$
|f(t)-f( \pm \infty)|<\epsilon \text { and }\left|f^{\prime}(t)-f^{\prime}( \pm \infty)\right|<\epsilon
$$

for all $|t|>T(\epsilon)$ and $f \in M$.

## 3. Existence Results

The first existence result for heteroclinic connections will be obtained for an auxiliary functional problem without the usual asymptotic or growth assumptions on $\phi$ or on the nonlinearity $f$.

Consider two continuous operators $A: X \rightarrow C(\mathbb{R}), x \longmapsto A_{x}$, with $A_{x}>0, \forall x \in X$, and $F: X \rightarrow L^{1}(\mathbb{R}), x \longmapsto F_{x}$, the functional problem composed of:

$$
\begin{equation*}
\left(A_{u}(t) \phi\left(u^{\prime}(t)\right)\right)^{\prime}=F_{u}(t), \text { a.e. } t \in \mathbb{R} \tag{5}
\end{equation*}
$$

and the boundary conditions (2).
Define, for each bounded set $\Omega \subset X$,

$$
\begin{equation*}
m(t):=\min _{x \in \Omega} A_{x}(t) \tag{6}
\end{equation*}
$$

and for the above operators, assume that:
$\left(F_{1}\right)$ For each $\eta>0$, there is $\psi_{\eta} \in L^{1}(\mathbb{R})$, with $\psi_{\eta}(t)>0$, a.e. $t \in \mathbb{R}$, such that $\left|F_{x}(t)\right| \leq \psi_{\eta}(t)$, a.e. $t \in \mathbb{R}$, whenever $\|x\|_{X}<\eta$.
$\left(A_{1}\right) A_{x}(t) \rightarrow+\infty$ as $|t| \rightarrow+\infty$ and:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \psi_{\eta}(r) d r}{m(s)}\right) d s<+\infty \tag{7}
\end{equation*}
$$

Theorem 1. Assume that conditions $\left(H_{1}\right),\left(F_{1}\right)$, and $\left(A_{1}\right)$ hold and there is $R>0$ such that:

$$
\max \left\{\begin{array}{c}
\left|v^{-}\right|+\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \psi_{R}(r) d r}{m(s)}\right) d s,  \tag{8}\\
\sup \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \psi_{R}(r) d r}{m(t)}\right)
\end{array}\right\}<R
$$

Then, there exists $u \in X$ such that $A_{u} \cdot\left(\phi \circ u^{\prime}\right) \in W^{1,1}(\mathbb{R})$, verifying (5) and (2), given by:

$$
\begin{equation*}
u(t)=v^{-}+\int_{-\infty}^{t} \phi^{-1}\left(\frac{\tau_{u}+\int_{-\infty}^{s} F_{u}(r) d r}{A_{u}(s)}\right) d s \tag{9}
\end{equation*}
$$

where $\tau_{u}$ is the unique solution of:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{\tau_{u}+\int_{-\infty}^{s} F_{u}(r) d r}{A_{u}(s)}\right) d s=v^{+}-v^{-} \tag{10}
\end{equation*}
$$

Moreover, for $R>0$ such that $\|x\|_{X}<R$,

$$
\begin{equation*}
\tau_{u} \in\left[w_{1}, w_{2}\right] \tag{11}
\end{equation*}
$$

with:

$$
\begin{equation*}
w_{1}:=-\int_{-\infty}^{+\infty} \Psi_{R}(r) d r \tag{12}
\end{equation*}
$$

and:

$$
\begin{equation*}
w_{2}:=\int_{-\infty}^{+\infty} \Psi_{R}(r) d r \tag{13}
\end{equation*}
$$

Proof. For every $x \in X$, define the operator $T: X \rightarrow X$ by

$$
T_{x}(t)=v^{-}+\int_{-\infty}^{t} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s
$$

where $\tau_{x} \in \mathbb{R}$ is the unique solution of:

$$
\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s=v^{+}-v^{-}
$$

To show that $\tau_{x}$ is the unique solution of (10), consider the strictly-increasing function in $\mathbb{R}$ :

$$
G(y):=\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{y+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s
$$

and remark that:

$$
\lim _{y \rightarrow-\infty} G(y)=\int_{-\infty}^{+\infty} \phi^{-1}(-\infty) d s=-\infty
$$

and:

$$
\begin{equation*}
\lim _{y \rightarrow+\infty} G(y)=\int_{-\infty}^{+\infty} \phi^{-1}(+\infty) d s=+\infty \tag{14}
\end{equation*}
$$

Moreover, for $w_{1}$ given by (12) and $w_{2}$ given by (13), $G\left(w_{1}\right)$ and $G\left(w_{2}\right)$ have opposite signs, as:

$$
G\left(w_{1}\right)=\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{w_{1}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s \leq 0<v^{+}-v^{-}
$$

$$
G\left(w_{2}\right)=\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{w_{2}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s \geq 0
$$

As $G$ is strictly increasing in $\mathbb{R}$, by (14), there is $k \geq 0$ such that $w_{3}=w_{2}+k$ and $G\left(w_{3}\right) \geq v^{+}-v^{-}$. Therefore, the equation $G(y)=v^{-}-v^{+}$has a unique solution $\tau_{x}$, and by Bolzano's theorem, $\tau_{x} \in$ [ $w_{1}, w_{2}$ ], when $\|x\|_{X}<R$, for some $R>0$.

It is clear that if $T$ has a fixed point $u$, then $u$ is a solution of the problem (5) and (2).
To prove the existence of such a fixed point, we consider several steps:
Step 1. $T: X \rightarrow X$ is well defined
By the positivity of $A$ and the continuity of $A$ and $F$, then $T_{x}$ and:

$$
T_{x}^{\prime}(t)=\phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t} F_{x}(r) d r}{A_{x}(t)}\right)
$$

are continuous on $\mathbb{R}$, that is $T_{x} \in C^{1}(\mathbb{R})$.
Moreover, by $\left(H_{1}\right),\left(F_{1}\right),\left(A_{1}\right)$, and (10), $T_{x}$ and $T_{x}^{\prime}$ are bounded. Therefore, $T_{x} \in X$.
Step 2. $T$ is compact.
Let $B \subset X$ be a bounded subset, $x \in B$, and $\rho_{0}>0$ such that $\|x\|_{X}<\rho_{0}$. Consider $m(t)$ given by (6) with $\Omega=B$.

Claim: TB is uniformly bounded in $X$.
By (4), (11), and ( $A_{1}$ ), we have:

$$
\begin{aligned}
\left\|T_{x}\right\|_{\infty} & =\sup _{t \in \mathbb{R}}\left|v^{-}+\int_{-\infty}^{t} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s\right| \\
& \leq \sup _{t \in \mathbb{R}}\left(\left|v^{-}\right|+\int_{-\infty}^{t} \phi^{-1}\left(\left|\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right|\right) d s\right) \\
& \leq \sup _{t \in \mathbb{R}}\left(\left|v^{-}\right|+\int_{-\infty}^{t} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{s}\left|F_{x}(r)\right|}{A_{x}(s)} d r\right) d s\right) \\
& \leq\left|v^{-}\right|+\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{s} \Psi_{\rho_{0}}(r) d r}{A_{x}(s)}\right) d s \\
& \leq\left|v^{-}\right|+\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\rho_{0}}(r) d r}{m(s)}\right) d s<+\infty,
\end{aligned}
$$

and:

$$
\begin{aligned}
\left\|T_{x}^{\prime}\right\|_{\infty} & =\sup _{t \in \mathbb{R}}\left|\phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t} F_{x}(r) d r}{A_{x}(t)}\right)\right| \leq \sup _{t \in \mathbb{R}} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{t}\left|F_{x}(r)\right| d r}{A_{x}(t)}\right) \\
& \leq \sup _{t \in \mathbb{R}} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{+\infty} \Psi_{\rho_{0}}(r) d r}{A_{x}(t)}\right) \\
& \leq \sup _{t \in \mathbb{R}} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\rho_{0}}(r) d r+k}{m(t)}\right)<+\infty .
\end{aligned}
$$

Therefore, TB is uniformly bounded in $X$.
Claim: TB is equicontinuous on $X$.
For $M>0$, consider $t_{1}, t_{2} \in[-M, M]$, and without loss of generality, $t_{1}<t_{2}$.

Then, by (4), (11) and ( $A_{1}$ ),

$$
\begin{aligned}
\left|T_{x}\left(t_{1}\right)-T_{x}\left(t_{2}\right)\right|= & \left\lvert\, \int_{-\infty}^{t_{1}} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s\right. \\
& \left.-\int_{-\infty}^{t_{2}} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s \right\rvert\, \\
= & \left|\int_{t_{1}}^{t_{2}} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s\right| \\
\leq & \int_{t_{1}}^{t_{2}} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{s}\left|F_{x}(r)\right| d r}{A_{x}(s)}\right) d s \\
\leq & \int_{t_{1}}^{t_{2}} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\rho_{0}}(r) d r}{m(s)}\right) d s \\
\longrightarrow & 0, \text { uniformly as } t_{1} \rightarrow t_{2}
\end{aligned}
$$

and:

$$
\begin{aligned}
\left|T_{x}^{\prime}\left(t_{1}\right)-T_{x}^{\prime}\left(t_{2}\right)\right|= & \left\lvert\, \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t_{1}} F_{x}(r) d r}{A_{x}\left(t_{1}\right)}\right)\right. \\
& \left.-\phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t_{2}} F_{x}(r) d r}{A_{x}\left(t_{2}\right)}\right) \right\rvert\, \\
\longrightarrow & 0, \text { uniformly as } t_{1} \rightarrow t_{2}
\end{aligned}
$$

Therefore, TB is equicontinuous on $X$.
Claim: TB is equiconvergent at $\pm \infty$.
Let $u \in B$. As in the claims above:

$$
\begin{aligned}
\left|T_{x}(t)-\lim _{t \rightarrow-\infty}\left(T_{x}(t)\right)\right| & =\left|\int_{-\infty}^{t} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s\right| \\
& \leq \int_{-\infty}^{t} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\rho_{0}}(r) d r}{m(s)}\right) d s \\
& \longrightarrow 0, \text { as } t \rightarrow-\infty,
\end{aligned}
$$

and:

$$
\begin{aligned}
\left|T_{x}(t)-\lim _{t \rightarrow+\infty}\left(T_{x}(t)\right)\right|= & \left\lvert\, \int_{-\infty}^{t} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s\right. \\
& \left.-\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s \right\rvert\, \\
= & \left|\int_{t}^{+\infty} \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{s} F_{x}(r) d r}{A_{x}(s)}\right) d s\right| \\
\leq & \int_{t}^{+\infty} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\eta}(r) d r}{m(s)}\right) d s \\
\longrightarrow & 0, \text { as } t \rightarrow+\infty .
\end{aligned}
$$

Moreover, by $\left(A_{1}\right)$,

$$
\begin{aligned}
\left|T_{x}^{\prime}(t)-\lim _{t \rightarrow-\infty} T_{x}^{\prime}(t)\right| & =\left|\phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t} F_{x}(r) d r}{A_{x}(t)}\right)-\phi^{-1}\left(\frac{\tau_{x}}{\lim _{t \rightarrow-\infty} A_{x}(t)}\right)\right| \\
& \leq\left|\phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t} \Psi_{\rho_{0}}(r) d r}{A_{x}(t)}\right)\right| \\
& \longrightarrow 0, \text { as } t \rightarrow-\infty,
\end{aligned}
$$

and:

$$
\begin{aligned}
\left|T_{x}^{\prime}(t)-\lim _{t \rightarrow+\infty} T_{x}^{\prime}(t)\right|= & \left\lvert\, \phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{t} F_{x}(r) d r}{A_{x}(t)}\right)\right. \\
& \left.-\phi^{-1}\left(\frac{\tau_{x}+\int_{-\infty}^{+\infty} F_{x}(r) d r}{\lim _{t \rightarrow-\infty} A_{x}(t)}\right) \right\rvert\, \\
\longrightarrow & 0, \text { as } t \rightarrow+\infty .
\end{aligned}
$$

Therefore, $T B$ is equiconvergent at $\pm \infty$, and by Lemma $1, T$ is compact.
Step 3. Let $D \subset X$ be a closed and bounded set. Then, $T D \subset D$.
Consider $D \subset X$ defined as:

$$
D=\left\{x \in X:\|x\|_{X} \leq \rho_{1}\right\}
$$

with $\rho_{1}$ such that:

$$
\rho_{1}:=\max \left\{\left|v^{-}\right|+\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{K}{m^{*}(s)}\right) d s, \sup _{t \in \mathbb{R}} \phi^{-1}\left(\frac{K}{m^{*}(t)}\right)\right\},
$$

with:

$$
K:=2 \int_{-\infty}^{+\infty} \Psi_{\rho_{1}}(r) d r
$$

and:

$$
m^{*}(t):=\min _{x \in B} A_{x}(t)
$$

Let $x \in D$. Following similar arguments as in the previous claims, with $m(t)$ given by (6) and $\Omega=D$,

$$
\begin{aligned}
\left\|T_{x}\right\|_{\infty} & =\sup _{t \in \mathbb{R}}\left|T_{x}(t)\right| \\
& \leq\left|v^{-}\right|+\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{s} \Psi_{\rho_{1}}(r) d r}{A_{x}(s)}\right) d s \\
& \leq\left|v^{-}\right|+\int_{-\infty}^{+\infty} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\rho_{1}}(r) d r}{m^{*}(s)}\right) d s<\rho_{1}
\end{aligned}
$$

and:

$$
\begin{aligned}
\left\|T_{x}^{\prime}\right\|_{\infty} & =\sup _{t \in \mathbb{R}}\left|T_{x}^{\prime}(t)\right| \leq \sup _{t \in \mathbb{R}} \phi^{-1}\left(\frac{\left|\tau_{x}\right|+\int_{-\infty}^{t}\left|F_{x}(r)\right| d r}{A_{x}(t)}\right) \\
& \leq \sup _{t \in \mathbb{R}} \phi^{-1}\left(\frac{2 \int_{-\infty}^{+\infty} \Psi_{\rho_{1}}(r) d r}{m^{*}(t)}\right)<\rho_{1} .
\end{aligned}
$$

Therefore, $T D \subset D$. By Schauder's fixed point theorem, $T_{x}$ has a fixed point in $X$. That is, there is a heteroclinic solution of the problem (5) and (2).

To make the relation between the functional problem and the initial one, we apply the lower and upper solution method, according to the following definition:

Definition 2. A function $\alpha \in X$ is a lower solution of the problem (1) and (2) if $t \mapsto\left(a(t, \alpha(t)) \phi\left(\alpha^{\prime}(t)\right)\right) \in$ $W^{1,1}(\mathbb{R})$,

$$
\begin{equation*}
\left.(a(t, \alpha)) \phi\left(\alpha^{\prime}\right)\right)^{\prime} \geq f\left(t, \alpha, \alpha^{\prime}\right) \text {, a.e. } t \in \mathbb{R} \tag{15}
\end{equation*}
$$

and:

$$
\begin{equation*}
\alpha(-\infty) \leq v^{-}, \alpha(+\infty) \leq v^{+} . \tag{16}
\end{equation*}
$$

An upper solution $\beta \in X$ of the problem (1) and (2) satisfies $t \mapsto\left(a(t, \beta(t)) \phi\left(\beta^{\prime}(t)\right)\right) \in W^{1,1}(\mathbb{R})$ and the reversed inequalities.

To have some control on the first derivative, we apply a Nagumo-type condition:
Definition 3. A L'-Carathéodory function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ satisfies a Nagumo-type growth condition relative to $\alpha, \beta \in X$, with $\alpha(t) \leq \beta(t), \forall t \in \mathbb{R}$ if there are positive and continuous functions $\psi, \theta: \mathbb{R} \rightarrow \mathbb{R}^{+}$such that:

$$
\begin{equation*}
\sup _{t \in \mathbb{R}} \psi(t)<+\infty, \int_{0}^{+\infty} \frac{\left|\phi^{-1}(s)\right|}{\theta\left(\left|\phi^{-1}(s)\right|\right)} d s=+\infty, \tag{17}
\end{equation*}
$$

and:

$$
\begin{equation*}
|f(t, x, y)| \leq \psi(t) \theta(|y|), \text { for a.e. } t \in \mathbb{R} \text { and } \alpha(t) \leq x \leq \beta(t) \tag{18}
\end{equation*}
$$

Lemma 2. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be a $L^{1}$-Carathéodory function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ satisfying a Nagumo-type growth condition relative to $\alpha, \beta \in B C(\mathbb{R})$, with $\alpha(t) \leq \beta(t), \forall t \in \mathbb{R}$. Then, there exists $N>0$ (not depending on $u$ ) such that for every solution $u$ of (1) and (2) with:

$$
\begin{equation*}
\alpha(t) \leq u(t) \leq \beta(t), \text { for } t \in \mathbb{R} \tag{19}
\end{equation*}
$$

we have:

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{\infty}<N \tag{20}
\end{equation*}
$$

Proof. Let $u$ be a solution of (1) and (2) verifying (19). Take $r>0$ such that:

$$
\begin{equation*}
r>\max \left\{\left|v^{-}\right|,\left|v^{+}\right|\right\} \tag{21}
\end{equation*}
$$

If $\left|u^{\prime}(t)\right| \leq r, \forall t \in \mathbb{R}$, the proof would be complete by taking $N>r$.
Suppose there is $t_{0} \in \mathbb{R}$ such that $\left|u^{\prime}\left(t_{0}\right)\right|>N$.

In the case $u^{\prime}\left(t_{0}\right)>N$, by (17), we can take $N>r$ such that:

$$
\begin{equation*}
\int_{a(t, u)) \phi(r)}^{a(t, u)) \phi(N)} \frac{\left|\phi^{-1}\left(\frac{s}{a(s, u(s))}\right)\right|}{\theta\left(\left|\phi^{-1}\left(\frac{s}{a(s, u(s))}\right)\right|\right)} d s>M\left(\sup _{t \in \mathbb{R}} \beta(t)-\inf _{t \in \mathbb{R}} \alpha(t)\right) \tag{22}
\end{equation*}
$$

with $M:=\sup _{t \in \mathbb{R}} \psi(t)$, which is finite by (17).
By (2), there are $t_{1}, t_{2} \in \mathbb{R}$ such that $t_{1}<t_{2}, u^{\prime}\left(t_{1}\right)=N, u^{\prime}\left(t_{2}\right)=r$, and $r \leq u^{\prime}(t) \leq N, \forall t \in\left[t_{1}, t_{2}\right]$. Therefore, the following contradiction with (22) holds, by the change of variable $a(t, u) \phi\left(u^{\prime}(t)\right)=s$ and (17):

$$
\begin{aligned}
\int_{a(t, u) \phi(r)}^{a(t, u) \phi(N)} \frac{\left|\phi^{-1}\left(\frac{s}{a(s, u(s))}\right)\right|}{\theta\left(\left|\phi^{-1}\left(\frac{s}{a(s, u(s))}\right)\right|\right)} d s & =\int_{a(t, u) \phi\left(u^{\prime}\left(t_{2}\right)\right)}^{a(t, u) \phi\left(u^{\prime}\left(t_{1}\right)\right)} \frac{\left|\phi^{-1}\left(\frac{s}{a(s, u(s))}\right)\right|}{\theta\left(\left|\phi^{-1}\left(\frac{s}{a(s, u(s))}\right)\right|\right)} d s \\
& =\int_{t_{2}}^{t_{1}} \frac{u^{\prime}(s)}{\theta\left(u^{\prime}(s)\right)}\left(\phi\left(u^{\prime}(s)\right)\right)^{\prime} d s \\
& =-\int_{t_{1}}^{t_{2}} \frac{f\left(s, u(s), u^{\prime}(s)\right)}{\theta\left(u^{\prime}(s)\right)} u^{\prime}(s) d s \\
& \leq \int_{t_{1}}^{t_{2}} \frac{\left|f\left(s, u(s), u^{\prime}(s)\right)\right|}{\theta\left(u^{\prime}(s)\right)} u^{\prime}(s) d s \\
& \leq \int_{t_{1}}^{t_{2}} \psi(s) u^{\prime}(s) d s \leq M \int_{t_{1}}^{t_{2}} u^{\prime}(s) d s \\
& \leq M\left(u\left(t_{2}\right)-u\left(t_{1}\right)\right) \\
& \leq M\left(\sup _{t \in \mathbb{R}} \beta(t)-\inf _{t \in \mathbb{R}} \alpha(t)\right)
\end{aligned}
$$

Therefore, $u^{\prime}(t)<N, \forall t \in \mathbb{R}$.
By similar arguments, it can be shown that $u^{\prime}(t)>-N, \forall t \in \mathbb{R}$. Therefore, $\left\|u^{\prime}\right\|_{\infty}<N, \forall t \in \mathbb{R}$.
The next lemma, in [26], provides a technical tool to use going forward:
Lemma 3. For $v, w \in C(I)$ such that $v(x) \leq w(x)$, for every $x \in I$, define:

$$
q(x, u)=\max \{v, \min \{u, w\}\} .
$$

Then, for each $u \in C^{1}(I)$, the next two properties hold:
(a) $\frac{d}{d x} q(x, u(x))$ exists for a.e. $x \in I$.
(b) If $u, u_{m} \in C^{1}(I)$ and $u_{m} \rightarrow u$ in $C^{1}(I)$, then:

$$
\frac{d}{d x} q\left(x, u_{m}(x)\right) \rightarrow \frac{d}{d x} q(x, u(x)) \text { for a.e. } x \in I
$$

The main result will be given by the next theorem:
Theorem 2. Suppose that $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is a $L^{1}$-Carathéodory function verifying a Nagumo-type condition and hypotheses $\left(H_{1}\right),\left(H_{2}\right)$, and (8). If there are lower and upper solutions of the problem (1) and (2), $\alpha$ and $\beta$, respectively, such that:

$$
\alpha(t) \leq \beta(t), \forall t \in \mathbb{R}
$$

then there is a function $u \in X$ with $t \mapsto\left(a(t, u(t)) \phi\left(u^{\prime}(t)\right)\right) \in W^{1,1}(\mathbb{R})$, the solution of the problem (1) and (2) and:

$$
\alpha(t) \leq u(t) \leq \beta(t), \forall t \in \mathbb{R}
$$

Proof. Define the truncation operator $Q: W^{1,1}(\mathbb{R}) \rightarrow X \subset W^{1,1}(\mathbb{R})$ given by:

$$
Q(x):=Q_{x}(t)=\left\{\begin{array}{lc}
\beta(t), & x(t)>\beta(t) \\
x(t), & \alpha(t) \leq x(t) \leq \beta(t) \\
\alpha(t), & x(t)<\alpha(t)
\end{array}\right.
$$

Consider the modified equation:

$$
\begin{align*}
\left.\left(a\left(t, Q_{u}\right)\right) \phi\left(\frac{d}{d t} Q_{u}\right)\right)^{\prime}= & f\left(t, Q_{u}(t), \frac{d}{d t} Q_{u}(t)\right)  \tag{23}\\
& +\frac{1}{1+t^{2}} \frac{u(t)-Q_{u}(t)}{1+\left|u(t)-Q_{u}(t)\right|}
\end{align*}
$$

for a.e. $t \in \mathbb{R}$, which is well defined by Lemma 3.
Claim 1: Every solution $u(t)$ of the problem (23) and (2) verifies:

$$
\alpha(t) \leq u(t) \leq \beta(t), \forall t \in \mathbb{R}
$$

Let $u$ be a solution of the problem (23) and (2), and suppose, by contradiction, that there is $t_{0}$ such that $\alpha\left(t_{0}\right)>u\left(t_{0}\right)$. Remark that, by (16), $t_{0} \neq \pm \infty$ as $u( \pm \infty)-\alpha( \pm \infty) \geq 0$.

Define:

$$
\min _{t \in \mathbb{R}}(u(t)-\alpha(t)):=u\left(t_{1}\right)-\alpha\left(t_{1}\right)<0
$$

Therefore, there is an interval $\left.] t_{2}, t_{1}\right]$ such that $u(t)-\alpha(t)<0$, for a.e. $\left.\left.t \in\right] t_{2}, t_{1}\right]$, and by (15), this contradiction is achieved:

$$
\begin{aligned}
\left(a(t, \alpha) \phi\left(\alpha^{\prime}\right)\right)^{\prime} & =\left(a\left(t, Q_{u}(t)\right) \phi\left(\frac{d}{d t} Q_{u}(t)\right)\right)^{\prime} \\
& =f\left(t, Q_{u}(t), \frac{d}{d t} Q_{u}(t)\right)+\frac{1}{1+t^{2}} \frac{u(t)-Q_{u}(t)}{1+\left|u(t)-Q_{u}(t)\right|} \\
& <f\left(t, \alpha(t), \alpha^{\prime}(t)\right) \leq\left(a(\alpha(t)) \phi\left(\alpha^{\prime}(t)\right)\right)^{\prime}
\end{aligned}
$$

Therefore, $\alpha(t) \leq u(t), \forall t \in \mathbb{R}$. Following similar arguments, it can be proven that $u(t) \leq \beta(t)$, $\forall t \in \mathbb{R}$.

Claim 2: The problem (23) and (2) has a solution.
Let $A: X \rightarrow C(\mathbb{R})$ and $F: X \rightarrow L^{1}(\mathbb{R})$ be the operators given by $A_{x}:=a\left(t, Q_{x}(t)\right)$ and:

$$
F_{x}:=f\left(t, Q_{x}(t), \frac{d}{d t} Q_{x}(t)\right)+\frac{1}{1+t^{2}} \frac{u(t)-Q_{x}(t)}{1+\left|u(t)-Q_{x}(t)\right|}
$$

As, for:

$$
\rho:=\max \left\{\|\alpha\|_{\infty},\|\beta\|_{\infty},\left\|\alpha^{\prime}\right\|_{\infty},\left\|\beta^{\prime}\right\|_{\infty}, N\right\}
$$

with $N$ given by (20),

$$
\begin{aligned}
\left|F_{x}\right| & \leq\left|f\left(t, Q_{x}(t), \frac{d}{d t} Q_{x}(t)\right)\right|+\frac{1}{1+t^{2}} \frac{\left|u(t)-Q_{x}(t)\right|}{1+\left|u(t)-Q_{x}(t)\right|} \\
& \leq\left|f\left(t, Q_{x}(t), \frac{d}{d t} Q_{x}(t)\right)\right| \leq \varphi_{\rho}(t)
\end{aligned}
$$

then $F_{x}$ verifies $\left(F_{1}\right)$. Moreover, from:

$$
\left.a\left(t, Q_{x}(t)\right) \geq \min _{t \in \mathbb{R}}\{a(t, \alpha)), a(t, \beta)\right\}
$$

we have that $A$ satisfies $\left(A_{1}\right)$ with $0<m(t) \leq \min _{t \in \mathbb{R}}\{a(t, \alpha), a(t, \beta)\}$.
Therefore, by Schauder's fixed point theorem, the problem (23) and (2) has a solution, which, by Claim 1, is a solution of the problem (1) and (2).

## 4. Example

Consider the boundary value problem, defined on the whole real line, composed by the differential equation:

$$
\begin{equation*}
\left[\left(t^{2}+1\right)^{3}\left((u)^{4}+1\right)\left(u^{\prime}\right)^{3}\right]^{\prime}=\frac{1}{10000} \frac{\left[(u(t))^{2}-1\right]\left(u^{\prime}(t)\right)^{2}}{1+t^{2}} \text {, a.e. } t \in \mathbb{R} \tag{24}
\end{equation*}
$$

coupled with the boundary conditions:

$$
\begin{equation*}
u(-\infty)=-1, u(+\infty)=1 \tag{25}
\end{equation*}
$$

Remark that the null function is not solution of the problem (24) and (25), which is a particular case of (1) and (2), with:

$$
\begin{aligned}
\phi(w) & =w^{3} \\
a(t, x) & =\left(t^{2}+1\right)^{3}\left(x^{4}+1\right) \\
f(t, x, y) & =\frac{1}{10000} \frac{\left(x^{2}-1\right) y^{2}}{1+t^{2}} \\
v^{-} & =-1, \text { and } v^{+}=1
\end{aligned}
$$

All hypotheses of Theorem 2 are satisfied. In fact:

- $\quad f$ is a $L^{1}$-Carathéodory function with:

$$
\varphi_{\rho}(t)=\frac{1}{10000} \frac{\left(\rho^{2}+1\right) \rho^{2}}{1+t^{2}}
$$

- $\quad \phi(w)$ verifies $\left(H_{1}\right)$, and function $a(t, x)$ satisfies $\left(H_{2}\right)$;
- the constant functions $\alpha(t) \equiv-1$ and $\beta(t) \equiv k$, with $k \in] 1,+\infty[$, are lower and upper solutions of the problem (24) and (25), respectively.
- $\quad f(t, x, y)$ verifies (8) for $\rho>1.54$ and satisfies a Nagumo-type condition for $-1 \leq x \leq k$ with:

$$
\psi(t)=\frac{1}{10000} \frac{k}{1+t^{2}} \text { and } \theta(y)=y^{2}
$$

Therefore, by Theorem 2, there is a heteroclinic connection $u$ between two equilibrium points -1 and one of the problem (24) and (25), such that:

$$
-1 \leq u(t) \leq k, \forall t \in \mathbb{R}, k \geq 1
$$

## 5. Singular $\phi$-Laplacian Equations

The previous theory can be easily adapted to singular $\phi$-Laplacian equations, that is for equations:

$$
\begin{equation*}
\left(a(t, u) \phi\left(u^{\prime}\right)\right)^{\prime}=f\left(t, u, u^{\prime}\right), \text { a.e.t } \in \mathbb{R} \tag{1s}
\end{equation*}
$$

where $\phi$ verifies:
$\left(H_{s}\right) \phi:(-b, b) \rightarrow \mathbb{R}$, for some $0<b<+\infty$, is an increasing homeomorphism with $\phi(0)=0$ and $\phi(-b, b)=\mathbb{R}$ such that:

$$
\left|\phi^{-1}(w)\right| \leq \phi^{-1}(|w|)
$$

In this case, a heteroclinic solution of (1s), that is a solution for the problem (1s) and (2), is a function $u \in X$ such that $u^{\prime}(t) \in(-b, b)$, for $t \in \mathbb{R}$, and $t \mapsto\left(a(t, u) \phi\left(u^{\prime}\right)\right) \in W^{1,1}(\mathbb{R})$, satisfying (1s) and (2).

The theory for singular $\phi$-Laplacian equations is analogous to Theorems 1 and 2, replacing the assumption $\left(H_{1}\right)$ by $\left(H_{s}\right)$.

As an example, we can consider the problem, for $n \in \mathbb{N}$ and $k>0$,

$$
\left\{\begin{array}{c}
\left(\left(1+t^{2}\right)\left(1+(u)^{2 n}\right) \frac{u^{\prime}}{\sqrt{1-\left(u^{\prime}\right)^{2}}}\right)^{\prime}=\frac{\left((u)^{2}-1\right)\left(\left|u^{\prime}\right|+1\right)}{1000\left(1+t^{2}\right)}, \text { a.e.t } \in \mathbb{R}  \tag{26}\\
u(-\infty)=-1, u(+\infty)=1
\end{array}\right.
$$

Clearly, Problem (26) is a particular case of (1) and (2), with:

$$
\phi(w)=\frac{w}{\sqrt{1-w^{2}}}, \text { for } w \in(-1,1)
$$

which models mechanical oscillations under relativistic effects,

$$
\begin{align*}
a(t, x) & =\left(1+t^{2}\right)\left(1+x^{2 n}\right)  \tag{27}\\
f(t, x, y) & =\frac{\left(x^{2}-1\right)(|y|+1)}{1000\left(1+t^{2}\right)}  \tag{28}\\
v^{-} & =-1, \text { and } v^{+}=1
\end{align*}
$$

Moreover, the nonlinearity $f$ given by (28) is a $L^{1}$-Carathéodory function with:

$$
\varphi_{\rho}(t)=\frac{\left(\rho^{2}+1\right)(\rho+1)}{1000\left(1+t^{2}\right)}
$$

The conditions of Theorem 2 are satisfied with $\left(H_{1}\right)$ replaced by $\left(H_{s}\right)$, as:

- the function $a(t, x)$, defined by (27), verifies $\left(H_{2}\right)$;
- the constant functions $\alpha(t) \equiv-1$ and $\beta(t) \equiv 1$ are lower and upper solutions of Problem (26), respectively.
- $f(t, x, y)$ verifies (8) for $\rho \in[1.09,5.91]$ and satisfies a Nagumo-type condition for $-1 \leq x \leq 1$ with:

$$
\psi(t)=\frac{1}{1000} \text { and } \theta(y)=|y|+1
$$

Therefore, there is a heteroclinic connection $u$ between two equilibrium points -1 and one, for the singular $\phi$-Laplacian problem (26), such that:

$$
-1 \leq u(t) \leq 1, \forall t \in \mathbb{R}
$$

## 6. Conclusions

As can be seen in the Introduction, sufficient conditions for the existence of heteroclinic solutions require strong assumptions on the nonlinearities. The goal of this paper is to weaken these conditions on the nonlinearity $f$, replacing them by assumptions on the inverse of the homeomorphism $\phi$, following the ideas and methods suggested in [27,28].

## 7. Discussion

The present result guarantees the existence of heteroclinic solutions for a broader set of nonlinearities, without "asking too much" of the homeomorphism $\phi$.

However, it is the author's feeling that Condition (8) can be improved, applying other techniques and method. These are, in my opinion, the next steps for the research in this direction.
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#### Abstract

In this paper, we study Lipschitz stability of Caputo fractional differential equations with non-instantaneous impulses and state dependent delays. The study is based on Lyapunov functions and the Razumikhin technique. Our equations in particular include constant delays, time variable delay, distributed delay, etc. We consider the case of impulses that start abruptly at some points and their actions continue on given finite intervals. The study of Lipschitz stability by Lyapunov functions requires appropriate derivatives among fractional differential equations. A brief overview of different types of derivative known in the literature is given. Some sufficient conditions for uniform Lipschitz stability and uniform global Lipschitz stability are obtained by an application of several types of derivatives of Lyapunov functions. Examples are given to illustrate the results.
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## 1. Introduction

Many papers in the literature study stability of solutions of differential equations via Lyapunov functions. One type of stability, useful in real world problems, is the so-called Lipschitz stability and Dannan and Elaydi [1] introduced the notion of Lipschitz stability for ordinary differential equations. As noted in [1], this type of stability is important only for nonlinear problems since it coincides with uniform stability in linear systems. Based on theoretical results for Lipschitz stability in [1], the dynamic behavior of a spacecraft when a single magnetic torque-rod is used for achieving a pure spin condition is studied in [2]. Recently, stability properties of delay fractional differential equations without any type of impulse are considered and we refer the reader to [3] and the references therein.

In this paper, we study the Lipschitz stability for a nonlinear system of non-instantaneous impulsive fractional differential equations with state dependent delay (NIFrDDE). The impulses start abruptly at some points and their actions continue on given finite intervals. Non-instantaneous impulsive differential equations were introduced by Hernandez and O'Regan in 2013 (see, for example, [4]). The systematic description of solutions of both ordinary and Caputo fractional differential equations with non-instantaneous impulse and without delays is given in the
monograph [5]. In addition, some results for non-instantaneous fractional equations without any type of delay are presented in [6-8]. In [9], Caputo fractional differential equations with time varying delays is considered (we note that the model had no impulses). However, in this paper, for the first time, we consider together

1. Lipschitz stability;
2. state dependent delays (note a special case is time varying delays); and
3. models with non-instantaneous impulses.

There are two different approaches in the literature for the interpretation of the solution of fractional differential equations with impulses (for more details, see [6] and Chapter 2 of the book [5]). In the first interpretation, the lower limit of the fractional derivative is one and the same on the whole interval of study and at each point of jump we consider a boundary value problem defined by the impulsive function. In the second interpretation, the lower limit of the fractional derivative changes at each time of jump with the idea of considering an initial value problem at each jump point.

In this paper, we use the second approach to study Lipschitz stability properties of nonlinear non-instantaneous impulsive delay differential equations. The delays are bounded and depend on both the time and the state. Note several stability properties are studied in the literature for Caputo fractional differential equations (for example, see [10] (without delays), [3] (with delays and no impulses), and [11] (with multiple discrete delays without impulses)). Our study is based on Lyapunov functions and the Razumikhin technique. A brief overview in the literature of different types of derivatives of Lyapunov functions among the studied fractional differential equation is given. Several sufficient conditions for uniform Lipschitz stability and global uniform Lipschitz stability are obtained by an application of these derivatives. Some examples illustrating the results are given.

## 2. Notes on Fractional Calculus

We give the main definition of fractional derivatives used in the literature (see, for example, [12-14]). We give these definitions for scalar functions. Throughout the paper, we assume $q \in(0,1)$.

- Riemann-Liouville (RL) fractional derivative :

$$
{ }_{t_{0}}^{R L} D_{t}^{q} m(t)=\frac{1}{\Gamma(1-q)} \frac{d}{d t} \int_{t_{0}}^{t}(t-s)^{-q} m(s) d s, t \geq t_{0}
$$

where $\Gamma$ (.) denotes the Gamma function.

- Caputo fractional derivative

$$
{ }_{t_{0}}^{C} D_{t}^{q} m(t)=\frac{1}{\Gamma(1-q)} \int_{t_{0}}^{t}(t-s)^{-q} m^{\prime}(s) d s, \quad t \geq t_{0} .
$$

Note that for a constant $m$ the equality ${ }_{t_{0}}^{C} D_{t}^{q} m=0$ holds. However, for any given $t^{*}$, we denote ${ }_{t_{0}}^{C} D_{t}^{q} m\left(t^{*}\right)=\left.{ }_{t_{0}}^{C} D_{t}^{q} m(t)\right|_{t=t^{*}}$.

- The Grünwald-Letnikov fractional derivative is given by

$$
{ }_{t_{0}}^{G L} D_{t}^{q} m(t)=\lim _{h \rightarrow 0} \frac{1}{h^{q}} \sum_{r=0}^{\left.\frac{t-t_{0}}{h}\right]}(-1)^{r}{ }_{q} C_{r} m(t-r h), \quad t \geq t_{0}
$$

and the Grünwald-Letnikov fractional Dini derivative by

$$
{ }_{t_{0}}^{G L} D_{+}^{q} m(t)=\limsup _{h \rightarrow 0+} \frac{1}{h^{q}} \sum_{r=0}^{\left[\frac{t-t_{0}}{h}\right]}(-1)^{r}{ }_{q} C_{r} m(t-r h), \quad t \geq t_{0}
$$

where ${ }_{q} C_{r}=\frac{q(q-1) \ldots(q-r+1)}{r!}$ and $\left[\frac{t-t_{0}}{h}\right]$ denotes the integer part of the fraction $\frac{t-t_{0}}{h}$.
From the relation between the Caputo fractional derivative and the Grünwald-Letnikov fractional derivative using Equation (1), we define the Caputo fractional Dini derivative of a function as

$$
{ }_{t_{0}}^{C} D_{+}^{q} m(t)={ }_{t_{0}}^{G L} D_{+}^{q}\left[m(t)-m\left(t_{0}\right)\right],
$$

i.e.,

$$
{ }_{t_{0}}^{C} D_{+}^{q} m(t)=\limsup _{h \rightarrow 0+} \frac{1}{h^{q}}\left[m(t)-m\left(t_{0}\right)-\sum_{r=1}^{\left[\frac{t-t_{0}}{h}\right]}(-1)^{r+1}\binom{q}{r}\left(m(t-r h)-m\left(t_{0}\right)\right)\right]
$$

The fractional derivatives for scalar functions could be easily generalized to the vector case by taking fractional derivatives with the same fractional order for all components.

## 3. Statement of the Problem and Basic Definitions

Let the positive constant $r$ be given and the points $\left\{t_{i}\right\}_{1}^{\infty},\left\{s_{i}\right\}_{1}^{\infty}$ be such that $0<s_{i}<t_{i}<s_{i+1}$, $i=1,2, \ldots$. Let $t_{0} \geq 0$ be the given initial time. Without loss of generality, we can assume $t_{0} \in\left[0, s_{1}\right)$.

Consider the space $P C_{0}$ of all functions $y:[-r, 0] \rightarrow \mathbb{R}^{n}$, which are piecewise continuous endowed with the norm $\|y\|_{P C_{0}}=\sup _{t \in[-r, 0]}\left\{\|y(t)\|: y \in P C_{0}\right\}$ where $\|$.$\| is a norm in \mathbb{R}^{n}$.

The intervals $\left(t_{i}, s_{i+1}\right), i=0,1,2, \ldots$ are the intervals on which the fractional differential equations are given and on the intervals $\left(s_{i}, t_{i}\right), i=1,2, \ldots$ the impulsive conditions are given.

The Caputo fractional derivative has a memory and it depends significantly on its lower derivative. This property as well as the meaning of impulses in the differential equation lead to two basic approaches to Caputo fractional differential equations with non-instantaneous impulses:

- Unchangeable lower limit of the Caputo fractional derivative: the lower limit of the fractional derivative is equal to the initial time $t_{0}$ on the whole interval of consideration.
- Changeable lower limit of the Caputo fractional derivative: the lower limit of the fractional derivative is equal to the left end $t_{i}$ on the interval $\left(t_{i}, s_{i+1}\right), i=0,1,2, \ldots$ without impulses.

In this paper, we study the case of changeable lower limit of the Caputo fractional derivative.
Consider the initial value problem (IVP) for a nonlinear system of non-instantaneous impulsive fractional differential equations with state dependent delay (NIFrDDE) with $q \in(0,1)$ :

$$
\begin{align*}
& { }_{t_{i}}^{C} D_{t}^{q} x(t)=f\left(t, x(t), x_{\rho\left(t, x_{t}\right)}\right) \text { for } t \in\left(t_{i}, s_{i+1}\right], i=0,1,2, \ldots, \\
& x(t)=\phi_{i}\left(t, x\left(s_{i}\right)\right), t \in\left(s_{i}, t_{i}\right], i=1,2, \ldots,  \tag{1}\\
& x\left(t+t_{0}\right)=\varphi(t) \text { for } t \in[-r, 0]
\end{align*}
$$

where $x \in \mathbb{R}^{n},{ }_{t_{i}}^{C} D_{t}^{q} x(t)$ denotes the Caputo fractional derivative with lower limit $t_{i}$ for the state $x(t)$, the functions $f:\left[0, s_{1}\right] \bigcup_{i=1}^{\infty}\left[t_{i}, s_{i+1}\right] \times R^{n} \times P C_{0} \rightarrow \mathbb{R}^{n} ; \rho:\left[0, s_{1}\right] \bigcup_{i=1}^{\infty}\left[t_{i}, s_{i+1}\right] \times P C_{0} \rightarrow \mathbb{R}$, $\varphi \in P C_{0} ; \phi_{i}:\left[s_{i}, t_{i}\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, i=1,2, \ldots$. Here, $x_{t}(s)=x(t+s), s \in[-r, 0]$, i.e., represents the history of the state from time $t-r$ up to the present time t . Note that for any $t \geq 0$ we let $x_{\rho\left(t, x_{t}\right)}=x(\rho(t, x(t+s))), s \in[-r, 0]$, i.e., the function $\rho$ determines the state-dependent delay. Note, the integer order differential equations with non-instantaneous impulses and state dependent delay are studied in [15].

Let $\mathcal{P C}\left[t_{0}, \infty\right)$ be the space of all functions $y:\left[t_{0}-r, \infty\right) \rightarrow \mathbb{R}^{n}$ which are piecewise continuous on $\left[t_{0}-r, \infty\right)$ with points of discontinuity $s_{i}, i=1,2, \ldots$, the limits $y\left(s_{i}-0\right)=\lim _{t \rightarrow s_{i}, t<s_{i}} y(t)=y\left(s_{i}\right)$
and $y\left(s_{i}+\right)=\lim _{t \rightarrow s_{i}, t>s_{i}} y(t)$ exist, for any $t \in\left(t_{i}, s_{i}\right]$ the Caputo fractional derivative ${ }_{t_{i}}^{C} D_{t}^{q} y(t), i=$ $0,1, \ldots$, exists and it is endowed with the norm $\|y\|_{\mathcal{P C}}=\sup _{t \in\left[t_{0}-r, \infty\right)}\left\{\|y(t)\|: y \in \mathcal{P C}\left[t_{0}, \infty\right)\right\}$ where


Define the set $P C^{q}\left[t_{0}, \infty\right)=\left\{y \in C\left(\bigcup_{i=0}^{\infty}\left(t_{i}, s_{i}\right], \mathbb{R}^{n}\right)\right.$ such that for any $t \in\left(t_{i}, s_{i}\right]: \quad \int_{t_{i}}^{t}(t-$ $\left.s)^{q-1} y(s) d s<\infty, i=1,2, \ldots\right\}$.

We introduce the assumptions:
A1. The function $f \in C\left(\left[0, s_{1}\right] \bigcup_{i=1}^{\infty}\left[t_{i}, s_{i+1}\right] \times \mathbb{R}^{n} \times P C_{0}, \mathbb{R}^{n}\right)$ is such that for any $y \in \mathbb{R}^{n}, u \in P C_{0}$ the inclusion $f(., y, u) \in P C^{q}[0, \infty)$ holds.
A2. The function $\rho \in C\left(\left[0, s_{1}\right] \bigcup_{i=1}^{\infty}\left[t_{i}, s_{i+1}\right] \times P C_{0},[-r, \infty)\right)$ and for any $(t, y) \in \bigcup_{i=0}^{k}\left[t_{i}, s_{i+1}\right] \times P C_{0}$ the inequalities $t-r \leq \rho(t, y) \leq t$ holds.
A3. The functions $\phi_{i} \in C\left(\left[s_{i}, t_{i}\right] \times \mathbb{R}^{n}, \mathbb{R}^{n}\right), i=1,2, \ldots$
A4. The function $\varphi \in P C_{0}$.
A5. The function $f(t, 0)=0$ for $t \in\left[0, s_{1}\right] \bigcup_{i=1}^{\infty}\left[t_{i}, s_{i+1}\right]$ and $\phi_{i}(t, 0)=0$ for $t \in\left[s_{i}, t_{i}\right], i=1,2, \ldots$.
Remark 1. Assumption A5 guarantees the existence of the zero solution of IVP for NIFrDDE (Equation (1)) with the zero initial function $\varphi \equiv 0$.

Remark 2. Assumption A2 guarantees the delay of the argument in Equation (1).
Definition 1. Let the conditions A1-A4 be satisfied. The function $x \in \mathcal{P C}\left[t_{0}, \infty\right)$ is a solution of the IVP in Equation (1) iff it satisfies the following integral-algebraic equation

$$
x(t)= \begin{cases}\varphi(t), & t \in[-r, 0]  \tag{2}\\ \varphi(0)+\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} f\left(s, x(s), x_{\rho\left(s, x_{s}\right)}\right) d s, & t \in\left(0, s_{1}\right], \\ \phi_{i}\left(t, x\left(s_{i}\right)\right), & t \in\left(s_{i}, t_{i}\right], i=1,2, \ldots \\ \phi_{i}\left(t_{i}, x\left(s_{i}\right)\right)+\frac{1}{\Gamma(q)} \int_{t_{i}}^{t}(t-s)^{q-1} f\left(s, x(s), x_{\rho\left(s, x_{s}\right)}\right) d s, & t \in\left(t_{i}, s_{i+1}\right], i=1,2, \ldots\end{cases}
$$

Definition 2. The functions $f, \rho$ are defined only on the intervals without impulses on which the differential equation is given.

We generalize Lipschitz stability ([1]) for ordinary differential equations to systems of Caputo fractional non-instantaneous impulsive differential equations with state dependent delay.

Definition 3. The zero solution of NIFrDDE (Equation (1)) is said to be:

- Uniformly Lipschitz stable if there exists $M \geq 1$ and $\delta>0$ such that, for any for any initial time $t_{0} \in$ $\left[0, s_{1}\right] \cup_{k=1}^{\infty}\left[t_{k}, s_{k}\right]$ and any initial function $\varphi \in P C_{0}$, the inequality $\|\varphi\|_{P C_{0}}<\delta$ implies $\left\|x\left(t ; t_{0}, \varphi\right)\right\| \leq$ $M\|\varphi\|_{P C_{0}}$ for $t \geq t_{0}$ where $x\left(t ; t_{0}, \varphi\right)$ is a solution of Equation (1).
- Globally uniformly Lipschitz stable if there exists $M \geq 1$ such that, for any initial time $t_{0} \in$ $\left[0, s_{1}\right] \bigcup_{k=1}^{\infty}\left[t_{k}, s_{k}\right]$ and any initial function $\varphi \in P C_{0}$, the inequality $\|\varphi\|_{P C_{0}}<\infty$ implies $\left\|x\left(t ; t_{0}, \varphi\right)\right\| \leq$ $M\|\varphi\|_{P C_{0}}$ for $t \geq t_{0}$.

Let $J \subset \mathbb{R}_{+}, \quad 0 \in J, \rho>0$. Consider the following sets:

$$
\begin{aligned}
& M(J)=\left\{a \in C\left[J, \mathbb{R}^{+}\right]: a(0)=0, \mathrm{a}(\mathrm{r}) \text { is strictly increasing in } J,\right. \text { and } \\
& \left.\quad a^{-1}(\alpha r) \leq r q_{a}(\alpha) \text { for some function } q_{a}: q_{a}(\alpha) \geq 1, \text { if } \alpha \geq 1\right\}, \\
& K(J)=\left\{a \in C\left[J, \mathbb{R}^{+}\right]: a(0)=0, \mathrm{a}(\mathrm{r}) \text { is strictly increasing in } J,\right. \text { and } \\
& \left.\quad a(r) \leq K_{a} r \text { for some constant } K_{a}>0\right\}, \\
& S_{\rho}=\left\{x \in \mathbb{R}^{n}:\|x\| \leq \rho\right\} .
\end{aligned}
$$

Remark 3. The function $a(u)=K_{1} u, K_{1}>0$ is from the class $K\left(\mathbb{R}_{+}\right)$with $K_{a}=K_{1}$. The function $a(u)=K_{2} u^{2}, K_{2} \in(0,1]$ is from the class $M([1, \infty))$ with $q(u)=\sqrt{\frac{u}{K_{2}}} \geq 1$ for $u \geq 1$.

## 4. Lyapunov Functions and Their Derivatives among Nonlinear Non-Instantaneous Caputo Delay Fractional Differential Equations

One approach to study Lipschitz stability of solutions of Equation (1) is based on using Lyapunov-like functions. The first step is to define a Lyapunov function. The second step is to define its derivative among the fractional equation.

We use the class $\Lambda$ of Lyapunov-like functions, defined and used for impulsive differential equations in [16].

Definition 4. Let $J \in \mathbb{R}_{+}$be a given interval, and $\Delta \subset \mathbb{R}^{n}$ be a given set. We say that the function $V(t, x): J \times \Delta \rightarrow \mathbb{R}_{+}$, belongs to the class $\Lambda(J, \Delta)$ if

- The function $V(t, x)$ is continuous on $J /\left\{s_{k} \in J\right\} \times \Delta$ and it is locally Lipschitz with respect to its second argument.
- For each $s_{k} \in J$ and $x \in \Delta$, there exist finite limits

$$
V\left(s_{k}, x\right)=V\left(s_{k}-0, x\right)=\lim _{t \uparrow s_{k}} V(t, x) \text { and } V\left(s_{k}+0, x\right)=\lim _{t \downarrow s_{k}} V(t, x)
$$

In connection with the Caputo fractional derivative, it is necessary to define in an appropriate way the derivative of Lyapunov functions among the studied equation. We give a brief overview of the derivatives of Lyapunov functions among solutions of fractional differential equations known and used in the literature. There are mainly three types of derivatives of Lyapunov functions from the class $\Lambda(J, \Delta)$ used in the literature to study stability properties of solutions of Caputo fractional differential in Equation (1):

- First type: the Caputo fractional derivative of the function $V(t, x(t)) \in \Lambda([a, b), \Delta)$ defined by

$$
\begin{equation*}
{ }_{t_{k}}^{c} D^{q} V(t, x(t))=\frac{1}{\Gamma(1-q)} \int_{t_{k}}^{t}(t-s)^{-q} \frac{d}{d s}(V(s, x(s))) d s, \quad t \in\left[t_{k}, s_{k+1}\right) \tag{3}
\end{equation*}
$$

where $x(t)$ is a solution of Equation (1).

- Second type: Dini fractional derivative of the Lyapunov function $V \in \Lambda\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)$ among


$$
\begin{align*}
& D_{(1)}^{+} V\left(t, \phi(0), t_{k}, \phi\right)= \\
& \limsup _{h \rightarrow 0} \frac{1}{h^{q}}\left[V(t, \phi(0))-\sum_{r=1}^{\left[\frac{t-t_{k}}{h}\right]}(-1)^{r+1}{ }_{{ }^{q}} C_{r} V\left(t-r h, \phi(0)-h^{q} f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)\right] \tag{4}
\end{align*}
$$

where $\phi_{0}(s)=\psi(s)$ and $\phi\left(\rho\left(t, \phi_{0}\right)-t\right)=\phi(\rho(t, \phi(s))-t)$ for any $s \in[-r, 0]$. We note that, because of Assumption A2, the inequality $t-r<\rho(t, \phi(s))<t$ holds $(-r<\rho(t, \phi(s))-t<0)$, i.e $\phi(\rho(t, \phi(s))-t)$ is well defined.

The derivative of Equation (4) keeps the concept of fractional derivatives because it has a memory.

- Third type: Caputo fractional Dini derivative of a Lyapunov function $V \in \Lambda\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)$ among Equation (1): Let the initial function $\varphi \in P C_{0}$ be given and the function $\phi \in P C_{0}$ and $t \in\left(t_{k}, s_{k+1}\right)$ for a non-negative integer $k$. Then,

$$
\begin{align*}
& { }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)=\limsup _{h \rightarrow 0^{+}} \frac{1}{h^{q}}\left\{V(t, \phi(0))-V\left(t_{k}, \varphi(0)\right)\right. \\
& \left.-\sum_{r=1}^{\left[\frac{t-t_{k}}{h}\right]}(-1)^{r+1}{ }_{q} C_{r}\left(V\left(t-r h, \phi(0)-h^{q} f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)-V\left(t_{k}, \varphi(0)\right)\right)\right\}, \tag{5}
\end{align*}
$$

or its equivalence

$$
\begin{align*}
& { }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)= \\
& \limsup _{h \rightarrow 0^{+}} \frac{1}{h^{q}}\left\{V(t, \phi(0))+\sum_{r=1}^{\left[\frac{t-t_{k}}{h}\right]}(-1)^{r}{ }_{q} C_{r} V\left(t-r h, \phi(0)-h^{q} f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)\right\}  \tag{6}\\
& \quad-\frac{V\left(t_{k}, \varphi(0)\right)}{\left(t-t_{k}\right)^{q} \Gamma(1-q)} .
\end{align*}
$$

The derivative ${ }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)$ given by Equation (6) depends significantly on both the fractional order $q$ and the initial data $\left(t_{k}, \varphi\right)$ of IVP for FrDDE (Equation (1)) and it makes this type of derivative close to the idea of the Caputo fractional derivative of a function.

Remark 4. For any initial data $\left(t_{k}, \varphi\right) \in \mathbb{R}_{+} \times P C_{0}$ of the IVP for NIFrDDE (Equation (1)) and any function $\phi \in P C_{0}$ and any point $t \in\left(t_{k}, s_{i+1}\right)$ for a non-negative integer $k$ the relations

$$
\begin{align*}
& c_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)=D_{(1)}^{+} V\left(t, \phi(0), t_{k}, \phi\right)-{ }_{t_{k}}^{R L} D^{q}\left(V\left(t_{k}, \varphi(0)\right)\right), \\
& \quad{ }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)=D_{(1)}^{+} V\left(t, \phi(0), t_{k} \phi\right), \quad \text { if } V\left(t_{k}, \varphi(0)\right)=0  \tag{7}\\
& { }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)<D_{(1)}^{+} V\left(t, \phi(0), t_{k}, \phi\right), \quad \text { if } V\left(t_{k}, \varphi(0)\right)>0 . \tag{8}
\end{align*}
$$

are satisfied.
Remark 5. A derivative of $V(t, x) \in \Lambda(J, \Delta)$ among a system of Caputo fractional differential equations without delays was introduced by V. Lakshmikantham et al. [17] in 2009. Later, it was generalized for fractional equations with delays ([18-20]):

$$
\begin{equation*}
D_{(1)}^{+} V(t, \phi(0), \phi)=\limsup _{h \rightarrow 0} \frac{1}{h^{q}}\left[V(t, \phi(0))-V\left(t-h, \phi(0)-h^{q} f(t, \phi)\right)\right], \quad t \geq t_{0} \tag{9}
\end{equation*}
$$

where $\phi \in C([-\tau, 0], \Delta)$.
This definition is a direct generalization of the well known Dini derivative among differential equations with ordinary derivatives. However, for equations with fractional derivatives, it seems strange. It does not depend on the order $q$ of the fractional derivative nor on the initial time $t_{0}$. The operator defined by Equation (9) has no memory, which is typical for the fractional derivative.

The derivative $D_{(1)}^{+} V(t, \phi(0), \phi)$ defined by Equation (9) is applied in [18] to study stability of fractional delay differential equations where in the proof of the main comparison result (Theorem 4.3 [18]) the derivative $D_{(1)}^{+} V(t, \phi(0), \phi)$ is incorrectly substituted by the Caputo fractional derivative (see Equations (20) and (30) in [18]). A similar situation occurs with the application of the derivative of Equation (9) in [20] for studying stability of impulsive fractional differential equations.

In the next example to simplify the calculations and to emphasize the derivatives and their properties, we consider the scalar case, i.e. $n=1$.

Example 1. (Lyapunov function depending directly on the time variable). Let $V(t, x)=m(t) x^{2}$ where $m \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$.

Case 1. Caputo fractional derivative. Let $x$ be a solution of NIFrDDE (Equation (1)). Then, the fractional derivative

$$
{ }_{t_{0}}^{c} D^{q} V(t, x(t))={ }_{t_{0}}^{c} D^{q}\left(m(t) x^{2}(t)\right)=\frac{1}{\Gamma(1-q)} \int_{t_{0}}^{t} \frac{m^{\prime}(s) x^{2}(s)+2 m(s) x(s) x^{\prime}(s)}{(t-s)^{q}} d s
$$

is difficult to obtain in the general case for any solution of Equation (1). In addition, the solution $x(t)$ might not be differentiable on the intervals of impulses.

Case 2. Dini fractional derivative. Let $\phi \in P C_{0}$ and $t \in\left(t_{k}, s_{k+1}\right)$ for a non-negative integer $k$. Then, applying Equation (4), we obtain

$$
\begin{aligned}
& D_{(1)}^{+} V\left(t, \phi(0), t_{k}, \phi\right) \\
& \left.\quad=\limsup _{h \rightarrow 0} \frac{1}{h^{q}}\left[m(t)(\phi(0))^{2}-\sum_{r=1}^{\left[\frac{t-t_{k}}{h}\right]}(-1)^{r+1}{ }_{q} C_{r} m(t-r h)\left(\phi(0)-h^{q} f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)\right)^{2}\right] \\
& \quad=\limsup _{h \rightarrow 0} \frac{1}{h^{q}}\left[m(t)\left((\phi(0))^{2}-\left(\phi(0)-h^{q} f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)\right)^{2}\right) \\
& \left.\quad+\left(\phi(0)-h^{q} f\left(t, \phi(0), \phi_{0}\right)\right)^{2} \sum_{r=0}^{\left[\frac{t-t_{k}}{h}\right]}(-1)^{r}{ }_{q} C_{r} m(t-r h)\right] \\
& \left.\quad=\phi(0) m(t) f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)+(\phi(0))^{2}{ }_{t_{k}}^{R L} D^{q}(m(t)) .
\end{aligned}
$$

Case 2. Caputo fractional Dini derivative. Let $\varphi, \phi \in P C_{0}$ and $t \in\left(t_{k}, s_{k+1}\right)$ for a non-negative integer $k$. Then, we use Equation (6) and obtain

$$
\begin{aligned}
& { }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right) \\
& \left.=\limsup _{h \rightarrow 0^{+}} \frac{1}{h^{q}}\left\{\phi(0)^{2} m(t)-\sum_{r=1}^{\left[\frac{t-t_{k}}{h}\right]}(-1)^{r+1}{ }_{q} C_{r} m(t-r h)\left(\phi(0)-h^{q} f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)\right)^{2}\right\} \\
& \quad-(\varphi(0))^{2} m\left(t_{k}\right) \frac{\left(t-t_{k}\right)^{-q}}{\Gamma(1-q)} \\
& \left.=2 \phi(0) m(t) f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)\right)+(\phi(0))^{2}{ }_{t_{k}}^{R L} D^{q}(m(t))-(\varphi(0))^{2} m\left(t_{k}\right) \frac{\left(t-t_{k}\right)^{-q}}{\Gamma(1-q)} \\
& =D_{(1)}^{+} V\left(t, \phi(0), t_{k}, \phi\right)-V\left(t_{k}, \varphi(0)\right) \frac{\left(t-t_{k}\right)^{-q}}{\Gamma(1-q)} .
\end{aligned}
$$

## 5. Comparison Results

Lemma 1. [17]. Let $v \in C([a, b], \mathbb{R})$ be such that $(t-a)^{1-q_{v}} \in C([a, b], \mathbb{R})$ and there exists a point $\tau \in(a, b]: v(\tau)=0$ and $v(t) \leq 0$ for $t \in[a, \tau]$. Then, ${ }_{a}^{C} D_{\tau}^{q} v(\tau) \geq 0$.

We use the following comparison scalar fractional differential equation with non-instantaneous impulses:

$$
\begin{align*}
& { }_{t_{i}}^{C} D_{t}^{q} u(t)=g(t, u(t)) \text { for } t \in\left(t_{i}, s_{i+1}\right], i=0,1,2, \ldots \\
& u(t)=\psi_{i}\left(t, u\left(s_{i}-0\right)\right), t \in\left(s_{i}, t_{i}\right], i=1,2, \ldots  \tag{10}\\
& u\left(t_{0}\right)=u_{0}
\end{align*}
$$

where $u, u_{0} \in \mathbb{R}, g:\left[0, s_{1}\right] \cup_{k=1}^{\infty}\left[t_{k}, s_{k}\right] \times \mathbb{R} \rightarrow \mathbb{R}, \psi_{k}:\left[s_{k}, t_{k+1}\right] \times \mathbb{R} \rightarrow \mathbb{R}(k=1,2,3, \ldots)$.
We obtain some comparison results. Note some comparison results for fractional time delay differential equations are obtained in [18] by applying the derivative defined by Equation (9) and substituting it incorrectly as a Caputo fractional derivative (see Remark 5).

We introduce the following conditions:
A6. The function $g(t, u) \in C\left(\left[0, s_{1}\right] \bigcup_{k=1}^{\infty}\left[t_{k}, s_{k+1}\right] \times \mathbb{R}_{+}, \mathbb{R}\right)$ is strictly decreasing with respect to its second argument, and for any $k=1,2, \ldots$ the functions $\psi_{k}:\left[s_{k}, t_{k}\right] \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$are nondecreasing with respect to their second argument.
A7. The function $g(t, 0)=0$ for $t \in\left[0, s_{1}\right] \bigcup_{k=1}^{\infty}\left[t_{k}, s_{k+1}\right]$ and for any $k=1,2, \ldots$ the function $\psi_{k}(t, 0)=0$ for $t \in\left[s_{k}, t_{k}\right]$.
A8. For all $k=1,2, \ldots$, the functions $\psi_{k}$ satisfies $\psi_{k}(t, u) \leq u, t \in\left[s_{k}, t_{k}\right], u \in \mathbb{R}$.
In our main results, we use the Lipschitz stability of the zero solution of the scalar comparison non-instantaneous impulsive fractional differential in Equation (10).

Example 2. Let $t_{k}=2 k, k=0,1, \ldots$ and $s_{k}=2 k-1, k=1,2, \ldots$. Consider the scalar non-instantaneous impulsive fractional differential equation

$$
\begin{align*}
& { }_{t_{i}}^{C} D_{t}^{0.25} u(t)=u(t) \text { for } t \in\left(t_{i}, s_{i+1}\right], i=0,1,2, \ldots \\
& u(t)=\psi_{k}\left(t, u\left(s_{k}-0\right)\right), \quad t \in\left(s_{i}, t_{i}\right], i=1,2, \ldots  \tag{11}\\
& u(0)=u_{0}
\end{align*}
$$

where $u, u_{0} \in \mathbb{R}$.
Case 1. Suppose for all natural numbers $k=1,2, \ldots$ the equality $\psi_{k}(t, u)=\frac{u}{2 t}, u \in \mathbb{R}, t \in\left[s_{k}, t_{k}\right]$ holds. Then, the solution of Equation (11) is given by

$$
u(t)= \begin{cases}u_{0} E_{0.25}\left(t^{0.25}\right), & t \in(0,1]  \tag{12}\\ \frac{u_{0}\left(E_{0.25}(1)\right)^{k}}{2 \prod_{\Pi_{i=1}^{k}}^{k-1}(4 i)}, & t \in(2 k-1,2 k], k=1,2, \ldots, \\ \frac{u_{0}\left(E_{0.25}(1)\right)^{k}}{\prod_{i=1}^{k}(4 i)} E_{0.25}\left((t-2 k)^{0.25}\right), & t \in(2 k, 2 k+1], k=1,2, \ldots\end{cases}
$$

The solution of Equation (11) is uniformly Lipschitz stable with $M_{1}=30$ (see Figure 1 for the graph of the solutions with various initial values).

Case 2. Suppose for all natural numbers $k=1,2, \ldots$ the equality $\psi_{k}(t, u)=t u, u \in \mathbb{R}, t \in\left[s_{k}, t_{k}\right]$ holds. Then, the solution of Equation (11) is given by

$$
u(t)= \begin{cases}u_{0} E_{0.25}\left(t^{0.25}\right), & t \in(0,1]  \tag{13}\\ u_{0}\left(E_{0.25}(1)\right)^{k} \prod_{i=1}^{k-1}(2 i) t, & t \in(2 k-1,2 k], k=1,2, \ldots \\ u_{0}\left(E_{0.25}(1)\right)^{k} \prod_{i=1}^{k}(2 i) E_{0.25}\left((t-2 k)^{0.25}\right), & t \in(2 k, 2 k+1], k=1,2, \ldots\end{cases}
$$

The solution of Equation (11) is unbounded (see Figure 2 for the graph of the solution).
Therefore, for $\psi_{k}(t, u)=\frac{u}{2 t} \leq u$ the solution is Lipschitz stable but for $\psi_{k}(t, u)=\frac{u}{2 t} \geq u$ it is not (compare with condition (A8)).


Figure 1. Example 2. Graph of the solution of Equation (11) with $\psi_{k}(t, u)=\frac{u}{2 t}$ for various initial values.


Figure 2. Example 2. Graph of the solution of Equation (11) with $\psi_{k}(t, u)=t u$.
In our study, we use some comparison results. When the Caputo fractional derivative is used, then the comparison result is:

## Lemma 2. (Caputo fractional derivative). Assume the following conditions are satisfied:

1. Assumptions A1-A4 and A6 are satisfied.
2. The function $x^{*}(t)=x\left(t ; t_{0}, \varphi\right):\left[t_{0}, T\right) \rightarrow \Delta, x^{*} \in P C^{q}\left(\left[t_{0}, T\right)\right)$ is a solution of Equation (1) where $\Delta \subset \mathbb{R}^{n}, 0 \in \Delta, T \leq \infty$.
3. The function $V \in \Lambda\left(\left[t_{0}, T\right), \Delta\right)$ is such that
(i) For any $i=0,1,2, \cdots:\left(t_{i}, s_{i+1}\right) \cap\left[t_{0}, T\right) \neq \varnothing$ and for $t \in\left(t_{i}, s_{i+1}\right) \cap\left[t_{0}, T\right)$, the inequality

$$
{ }_{t_{i}}^{C} D_{t}^{q} V\left(t, x^{*}(t)\right) \leq g\left(t, V\left(t, x^{*}(t)\right)\right)
$$

holds.
(ii) For all $i=1,2,3, \cdots:\left(s_{i}, t_{i}\right) \cap\left[t_{0}, T\right) \neq \varnothing$ the inequality

$$
V\left(t, \phi_{i}\left(t, x^{*}\left(s_{i}-0\right)\right)\right) \leq \psi_{i}\left(t, V\left(s_{i}-0, x^{*}\left(s_{i}-0\right)\right)\right) \text { for } t \in\left(s_{i}, t_{i}\right] \cap\left[t_{0}, T\right)
$$

holds.

If $\sup _{s \in[-r, 0]} V\left(t_{0}, \varphi(s)\right) \leq u_{0}$, then the inequality $V\left(t, x^{*}(t)\right) \leq r(t)$ for $t \in\left[t_{0}, T\right)$ holds, where $r(t)=r\left(t ; t_{0}, u_{0}\right)$ is the maximal solution on $\left[t_{0}, T\right)$ of Equation (10) with $u_{0} \geq 0$.

Proof. We use induction with respect to the intervals to prove Lemma 2. Let $m(t)=V\left(t, x^{*}(t)\right), t \geq t_{0}$. We prove

$$
\begin{equation*}
m(t) \leq u(t), \quad t \geq t_{0} \tag{14}
\end{equation*}
$$

Let $t \in\left[t_{0}, s_{1}\right]$. Let $\varepsilon>0$ be an arbitrary number. We prove

$$
\begin{equation*}
m(t)<u(t)+\varepsilon, \quad t \geq\left[t_{0}, s_{1}\right] . \tag{15}
\end{equation*}
$$

Note $m\left(t_{0}\right)=V\left(t_{0}, \varphi(0)\right) \leq \sup _{s \in[-r, 0]} V\left(t_{0}, \varphi(s)\right) \leq u_{0}$, i.e. the inequality in Equation (15) holds for $t=t_{0}$. If the inequality in Equation (15) is not true, then there exists a point $t^{*} \in\left(t_{0}, s_{1}\right]$ such that $m\left(t^{*}\right)=u\left(t^{*}\right)+\varepsilon, m(t)<u(t)+\varepsilon, t \in\left[t_{0}, t^{*}\right)$.

From Lemma 1 with $a=t_{0}, b=s_{1}, \tau=t^{*}$ and $v(t)=m(t)-u(t)-\varepsilon$ the inequality ${ }_{t_{0}}^{C} D_{t}^{q} m\left(t^{*}\right) \geq{ }_{t_{0}}^{C} D_{t}^{q} u\left(t^{*}\right)=g\left(t^{*}, u\left(t^{*}\right)\right)$ holds.

From Assumption A6 and Condition 3(i), the inequality ${ }_{t_{0}}^{C} D_{t}^{q} m\left(t^{*}\right) \leq g\left(t^{*}, m\left(t^{*}\right)\right)=g\left(t^{*}, u\left(t^{*}\right)+\right.$ $\varepsilon)<g\left(t^{*}, u\left(t^{*}\right)\right)$ holds. The contradiction proves the validity of Equation (15). Since $\varepsilon$ is an arbitrary positive number, we obtain the inequality in Equation (14) for $t \in\left[t_{0}, s_{1}\right]$.

Let $t \in\left(s_{1}, t_{1}\right]$. Then, from the impulsive equality in Equation (1), Condition 3(ii), Assumption A6 and the inequality in Equation (14) for $t=s_{1}-0$, we obtain $m(t)=V\left(t, x^{*}(t)\right)=V\left(t, \phi_{1}\left(t, x^{*}\left(s_{1}-\right.\right.\right.$ $0))) \leq \psi_{1}\left(t, V\left(s_{1}-0, x^{*}\left(s_{1}-0\right)\right)\right)=\psi_{1}\left(t, m\left(s_{1}-0\right)\right) \leq \psi_{1}\left(t, u\left(s_{1}-0\right)\right)=u(t)$, i.e. Equation (14) holds on $\left(s_{1}, t_{1}\right]$.

Let $t \in\left(t_{1}, s_{2}\right]$. Let $\varepsilon>0$ be an arbitrary number. We prove Equation (15) for $t \in\left[t_{1}, s_{2}\right]$. Note that Equation (15) is true for $t=t_{1}$. If the inequality in Equation (15) is not true, then there exists a point $t^{*} \in\left(t_{1}, s_{2}\right]$ such that $m\left(t^{*}\right)=u\left(t^{*}\right)+\varepsilon, m(t)<u(t)+\varepsilon, t \in\left[t_{1}, t^{*}\right)$.

From Lemma 1 with $a=t_{1}, b=s_{2}, \tau=t^{*}$ and $v(t)=m(t)-u(t)-\varepsilon$, the inequality ${ }_{t_{1}}^{C} D_{t}^{q} m\left(t^{*}\right) \geq_{t_{1}}^{C} D_{t}^{q} u\left(t^{*}\right)=g\left(t^{*}, u\left(t^{*}\right)\right)$ holds.

From Assumption A6 and Condition 3(i), the inequality ${ }_{t_{1}}^{C} D_{t}^{q} m\left(t^{*}\right) \leq g\left(t^{*}, m\left(t^{*}\right)\right)=g\left(t^{*}, u\left(t^{*}\right)+\right.$ $\varepsilon)<g\left(t^{*}, u\left(t^{*}\right)\right)$ holds. The contradiction proves the validity of Equation (15) and the inequality in Equation (14) for $t \in\left(t_{1}, s_{2}\right]$. Continuing this process and an induction argument prove Equation (14) and Lemma 2.

Lemma 3. [10] Let $m \in C\left(\left[t_{0}, T\right], \mathbb{R}\right)$ and there exists $\tau \in\left(t_{0}, T\right]$, such that $m(\tau)=0$ and $m(t)<0$ for $t \in\left[t_{0}, \tau\right)$. Then, the inequality ${ }_{t_{0}}^{G L} D_{+}^{q} m(\tau)>0$ holds.

When the Dini fractional derivative defined by Equation (4) or Caputo fractional Dini derivative defined by Equation (5) is used then the comparison result is:

Lemma 4. (Dini fractional derivative/Caputo fractional Dini derivative). Assume:

1. Assumptions A1-A4 and A6 are satisfied.
2. The function $x^{*}(t)=x\left(t ; t_{0}, \varphi\right):\left[t_{0}, T\right) \rightarrow \Delta, x^{*} \in P C^{q}\left(\left[t_{0}, T\right)\right)$ is a solution of Equation (1) where $\Delta \subset \mathbb{R}^{n}, 0 \in \Delta, T \leq \infty$.
3. The function $V \in \Lambda\left(\left[t_{0}, T\right), \Delta\right)$ is such that
(i) For any $i=0,1,2, \cdots:\left(t_{i}, s_{i+1}\right) \cap\left[t_{0}, T\right) \neq \varnothing$ and for $t \in\left(t_{i}, s_{i+1}\right) \cap\left[t_{0}, T\right)$, the inequality

$$
\mathcal{D}_{(1)} V\left(t, \phi, t_{i}\right) \leq g(t, V(t, \phi(0))
$$

holds where $\phi(\Theta)=x^{*}(t+\Theta), \Theta \in[-r, 0]$, and $\mathcal{D}_{(1)} V\left(t, \phi, t_{i}\right)$ is one of the following two derivatives: the Dini fractional derivative $D_{(1)}^{+} V\left(t, \phi(0), t_{i}, \phi\right)$ defined by Equation (4) or the Caputo fractional Dini derivative ${ }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{i}, \varphi(0)\right)$ defined by Equation (5).
(ii) For all $i=1,2,3, \cdots:\left(s_{i}, t_{i}\right) \cap\left[t_{0}, T\right) \neq \varnothing$, the inequality

$$
V\left(t, \phi_{i}\left(t, x^{*}\left(s_{i}-0\right)\right)\right) \leq \psi_{i}\left(t, V\left(s_{i}-0, x^{*}\left(s_{i}-0\right)\right)\right) \text { for } t \in\left(s_{i}, t_{i}\right] \cap\left[t_{0}, T\right)
$$

holds.
If $\sup _{s \in[-r, 0]} V\left(t_{0}, \varphi(s)\right) \leq u_{0}$, then the inequality $V\left(t, x^{*}(t)\right) \leq r(t)$ for $t \in\left[t_{0}, T\right)$ holds, where $r(t)=r\left(t ; t_{0}, u_{0}\right)$ is the maximal solution on $\left[t_{0}, T\right)$ of Equation (10) with $u_{0} \geq 0$.

Proof. The proof is similar to the one in Lemma 2 where instead of the Caputo fractional derivative of the Lyapunov function, we use the Dini fractional derivative or the Caputo fractional Dini derivative which are less restrictive with respect to the properties of Lyapunov functions (for example, differentiability is not required). We sketch the proof emphasizing the differences with Lemma 2.

Case 1. Let $\mathcal{D}_{(1)} V\left(t, \phi, t_{i}\right)={ }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{i}, \varphi(0)\right), i=1,2, \ldots$ in Condition 3(i) of Lemma 4.
We use induction with respect to the intervals to prove Lemma 4 . We prove the inequality in Equation (14).

Case 1.1. Let $t \in\left[t_{0}, s_{1}\right]$. We prove Equation (15) with $\varepsilon>0$ an arbitrary number. Note that Equation (15) holds for $t=t_{0}$. If the inequality in Equation (15) is not true, then there exists a point $t^{*} \in\left(t_{0}, s_{1}\right]$ such that $p\left(t^{*}\right)=0$ and $p\left(t^{*}\right)<0$ for $t \in\left[t_{0}, t^{*}\right)$ where $p(t)=m(t)-u(t)-\varepsilon$. From Lemma 3 with $\tau=t^{*}$ we get the inequality

$$
{ }_{t_{0}}^{G L} D_{+}^{q} m\left(t^{*}\right) \gg_{t_{0}}^{G L} D_{+}^{q} u\left(t^{*}\right)+{ }_{t_{0}}^{G L} D_{+}^{q} \varepsilon .
$$

Thus

$$
\begin{align*}
C_{t_{0}}^{C} D_{t}^{q} m\left(t^{*}\right) & ={ }_{t_{0}}^{G L} D_{+}^{q}\left(m\left(t^{*}\right)-m\left(t_{0}\right)\right)={ }_{t_{0}}^{G L} D_{+}^{q} m\left(t^{*}\right)-{ }_{t_{0}}^{G L} D_{+}^{q} m\left(t_{0}\right)  \tag{16}\\
& >{ }_{t_{0}}^{G L} D_{+}^{q}\left(u\left(t^{*}\right)-u_{0}\right)=t_{t_{0}}^{C} D_{t}^{q} u\left(t^{*}\right) .
\end{align*}
$$

Following the proof of Lemma 3 [3] from the choice of the point $t^{*}$, the definition of the function $m(t)$, the definition of the derivative ${ }_{(1)}^{c} D_{+}^{q} V\left(\tau, \phi(0) ; t_{0}, \varphi(0)\right)$, Assumption A2 and $x(t+s)=\phi(s)$, $x_{\rho\left(t, x_{t}\right)}=x_{\rho\left(t, \phi_{0}\right)}=x\left(\rho\left(t, \phi_{0}\right)\right)=x\left(t+\left(\rho\left(t, \phi_{0}\right)-t\right)\right)=\phi\left(\rho\left(t, \phi_{0}\right)-t\right)$, Assumption A6 and Condition 3(i) of Lemma 4 , we obtain the inequality

$$
\begin{align*}
{ }_{t_{0}}^{C} D_{t}^{q} m(\tau) & ={ }_{t_{0}}^{G L} D_{+}^{q}\left(m\left(t^{*}\right)-m\left(t_{0}\right)\right) \leq{ }_{(1)}^{c} D_{+}^{q} V\left(t^{*}, \phi(0) ; t_{0}, \varphi(0)\right) \\
& \leq g\left(t^{*}, V\left(t^{*}, \phi(0)\right)=g\left(t^{*}, m\left(t^{*}\right)\right)=g\left(t^{*}, u\left(t^{*}\right)+\varepsilon\right) \leq g\left(t^{*}, u\left(t^{*}\right)\right)\right.  \tag{17}\\
& =C_{0_{0}}^{C} D_{t}^{q} u\left(t^{*}\right)
\end{align*}
$$

with $\phi(\Theta)=x(\tau+\Theta), \Theta \in[-\tau, 0]$.
The inequality in Equation (17) contradicts the inequality in Equation (16). The contradiction proves the validity of Equation (15) and, therefore, the validity of Equation (14) on $\left[t_{0}, s_{1}\right]$.

Case 1.2. Let $t \in\left(s_{1}, t_{1}\right]$. From the impulsive equality in Equation (1), Condition 3(ii) of Lemma 4, Assumption A6 and the inequality in Equation (14) for $t=s_{1}-0$, we obtain for $t \in\left(s_{1}, t_{1}\right]$ the inequalities $m(t)=V\left(t, x^{*}(t)\right)=V\left(t, \phi_{1}\left(t, x^{*}\left(s_{1}-0\right)\right)\right) \leq \psi_{1}\left(t, V\left(s_{1}-0, x^{*}\left(s_{1}-0\right)\right)\right)=\psi_{1}\left(t, m\left(s_{1}-\right.\right.$ $0)) \leq \psi_{1}\left(t, u\left(s_{1}-0\right)\right)=u(t)$, i.e. Equation (14) holds on $\left(s_{1}, t_{1}\right)$.

Case 1.3. Let $t \in\left(t_{1}, s_{2}\right]$. The proof of the inequality in Equation (15) for $t \geq\left(t_{1}, s_{2}\right]$ is similar to the one in Case 1.1 by replacing $t_{0}$ with $t_{1}$.

Case 2. Let $\mathcal{D}_{(1)} V\left(t, \phi, t_{i}\right)$ in Condition 3(i) of Lemma 4 be the Dini fractional derivative $D_{(1)}^{+} V\left(t, \phi(0), t_{i}, \varphi\right)$ defined by Equation (4). Then, based on the proof in Case 1 and Remark 4, we establish Lemma 4.

## 6. Main Results

Theorem 1. (Caputo fractional derivative) Let the following conditions be satisfied:

1. Assumptions A1-A8 are fulfilled.
2. There exist a function $V \in \Lambda\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and
(i) The inequalities

$$
b(\|x\|) \leq V(t, x) \leq a(\|x\|), \quad x \in \mathbb{R}^{n}, t \in \mathbb{R}_{+}
$$

holds, where $a \in K([0, \rho]), b \in M([0, \rho]), \rho>0$;
(ii) For any initial data and any solution $x(t)$ of Equation (1) defined on $\left[t_{0}, \infty\right)$ such that for any $\tau \in$ $\left(t_{k}, s_{k+1}\right), k$ is a non-negative integer, such that $x(t) \in S_{\rho}, t \in\left[t_{0}, \tau\right]$ and $V(\tau, x(\tau)) \geq V(s, x(s))$ for $s \in\left[t_{0}, \tau\right]$ the inequality

$$
{ }_{t_{i}}^{C} D_{t}^{q} V(t, x(t)) \leq g(t, V(t, x(t))), \quad t \in\left(t_{i}, s_{i+1}\right] \cap\left[t_{0}, \tau\right], i=0,1,2, \ldots, k
$$

holds.
(iii) For any $k=0,1,2, \ldots$ and $t \in\left(s_{k}, t_{k+1}\right], y \in S_{\rho}$ the inequality

$$
V\left(t, \phi_{k}(t, y)\right) \leq \psi_{k}\left(t, V\left(s_{k}-0, y\right)\right)
$$

holds.
3. The zero solution of Equation (10) is uniformly Lipschitz stable (uniformly globally Lipschitz stable).

Then, the zero solution of Equation (1) is uniformly Lipschitz stable (uniformly globally Lipschitz stable).
Proof. Let the zero solution of Equation (10) be uniformly Lipschitz stable. Let $t_{0} \geq 0$ be an arbitrary. Without loss of generality, we assume $t_{0} \in\left[0, s_{1}\right)$. From Condition 3, there exist $M \geq 1, \delta_{1}>0$ such that for any $u_{0} \in \mathbb{R}:\left|u_{0}\right|<\delta_{1}$ the inequality

$$
\begin{equation*}
\left|u\left(t ; t_{0}, u_{0}\right)\right| \leq M\left|u_{0}\right| \text { for } t \geq t_{0} \tag{18}
\end{equation*}
$$

holds, where $u\left(t ; t_{0}, u_{0}\right)$ is a solution of Equation (10) with the initial data $\left(t_{0}, u_{0}\right)$.
From the inclusions $a \in K([0, \rho])$ and $b \in M([0, \rho])$, there exist a function $q_{b}(u)$ and a positive constant $K_{a}$. Without loss of generality, we can assume $K_{a} \geq 1$. Choose the constant $M_{1}$ such that $M_{1}>\max \left\{1, q_{b}\left(K_{a}\right), q_{b}(M) K_{a}\right\}$ and $\delta_{2} \leq \frac{\rho}{2 M_{1}}$. Therefore, $2 M_{1} \delta_{2} \leq \rho$.

Let $\delta=\min \left\{\delta_{1}, \delta_{2}, \frac{\delta_{1}}{K_{a}}\right\}$. Choose the initial function $\varphi \in P C_{0}([-r, 0])$ such that $\|\varphi\|_{P C_{0}}<\delta$. Therefore, $\|\varphi\|_{P C_{0}}<\delta \leq \delta_{2} \leq \rho$, i.e. $\varphi(s) \in S_{\rho}$ for $s \in[-r, 0]$. Consider the solution $y(t)=y\left(t ; t_{0}, \varphi\right)$ of the system in Equation (1) for the chosen initial data $\left(t_{0}, \varphi\right)$.

Let $u_{0}^{*}=\sup _{s \in[-r, 0]} V\left(t_{0}, \varphi(s)\right)$. From the choice of $\varphi$ and the properties of the function $a(u)$ applying condition $2(i)$ we get $u_{0}^{*}=V\left(t_{0}, \varphi(\xi)\right) \leq a(\|\varphi(\xi)\|) \leq a\left(\|\varphi\|_{P C_{0}}\right) \leq K_{a}\|\varphi\|_{P C_{0}}<K_{a} \delta \leq \delta_{1}$. Therefore, the function $u^{*}(t)$ satisfies Equation (18) for $t \geq t_{0}$ with $u_{0}=u_{0}^{*}$, where $u^{*}(t)=u\left(t ; t_{0}, u_{0}^{*}\right)$ is a solution of Equation (10) with initial data $\left(t_{0}, u_{0}^{*}\right)$.

Let $\varepsilon \in\left(0, M_{1} \delta\right]$ be an arbitrary number. We prove

$$
\begin{equation*}
V(t, y(t))<b\left(M_{1}\|\varphi\|_{P C_{0}}+\varepsilon\right), \quad t \geq t_{0} \tag{19}
\end{equation*}
$$

For $t=t_{0}$, we get $V\left(t_{0}, y\left(t_{0}\right)\right)=V\left(t_{0}, \varphi(0)\right) \leq a(\|\varphi(0)\|) \leq a\left(\|\varphi\|_{P C_{0}} \leq K_{a}\|\varphi\|_{P C_{0}} \leq\right.$ $b\left(q_{b}\left(K_{a}\right)\|\varphi\|_{P C_{0}}\right) \leq b\left(M_{1}\|\varphi\|_{P C_{0}}\right)<b\left(M_{1}\|\varphi\|_{P C_{0}}+\varepsilon\right)$, i.e. the inequality in Equation (19) holds.

Assume Equation (19) is not true.
Case 1. There exists a point $T>t_{0}, T \in \bigcup_{k=0}^{\infty}\left(t_{k}, s_{k+1}\right]$ such that $V(t, y(t))<b\left(M_{1}\|\varphi\|_{P C_{0}}+\varepsilon\right)$ for $t \in\left[t_{0}, T\right), V(T, y(T))=b\left(M_{1}\|\varphi\|_{P C_{0}}+\varepsilon\right)$, i.e. $V(s, y(s)) \leq V(T, y(T))$ for $s \in\left[t_{0}, T\right]$. Then, from Condition 2(i), we obtain the inequalities $\|y(t)\| \leq b^{-1}\left(V(t, y(t)) \leq M_{1}\|\varphi\|_{P C_{0}}+\varepsilon<2 M_{1} \delta \leq\right.$ $2 M_{1} \delta_{2} \leq \rho$ for $t \in\left[t_{0}, T\right]$, i.e., $y(t) \in S_{\rho}$ for $t \in\left[t_{0}, T\right]$ and, according to Condition 2(ii) of Theorem 1 with $\tau=T$, it follows that Condition 3(i) of Lemma 2 is satisfied for the solution $y(t)$ on the interval $\left[t_{0}, T\right]$ and $\Delta=S_{\rho}$.

According to Lemma 2, we get

$$
\begin{equation*}
V(t, y(t)) \leq u^{*}(t) \text { for } t \in\left[t_{0}, T\right] \tag{20}
\end{equation*}
$$

From the inequality in Equation (20) and Condition 2(i), we obtain

$$
\begin{align*}
M_{1}\|\varphi\|_{P C_{0}} & =b^{-1}(V(T, y(T))) \leq b^{-1}\left(u^{*}(T)\right) \\
& \leq b^{-1}\left(M\left|u_{0}^{*}\right|\right)=b^{-1}\left(M V\left(t_{0}, \varphi(\xi)\right)\right) \leq q_{b}(M) V\left(t_{0}, \varphi(\xi)\right)  \tag{21}\\
& \left.\leq q_{b}(M) a(\|\varphi(\xi)\|) \leq q_{b}(M) a\left(\|\varphi\|_{0}\right) \leq q_{b}(M) K_{a} \| \varphi\right)\left\|_{P C_{0}}<M_{1}\right\| \varphi \|_{P C_{0}} .
\end{align*}
$$

The contradiction proves the validity of Equation (19). From the inequality in Equation (19) and Condition 2(i), we have Theorem 1.

Case 2. There exists a point $T>t_{0}, T \in \bigcup_{k=1}^{\infty}\left(s_{k}, t_{k}\right)$ such that $V(t, y(t))<b\left(M_{1}\|\varphi\|_{P C_{0}}+\varepsilon\right)$ for $t \in\left[t_{0}, T\right), V(T, y(T))=b\left(M_{1}\|\varphi\|_{P C_{0}}+\varepsilon\right)$. Then, as in Case 1 we get $y(t) \in S_{\rho}$ for $t \in\left[t_{0}, T\right]$. Let $T \in$ $\left(s_{j}, t_{j+1}\right)$ for a natural number $j$. According to Condition 2(iii) of Theorem 1, we obtain $b\left(M_{1}\|\varphi\|_{P C_{0}}+\right.$ $\varepsilon)=V(T, y(T))=V\left(T, \phi_{j}\left(T, y\left(s_{j}-0\right)\right)\right) \leq \psi_{j}\left(T, V\left(s_{j}-0, y\left(s_{j}-0\right)\right)\right) \leq \psi_{j}\left(T, b\left(M_{1}\|\varphi\|_{P C_{0}}\right)\right)<$ $\psi_{j}\left(T, b\left(M_{1}\|\varphi\|_{P C_{0}}\right)+\varepsilon\right)$. The contradiction proves this case is not possible.

Case 3. There exists a natural number $k$ such that $V(t, y(t))<b\left(M_{1}\|\varphi\|_{0}+\varepsilon\right)$ for $t \in\left[t_{0}, s_{k}\right]$ and $V\left(s_{k}+0, y\left(s_{k}+0\right)\right)>b\left(M_{1}\|\varphi\|_{0}+\varepsilon\right)$. Therefore, $\psi_{k}\left(s_{k}, b\left(M_{1}\|\varphi\|_{0}\right)\right) \geq \psi_{k}\left(s_{k}, V\left(s_{k}, y\left(s_{k}\right)\right)\right) \geq$ $V\left(s_{k}+0, \phi_{k}\left(s_{k}, y\left(s_{k}-0\right)\right)\right)=V\left(s_{k}+0, y\left(s_{k}+0\right)\right)>b\left(M_{1}\|\varphi\|_{0}\right)$. The contradiction proves this case is not possible.

The proof of globally uniformly Lipschitz stability is analogous so we omit it.
Theorem 2. Let the conditions of Theorem 1 be satisfied where Condition 2(i) is replaced by:
$2^{*}(i)$ the inequalities $\lambda_{1}(t)\|x\|^{2} \leq V \leq \lambda_{2}(t)\|x\|^{2}, \quad x \in S_{\rho}, t \in \mathbb{R}^{+}$holds, where $\lambda_{1}, \lambda_{2} \in$ $C\left(\mathbb{R}_{+},(0, \infty)\right)$ and there exists positive constant $A_{1}, A_{2}: A_{1}<A_{2}$ such that $\lambda_{1}(t) \geq A_{1}, \lambda_{2}(t) \leq A_{2}$ for $t \geq 0$, and $\rho>0$.

If the zero solution of Equation (10) is uniformly Lipschitz stable (uniformly globally Lipschitz stable), then the zero solution of Equation (1) is uniformly Lipschitz stable (uniformly globally Lipschitz stable).

Proof. The proof is similar to the one in Theorem 1 where $M_{1}=\sqrt{M \frac{A_{2}}{A_{1}}}$.
Theorem 3. (Dini fractional derivative/ Caputo fractional Dini derivative) Let the following conditions be satisfied:

1. Assumptions A1-A8 are fulfilled.
2. There exist a function $V(t, x) \in \Lambda\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right), \rho>0$ and
(i) The inequalities

$$
b(\|x\|) \leq V(t, x) \leq a(\|x\|), \quad x \in \mathbb{R}^{n}, t \in \mathbb{R}_{+}
$$

holds, where $a \in K([0, \rho]), b \in M([0, \rho])$.
(ii) For any function $\phi \in P C_{0}: \phi(s) \in S_{\rho}$ for $s \in[-r, 0]$ such that for any $t: t \in\left(t_{k}, s_{k+1}\right), k$ is a non-negative integer, such that $V(t+s, \phi(s)) \leq V(t, \phi(0)), s \in[-r, 0]$ the inequality

$$
\mathcal{D}_{(1)} V\left(t, \phi, t_{k}\right) \leq g(t, V(t, \phi(0)))
$$

holds where $\mathcal{D}_{(1)} V\left(t, \phi, t_{k}\right)$ is one of the following two derivatives: the Dini fractional derivative $D_{(1)}^{+} V\left(t, \phi(0), t_{k}, \phi\right)$ defined by Equation (4) or the Caputo fractional Dini derivative ${ }_{(1)}^{c} D_{+}^{q} V\left(t, \phi ; t_{k}, \varphi(0)\right)$ defined by Equation (5) and $\rho>0$.
(iii) For any $k=0,1,2, \ldots$ and $t \in\left(s_{k}, t_{k+1}\right], y \in S_{\rho}$ the inequality

$$
V\left(t, \phi_{k}(t, y)\right) \leq \psi_{k}\left(t, V\left(s_{k}-0, y\right)\right)
$$

holds.
3. The zero solution of Equation (10) is uniformly Lipschitz stable (uniformly globally Lipschitz stable).

Then, the zero solution of Equation (1) is uniformly Lipschitz stable (uniformly globally Lipschitz stable).
The proof of Theorem 3 is similar to the one in Theorem 1 where Lemma 4 is applied instead of Lemma 2.

Example 3. Let $t_{k}=2 k, k=0,1,2 \ldots$ and $s_{k}=2 k-1, k=1,2, \ldots$. Consider the non-instantaneous impulsive fractional differential equations

$$
\begin{aligned}
& \left.{ }_{t_{i}}^{C} D_{t}^{0.25} x_{1}(t)=0.25 x_{1}(t)-x_{2}(t)+0.25 x_{1}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)\right)_{2}^{2} \\
& { }_{t_{i}}^{C} D_{t}^{0.25} x_{2}(t)=0.25 x_{2}(t)+x_{1}(t)+0.25 x_{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{1}^{2} \\
& \quad \text { for } t \in\left(t_{i}, s_{i+1}\right], i=0,1,2, \ldots,
\end{aligned}
$$

$$
x_{1}(t)=\frac{x_{1}\left(s_{i}-0\right)}{\sqrt{2 i t}}, x_{2}(t)=\frac{x_{2}\left(s_{i}-0\right)}{\sqrt{2 i t}}, t \in\left(s_{i}, t_{i}\right], i=1,2, \ldots
$$

where $x=\left(x_{1}, x_{2}\right), \rho(t, u)=t-\sin ^{2}(u): t-1 \leq \rho(t, u) \leq t, x_{\rho\left(t, x_{t}\right)}=\left(\left(x_{\rho\left(t, x_{t}\right)}\right)_{1},\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}\right)$ and $\left(x_{\rho\left(t, x_{t}\right)}\right)_{i}=x_{i}\left(t-\sin ^{2}\left(x_{i}(t+s)\right)\right), \quad s \in[-1,0], i=1,2$.

Let $V(t, x)=x_{1}^{2}+x_{2}^{2}, x=\left(x_{1}, x_{2}\right)$.
Let $x(t)$ be a solution of Equation (22). Let the point $\tau \in\left(t_{k}, s_{k+1}\right], k$ is a non-negative integer, be such that $x(t) \in S_{1}, t \in[0, \tau]$ and $x_{1}(\tau)^{2}+x_{2}(\tau)^{2} \geq x_{1}(s)^{2}+x_{2}(s)^{2}, s \in[0, \tau]$. Using the notation $x_{\rho\left(\tau, x_{\tau}\right)}$ and Assumption A2, it follows that $\rho\left(\tau, x_{j}(\tau+\Theta)\right) \in[\tau-r, \tau], j=1,2, \Theta \in[-r, 0]$ and therefore $\left(x_{\rho\left(\tau, x_{\tau}\right)}\right)_{1}^{2}+\left(x_{\rho\left(\tau, x_{\tau}\right)}\right)_{2}^{2} \leq x_{1}(\tau)^{2}+x_{2}(\tau)^{2}$ or

$$
x_{1}^{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}^{2} \leq x_{1}^{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{1}^{2}+x_{1}^{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}^{2} \leq x_{1}^{2}(t)\left(x_{1}(\tau)^{2}+x_{2}(\tau)^{2}\right) \leq x_{1}(t)^{2}
$$

and

$$
x_{2}^{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{1}^{2} \leq x_{2}^{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{1}^{2}+x_{2}^{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}^{2} \leq x_{2}^{2}(t)\left(x_{1}(\tau)^{2}+x_{2}(\tau)^{2}\right) \leq x_{2}(t)^{2}
$$

Then, for all $i=0,1,2, \ldots, k]$ and $t \in\left(t_{i}, s_{i+1}\right] \cap[0, \tau]$, we get the inequality

$$
\begin{align*}
{ }_{t_{i}}^{C} D_{t}^{0.25} V(t, x(t))= & ={ }_{t_{i}}^{C} D_{t}^{0.25} x_{1}^{2}(t)+{ }_{t_{i}}^{C} D_{t}^{0.25} x_{2}^{2}(t) \\
\leq & 2 x_{1}(t){ }_{t_{i}}^{C} D_{t}^{0.25} x_{1}(t)+2 x_{2}(t){ }_{t_{i}}^{C} D_{t}^{0.25} x_{2}(t) \\
= & 2 x_{1}(t)\left(0.25 x_{1}(t)-x_{2}(t)+0.25 x_{1}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}^{2}\right)  \tag{23}\\
& +2 x_{2}(t)\left(0.25 x_{2}(t)+x_{1}(t)+0.25 x_{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{1}^{2}\right) \\
\leq & V(t, x(t)) .
\end{align*}
$$

In addition, for any natural number $i, x \in S_{1} \subset \mathbb{R}^{2}$ and $t \in\left[s_{i}, t_{i}\right]=\left[2 i-1,2 i\right.$, we get $V\left(t, \frac{x}{\sqrt{2 i t}}\right)=$ $\left(\frac{x_{1}}{\sqrt{2 i t}}\right)^{2}+\left(\frac{x_{2}}{\sqrt{2 i t}}\right)^{2}=\frac{1}{2 t}\left(\frac{x_{1}^{2}}{i}+\frac{x_{2}^{2}}{i}\right) \leq \frac{x_{1}^{2}+x_{2}^{2}}{2 t}=\frac{V\left(s_{i}, x\right)}{2 t}=\psi_{i}\left(t, V\left(s_{i}, x\right)\right)$ with $\psi_{i}(t, u)=\frac{u}{2 t}$.

According to Example 2, Case 1 and Theorem 1, the zero solution of Equation (22) is uniformly Lipschitz stable.

Example 4. Let $t_{k}=2 k, k=0,1,2 \ldots$ and $s_{k}=2 k-1, k=1,2, \ldots$ Consider the non-instantaneous impulsive fractional differential equations

$$
\begin{aligned}
& { }_{t_{i}}^{C} D_{t}^{0.25} x_{1}(t)=0.5 x_{1}(t)-x_{2}(t)+0.5 x_{1}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}^{2}-x_{1}(t) \frac{{ }_{t t_{i} L}^{R L} D^{q}\left(\cos \left(0.5 \pi\left(t+t_{i}+1\right)\right)+1.1\right)}{\cos \left(0.5 \pi\left(t+t_{i}+1\right)\right)+1.1}, \\
& { }_{t_{i}}^{C} D_{t}^{0.25} x_{2}(t)=0.5 x_{2}(t)+x_{1}(t)+0.5 x_{2}(t)\left(x_{\rho\left(t, x_{t}\right)}\right)_{1}^{2}-x_{2}(t) \frac{{ }^{R L} D_{i} D^{q}\left(\cos \left(0.5 \pi\left(t+t_{i}+1\right)\right)+1.1\right)}{\cos \left(0.5 \pi\left(t+t_{i}+1\right)\right)+1.1} \\
& \quad \text { for } t \in\left(t_{i}, s_{i+1}\right], i=0,1,2, \ldots, \\
& x_{1}(t)=\frac{x_{1}\left(s_{i}-0\right)}{\sqrt{2 i t}}, \quad x_{2}(t)=\frac{x_{2}\left(s_{i}-0\right)}{\sqrt{2 i t}}, \quad t \in\left(s_{i}, t_{i}\right], i=1,2, \ldots,
\end{aligned}
$$

where $x=\left(x_{1}, x_{2}\right), \rho(t, u)=t-\sin ^{2}(u), t-0.5 \leq \rho(t, u) \leq t, x_{\rho\left(t, x_{t}\right)}=\left(\left(x_{\rho\left(t, x_{t}\right)}\right)_{1},\left(x_{\rho\left(t, x_{t}\right)}\right)_{2}\right)$ and $\left(x_{\rho\left(t, x_{t}\right)}\right)_{i}=x_{i}\left(t-0.5 \sin ^{2}\left(x_{i}(t+s)\right)\right), \quad s \in[-0.5,0], i=1,2, p(t)=\cos \left(0.5 \pi\left(t+t_{k}+1\right)\right)+1.1$ for $t \in\left[t_{k}, s_{k+1}\right]$.

Note that, for any $t \in\left[t_{k}, s_{k+1}\right]$, the inequality $p(t) \leq p(t+s), s \in[-0.5,0]$ holds.
In this case, the quadratic function and Theorem 1 does not work (as it did in Example 3) because ${ }_{t_{i}}^{C} D_{t}^{0.25} V(t, x(t)) \leq 2 V(t, x(t))\left(1-\frac{{ }^{R L} D_{k}^{q} p(t)}{p(t))}\right) \leq 2 V(t, x(t))\left(1-\frac{10}{11} t_{k}^{R L} D^{q}(p(t))\right.$ and the solution of the comparison Equation (10) with $g(t, u)=2 u\left(1-\frac{10}{21}{t_{k}}_{k} D^{q}\left(\cos \left(0.5 \pi\left(t+t_{k}+1\right)\right)+1.1\right)\right.$ is difficult to obtain.

Consider the Lyapunov function $V(t, x)=p(t)\left(x_{1}^{2}+x_{2}^{2}\right), x=\left(x_{1}, x_{2}\right)$.
Let the function $\phi \in P C_{0}, r=0.5$ be such that $\phi(s) \in S_{1}$ for $s \in[-0.5,0]$. Let $t: t \in\left(t_{k}, s_{k+1}\right), k$ is a non-negative integer, be such that $p(t+s)\left(\phi_{1}(s)^{2}+\phi_{2}(s)^{2}\right) \leq p(t)\left(\phi_{1}(0)^{2}+\phi_{2}(0)^{2}\right), s \in[-1,0]$. From the definition of the function $\rho$, it follows that $\rho\left(t, \phi_{j}(s)\right)-t=-0.5 \sin ^{2}\left(\phi_{j}(s)\right) \in[-0.5,0]$ for $s \in$ $[-1,0], j=1,2$ and therefore $p(t+s)\left(\left(\phi_{1}\left(\rho\left(t, \phi_{1}(s)\right)-t\right)\right)^{2}+\left(\phi_{2}\left(\rho\left(t, \phi_{2}(s)\right)-t\right)\right)^{2}\right) \leq p(t)\left(\phi_{1}(0)^{2}+\right.$ $\left.\phi_{2}(0)^{2}\right), s \in[-0.5,0]$. Then

$$
\begin{align*}
& p(t)\left(\phi_{2}\left(\rho\left(t, \phi_{0}\right)-t\right)\right)^{2} \leq p(t+s)\left(\phi_{2}\left(\rho\left(t, \phi_{2}(s)\right)-t\right)\right)^{2} \\
& \quad \leq p(t+s)\left(\left(\phi_{1}\left(\rho\left(t, \phi_{1}(s)\right)-t\right)\right)^{2}+\left(\phi_{2}\left(\rho\left(t, \phi_{2}(s)\right)-t\right)\right)^{2}\right)  \tag{25}\\
& \quad \leq p(t)\left(\phi_{1}(0)^{2}+\phi_{2}(0)^{2}\right), \quad s \in[-0.5,0]
\end{align*}
$$

Similarly, we get $p(t)\left(\phi_{1}\left(\rho\left(t, \phi_{0}\right)-t\right)\right)^{2} \leq p(t)\left(\phi_{1}(0)^{2}+\phi_{2}(0)^{2}\right)$.

Then, using Example 1, Case 2 and the notations $x_{t}=\phi_{0}, x_{\rho\left(t, x_{t}\right)}=\phi\left(\rho\left(t, \phi_{0}\right)-t\right)$, i.e., $f\left(t, x(t), x_{\rho\left(t, x_{t}\right)}\right)=f\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)$, we get the inequality

$$
\begin{aligned}
& D_{(24)}^{+} V\left(t, \phi(0), t_{k}, \phi\right)=\phi_{1}(0) p(t) f_{1}\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right)+\phi_{2}(0) p(t) f_{2}\left(t, \phi(0), \phi\left(\rho\left(t, \phi_{0}\right)-t\right)\right) \\
& \quad+\left(\phi_{1}^{2}(0)+\phi_{2}^{2}(0)\right)_{t_{k}}^{R L} D^{q} p(t) \\
& =\phi_{1}(0) p(t)\left(0.5 \phi_{1}(0)-\phi_{2}(0)+0.5 \phi_{1}(0)\left(\phi_{2}\left(\rho\left(t, \phi_{0}\right)-t\right)\right)^{2}-\phi_{1}(0) \frac{{\underset{c}{k}}_{R L}^{t_{k}} D^{q} p(t)}{p(t)}\right) \\
& \quad+\phi_{2}(0) p(t)\left(0.5 \phi_{2}(0)+\phi_{1}(0)+0.5 \phi_{2}(0)\left(\phi_{1}\left(\rho\left(t, \phi_{0}\right)-t\right)\right)^{2}-\phi_{2}(0) \frac{t_{t} t_{k} D^{q} p(t)}{p(t)}\right) \\
& \quad+\left(\phi_{1}^{2}(0)+\phi_{2}^{2}(0)\right)_{t_{k}}^{R L} D^{q} p(t) \\
& \leq V(t, \phi(0)) .
\end{aligned}
$$

In addition, for any natural number $i, x \in S_{1} \subset \mathbb{R}^{2}$ and $t \in\left[s_{i}, t_{i}\right]=\left[2 i-1,2 i\right.$, we get $V\left(t, \frac{x}{\sqrt{2 i t}}\right)=$ $\left(\frac{x_{1}}{\sqrt{2 i t}}\right)^{2}+\left(\frac{x_{2}}{\sqrt{2 i t}}\right)^{2}=\frac{1}{2 t}\left(\frac{x_{1}^{2}}{i}+\frac{x_{2}^{2}}{i}\right) \leq \frac{x_{1}^{2}+x_{2}^{2}}{2 t}=\frac{V\left(s_{i}, x\right)}{2 t}=\psi_{i}\left(t, V\left(s_{i}, x\right)\right)$ with $\psi_{i}(t, u)=\frac{u}{2 t}$.

According to Example 2, Case 1 and Theorem 3, the zero solution of Equation (24) is uniformly Lipschitz stable.
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#### Abstract

This paper presents a new efficient method for the numerical solution of a linear timedependent partial differential equation. The proposed technique includes the collocation method with Legendre wavelets for spatial discretization and the three-step Taylor method for time discretization. This procedure is third-order accurate in time. A comparative study between the proposed method and the one-step wavelet collocation method is provided. In order to verify the stability of these methods, asymptotic stability analysis is employed. Numerical illustrations are investigated to show the reliability and efficiency of the proposed method. An important property of the presented method is that unlike the one-step wavelet collocation method, it is not necessary to choose a small time step to achieve stability.
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## 1. Introduction

In recent years, many kinds of wavelet bases have been utilized to solve functional equations; for example, Shannon wavelets [1], Daubechies wavelets [2] and Chebyshev wavelets [3,4]. In this paper, we utilize Legendre wavelets. Legendre wavelets are derived from Legendre polynomials [5]. These wavelets have been used in solving different kinds of functional equations such as integral equations [6,7], fractional equations [8,9], ordinary differential equations [5], partial differential equations [10,11], etc.

In solving time-dependent problems, Legendre wavelets are often used for spatial discretization. Different techniques are implemented for time discretization. In some articles, Legendre wavelets are also applied for time discretization. Therefore, the collocation points should be defined for both time and spatial variables. Also in this technique, multi-dimensional wavelets should be used to approximate required functions, which deal with large matrices and require large storage space. For example, readers can refer to [9].

There are many contexts that use collocation methods in solving functional equations. For example, Luo et al. [12] presented three collocation methods based on a family of barycentric rational interpolation functions for solving a class of nonlinear parabolic partial differential equations. Furthermore, for solving a class of fractional subdiffusion equation, Luo et al. in 2016 [13] used the quadratic spline collocation method.

Another path for time discretization uses a finite difference method. Islam et al. [10] used a fully implicit scheme, which is based on the first-order Taylor expansion. Yin et al. [11] employed
the $\theta$-weighted scheme for nonlinear Klein-Sine-Gordon equations. Stability is the important point in using finite difference methods. Thus, methods that are first-order accurate in time might be inappropriate.

Here, we exploit the three-step finite element method for time discretization [14-16]. For the suitable differentiable function $F(t)$, these three steps are defined as follows:

$$
\begin{align*}
& F\left(t+\frac{\Delta t}{3}\right)=F(t)+\frac{\Delta t}{3} \frac{\partial F}{\partial t}(t)  \tag{1}\\
& F\left(t+\frac{\Delta t}{2}\right)=F(t)+\frac{\Delta t}{2} \frac{\partial F}{\partial t}\left(t+\frac{\Delta t}{3}\right),  \tag{2}\\
& F(t+\Delta t)=F(t)+\Delta t \frac{\partial F}{\partial t}\left(t+\frac{\Delta t}{2}\right) . \tag{3}
\end{align*}
$$

It can be shown that the above equations are equivalent to the third-order Taylor expansion. Therefore, this method is third-order accurate in $t$. The first idea of using these three steps has been demonstrated by Jiang and Kawahara [14]. Equations (1)-(3) are usually accompanied by the Galerkin finite element method, which is known as the three-step Taylor-Galerkin method [17]. Kumar and Mehra [2] proposed a three-step wavelet Galerkin method based on the Daubechies wavelets for solving partial differential equations subject to periodic boundary conditions. In this paper, motivated and inspired by the ongoing research, we develop a new effective method, which combines the Legendre wavelets collocation method for spatial discretization and the mentioned three steps for time discretization in the numerical solution of a linear time-dependent partial differential equation subject to the Dirichlet boundary conditions. We call this method the three-step wavelet collocation method. Furthermore, we explain the asymptotic stability of the proposed method.

The organization of this paper is as follows. In Section 2, fundamental properties of the Legendre wavelets are described. The three-step wavelet collocation method is presented in Section 3. The analysis of asymptotic stability is performed in Section 4 . Some numerical examples are presented in Section 5. Finally, Section 6 provides the conclusions of the study.

## 2. Basic Properties of Legendre Wavelets

Legendre wavelets are defined on the interval [0,1] as follows [5]:

$$
\left\{\begin{array}{l}
\psi_{l, m}(x)=\sqrt{m+\frac{1}{2}} 2^{\frac{k+1}{2}} L_{m}\left(2^{k+1} x-(2 l+1)\right), \quad \frac{l}{2^{k}} \leq x<\frac{l+1}{2^{k}} \\
0, \text { otherwise }
\end{array}\right.
$$

where $k$ can assume any positive integer, $m=0,1, \cdots, M, l=0,1, \cdots, 2^{k}-1$ and $L_{m}(x)$ are the well-known Legendre polynomials of order $m$.

A function $f(x)$ defined over $[0,1]$ can be approximated in terms of Legendre wavelets as:

$$
\begin{equation*}
f(x) \simeq \sum_{l=0}^{2^{k}-1} \sum_{m=0}^{M} c_{l, m} \psi_{l, m}(x)=C^{T} \Psi(x), \tag{4}
\end{equation*}
$$

where:

$$
\Psi(x)=\left[\psi_{0,0}, \psi_{0,1}, \cdots, \psi_{0, M}, \psi_{1,0}, \psi_{1,1}, \cdots, \psi_{2^{k}-1,0}, \psi_{2^{k}-1,1} \cdots, \psi_{2^{k}-1, M}\right]^{T}
$$

and $c_{l, m}=<f(x), \psi_{l, m}>$, in which $\left.<\ldots\right\rangle$ denotes the inner product.
The derivative of the vector $\Psi(x)$ can be expressed by:

$$
\frac{d \Psi(x)}{d x}=D \Psi(x)
$$

where $D$ is the $2^{k}(M+1)$ operational matrix. Mohammadi and Hosseini obtained $D$ and the operational matrix for the $n$-th derivative:

$$
\begin{equation*}
\frac{d^{n} \Psi(x)}{d x^{n}}=D^{n} \Psi(x), \tag{5}
\end{equation*}
$$

in [5].

## 3. Three-Step Wavelet Collocation Method

In this section, we explain the main structure of the three-step wavelet collocation method.

### 3.1. Time Discretization

Consider the following linear time-dependent partial differential equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=v\left(\frac{\partial^{2} u}{\partial x^{2}}\right)+\mu u+f(x, t), \tag{6}
\end{equation*}
$$

with the initial condition:

$$
\begin{equation*}
u(x, 0)=g(x), \quad 0 \leq x \leq 1 \tag{7}
\end{equation*}
$$

and boundary conditions:

$$
\begin{align*}
& u(0, t)=h_{0}(t),  \tag{8}\\
& u(1, t)=h_{1}(t), \quad t \geq 0 . \tag{9}
\end{align*}
$$

Assume that $n \geq 0$ and $\Delta t$ denote the time step such that $t_{n}=n \Delta t, n=0,1, \cdots N_{t}$. By using the Taylor expansion, the value of the function $u(x, t)$ at the time $t_{n+1}$ can be expressed as follows:

$$
\begin{equation*}
u^{n+1}=u^{n}+\Delta t\left(\frac{\partial u}{\partial t}\right)^{n}+\frac{(\Delta t)^{2}}{2}\left(\frac{\partial^{2} u}{\partial t^{2}}\right)^{n}+\frac{(\Delta t)^{3}}{6}\left(\frac{\partial^{3} u}{\partial t^{3}}\right)^{n}+\mathbf{o}\left[(\Delta t)^{4}\right] \tag{10}
\end{equation*}
$$

where the symbols $u^{n}$ and $\left(\frac{\partial u}{\partial t}\right)^{n}$ represent $u\left(x, t_{n}\right)$ and $\frac{\partial u}{\partial t}\left(x, t_{n}\right)$, respectively.
We can use the first-order Taylor expansion for time discretization and Legendre wavelets for spatial discretization [10]. We call this method the one-step wavelet collocation method. In addition, the time derivative in the given differential equations is approximated by Euler's formula:

$$
\left(\frac{\partial u}{\partial t}\right)^{n}=\frac{u\left(x, t_{n+1}\right)-u\left(x, t_{n}\right)}{\Delta t}+\mathbf{o}[(\Delta t)]
$$

and therefore, we have semi-discrete equation:

$$
u^{n+1}=u^{n}+\Delta t\left(\frac{\partial u}{\partial t}\right)^{n}
$$

The three-step Taylor method for time discretization is derived by applying a factorization process to the right side of Equation (10) as follows:

$$
\begin{equation*}
\left(\mathbf{I}+\Delta t \frac{\partial}{\partial t}\left[\mathbf{I}+\frac{\Delta t}{2} \frac{\partial}{\partial t}\left[\mathbf{I}+\frac{\Delta t}{3} \frac{\partial}{\partial t}\right]\right]\right) u^{n}=u^{n}+\Delta t \frac{\partial}{\partial t}\left[u^{n}+\frac{\Delta t}{2} \frac{\partial}{\partial t}\left[u^{n}+\frac{\Delta t}{3}\left(\frac{\partial u}{\partial t}\right)^{n}\right]\right] . \tag{11}
\end{equation*}
$$

where the symbol $I$ is the identity operator.

Now, using Equation (11) and employing a new notation, the three-step Taylor method is obtained as follows:

$$
\begin{align*}
& u^{n+\frac{1}{3}}=u^{n}+\frac{\Delta t}{3}\left(\frac{\partial u}{\partial t}\right)^{n}  \tag{12}\\
& u^{n+\frac{1}{2}}=u^{n}+\frac{\Delta t}{2}\left(\frac{\partial u}{\partial t}\right)^{n+\frac{1}{3}}  \tag{13}\\
& u^{n+1}=u^{n}+\Delta t\left(\frac{\partial u}{\partial t}\right)^{n+\frac{1}{2}} \tag{14}
\end{align*}
$$

It should be noted that $u^{n+\frac{1}{3}}, u^{n+\frac{1}{2}}$ and $u^{n+1}$ represent the computed solution at time level $\left(t_{n}+\frac{\Delta t}{3}\right),\left(t_{n}+\frac{\Delta t}{2}\right)$ and $\left(t_{n}+\Delta t\right)$, respectively.

### 3.2. Spatial Discretization

After time discretization, the spatial derivatives of $u(x, t)$ are approximated by Legendre wavelets. The collocation method is utilized in this part. Let the unknown solution $u\left(x, t_{n}\right)$ be expanded by:

$$
\begin{equation*}
u\left(x, t_{n}\right) \simeq u^{n}=\sum_{l=0}^{2^{k}-1} \sum_{m=0}^{M} c_{l, m}^{n} \psi_{l, m}(x)=\left(C^{n}\right)^{T} \Psi(x) \tag{15}
\end{equation*}
$$

According to Equation (15), we use only one-dimensional Legendre wavelets to approximate the solution. The solution dependence on the time variable is specified by the coefficient $c_{l, m}^{n}$. In other words, the vector coefficient $C^{n}$ is calculated at time $t_{n}$. Therefore, the approximation solution at time $t_{n+\frac{1}{3}}$ can be written as follows:

$$
\begin{equation*}
u^{n+\frac{1}{3}}=\left(C^{n+\frac{1}{3}}\right)^{T} \Psi(x) \tag{16}
\end{equation*}
$$

We can also approximate $f(x, t)$ at time $t_{n}$ as:

$$
\begin{equation*}
f\left(x, t_{n}\right) \simeq f^{n}=\left(F^{n}\right)^{T} \Psi(x) \tag{17}
\end{equation*}
$$

where the vector $\left(F^{n}\right)^{T}$ is given by Equation (4) at time $t_{n}$.
Substituting Equation (6) into Equation (12) results in:

$$
\begin{equation*}
u^{n+\frac{1}{3}}=u^{n}+\frac{\Delta t}{3}\left(v\left(\frac{\partial^{2} u}{\partial x^{2}}\right)^{n}+\mu u^{n}+f\left(x, t_{n}\right)\right) \tag{18}
\end{equation*}
$$

Now, by using the operation matrix of the derivative and Equation (5), we have:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}\left(x, t_{n}\right) \simeq \sum_{l=0}^{2^{k}-1} \sum_{m=0}^{M} c_{l, m}^{n} \frac{\partial^{2} \psi_{l, m}}{\partial x^{2}}(x)=\left(C^{n}\right)^{T} D^{2} \Psi(x) \tag{19}
\end{equation*}
$$

Then, substituting Equations (15)-(17) and (19) into Equation (18) yields:

$$
\begin{equation*}
\left(C^{n+\frac{1}{3}}\right)^{T} \Psi(x)=\left(C^{n}\right)^{T} \Psi(x)+\frac{\Delta t}{3}\left(v\left(C^{n}\right)^{T} D^{2} \Psi(x)+\mu\left(C^{n}\right)^{T} \Psi(x)+\left(F^{n}\right)^{T} \Psi(x)\right) \tag{20}
\end{equation*}
$$

By using boundary conditions and Equation (16), the following equalities are satisfied:

$$
\begin{align*}
& h_{0}\left(t_{n+\frac{1}{3}}\right)=u\left(0, t_{n+\frac{1}{3}}\right) \simeq\left(C^{n+\frac{1}{3}}\right)^{T} \Psi(0)  \tag{21}\\
& h_{1}\left(t_{n+\frac{1}{3}}\right)=u\left(1, t_{n+\frac{1}{3}}\right) \simeq\left(C^{n+\frac{1}{3}}\right)^{T} \Psi(1) \tag{22}
\end{align*}
$$

Considering the initial Condition (7), we have:

$$
\begin{equation*}
g(x)=u\left(x, t_{0}\right) \simeq u^{0}=\left(C^{0}\right)^{T} \Psi(x) \tag{23}
\end{equation*}
$$

By substituting Equation (20) in $\left(2^{k}(M+1)-2\right)$ Gauss-Legendre points $\left\{x_{i}\right\}_{i=1}^{2^{k}(M+1)-2}$ and using Equations (21) and (22), we can obtain a linear system of equations with $2^{k}(M+1)$ unknown variables, $c_{l, m}^{n+\frac{1}{3}}$, which can be written in matrix form:

$$
\begin{equation*}
A C^{n+\frac{1}{3}}=B \tag{24}
\end{equation*}
$$

where $A$ and $B$ are $2^{k}(M+1) \times 2^{k}(M+1)$ and $2^{k}(M+1) \times 1$ matrices, respectively. Since the vector $C^{0}$ is obtained from Equation (23), all entries of $B$ are known.

The above system of linear equations can be solved by numerical methods. Here, for square matrix $A$, we use $L U$ decomposition to solve the linear System (24) with partial pivoting. In this method, the square matrix $A$ can be decomposed into two square matrices $L$ and $U$ such that $A=L U$, where $U$ is an upper triangular matrix formed as a result of applying the Gauss elimination method on $A$, and $L$ is a lower triangular matrix with diagonal elements being equal to one. Solving the system $A C^{n+\frac{1}{3}}=B$ is then equivalent to solving the two simpler systems $L y=B$ and $U C^{n+\frac{1}{3}}=y$. The first system can be solved by forward substitution, and the second system can be solved by backward substitution. Solving the linear system with triangular matrices makes it easy to do calculations in the process of finding the solution. Since the Gaussian elimination can produce bad results for small pivot elements, we adopt the partial pivoting strategy. In this strategy, when we are choosing the pivot element on the diagonal at position $a_{i i}$, locate the element in column $i$ at or below the diagonal that has the largest absolute value, and make it as the pivot at that step by interchanging two rows. Applying this strategy to our matrix avoids any distortion due to the pivots being small. For more details, readers can refer to [18,19].

After solving this system and determining $C^{n+\frac{1}{3}}$, we exploit Equation (13) to find $C^{n+\frac{1}{2}}$. In addition, there is a similar process that results in:

$$
\begin{equation*}
\left(C^{n+\frac{1}{2}}\right)^{T} \Psi\left(x_{i}\right)=\left(C^{n}\right)^{T} \Psi\left(x_{i}\right)+\frac{\Delta t}{2}\left(v\left(C^{n+\frac{1}{3}}\right)^{T} D^{2} \Psi\left(x_{i}\right)+\mu\left(C^{n+\frac{1}{3}}\right)^{T} \Psi\left(x_{i}\right)+\left(F^{n+\frac{1}{3}}\right)^{T} \Psi\left(x_{i}\right)\right) \tag{25}
\end{equation*}
$$

and:

$$
\begin{align*}
& h_{0}\left(t_{n+\frac{1}{2}}\right)=u\left(0, t_{n+\frac{1}{2}}\right) \simeq\left(C^{n+\frac{1}{2}}\right)^{T} \Psi(0),  \tag{26}\\
& h_{1}\left(t_{n+\frac{1}{2}}\right)=u\left(1, t_{n+\frac{1}{2}}\right) \simeq\left(C^{n+\frac{1}{2}}\right)^{T} \Psi(1) \tag{27}
\end{align*}
$$

where $\left\{x_{i}\right\}_{i=1}^{2^{k}(M+1)-2}$ are the same collocation points used in the previous step.
A matrix form of Equations (25)-(27) can be displayed as:

$$
P C^{n+\frac{1}{2}}=Q
$$

where the dimension of the square matrix $P$ and column vector $Q$ is $2^{k}(M+1)$. Since the vector $C^{n+\frac{1}{3}}$ is obtained from the previous step, all entries of $Q$ are known. Similarly, we use $L U$ decomposition to solve the above system.

Finally, by implementing similar analysis in the two previous steps, using Equation (14) with boundary conditions and exploiting $C^{n+\frac{1}{2}}$, the vector $C^{n+1}$ can be specified in each step for $n=0,1,2, \cdots$. Therefore, we can obtain the numerical solution, $u\left(x, t_{n}\right)$, in any time $t=t_{n}$.

## 4. Stability Analysis

For stability analysis, we use the asymptotic (or absolute) stability of a numerical method, which is defined in [20]. In a numerical scheme, when we fix the final time $t=n \Delta t$ and let $n \rightarrow \infty$, we want the corresponding numerical solution to remain bounded; a scheme satisfying this property is called stable. Therefore, a stability analysis needs a restriction on the mesh size $\Delta t$. In practice, we can only choose a finite and proper mesh size. It is then important to study the region of absolute stability in order to to choose the proper mesh size in practical computation.

Let us start from the typical evolution equation:

$$
\begin{array}{r}
\frac{\partial u}{\partial t}=f(u, t), \quad t>0 \\
u(0)=0
\end{array}
$$

where the non-linear operator $f$ contains the spatial part of the partial differential equation. Let us abbreviate $u\left(x_{j}, t_{n}\right)$ by $u_{j}^{n}$. We shall approximate $u_{j}^{n}$ by $U_{j}^{n}$. Following the general formulation of the proposed method, the semi-discrete version is:

$$
Q_{j} \frac{d u_{j}}{d t}=Q_{j} f_{j}\left(u_{j}\right)
$$

where $u_{j}$ is the spectral approximation to $u, f_{j}$ denotes the spectral approximation to the operator $f$ and $Q_{j}$ is the projection operator, which characterizes the scheme. Let us set $U(t)=Q_{j} u_{j}(t)$. Then, the previous discrete problem can be written in the form:

$$
\begin{equation*}
\frac{d U}{d t}=F(U) \tag{28}
\end{equation*}
$$

As is often done, we confine our discussion of time-discretizations to the linearized version of (28):

$$
\begin{equation*}
\frac{d U}{d t}=L U \tag{29}
\end{equation*}
$$

where $L$ is the diagonalizable matrix resulting from the implementation of spectral method on the spatial variable of the partial differential equation.

According to different contexts, the time discretization is said to be stable if $U^{n}$, the computed solution at the time $t_{n}=n \Delta t$, has been upper bounded, i.e., there exists a constant $M$ such that:

$$
\begin{equation*}
\left\|U^{n}\right\| \leqslant M \tag{30}
\end{equation*}
$$

In many problems, the solution is bounded in some norm for all $t>0$. In these cases, a method that produces the exponential growth allowed by Estimate (30) is not practical for long-time integrations. For such problems, the notion of asymptotic (or absolute) stability is useful.

Definition 1. The region of absolute stability of a numerical method is defined for the scalar model problem:

$$
\frac{d U}{d t}=\lambda U
$$

to be the set of all $\lambda \Delta t$ such that $\left\|U^{n}\right\|$ is bounded as $t \rightarrow \infty$ [20].
Finally, we say that a numerical method is asymptotically stable for a particular problem if, for sufficiently small $\Delta t$, the product of $\Delta t$ times every eigenvalue of $L$ lies within the region of absolute stability. In the following items, we summarize some remarkable characteristics of absolute stability [21]:

1. An absolutely stable method is one that generates a solution $u^{n}$ that tends to zero as $t_{n}$ tends to infinity,
2. A method is said to be A-stable, if it is absolutely stable for any possible choice of the time-step, $\Delta t$, otherwise a method is called conditionally stable.
3. Absolutely stable methods keep the perturbation controlled,
4. The analysis of absolute stability for the linear model problem can be exploited to find stability conditions on the time step when considering some nonlinear problems.

Since the three-step Equations (12)-(14) are equivalent to the third-order Taylor expansion, to demonstrate the stability region and achieve the stability condition, we use Equation (10). For simplicity, consider Equation (6), where $\mu=0$ and $f(x, t)=0$. Then, successive differentiations of the obtained equation indicate that:

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial t^{2}}=v^{2} \frac{\partial^{4} u}{\partial x^{4}}  \tag{31}\\
& \frac{\partial^{3} u}{\partial t^{3}}=v^{2} \frac{\partial^{4}}{\partial x^{4}}\left(\frac{u^{n+1}-u^{n}}{\Delta t}\right)+\mathbf{o}[(\Delta t)] \tag{32}
\end{align*}
$$

In Equation (32), we use Euler's formula to avoid the third-order space derivatives, as it is used in the finite element context [22]. By rearranging Equation (10) and substitution of Equations (31) and (32), we have the semi-discrete equation:

$$
\begin{equation*}
\left(I-\frac{v^{2} \Delta t^{2}}{6} \frac{\partial^{4}}{\partial x^{4}}\right)\left(\frac{u^{n+1}-u^{n}}{\Delta t}\right)=v\left(\frac{\partial^{2} u}{\partial x^{2}}\right)^{n}+\frac{\left(v^{2} \Delta t\right)}{2}\left(\frac{\partial^{4} u}{\partial x^{4}}\right)^{n} . \tag{33}
\end{equation*}
$$

After applying the wavelet collection method, Equation (33) transforms into the following equation:

$$
\begin{equation*}
\left(\frac{d C}{d t}\right)^{n} \simeq\left(\frac{C^{n+1}-C^{n}}{\Delta t}\right)=A^{-1} B C^{n} \tag{34}
\end{equation*}
$$

where:

$$
\begin{array}{r}
A=\left(\left(I-\frac{v^{2} \Delta t^{2}}{6} D^{4}\right)\left(\Psi\left(x_{i}\right)\right)^{T}\right), \\
B=\left(\left(v D^{2}+\frac{v^{2} \Delta t}{2} D^{4}\right)\left(\Psi\left(x_{i}\right)\right)^{T}\right),
\end{array}
$$

and $\left\{x_{i}\right\}_{i=1}^{2^{k}(M+1)}$ are the collocation and boundary points. Here, the matrix $L$, which is introduced in Equation (29), is defined as $L=A^{-1} B$.

There is a similar process to the one-step method. Lambert provided an explanation for how to draw the stability region. Readers can refer to [23], Chapter 3. Briefly, we can plot the region of absolute stability, $R_{L}$, by the meaning of the first and second characteristic polynomials. If we set, $\hat{h}=\lambda \Delta t$, the region of absolute stability is a function of the method and the complex parameter $\hat{h}$ only, so that we are able to plot the region $R_{L}$ in the complex $\hat{h}$-plane.

First of all, we can write Equation (34) as a usual linear multi-step method given by:

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} C^{n+j}=\Delta t \sum_{j=0}^{k} \beta_{j} L\left(C^{n+j}\right) \tag{35}
\end{equation*}
$$

where $k$ is the number of steps required for the method, and $\alpha_{j}$ and $\beta_{j}$ are constants subject to the conditions:

$$
\alpha_{k}=1, \quad\left|\alpha_{0}\right|+\left|\beta_{0}\right| \neq 0
$$

According to Equations (34) and (35), we have:

$$
\begin{equation*}
k=1, \quad \alpha_{0}=-1, \quad \alpha_{1}=1, \quad \beta_{0}=1, \quad \beta_{1}=0 \tag{36}
\end{equation*}
$$

Afterward, the first and second characteristic polynomials are defined as follows, respectively:

$$
\begin{aligned}
& \rho(\xi)=\sum_{j=0}^{k} \alpha_{j} \xi^{j} \\
& \sigma(\xi)=\sum_{j=0}^{k} \beta_{j} \xi^{j}
\end{aligned}
$$

where $\xi \in \mathbb{C}$ is a dummy variable. Using the values of $k$ and $\left\{\alpha_{j}, \beta_{j}\right\}_{j=0}^{1}$ in (36), for the proposed method, we have:

$$
\rho(\xi)=\xi-1, \quad \sigma(\xi)=1 .
$$

Then, we plot the boundary of $R_{L}$, which consists of the contour $\partial R_{L}$. The contour $\partial R_{L}$ in the complex $\hat{h}$-plane is defined by the requirement that for all $\hat{h} \in \partial R_{L}$, one of the roots of $\pi(r, \hat{h}):=\rho(r)-\hat{h} \sigma(r)$ has modulus one, that is, it is of the form $r=\exp (i \theta)$. Thus, for all $\hat{h}$ in $\partial R_{L}$, the identity:

$$
\pi(\exp (i \theta), \hat{h})=\rho(\exp (i \theta))-\hat{h} \sigma(\exp (i \theta))=0
$$

must hold. This equation is readily solved for $\hat{h}$, and we have that the locus of $\partial R_{L}$ is given by:

$$
\begin{equation*}
\hat{h}=\hat{h}(\theta)=\frac{\rho(\exp (i \theta))}{\sigma(\exp (i \theta))}=\exp (i \theta)-1 \tag{37}
\end{equation*}
$$

Finally, we use (37) to plot $\hat{h}(\theta)$ for a range of $\theta \in[0,2 \pi]$ and link consecutive plotted points by straight lines to get a representation of $\partial R_{L}$.

Therefore, according to Lambert's book and the above explanations, the stability region of the three-step and one-step wavelet collocation methods is the circle with center $(-1,0)$ and radius one. Therefore, these methods will be stable if the eigenvalues of the corresponding system and $\Delta t$ satisfy $\operatorname{Re}\left(\lambda_{j} \Delta t\right) \in[-2,0]$.

## 5. Numerical Examples

In this section, some numerical examples in the form of Equation (6) with initial and boundary Conditions (7)-(9) are discussed. The error function is defined as the maximum error $L_{\infty}$ :

$$
L_{\infty}=\max _{1 \leq i \leq 2^{k}(M+1)}\left|u_{\text {exact }}\left(x_{i}, t_{n}\right)-\bar{u}\left(x_{i}, t_{n}\right)\right|
$$

where $\bar{u}$ is the approximate solution, which is obtained by the proposed method and $\left\{x_{i}\right\}_{i=1}^{2^{k}(M+1)}$ are the Gauss-Legendre and boundary points. All programs have been performed in MATLAB 2016.

In general, the numerical results are sensitive to the selection of parameters such as time step $\Delta t$, final time $t$ and parameters of wavelet order $M$ and $k$. In the following examples, we choose $t=0.5$. Although the one-step wavelet collocation method needs less calculation, the three-step wavelet collocation method is more successful in finding the numerical solution. Furthermore, we compare our method with the three-step method proposed in [17]. They used the finite element method with standard linear interpolation functions for spatial discretization and the same three-step formula for time discretization. Numerical results show that utilizing Legendre wavelets with these three steps gives higher accuracy.

Example 1. Consider Equation (6) with $v=1 / \pi^{2}, \mu=-3, f(x, t)=3, g(x)=1+\sin (\pi x), h_{0}(t)=1$ and $h_{1}(t)=1$. The exact solution of this problem is $u_{\text {exact }}(x, t)=1+e^{-4 t} \sin (\pi x)$ [3].

Numerical results for $M=6$ and $M=8$ are reported in Tables 1 and 2, respectively. The first two rows of Table 1 show the obtained results for $k=2$. As can be seen from these rows, a change in the length of the time step makes the one-step method fail to find an approximate solution. In other words, the one-step method is unstable for $\Delta t=0.01$, while the three-step method gives high accuracy. There is a similar analysis for other parameters.

The exact and three-step approximate solutions of $u(x, t)$ are shown in Figure 1, where $M=8$ and $k=2$. Figure 2 shows the absolute stability region based on the three-step and one-step methods with the position of $\lambda_{j} \Delta t$, where $\left\{\lambda_{j}\right\}_{j=1}^{2^{k}(M+1)}$ are the eigenvalues of corresponding matrix $L$. This figure is drawn for $M=6$ and $\Delta t=0.01$. As can be seen in this figure, there are some eigenvalues for the one-step method with $\operatorname{Re}\left(\lambda_{j} \Delta t\right) \notin[-2,0]$; however, the stability region of the three-step method includes all $\left\{\lambda_{j} \Delta t\right\}_{j=1}^{2^{k}(M+1)}$. Therefore, the one-step method is not stable for $\Delta t=0.01$, while the three-step method is stable.

Table 1. The $L_{\infty}$ error of Example 1 in $M=6$.

| $k$ | $\Delta t$ | Method in [17] | One-Step Method | Three-Step Method |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 0.001 | $2.1847 \times 10^{-3}$ | $1.8061 \times 10^{-4}$ | $1.5183 \times 10^{-4}$ |
| 2 | 0.01 | unstable | unstable | $1.5179 \times 10^{-4}$ |
| 3 | 0.0001 | $1.6291 \times 10^{-3}$ | $1.3751 \times 10^{-4}$ | $1.0575 \times 10^{-4}$ |
| 3 | 0.003 | unstable | unstable | $1.0510 \times 10^{-4}$ |

Table 2. The $L_{\infty}$ error of Example 1 in $M=8$.

| $\boldsymbol{k}$ | $\boldsymbol{\Delta t} \boldsymbol{t}$ | Method in [17] | One-Step Method | Three-Step Method |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.001 | $2.3446 \times 10^{-3}$ | $9.0287 \times 10^{-5}$ | $2.1781 \times 10^{-5}$ |
| 1 | 0.006 | $2.3325 \times 10^{-3}$ | unstable | $1.5179 \times 10^{-4}$ |
| 2 | 0.001 | $1.1569 \times 10^{-3}$ | $6.5330 \times 10^{-5}$ | $2.4159 \times 10^{-5}$ |
| 2 | 0.005 | $1.1531 \times 10^{-3}$ | unstable | $1.8234 \times 10^{-5}$ |



Figure 1. The exact and approximate solutions of Example 1 in the case $M=8, k=2$ and $\Delta t=0.005$.


Figure 2. Stability region of Example 1 with the position of $\lambda_{j} \Delta t$ for $M=6, K=2$ and $\Delta t=0.01$. (b) is obtained from the magnification of (a).

Example 2. In this example, we consider Equation (6) with $v=1 / \pi^{2}, \mu=-4, f(x, t)=0, g(x)=\sin (\pi x)$, $h_{0}(t)=0$ and $h_{1}(t)=0$. The exact solution of this problem is $u_{\text {exact }}(x, t)=e^{-5 t} \sin (\pi x)$ [3].

Table 3 gives the comparison between the three-step wavelet collocation method and one-step wavelet collocation method for $M=8$. We can see from this table that the one-step wavelet collocation method tends to be unstable with a small change in time length. However, the three-step method keeps its stability for bigger $\Delta t$.

The exact and approximate solutions for the three-step wavelet collocation method are shown in Figure 3. The stability region for both three-step and one-step methods by choosing $M=8, k=1$ and $\Delta t=0.006$ is shown in Figure 4. As can be seen from this figure, there are some eigenvalues in the system of the one-step collocation method with $\operatorname{Re}\left(\lambda_{j} \Delta t\right) \notin[-2,0]$. Therefore, this method is not stable for $\Delta t=0.006$. In general, for $k=1$, the one-step collocation method shows a stable and accurate result if $\Delta t \leqslant 0.001$, while the three-step collocation method is stable for $\Delta t \leqslant 0.006$.

Table 3. The $L_{\infty}$ error of Example 2 in $M=8$.

| $\boldsymbol{k}$ | $\Delta t$ | Method in [17] | One-Step Method | Three-Step Method |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.001 | $8.6091 \times 10^{-4}$ | $7.3255 \times 10^{-5}$ | $3.0210 \times 10^{-5}$ |
| 1 | 0.006 | $8.5713 \times 10^{-4}$ | unstable | $3.0028 \times 10^{-5}$ |
| 2 | 0.001 | $7.2449 \times 10^{-4}$ | $5.2636 \times 10^{-5}$ | $1.6575 \times 10^{-5}$ |
| 2 | 0.0016 | $7.2280 \times 10^{-4}$ | unstable | $1.6528 \times 10^{-5}$ |



Figure 3. The exact and approximate solutions of Example 2 in the case $M=8, k=2$ and $\Delta t=0.0016$.


Figure 4. Stability region of Example 2 with the position of $\lambda_{j} \Delta t$ for $M=8, K=1$ and $\Delta t=0.006$. (b) is obtained from the magnification of (a).

Example 3. For the last example, consider Equation (6) with $v=1 / \pi^{2}, \mu=0, f(x, t)=\sin (\pi x)$, $g(x)=\sin (\pi x)+\cos (\pi x), h_{0}(t)=e^{-t}$ and $h_{1}(t)=-e^{-t}$. The exact solution of this problem is $u_{\text {exact }}(x, t)=\sin (\pi x)+e^{-t} \cos (\pi x)$ [3].

Table 4 shows the maximum error for some different values using the one-step and three-step wavelet collocation methods. It is clear from this table that the one-step wavelet collocation method is unstable, while the three-step wavelet collocation method has a more precise response.

Figure 5 shows the three-step approximate solution and the exact solution. The stability region for both three-step and one-step methods by choosing $M=8, k=1$ and $\Delta t=0.006$ is shown in Figure 6.

Table 4. The $L_{\infty}$ error of Example 3 in $M=8$.

| $\boldsymbol{k}$ | $\boldsymbol{\Delta} \boldsymbol{t}$ | Method in [17] | One-Step Method | Three-Step Method |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.001 | $5.4341 \times 10^{-3}$ | $3.7505 \times 10^{-4}$ | $3.7552 \times 10^{-4}$ |
| 1 | 0.006 | $6.3181 \times 10^{-3}$ | unstable | $3.6961 \times 10^{-4}$ |
| 2 | 0.001 | $4.5033 \times 10^{-3}$ | $1.7750 \times 10^{-4}$ | $1.6859 \times 10^{-4}$ |
| 2 | 0.0016 | $4.2377 \times 10^{-3}$ | unstable | $1.6772 \times 10^{-4}$ |



Figure 5. The exact solution of Example 3 in the case $M=8, k=2$ and $\Delta t=0.0016$.


Figure 6. Stability region of Example 3 with the position of $\lambda_{j} \Delta t$ for $M=8, K=1$ and $\Delta t=0.006$. (b) is obtained from the magnification of (a).

## 6. Conclusions

In this paper, we proposed a new numerical method for a linear time-dependent partial differential equation. We called this method the three-step wavelet collocation method. In this method, time discretization was performed prior to the spatial discretization. These steps are equivalent to the third-order Taylor expansion; therefore, this method is third-order accurate in time. For spatial discretization, Legendre wavelets were used, which resulted in good spatial accuracy and spectral resolution. A comparison between the proposed method and other methods was presented. The theoretical aspect of absolute stability was discussed. This stability is based on $\lambda_{j} \Delta t$, where $\left\{\lambda_{j}\right\}$ are the eigenvalues of the corresponding system. Numerical performance shows that the three-step method leads to an effective time-accurate scheme with an improved stability property.

The proposed method can be easily implemented for other cases of time-dependent partial differential equations. For example, extending our results with Legendre wavelets in solving nonlinear partial differential equations or fractional equations is worthwhile for future contribution.
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#### Abstract

In this article, I consider local solutions of the 3D Navier-Stokes equations and its properties such as an existence of global and smooth solution, uniform boundedness. The basic role is assigned to a special invariant class of solenoidal vector fields and three parameters that are invariant with respect to the scaling procedure. Since in spaces of even dimensions the scaling procedure is a conformal mapping on the Heisenberg group, then an application of invariant parameters can be considered as the application of conformal invariants. It gives the possibility to prove the sufficient and necessary conditions for existence of a global regular solution. This is the main result and one among some new statements. With some compliments, the rest improves well-known classical results.
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## 1. Introduction

During the last century, the Navier-Stokes equations attracted very much attention. The first essential steps in this way were offered by C. Oseen [1], F. K. G. Oldquist [2], J. Leray [3-5], and E. Hopf [6]. Later, the Cauchy problem and the boundary value problem were actively studied by many authors (see, for example, $[7,8]$, the review [9-17] and etc.). The main objects and tools of these works were weak solutions or fix points of integral operators. Here, a special case is connected with the existence problem of a global and regular solution in the 3D Cauchy problem. In response to the new setting of this task by Ch. Fefferman in 2000 (see [18]), O.A. Ladyzhenskaya wrote in her review [9] that she would put the main question otherwise: "Do or don't the Navier-Stokes equations give, together with initial and boundary dates, the deterministic description of fluid dynamics?"

Then, this problem is more difficult and more interesting from the physical point of view. Therefore, I introduced some invariants for studying solutions properties. At least, it is natural for applications because invariants are very important and strong tools. Moreover, these invariants didn't apply earlier.

Let us describe them now. The first invariant connected with the Cauchy problem that provided initial data belongs to a special class $C_{6 / 5,3 / 2}^{\infty}$ of solenoidal vector fields vanishing at infinity. Here, outer forces are trivial. Then, the class $C_{6 / 5,3 / 2}^{\infty}$ is invariant (Theorem 2). This is a new result.

The second invariant is a special parameter $\lambda$ (see (68)) which is connected with a velocity changing of $E^{2}$, where $E$ is a kinetic energy of a fluid flow. If $\lambda \geq 1$ or kinetic energy at a special moment is not less any mean depending on $\lambda$ for $\lambda<1$ (i.e., changing of $E^{2}$ at moment $t=0$ is negligible), then an ideal, global and smooth motion is determined. In other words, a global regular solution exists (Theorem 7). This is an essential and qualitative improvement of the classical result together with a new a priori estimate given by Theorems $8-10$. These theorems are new results in principle.

Finally, the other parameters $\varepsilon, 0<\varepsilon<1$, (see formula (87)) and $\mu, 1<\mu<\lambda^{-4}$, or $\mu=\infty$ may also be very useful (see formula (69), Lemma 50). The first of them is a dissipation coefficient of kinetic energy. The last parameter holds a time interval of a solution regularity. These three numerical characteristics $\lambda, \varepsilon, \mu$ are invariant with respect to the scaling procedure.

By the way, the first attempts to estimate invariant norms were implicitly undertaken in [12,16].
An introduction of a special invariant class of vector fields and invariant parameters gives the main idea for the proof of basic results. The first step is connected with a change of the construction offered in [19]. These changes concern solution approximations. The special kind of them gives many uniform a priori estimates. Approximations of a velocity function are built on a fundamental system with a condition for Laplacians of approximative solutions. They must be a finite part of the Fourier series. Simultaneously, approximations of a pressure function are being built. Jointly with a hydrodynamical potential, these approximations give the following facts and properties of local solutions:
(1) solutions are bounded with respect to a uniform norm and therefore it belongs to any class $L_{p, q}$; there is a universal time interval $\left[0, T_{0}\right)$ where bounded solutions exist;
more exact necessary conditions of a hypothetical turbulence phenomenon if it is;
a lower estimate of the kinetic energy which influences an existence of a global smooth solution.
The last two items are very important. If dissipation of kinetic energy is large (close to the unit), then blow up is probable.

To the structure of the paper. In the first part (Section 2), there are considered solutions' properties of the Cauchy problem in a local form if initial data is smooth enough. Here, there is given a modification of classical results with some supplements (see Theorem 1). The rest of this part contains technical lemmas which are proved by application of hydrodynamic potentials and multiplicative inequalities from Appendix (Appendix A). In the second part (Sections 3 and 4), there are existence conditions of global solutions studied in this problem, conditions for local solutions' extensions if the kinetic energy is small and close to the minimum. A more precise hypothetic blow up time interval is found. Here, three basic parameters $\lambda, \mu, \varepsilon$ are very useful.

The third part (Sections 5 and 6) contains the proof of main statements (Theorems 7-9), which are based on properties of invariant parameters $\lambda, \mu, \varepsilon$.

I think, in this way, it is convenient to remove any restrictions on a smoothness in some contrast to the traditional way. The main idea is connected with an invariant form of an a priori estimate for gradient norms of a velocity. In addition, other norms are estimated in class $L_{6}$ and, after that, it is done in class $L_{2}$. In particular, it is shown that there is a bad solution of a class $L_{6}$ with some good properties. As the corollary, this solution has many uniformly bounded norms with respect to time argument. Only after that, by routine calculations, we prove the bad solution from above belongs to a class $L_{2}$. Precisely, this step distinguishes from classical way for the second time (see [7]).

In the considered problem, a boundedness of solutions depends on a smoothness of initial data. At least, initial data from the Sobolev class $W_{2}^{3}$ gives the same in principle.

The offered construction doesn't permit diminishing the index of smoothness.
In the final (Section 7), we explain the principal difference between the Navier-Stokes equations in space and plane.

A part of local results in modification (Section 2) and invariants as tools (Section 4) were announced by author in [20-22].

Notation. Now, let us consider the Cauchy problem $(n=3)$ :

$$
\begin{gather*}
D_{t} u_{k}+\sum_{i=1}^{n} u_{i} u_{k, i}=v \Delta u_{k}-P_{, k}, k=1,2, \ldots, n  \tag{1}\\
\text { divu }=0, u(0, x)=\varphi(x) \tag{2}
\end{gather*}
$$

where $u$ is a velocity of flow, $P$ is a pressure function, symbols

$$
D_{t} u=\frac{\partial u}{\partial t}, u_{k, i}=\frac{\partial u_{k}}{\partial x_{i}}, u_{k, i j}=\frac{\partial^{2} u_{k}}{\partial x_{i} \partial x_{j}}, \ldots, P, k=\frac{\partial P}{\partial x_{k}}
$$

indicate a partial differentiation or differentiation in distributions, $\triangle$ is the Laplace operator, and $v$ is a positive constant (viscosity coefficient). A mapping $\varphi$ has all derivatives and satisfies conditions of averaged growth: $\varphi \in L_{6 / 5}\left(R^{3}\right), \varphi, i \in L_{3 / 2}\left(R^{3}\right)$. The other derivatives belong to classes $L_{r}\left(R^{3}\right)$ for any $r>1$. Furthermore, this class is denoted by symbol $C_{6 / 5,3 / 2}^{\infty}$. A class $C_{0}^{\infty}\left(R^{n}\right)$ is the class of infinitely smooth mappings with a compact support. A norm in a space $L_{p}(\Omega)$ is defined by formula:

$$
\|v\|_{p}=\left(\int_{\Omega}|v(x)|^{p} d x\right)^{1 / p} .
$$

A mixed norm is defined by equality:

$$
\|u\|_{p, q}=\left(\int_{0}^{T}\left(\int_{\Omega}|u(t, x)|^{p} d x\right)^{\frac{q}{p}} d t\right)^{\frac{1}{q}}
$$

A symbol $D^{\alpha} v$ denotes a partial differentiation or distributions with respect to a multi-index $\alpha$. An order of the derivative is indicated by $|\alpha|$. Jacobi matrix of a mapping $v$ with respect to spatial variables is denoted by $\nabla v$. Its modulus is

$$
\begin{equation*}
|\nabla v|=\left(\sum_{i, j} v_{i, j}^{2}\right)^{\frac{1}{2}} \tag{3}
\end{equation*}
$$

Functions' properties from the Sobolev classes $W_{p}^{l}(\Omega)$ are given, for example, in [23-25]. A norm in this functional space is defined by

$$
\|v\|_{W_{p}^{l}(\Omega)}=\sum_{|\alpha| \leq l}\left\|D^{\alpha} v\right\|_{p}
$$

Let $v$ be a mapping that is determined on the whole space. For the Riesz potential, we apply notation:

$$
\begin{equation*}
I_{\alpha}(v)(x)=\frac{1}{\gamma(\alpha)} \int_{R^{n}} \frac{v(y) d y}{|x-y|^{n-\alpha}} \tag{4}
\end{equation*}
$$

where $\gamma(\alpha)=\pi^{\frac{n}{2}} \Gamma\left(\frac{\alpha}{2}\right) / \Gamma\left(\frac{n-\alpha}{2}\right)$ and $\Gamma$ is the Euler gamma-function. The properties of these potentials can be found in [24].

The agreement about summation. Everywhere in this article, the repeated indices give a summation if it is not done reservation specially. For example,

$$
u_{i} u_{j, i}=\sum_{i=1}^{n} u_{i} u_{j, i}, u_{i, j} u_{j, i}=\sum_{i, j=1}^{n} u_{i, j} u_{j, i}, u_{i} u_{j, i} \triangle u_{j}=\sum_{i, j=1}^{n} u_{i} u_{j, i} \triangle u_{j},
$$

etc.
Furthermore, $S_{T}=[0, T] \times R^{3}$. A number $T_{0}$ we define by formula:

$$
\begin{equation*}
T_{0}=\left(\frac{9}{4}\right)^{4} \frac{v^{3}}{\|\nabla \varphi\|_{2}^{4}} \tag{5}
\end{equation*}
$$

We apply the definition of a weak solution given in [7] everywhere.

## 2. Preliminaries. Boundedness and Smoothness Properties of Local Solutions in the Cauchy Problem

Here, with some compliments, a local result described by Theorem 1 is basic in this section. The rest contains only technical statements.

Theorem 1. Let $T_{0}$ be a number from formula (5) and a mapping $\varphi \in C_{6 / 5,3 / 2}^{\infty}$. Then, on the set $S_{T_{0}}$, there exist weak solutions $u$ and $P$ of problems (1) and (2) with the following properties:
(1) mappings $u$ and $P$ uniformly continuous and bounded on the set $S_{T}$ for every number $T, 0<T<T_{0}$;
(2) the solution $u$ belongs to Sobolev classes $W_{2}^{2}\left(S_{T}\right)$ and $W_{6}^{1}\left(S_{T}\right)$ for every number $T, 0<T<T_{0}$, moreover, all norms

$$
\|u\|_{p},\|\nabla u\|_{p},\left\|D_{t} u\right\|_{p},\|u, i j\|_{p},\left\|\nabla D_{t} u\right\|_{2}
$$

are uniformly bounded in spaces $L_{p}\left(R^{3}\right), 2 \leq p \leq 6$, by a constant $C=C(\nu, \varphi, T)$ depending on $v, \varphi$ and $T$ only, in addition $\|u\|_{2} \leq\|\varphi\|_{2}$;
(3) gradients $\nabla u_{i}, i=1,2,3, \nabla P$ are bounded on the set $S_{T}$ for every number $T, 0<T<T_{0}$;
(4) the solution $P$ satisfies uniform estimates:

$$
\|\nabla P\|_{q} \leq C, \frac{3}{2}<q<\infty,\left\|\nabla D_{t} P\right\|_{q} \leq C,\|P, i j\|_{q} \leq C
$$

for all numbers $q, \frac{3}{2}<q \leq 3$, and $t \in[0, T], T<T_{0}$, with constants $C$ depending on $v, \varphi, T$ and q only;
(5) solutions $u$ and $P$ are classical solutions that is for any $T<T_{0}$ they belong to the class $C^{\infty}\left(\left(0, T_{0}\right) \times\right.$ $\left.R^{3}\right) \cap C\left(S_{T}\right)$.

The proof of the theorem is given to the end of this section. We note items 1, 3, 4 compliment well-known Ladyzhenskaya's results (see [7]). Item (2) contains new uniform estimate for norms of derivatives. Hence, it follows a boundedness of weak solutions and a finiteness of its mixed norms. Moreover, we have an existence of weak solution with required properties on the interval $\left[0, T_{0}\right)$ with the finite length. To the studying of the smoothness property for weak solutions, the mixed norms were applied by O. Ladyzhenskaya in [26] (see, also [7]). They were applied by other authors (see, for example, $[8,10,14])$. Item (5) is a particular case from [27]. However, from this theorem, a deeper result follows (see Theorem 7).

### 2.1. A Priori Estimates of Gradients' Norms

Lemma 1. Suppose that a mapping $w: S_{T_{0}} \rightarrow R^{3}$ belongs to a class $C^{2}$ and $w(0, x)=\varphi(x)$. If, for every $t \in\left[0, T_{0}\right)$, Laplacian supports are subsets of some ball with a fixed radius and $w \in L_{6}\left(R^{3}\right), \nabla w \in$ $L_{2}\left(R^{3}\right) \cap L_{6}\left(R^{3}\right)$, then for all mappings $w$ satisfying condition:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\nabla w\|_{2}^{2}+v\|\Delta w\|_{2}^{2}=\int_{R^{3}} w_{i} w_{k, i} \triangle w_{k} d y \tag{6}
\end{equation*}
$$

the following estimate holds:

$$
\|\nabla w\|_{2} \leq \frac{\|\nabla \varphi\|_{2}}{\left(1-t / T_{0}\right)^{1 / 4}}
$$

for all $t \in\left[0, T_{0}\right)$, where $T_{0}$ from formula (5).
Proof. We take from Corollary A4 the second inequality. Then, from (6), we obtain:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\nabla w\|_{2}^{2}+v\|\Delta w\|_{2}^{2} \leq a_{1}\|\nabla w\|_{2}^{3 / 2}\|\Delta w\|_{2}^{3 / 2} \tag{7}
\end{equation*}
$$

Let $y=\|\triangle w\|_{2} /\|\nabla w\|_{2}^{3}$. Then, (7) can be rewritten in the form:

$$
\frac{1}{2\|\nabla w\|_{2}^{6}} \frac{d}{d t}\|\nabla w\|_{2}^{2} \leq a_{1} y^{3 / 2}-v y^{2}
$$

The maximal mean on the right-hand side is $\frac{27 a_{1}^{4}}{256 v^{3}}$. Therefore, integrating the inequality

$$
\frac{1}{2\|\nabla w\|_{2}^{6}} \frac{d}{d t}\|\nabla w\|_{2}^{2} \leq \frac{27 a_{1}^{4}}{256 v^{3}}
$$

over the interval $[0, t]$, we get:

$$
\frac{1}{\|\nabla \varphi\|_{2}^{4}}-\frac{1}{\|\nabla w\|_{2}^{4}} \leq \frac{27 a_{1}^{4}}{64 v^{3}} t
$$

Furthermore, we take a number $a_{1}$ from Corollary A4 and obtain the required estimate.
Lemma 2. Let $T_{0}$ be a constant from Lemma 1. Assume a mapping $w: S_{T_{0}} \rightarrow R^{3}$ belongs to a class $C^{3}$ and $w(0, x)=\varphi(x), D_{t} w(0, x)=\psi(x)$. Suppose that, for every $t$, there are fulfilled conditions:
(1) Laplacian supports $\triangle w, \triangle D_{t} w$ are subsets of a ball with a fixed radius;
(2) mappings

$$
w, D_{t} w \in L_{6}\left(R^{3}\right), \nabla w, \nabla D_{t} w \in L_{2}\left(R^{3}\right) \bigcap L_{6}\left(R^{3}\right)
$$

(3) with constants $k_{1}, l$ the inequalities hold:

$$
\|\nabla w\|_{2} \leq k_{1}\|\nabla \varphi\|_{2}, \int_{0}^{t}\|\Delta w\|_{2}^{2} d t \leq l
$$

(4) the equality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla D_{t} w\right\|_{2}^{2}+v\left\|\Delta D_{t} w\right\|_{2}^{2}=\int_{R^{3}}\left(D_{t} w_{i} \cdot w_{k, i}+w_{i} D_{t} w_{k, i}\right) \triangle D_{t} w_{k} d x \tag{8}
\end{equation*}
$$

is true. Then, for every segment, $[0, T]$ where $T<T_{0}$ the estimate $\left\|\nabla D_{t} w\right\|_{2} \leq k_{2}\|\nabla \psi\|_{2}$ holds with a constant $k_{2}$ which depends on $v, T, k_{1}, l,\|\nabla \varphi\|_{2}$ only.

Proof. The integral on the right-hand side in formula (8) we rewrite with two integrals $J_{1}$ and $J_{2}$. Applying Corollary A4, we make estimates for every integral. In integral $J_{1}$, a triple of mappings $u, v, w$ is the triple $D_{t} w, w, D_{t} w$. In integral $J_{2}$, a required triple is the triple $w, D_{t} w, D_{t} w$. Therefore, condition (3) yields estimates:

$$
\begin{gathered}
J_{1} \leq a\left\|\nabla D_{t} w\right\|_{2}\|\nabla w\|_{2}^{1 / 2}\|\Delta w\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2} \\
\leq a \sqrt{k_{1}}\|\nabla \varphi\|_{2}^{1 / 2}\left\|\nabla D_{t} w\right\|_{2}\|\Delta w\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2} \\
J_{2} \leq a\|\nabla w\|_{2}\|\nabla w\|_{2}^{1 / 2}\|\Delta w\|_{2}^{1 / 2}\left\|\leq a k_{1}\right\| \nabla \varphi\left\|_{2}\right\| \nabla D_{t} w\left\|_{2}^{1 / 2}\right\| \Delta w \|_{2}^{3 / 2} .
\end{gathered}
$$

Hence, from (8), we get:

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla D_{t} w\right\|_{2}^{2}+v\left\|\Delta D_{t} w\right\|_{2}^{2} \leq  \tag{9}\\
a \sqrt{k_{1}}\|\nabla \varphi\|_{2}^{1 / 2}\left\|\nabla D_{t} w\right\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2}\left(\|\Delta w\|_{2}^{1 / 2}+\sqrt{k_{1}}\|\nabla \varphi\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2}^{1 / 2}\right) .
\end{gather*}
$$

Let $g(t)=\left\|\nabla D_{t} w\right\|_{2}, h(t)=\left\|\Delta D_{t} w\right\|_{2} / g(t)$. Then, formula (9) can be transformed to the formula:

$$
\frac{1}{2} \frac{d}{d t} \ln g(t)+v h^{2}(t) \leq a \sqrt{k_{1}}\|\nabla \varphi\|_{2}^{1 / 2}\|\triangle w\|_{2}^{1 / 2} h(t)+a k_{1}\|\nabla \varphi\|_{2} h^{3 / 2}(t)
$$

Let us integrate over segment $[0, t]$ this inequality. For the next step, we apply to each term the Hölder inequality for three and two factors, respectively getting quantities $h^{2}(t)$ and $\|\Delta w\|_{2}^{2}$. Hence, from condition (3), we obtain:

$$
\begin{aligned}
& \frac{1}{2} \ln \frac{g(t)}{g(0)}+v \int_{0}^{t} h^{2}(t) d t \leq a \sqrt{k_{1}\|\nabla \varphi\|_{2}} \sqrt[4]{t}\left(\int_{0}^{t}\|\Delta w\|_{2}^{2} d t\right)^{1 / 4}\left(\int_{0}^{t} h^{2}(t) d t\right)^{1 / 2}+ \\
& \quad+a k_{1}\|\nabla \varphi\|_{2} \sqrt[4]{t}\left(\int_{0}^{t} h^{2}(t) d t\right)^{3 / 4} \leq a \sqrt{k_{1}\|\nabla \varphi\|_{2}} \sqrt[4]{l t} \sqrt{y}+a k_{1}\|\nabla \varphi\|_{2} \sqrt[4]{t} y^{3 / 4}
\end{aligned}
$$

where $y=\int_{0}^{t} h^{2}(t) d t$. Let $M$ be a maximal mean of the function

$$
F(y)=a_{1} \sqrt{y}+a_{2} y^{3 / 4}-v y
$$

where $a_{1}=a \sqrt{k_{1}\|\nabla \varphi\|_{2}} \sqrt[4]{l t}, a_{2}=a k_{1}\|\nabla \varphi\|_{2} \sqrt[4]{t}$. Then, the last estimates give $g(t) \leq e^{2 M_{g}} g(0)$. From the definition of function $g$, we have $g(0)=\|\nabla \psi\|_{2}$.

### 2.2. A Priori Estimates of Laplacian Norms

Lemma 3. Let $w, T_{0}$ be a mapping and a number from Lemma 1. Then, for every number $T, 0<T<T_{0}$, there exists a constant $l=l(v, \varphi, T)$ such that

$$
\int_{0}^{t}\|\triangle w\|_{2}^{2} d t \leq l
$$

for all $t \in[0, T]$.
Proof. We transform inequality (7) applying the estimate from Lemma 1. Then,

$$
\frac{1}{2} \frac{d}{d t}\|\nabla w\|_{2}^{2}+v\|\Delta w\|_{2}^{2} \leq a \frac{\|\nabla \varphi\|_{2}^{3 / 2}}{\left(1-t / T_{0}\right)^{3 / 8}}\|\Delta w\|_{2}^{3 / 2}
$$

This inequality we integrate over the segment $[0, t]$. Then, we estimate the right-hand side applying the Hölder inequality and underlining the integral with the term $\|\Delta w\|_{2}^{2}$. If $\beta(t)=\int_{0}^{t}\|\Delta w\|_{2}^{2} d t$, then we get

$$
\left.\frac{1}{2}\|\nabla w\|_{2}^{2}\right|_{0} ^{t}+v \beta(t) \leq a\|\nabla \varphi\|_{2}^{3 / 2} \beta^{3 / 4}(t)\left(\int_{0}^{t}\left(1-t / T_{0}\right)^{-3 / 2} d t\right)^{1 / 4}
$$

The direct calculations of the integral on the right-hand side and the estimate

$$
\frac{1}{\sqrt{1-b}}-1 \leq \frac{b}{\sqrt{1-b}}
$$

give the inequality:

$$
\frac{1}{2}\|\nabla w\|_{2}^{2}+v \beta(t) \leq a\|\nabla \varphi\|_{2}^{3 / 2} \beta^{3 / 4}(t) \frac{\sqrt[4]{2 t}}{\left(1-t / T_{0}\right)^{1 / 8}}+\frac{1}{2}\|\nabla \varphi\|_{2}^{2}
$$

Take out the first term on the left hand. Then, the required estimate for function $\beta(t)$ will be obvious. If $\beta(t) \leq\|\nabla \varphi\|_{2}$, then the estimate is acceptable. If $\beta(t) \geq\|\nabla \varphi\|_{2}$, then we have:

$$
v \beta(t) \leq a\|\nabla \varphi\|_{2}^{3 / 2} \beta^{3 / 4}(t) \frac{\sqrt[4]{2 t}}{\left(1-t / T_{0}\right)^{1 / 8}}+\frac{1}{2}\|\nabla \varphi\|_{2}^{5 / 4} \beta^{3 / 4}(t)
$$

Hence, it follows the lemma.

Lemma 4. Let $w$ be a mapping from Lemma 2 and a number $T_{0}$ from Lemma 1. Then, for every number $T$, $0<T<T_{0}$, there exists a constant $l_{1}=l_{1}(\nu, \varphi, T)$ such that

$$
\int_{0}^{t}\left\|\triangle D_{t} w\right\|_{2}^{2} d t \leq l_{1}
$$

for all $t \in[0, T]$.
Proof. For the mapping $w$, inequality (9) is fulfilled. Its right-hand side we estimate relying on Lemma 2. Then,

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla D_{t} w\right\|_{2}^{2}+v\left\|\triangle D_{t} w\right\|_{2}^{2} \leq  \tag{10}\\
a \sqrt{k_{1}} k_{2}\|\nabla \varphi\|_{2}^{1 / 2}\|\nabla \psi\|_{2}\|\Delta w\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2}+a k_{1} \sqrt{k_{2}}\|\nabla \varphi\|_{2}^{1 / 2}\|\nabla \psi\|_{2}\left\|\Delta D_{t} w\right\|_{2}^{3 / 2} .
\end{gather*}
$$

Let $C$ be a maximal coefficient of factors

$$
\|\triangle w\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2},\left\|\Delta D_{t} w\right\|_{2}^{3 / 2}
$$

Therefore, from formula (10), we have inequality:

$$
\frac{1}{2} \frac{d}{d t}\left\|\nabla D_{t} w\right\|_{2}^{2}+v\left\|\Delta D_{t} w\right\|_{2}^{2} \leq C\|\Delta w\|_{2}^{1 / 2}\left\|\Delta D_{t} w\right\|_{2}+C\left\|\Delta D_{t} w\right\|_{2}^{3 / 2}
$$

This inequality we integrate over segment $[0, t]$ and its right-hand side we estimate applying the Hölder inequality and underlining terms with norms $\left\|\Delta D_{t} w\right\|_{2}$. If

$$
\beta_{1}(t)=\int_{0}^{t}\left\|\Delta, D_{t} w\right\|_{2}^{2} d t
$$

then we have the estimate:

$$
\left.\frac{1}{2}\left\|\nabla D_{t} w\right\|_{2}^{2}\right|_{0} ^{t}+v \beta_{1}(t) \leq C \sqrt[4]{t}\left(\int_{0}^{t}\|\Delta w\|_{2}^{2} d t\right)^{1 / 4} \beta_{1}^{1 / 2}(t)+C \sqrt[4]{t} \beta_{1}^{3 / 4}(t)
$$

We increase the right side using Lemma 3 and deduce the left side taking out the first positive term. Then, we obtain:

$$
\nu \beta_{1}(t) \leq C \sqrt[4]{l t} \beta_{1}^{1 / 2}(t)+C \sqrt[4]{t} \beta_{1}^{3 / 4}(t)+\frac{1}{2}\|\nabla \psi\|_{2}^{2}
$$

Hence, we get the lemma in the same way as Lemma 3. If $\beta_{1}(t)>\|\nabla \psi\|_{2}$, then, from

$$
\|\nabla \psi\|_{2}^{2}<\beta_{1}^{1 / 2}(t)\|\nabla \psi\|_{2}^{3 / 2}
$$

we obtain the lemma inequality. If $\beta_{1}(t) \leq\|\nabla \psi\|_{2}$, then the estimate is acceptable.

### 2.3. Basic Space of Solenoidal Vector Fields and Orthogonal Systems

Let us consider solenoidal vector fields $\varphi: R^{3} \rightarrow R^{3}$ from class $C^{\infty}$ with a compact support of $\triangle \varphi$. A closure of this class is defined by the norm:

$$
\begin{equation*}
\|\varphi\|=\|\varphi\|_{6}+\mid \nabla \varphi\left\|_{2}+\sum_{i, j}\right\| \varphi_{, i j} \|_{2} \tag{11}
\end{equation*}
$$

We denote its by $J_{0}^{2}\left(R^{3}\right)$. From Lemmas A1 and A2, it follows that elements $u \in J_{0}^{2}\left(R^{3}\right)$ are represented by the Riesz potentials; moreover, $u, \nabla u \in L_{6}\left(R^{3}\right)$. Otherwise, each element is defined uniquely by its Laplacian. The class $J_{0}^{2}\left(R^{3}\right)$ is a separable space as a subspace of the Sobolev classes
$W_{p}^{l}\left(R^{3}\right), 1<p<\infty$. Therefore, there exists a countable system $\left(\psi^{n}\right)_{n=1, \ldots .}$ of infinite smooth vector fields satisfying conditions:
(1) $\operatorname{div} \psi^{n}=0$;
(2) supports of $\triangle \psi^{n}$ are compact sets;
(3) the closure of a linear span in norm (11) coincides with the space $J_{0}^{2}\left(R^{3}\right)$.

Now, we apply the Sonin-Shmidt orthogonalization to the fundamental system $\left(\psi^{n}\right)_{n=1, \ldots}$ and construct a countable system of mappings $\left(b^{n}\right)_{n=1, \ldots}$, which would be with the orthogonality property of Laplacians in the space $L_{2}\left(R^{3}\right)$. That is, the scalar product

$$
\begin{equation*}
\left(\triangle b^{n}, \triangle b^{m}\right)=\int_{R^{3}} \triangle b_{i}^{n} \triangle b_{i}^{m} d x=\delta_{i j} \tag{12}
\end{equation*}
$$

where $\delta_{i j}$ is Kronecker's symbol. Then, every mapping $b^{n}$ is a finite linear combination of mappings $\left(\psi^{k}\right)$. Therefore, a support of $\triangle b^{n}$ is a compact set. Let

$$
\begin{equation*}
\triangle b^{n}=a^{n} \tag{13}
\end{equation*}
$$

The system $\left(a^{n}\right)$ is complete for the space $J_{0}^{2}\left(R^{3}\right)$; that is, the following proposition is true.
Lemma 5. If in the space $L_{2}\left(R^{3}\right)$ for a some vector field $u \in J_{0}^{2}\left(R^{3}\right)$ the scalar product $\left(u, a^{n}\right)=0$ for every $n=1,2, \ldots$ then $u=0$.

Proof. From chosen mappings $a^{n}$, the equality $\left(u, \Delta \psi^{n}\right)=0$ for each element of the fundamental system $\left(\psi^{n}\right)_{n=1, \ldots .}$ follows. The Stokes theorem gives

$$
\int_{|x| \leq r} u_{k} \triangle \psi_{k}^{n} d x=-\int_{|x| \leq r} u_{k, i} \psi_{k, i}^{n} d x+\int_{|x|=r} u_{k} \psi_{k, i}^{n} \frac{x_{i}}{r} d S .
$$

The integral over the sphere vanishes as $r \rightarrow \infty$. Actually, from Corollary A2 of Lemma A2, we have:

$$
\left|\int_{|x|=r} u_{k} \psi_{k, i}^{n} \frac{x_{i}}{r} d S\right| \leq \frac{C_{1}}{r^{2}} \int_{|x|=r}|u(x)| d S .
$$

Furthermore, we apply Lemma A4 $(\alpha=2, p=6)$ taking into consideration a continuity of $u$. The passage to the limit yields the equality $\left(u, \Delta \psi^{n}\right)=-\left(\nabla u, \nabla \psi^{n}\right)$ or $\left(\nabla u, \nabla \psi^{n}\right)=0$. We take a sequence of finite and smooth mappings

$$
\left(\eta^{n}\right)_{n=1, \ldots,}, \eta^{n} \in J_{0}^{2}\left(R^{3}\right), \eta^{n}=\sum_{i}^{n} \beta_{i} \psi^{i}
$$

which converges to the vector field $u$ in the space $J_{0}^{2}\left(R^{3}\right)$. Hence, $(\nabla u, \nabla u)=0$. The summability of $u$ in the space $L_{6}\left(R^{3}\right)$ proves lemma equality.

Remark 1. To the fundamental system of mappings $\left(\psi^{n}\right)$ we can adjoin any solenoidal vector field $\varphi \in C_{0}^{\infty}\left(R^{3}\right), \varphi \neq 0$ or any vector field from the class $J_{0}^{2}\left(R^{3}\right)$ as the first element of this system.

### 2.4. Successive Approximations of Solutions and Its Estimates: Velocity

Let $\left(a_{1, \ldots}^{n}\right)$ be an orthonormal system of mappings in the space $L_{2}\left(R^{3}\right)$ constructed above with the completeness property in $J_{0}^{2}\left(R^{3}\right)$ and conditions (12) and (13). Moreover, $a^{n} \in C_{0}^{\infty}\left(R^{3}\right)$ for all $n$ and $a^{1}=\frac{\Delta \varphi}{\|\Delta \varphi\|_{2}}$ where a vector field $\varphi \in C_{0}^{\infty}\left(R^{3}\right)$ is initial data in problems (1) and (2).

For successive approximations $v^{n}$, we define changing Ladyzhenskaya's construction in ([7], p. 197). Set

$$
\begin{equation*}
\triangle v^{n}(t, x)=\sum_{q=1}^{n} c_{q n}(t) a^{q}(x) \tag{14}
\end{equation*}
$$

Then, an approximative solution $v^{n}$ is built as a hydrodynamical potential

$$
\begin{equation*}
v^{n}(t, x)=-\frac{1}{4 \pi} \sum_{q=1}^{n} c_{q n}(t) \int_{R^{3}} \frac{a^{q}(y) d y}{|x-y|} \tag{15}
\end{equation*}
$$

Functions $c_{q n}$ are solutions of a system of differential equations:

$$
\begin{equation*}
\left(D_{t} v^{n}, a^{q}\right)-v\left(\triangle v^{n}, a^{q}\right)+\int_{R^{3}} v_{i}^{n} v_{k, i}^{n} a_{k}^{q} d x=0, q=1,2 \ldots, n \tag{16}
\end{equation*}
$$

with initial data: $c_{q n}(0)=\|\triangle \varphi\|_{2} \delta_{q 1}$, where $\delta_{q r}$ is Kronecker's delta. Hence,

$$
\begin{equation*}
\triangle v^{n}(0, x)=\triangle \varphi(x), v^{n}(0, x)=\varphi(x) \tag{17}
\end{equation*}
$$

Now, we find an existence interval of a smooth solution in system (16). For every equation from (16), we multiply by functions $c_{q n}$ and sum them. As a result, we have:

$$
\left(D_{t} v^{n}, \triangle v^{n}\right)-v \mid \triangle v^{n} \|_{2}^{2}+\int_{R^{3}} v_{i}^{n} v_{k, i}^{n} \triangle v_{k}^{n} d x=0
$$

From Corollary A3, we get:

$$
\begin{equation*}
\left(D_{t} \nabla v^{n}, \nabla v^{n}\right)+v\left\|\Delta v^{n}\right\|_{2}^{2}=\int_{R^{3}} v_{i}^{n} v_{k, i}^{n} \triangle v_{k}^{n} d x . \tag{18}
\end{equation*}
$$

From Lemmas A1 and A2 vector fields $v^{n} \in L_{6}\left(R^{3}\right), \nabla v^{n} \in L_{6}\left(R^{3}\right) \cap L_{2}\left(R^{3}\right)$. Equalities (17) and (18) are conditions of Lemma 1 for mappings $v^{n}$. Therefore, in system (16), an existence of smooth solutions on some interval $\left[0, t_{0}\right)$ is guaranteed by well-known theorems for ordinary differential equations. By Lemma 1 (see estimates), these solutions can be extended on the interval $\left[0, T_{0}\right.$ ) where $T_{0}$ is the constant in Lemma 1 (see also (5)). Thus, we proved the following statement.

Lemma 6. Let $\left[0, T_{0}\right)$ be an interval from Lemma 1. Then, for every $t \in\left[0, T_{0}\right)$, approximations $v^{n}$ constructed by formulas (14) and (16) satisfy conditions:
(1) $\left\|\nabla v^{n}\right\|_{2} \leq\|\nabla \varphi\|_{2}\left(1-t / T_{0}\right)^{-1 / 4}$,
(2) $\left\|\nabla v^{n}\right\|_{6} \leq A\left\|\triangle v^{n}\right\|_{2}$,
where a constant A from Lemma A1.
Proof. Item (1) follows from Lemma 1. Item (2) is the corollary of the second representation in (A1), Lemma A1 and arguments in the proof of Corollary A4.

Lemma 7. Let $\left[0, T_{0}\right)$ be a constant of Lemma 1. Then, for every segment $[0, T], T<T_{0}$, approximations $v^{n}$, which are constructed by formulae (14)-(16), satisfy inequalities:
(1) $\left\|\nabla D_{t} v^{n}\right\|_{2} \leq k_{2}\left\|\nabla\left(v \triangle \varphi-\varphi_{i} \varphi, i\right)\right\|_{2}$, where a number $k_{2}=k_{2}(v, \varphi, T)$ depends on $v, \varphi, T$ only;

[^1]Proof. The item (2) can be proved in the same way as the estimate (2) from Lemma 6. Let us prove item (1). We differentiate equalities (16) with respect to $t$. Then, from each, we multiply by the derivative $c_{q n}^{\prime}(t)$ and add together in final. As a result, we have

$$
\left(D_{t t} v^{n}, \Delta D_{t} v^{n}\right)-v\left\|\Delta D_{t} v^{n}\right\|_{2}^{2}+\int_{R^{3}}\left(D_{t} v_{i}^{n} v_{k, i}^{n}+v_{i}^{n} D_{t} v_{k, i}^{n}\right) \triangle D_{t} v_{k}^{n} d x=0 .
$$

A support of $\triangle D_{t} v^{n}$ is a compact set. The Stokes theorem and Corollary A3 give:

$$
\begin{equation*}
\left(D_{t t} \nabla v^{n}, \nabla D_{t} v^{n}\right)+v\left\|\triangle D_{t} v^{n}\right\|_{2}^{2}=\int_{R^{3}}\left(D_{t} v_{i}^{n} v_{k, i}^{n}+v_{i}^{n} D_{t} v_{k, i}^{n}\right) \triangle D_{t} v_{k}^{n} d x . \tag{19}
\end{equation*}
$$

From Lemmas A1 and A2, we have

$$
v^{n}, D_{t} v^{n} \in L_{6}\left(R^{3}\right), \nabla v^{n}, D_{t} \nabla v^{n} \in L_{6}\left(R^{3}\right) \bigcap L_{2}\left(R^{3}\right) .
$$

By Lemma 3, the vector field $v^{n}$ satisfies the inequality:

$$
\int_{0}^{t}\left\|\triangle v^{n}\right\|_{2}^{2} d t \leq l(v, \varphi, T)
$$

Then, mappings $v^{n}$ satisfy Lemma 2. This implies:

$$
\begin{equation*}
\left\|\nabla D_{t} v^{n}\right\|_{2} \leq k_{2}\left\|\nabla D_{t} v^{n}(0, x)\right\|_{2} \tag{20}
\end{equation*}
$$

with some constant $k_{2}=k_{2}(\nu, \varphi, T)$.
Let us estimate the right-hand side of (20). In (16), we take $t=0$. Then, we multiply them by numbers $c_{q n}^{\prime}(0)$ respectively and add them together. As a result, formula (17) gives

$$
\begin{equation*}
\left(D_{t} v^{n}(0, x), \triangle D_{t} v^{n}(0, x)\right)-\left(\triangle D_{t} v^{n}(0, x), T^{1}(x)\right)=0, \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
T^{1}=v \triangle \varphi-\varphi_{i} \varphi, i \tag{22}
\end{equation*}
$$

We move derivatives with the factor $\triangle D_{t} v^{n}$ in (21) using Corollary A3 and a finiteness of mapping $\varphi$. Then, we obtain

$$
\left\|\nabla D_{t} v^{n}(0, x)\right\|_{2}^{2}=\left(\nabla D_{t} v^{n}(0, x), \nabla T^{1}(x)\right)
$$

Apply Cauchy-Bunyakovskii's inequality. Hence, we get the required estimate

$$
\left\|\nabla D_{t} v^{n}(0, x)\right\|_{2} \leq\left\|\nabla T^{1}(x)\right\|_{2}
$$

Thus, from (20), a lemma follows.
Lemma 8. Let $T_{0}$ be a constant of Lemma 1. Then, on every segment $[0, T], 0<T<T_{0}$, approximations $v^{n}$ from formulae (14)-(16) satisfy conditions:
(1) $\left\|\Delta v^{n}\right\|_{2} \leq C=C(v, \varphi, T)$;
(2) $\int_{0}^{t}\left\|\triangle D_{t} v^{n}\right\|_{2}^{2} d t \leq l_{1}$;
where constants $C$ and $l_{1}$ depend on $v, \varphi, T$ only.
Proof. Condition (1) follows from (18). We apply the Cauchy-Bunyakovskii inequality and estimates (1) of Lemmas 6 and 7 to the scalar product $\left(D_{t} \nabla v^{n}, \nabla v^{n}\right)$. Then, $\left|\left(D_{t} \nabla v^{n}, \nabla v^{n}\right)\right| \leq C_{1}(v, \varphi, T)=C_{1}$. The right-hand side from (18) is estimated by applying Corollary A4, where we take the triple $v_{n}, v_{n}, v_{n}$. From (18), we have

$$
v\left\|\Delta v^{n}\right\|_{2}^{2} \leq C_{1}+a\left\|\nabla v^{n}\right\|_{2}^{3 / 2}\left\|\Delta v^{n}\right\|_{2}^{3 / 2}
$$

Apply again estimate (1) of Lemma 6. Then,

$$
v\left\|\Delta v^{n}\right\|_{2}^{2} \leq C_{1}+C_{2}\left\|\Delta v^{n}\right\|_{2}^{3 / 2}
$$

This implies condition (1). Vector fields $v^{n}$ satisfy Lemma 2 (see the proof of Lemma 6). Then, Lemma 4 gives estimate (2).

Lemma 9. Let $T_{0}$ be a constant of Lemma 1. Then, approximations $v^{n}$ from (14)-(16) are bounded by a constant $C$ on the set $S_{T}$ for every $T<T_{0}$ where a constant $C$ depends on $v, \varphi, T$ only.

Proof. For approximation $v^{n}$, we use integral representation (A2). One should replace integration over whole space by integrations over ball $|y-x| \leq 1$ and its complement. Then, $v^{n}(t, x)=\frac{1}{4 \pi}\left(J_{1}+J_{2}\right)$. Every term is estimated by application of Hölder's inequality. We have

$$
\left|J_{1}\right| \leq\left\|\nabla v^{n}\right\|_{6}\left(\int_{|y-x| \leq 1} \frac{d y}{|x-y|^{2,4}}\right)^{5 / 6},\left|J_{2}\right| \leq\left\|\nabla v^{n}\right\|_{2}\left(\int_{|y-x| \geq 1} \frac{d y}{|x-y|^{4}}\right)^{1 / 2}
$$

Hence,

$$
\left|J_{1}\right| \leq C_{1}\left|\nabla v^{n}\left\|_{6},\left|J_{2}\right| \leq C_{2} \mid \nabla v^{n}\right\|_{2}\right.
$$

where $C_{1}, C_{2}$ are universal constants. The norm $\left\|\nabla v^{n}\right\|_{6}$ is estimated in two steps. In the first step, we apply inequality 2) from Lemma 6. After that, we use inequality (1) from lemma 8 . To estimate another norm $\left\|\nabla v^{n}\right\|_{2}$, we can apply inequality (1) from Lemma 6 . Hence, we get a boundedness of all vector fields $v^{n}$ by a general constant.

Lemma 10. Let $T_{0}$ be a constant of Lemma 1. Then, for every exponent $p \in[3 / 2,6]$ and every segment $[0, T], T<T_{0}$, approximations $v^{n}$ from formulae (14)-(16) satisfy the inequality $\left\|v_{i}^{n} v^{n},{ }_{i}\right\|_{p} \leq C$ with a constant $C$ depending on $v, \varphi, T, p$ only.

Proof. If $p=6$, then the statement follows from Lemma 9 and estimates by item (2) of Lemma 6 and item (1) of Lemma 8. If $p=3 / 2$, then we apply Hölder's inequality. Hence, we have $\left\|v_{i}^{n} v_{,}^{n}\right\|_{3 / 2} \leq$ $\left\|v^{n}\right\|_{6}\left\|\nabla v^{n}\right\|_{2}$. Estimates of Lemma 6 and Lemma 8 prove the lemma for this exponent. An intermediate exponents is verified by Lemma A5.

Lemma 11. Let $T_{0}$ be a constant of Lemma 1. Then, for all $t \in\left[0, T_{0}\right)$, approximations $v^{n}$ from formulae (18)-(20) satisfy inequalities

$$
\left\|v_{, i j}^{n}\right\|_{2} \leq M\left|\triangle v^{n}\left\|_{2},\right\| D_{t} v_{, i j}^{n}\left\|_{2} \leq M \mid \triangle D_{t} v^{n}\right\|_{2}\right.
$$

$i, j=1,2,3$, with a universal constant $M$.
Proof. The statement of lemma is the corollary well-known results about integral differentiation with a weak singularity (see [28]). From the second representation of Lemma A2, we obtain two equalities: $v^{n}{ }_{i j}=k_{i j} \triangle v^{n}+T_{i j}\left(\triangle v^{n}\right), D_{t} v_{, i j}^{n}=k_{i j} \triangle D_{t} v^{n}+T_{i j}\left(\triangle D_{t} v^{n}\right)$, where $k_{i j}$ are some constants, $T_{i j}$ are singular integral operators. Its boundedness in the space $L_{2}$ gives the required estimates.

Lemma 12. Let $T_{0}$ be a constant of Lemma 1. Then, for every segment $[0, T], T<T_{0}$, for all exponents $p \in[1,3 / 2]$ and each triple $i, j, k=1,2,3$ approximations $v^{n}$ from (14)-(16) satisfy inequalities:
(1) $\left\|v_{i, j}^{n} v_{j, i k}^{n}\right\|_{p} \leq C$;
(2) $\left\|v_{i, j}^{n} D_{t} v_{j, i k}^{n}\right\|_{p} \leq C\left\|\triangle D_{t} v^{n}\right\|_{2}$;
(3) $\left\|D_{t} v_{i, j}^{n} v_{j, i k}^{n}\right\|_{p} \leq C\left\|\triangle D_{t} v^{n}\right\|_{2}^{3 / p-2}$;

$$
\begin{equation*}
\left\|v_{i, j}^{n} D_{t} v_{j, i}^{n}\right\|_{p} \leq C \tag{4}
\end{equation*}
$$

where constants $C$ depend on $v, \varphi, T, p$ only.
Proof. Apply Hölder's inequality. Then,

$$
\begin{equation*}
\int\left|h_{i, j} g_{j, i k}\right|^{p} d x \leq\left(\int\left|h_{i, j}\right|^{2 p /(2-p)} d x\right)^{1-p / 2}\left(\int\left|g_{j, i k}\right|^{2} d x\right)^{p / 2} \tag{23}
\end{equation*}
$$

Denote $h=v^{n}, g=v^{n}$. An exponent $2 p /(2-p) \in[2,6]$. Then, the first factor in (23) is estimated by Lemma 1 with an assumption $r=2, s=6$. Uniform estimate (1) follows from Lemma 6 and Lemma 8. In the same way taking a pair $h=v^{n}, g=D_{t} v^{n}$ we get estimate (2). Now, denote $h=D_{t} v^{n}, g=v^{n}$. To the first factor from the right-hand side of (23) we apply Lemma A5 relying on $r=2, s=6, t=3-3 / p$. The norm $\left\|\nabla D_{t} v^{n}\right\|_{2}$ has a uniform estimate with respect to $t$ and $n$ by Lemma 7. Apply the both estimates of this lemma and obtain estimate (3). The other estimates (4) and (1) we prove in the same way.

### 2.5. Successive Approximations of Solutions and Its Estimates: Pressure

Let $v^{n}$ be an approximation from formulae (14)-(16). Fix $T, T<T_{0}$ where $T_{0}$ is the constant from Lemma 1. Consider a hydrodynamical potential

$$
\begin{equation*}
P^{n}(t, x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{v_{i, j}^{n}(t, y) v_{j, i}^{n}(t, y) d y}{|x-y|} . \tag{24}
\end{equation*}
$$

A product $v_{i, j}^{n} v_{j, i}^{n} \in L_{1}\left(R^{3}\right) \cap L_{3}\left(R^{3}\right)$. This follows from estimates of Lemma 6, Lemma 8 and Hölder's inequality. By Lemma A4 on every segment $[0, T]$, we have:

$$
\begin{equation*}
\left\|v_{i, j}^{n} v_{j, i}^{n}\right\|_{p} \leq C(v, \varphi, T, p)=C, 1 \leq p \leq 3 \tag{25}
\end{equation*}
$$

Lemma A1 implies a uniform estimate with respect to $t$ and $n$ :

$$
\begin{equation*}
\left\|P^{n}\right\|_{q} \leq A(p, q) C(v, \varphi, T, p) \tag{26}
\end{equation*}
$$

for any exponent $q>3$, where $\frac{1}{q}=\frac{1}{p}-\frac{2}{3}$.
Let us decompose integral in (24) by two integrals $J_{1}$ and $J_{2}$ : over ball $|y-x|<1$ and over its exterior. Every integral we estimate by Hölder's inequality or a simple estimation. Then,

$$
4 \pi J_{1} \leq\left\|v_{i, j}^{n} v_{j, i}^{n}\right\|_{3}\left(\int_{|y-x|<1} \frac{d y}{|x-y|^{1,5}}\right)^{2 / 3} \leq C_{1}, 4 \pi J_{2} \leq\left\|v_{i, j}^{n} v_{j, i}^{n}\right\|_{1} \leq C_{2}
$$

Thus, with some constant $C=C(v, \varphi, T)$ on the set $S_{T}$ for all $n$, we obtain:

$$
\begin{equation*}
\left|P^{n}(t, x)\right| \leq C \tag{27}
\end{equation*}
$$

Function $P^{n}$ has derivatives in distributions:

$$
P_{, i}^{n}, D_{t} P^{n}, D_{t} P_{, i}^{n}, P_{, i j}^{n}, D_{t} P_{, i j}^{n} .
$$

The differentiation of the integral from (24), the summation and a simple estimation give:

$$
\begin{equation*}
\left|\nabla P^{n}(t, x)\right| \leq \frac{1}{2 \pi} \int \frac{\left|\nabla v^{n}(t, y)\right|^{2} d y}{|x-y|^{2}},\left|\nabla D_{t} P^{n}(t, x)\right| \leq \frac{1}{2 \pi} \int \frac{\left|v_{i, j}^{n}(t, y)\right| D_{t} v_{j, i}^{n}(t, y) \mid d y}{|x-y|^{2}} \tag{28}
\end{equation*}
$$

By Lemma A1 for exponents $p \in(1,3]$ and $q>3 / 2$ where $\frac{1}{q}=\frac{1}{p}-\frac{1}{3}$, we have:

$$
\begin{equation*}
\left\|\nabla P^{n}(t, x)\right\|_{q} \leq\left. 2 A(p, q)\| \| \nabla v^{n}\right|^{2} \|_{p} . \tag{29}
\end{equation*}
$$

The right-hand side of (29) is bounded upper by a constant $C=C(v, \varphi, T, p)$. Here, we apply inequalities from Lemma 6, Lemma 8 and Lemma A5. Therefore,

$$
\begin{equation*}
\left\|\nabla P^{n}(t, x)\right\|_{q} \leq C \tag{30}
\end{equation*}
$$

Derivatives

$$
v_{i, j}^{n}, D_{t} v_{i, j}^{n} \in L_{6}\left(R^{3}\right) \bigcap L_{2}\left(R^{3}\right) .
$$

Thus, $D_{t} \nabla P^{n} \in L_{q}\left(R^{3}\right)$ for any exponent $q>3 / 2$. By Lemma A1, we obtain:

$$
\begin{equation*}
\left\|\nabla D_{t} P^{n}\right\|_{q} \leq 2 A(p, q)\left\|v_{i, j}^{n} D_{t} v_{j, i}^{n}\right\|_{p} \tag{31}
\end{equation*}
$$

Consider two cases: $1<p \leq 3 / 2$ and $3 / 2<p \leq 3$.
Let $1<p \leq 3 / 2$. Then, the right-hand side of (31) is bounded by a constant $C=C(v, \varphi, T, p)$. This follows from estimate 4 of Lemma 12.

Let $3 / 2<p \leq 3$. Then, the exponent $6 p /(6-p) \in[2,6]$. Applying Hölder's inequality, we get

$$
\left\|v_{i, j}^{n} D_{t} v_{j, i}^{n}\right\|_{p} \leq\left\|v_{i, j}^{n}\right\|_{6 p /(6-p)}\left\|D_{t} v_{j, i}^{n}\right\|_{6}
$$

The first factor is estimated uniformly by a some constant $C=C(v, \varphi, T, p)$. This is proved by application Lemma A5, Lemmas 6 and 8. The second factor is estimated by inequality (2) from Lemma 7. Hence, for an exponent $q, q>3, \frac{1}{q}=\frac{1}{p}-\frac{1}{3}$, we get:

$$
\left\|v_{i, j}^{n} D_{t} v_{j, i}^{n}\right\|_{p} \leq C\left\|\triangle D_{t} v^{n}\right\|_{2} .
$$

Applying the integral representation for derivative $D_{t} P^{n}$ in the same way we prove another uniform estimate $\left\|D_{t} P^{n}\right\|_{q} \leq C$ for every exponent $q, q>3$.

As the final result from (26), (27), (30), (31), we obtain the following statement.
Lemma 13. Let $T_{0}$ be a constant from Lemma 1. Let $P^{n}$ be a function defined by (24). Then, on every segment $[0, T], T<T_{0}$, with some constants $C_{1}=C(v, \varphi, T), C_{2}=C(v, \varphi, T, q)$, there are fulfilled uniform estimates with respect to $t \in[0, T]$ and $n$ :

```
\(\left|P^{n}(t, x)\right| \leq C_{1}\) for all \(x \in R^{3} ;\)
\(\left\|\nabla P^{n}\right\|_{q} \leq C_{2}\) for every \(q>3 / 2\);
\(\left\|\nabla D_{t} P^{n}\right\|_{q} \leq C_{2}\) for every \(q \in(3 / 2,3] ;\)
\(\left\|\nabla D_{t} P^{n}\right\|_{q} \leq C_{2}\left\|\Delta D_{t} P^{n}\right\|_{2},\left\|P^{n}\right\|_{q} \leq C_{2},\left\|D_{t} P^{n}\right\|_{q} \leq C_{2}\) for every \(q>3\).
```

Lemma 14. Suppose that $T_{0}$ is the constant from Lemma 1. Let $P^{n}$ be a function defined by (24). Then, on every segment $[0, T], T<T_{0}$, with some constants $C_{2}=C(v, \varphi, T, q)$, there are fulfilled uniform estimates with respect to $t \in[0, T]$ and $n$ :
(1) $\left\|P_{, k m}^{n}\right\|_{q} \leq C_{2}$;
(2) $\left\|D_{t} P_{, k m}^{n}\right\|_{q} \leq C_{2} \max \left(1,\left\|\triangle D_{t} v^{n}\right\|_{2}\right)$;
for every $q \in(3 / 2,3]$ and every pair of numbers $k, m=1,2,3$.
Proof. These estimates follow from Lemma A1, Lemma 12 and integral representations for derivatives extracting from (24). Apply Lemma A1 and item (1) of Lemma 12. Then, we obtain the first inequality. In the same way, we get the second inequality with an application of estimates (2) and (3) from Lemma 12.

Lemma 15. Let $T_{0}$ be a constant of Lemma 1. Let $P^{n}$ be a function defined by (24). Then, on every segment $[0, T], T<T_{0}$, with some constant $C=C(v, \varphi, T, q)$, there are fulfilled uniform estimates with respect to $t \in[0, T]$ and $n:\left\|P^{n}, k l m\right\|_{q} \leq C$ for every $q \in(1,3 / 2], k, l, m=1,2,3$.

Proof. It is sufficient to repeat the proof of Lemma 11 with the application of formula (24).
Lemma 16. Let $T_{0}$ be a constant from Lemma 1. Supposing that $P^{n}$ is the function defined by (24), then

$$
\triangle P^{n}=-v_{i, j}^{n} v_{j, i}^{n}
$$

Proof. This follows from proposition A3.
2.6. Estimates of Uniform Continuity of Approximations in Spaces $L_{2}\left(R^{3}\right)$ and $C\left(S_{T}\right)$

Now, we estimate the integral continuity modulus of gradients and Laplacians for approximations following [7]. Let $T_{0}$ be a constant from Lemma 1. Let $T, T_{1}$ be arbitrary numbers such that $T<T_{1}<T_{0}$. Assume $t \in[0, T], t+h \in\left[0, T_{1}\right]$. Equations (16) we write by the following form:

$$
\begin{gather*}
\left(D_{t} v^{n}(t+h, \cdot), a^{q}\right)-v\left(\Delta v^{n}(t+h, \cdot), a^{q}\right)+\int v_{i}^{n}(t+h, x) v_{k, i}^{n}(t+h, x) a_{k}^{q} d x=0,  \tag{32}\\
q=1, \ldots, n .
\end{gather*}
$$

Every equality we multiply by difference $c_{q n}(t+h)-c_{q n}(t)$ respectively and add together them. Setting $z=v^{n}(t+h, x)-v^{n}(t, x)$, we have

$$
\left(\frac{\partial z}{\partial h}, \triangle z\right)=v\left(\triangle v^{n}(t+h, \cdot), \triangle z\right)-\int v_{i}^{n}(t+h, x) v_{k, i}^{n}(t+h, x) \triangle z_{k} d x
$$

To the scalar product on the right-hand side, we apply Cauchy-Bunyakovskii's inequality. The integral ( $J$ is its mean) we estimate by Corollary A4 for the triple $v^{n}, v^{n}, z$. Then,

$$
\begin{gathered}
\left|\left(\Delta v^{n}(t+h, \cdot), \Delta z\right)\right| \leq\left\|\Delta v^{n}\right\|_{2}\|\Delta z\|_{2} \\
|J| \leq a\left\|\nabla v^{n}\right\|_{2}^{3 / 2}\left\|\Delta v^{n}\right\|_{2}^{1 / 2}\|\Delta z\|_{2}
\end{gathered}
$$

Every factor from the right-hand side of these inequalities is bounded by a constant $C=C\left(\nu, \varphi, T_{1}\right)$ uniformly with respect to $t, n, h$. This follows from estimates of Lemmas 6-8, definition of $z$ and the choice of means $h, T_{1}$. Since

$$
\left(\frac{\partial z}{\partial h}, \triangle z\right)=-\frac{1}{2} \frac{d}{d h}\|\nabla z\|_{2}^{2}
$$

then we get inequalities:

$$
-C \leq \frac{1}{2} \frac{d}{d h}\|\nabla z\|_{2}^{2} \leq C
$$

Integrating it over segments $[0, h]$ if $h>0$ and $[h, 0]$ if $h<0$ in any case we have: $\|\nabla z\|_{2}^{2} \leq 2 C|h|$. Thus, the following statement is proved.

Lemma 17. Let $T_{0}$ be a constant from Lemma 1. Let $T, T_{1}, T<T_{1}<T_{0}$ be arbitrary but fixed numbers. Then, there exists a constant $C=C\left(v, \varphi, T_{1}\right)$ such that, for all approximations $v^{n}$, there is a fulfilled inequality:

$$
\left\|\nabla v^{n}(t+h, \cdot)-\nabla v^{n}(t, \cdot)\right\|_{2} \leq C \sqrt{|h|}
$$

whenever $t \in[0, T], t+h \in\left[0, T_{1}\right]$.

Lemma 18. Let $T_{0}$ be a constant from 1. Let $T, T_{1}, T<T_{1}<T_{0}$ be arbitrary but fixed numbers. Then, there exists a constant $C=C\left(v, \varphi, T_{1}\right)$ such that for all approximations $v^{n}$ there is fulfilled inequality:

$$
\left\|\triangle v^{n}(t+h, \cdot)-\triangle v^{n}(t, \cdot)\right\|_{2} \leq C \sqrt[8]{|h|^{3}}
$$

whenever $t \in[0, T], t+h \in\left[0, T_{1}\right]$.
Proof. Formulae (16) and (32) yield equalities:

$$
\left(D_{t} z, a^{q}\right)-v\left(\Delta z, a^{q}\right)+\int\left(z_{i} v_{k, i}^{n}(t+h, x)+v_{i}^{n}(t, x) z_{k, i}\right) a_{k}^{q} d x=0, q=1, \ldots, n
$$

where $z=v^{n}(t+h, x)-v^{n}(t, x)$. Every equality we multiply by factor $c^{\prime} q_{n}(t+h)$ respectively and add together them. Furthermore, in the second term, we replace differentiation on variable $t$ by differentiation on variable $h$. Hence, we obtain:

$$
\begin{aligned}
\left(D_{t} z, \Delta D_{t} v^{n}(t+h, \cdot)\right)-v\left(\Delta z, \frac{\partial}{\partial h} \Delta z\right) & = \\
-\int\left(z_{i} v_{k, i}^{n}(t+h, x)+v_{i}^{n}(t, x) z_{k, i}\right) \Delta D_{t} v_{k}^{n}(t+h, x) d x & =-L_{1}-L_{2}
\end{aligned}
$$

Here, $L_{1}, L_{2}$ are integrals from the first and the second products sums, respectively. Hence,

$$
\begin{equation*}
\left(\nabla D_{t} z, \nabla D_{t} v^{n}(t+h, \cdot)\right)+\frac{v}{2} \frac{\partial}{\partial h}\|\Delta z\|_{2}^{2}=L_{1}+L_{2} \tag{33}
\end{equation*}
$$

The scalar products on the left-hand side of (33) are bounded uniformly. This follows from estimates of Lemmas 6-8. Therefore, we have:

$$
\begin{equation*}
-C-L_{1}-L_{2} \leq \frac{v}{2} \frac{\partial}{\partial h}\|\Delta z\|_{2}^{2}=C+L_{1}+L_{2} \tag{34}
\end{equation*}
$$

with some constant $C=C\left(v, \varphi, T_{1}\right)$. A uniform boundedness of integrals $L_{1}, L_{2}$ follows from Corollary A4. For the verification, we take mappings triples $z, v^{n}(t+h, \cdot), D_{t} v^{n}(t+h, \cdot)$ and $v^{n}(t, \cdot), z, D_{t} v^{n}(t+h, \cdot)$, respectively. Finally, applying estimates from Lemma 6, Lemma 8 and Lemma 17, we obtain:

$$
\begin{gather*}
\left|L_{1}\right| \leq a\|\nabla z\|_{2}\left\|\nabla v^{n}(t+h, \cdot)\right\|_{2}^{1 / 2}\left\|\Delta D_{t} v^{n}(t+h, \cdot)\right\|_{2}^{1 / 2}\|\triangle z\|_{2} \leq  \tag{35}\\
C_{1} \sqrt{|h|}\left\|\Delta D_{t} v^{n}(t+h, \cdot)\right\|_{2}^{1 / 2}, \\
\left|L_{2}\right| \leq a\left\|\nabla v^{n}\right\|_{2}\|\nabla z\|_{2}^{1 / 2}\|\Delta z\|_{2}^{1 / 2}\left\|\Delta D_{t} v^{n}(t+h, \cdot)\right\|_{2} \leq C_{2} \sqrt[4]{|h|\left\|\Delta D_{t} v^{n}(t+h, \cdot)\right\|_{2}} \tag{36}
\end{gather*}
$$

where constants $C_{m}=C_{m}\left(v, \varphi, T_{1}\right), m=1,2$ depend on $v, \varphi, T_{1}$ only.
We integrate (34) over segments [0, h] if $h>0$ and $[h, 0]$ if $h<0$. Assume $h>0$ without restriction of the generality. Then, from (35) after Hölder's inequality application and inequality (2) of Lemma 8, we get:

$$
\int_{0}^{h}\left|L_{1}\right| d h \leq C_{1} h^{5 / 4}\left(\int_{0}^{h}\left\|\triangle D_{t} v^{n}(t+h, \cdot)\right\|_{2}^{2} d h\right)^{1 / 4} \leq C_{1} \sqrt[4]{l_{1}} h^{5 / 4}
$$

where $C_{1}$ is a new constant. From (36) in the same way, we obtain another estimate:

$$
\int_{0}^{h}\left|L_{2}\right| d h \leq C_{2} \sqrt{l_{1}} h^{3 / 4}
$$

Integrating (34) and, gathering last estimates, we get lemma inequality.

Lemma 19. Let $T_{0}$ be a number from Lemma 1. Let $T, T_{1}, T<T_{1}<T_{0}$ be arbitrary but fixed numbers. Then, there exists a constant $C=C\left(v, \varphi, T_{1}\right)$ such that for all approximations $v^{n}$ and $P^{n}$ there are fulfilled inequalities:

$$
\begin{aligned}
& \left|v^{n}(t+h, x)-v^{n}(t, z)\right| \leq C\left(|h|^{0,375}+|x-z|^{0,5}\right) \\
& \left|P^{n}(t+h, x)-P^{n}(t, z)\right| \leq C\left(|h|^{0,375}+|x-z|^{0,5}\right)
\end{aligned}
$$

whenever $t \in[0, T], t+h \in\left[0, T_{1}\right],|h| \leq 1, x, z \in R^{3}$.
Proof. We have $|f(t+h, x)-f(t, z)| \leq|f(t+h, x)-f(t, x)|+|f(t, x)-f(t, z)|$. Therefore, one should find uniform estimates for every modulus on the right-hand side considering mappings $v^{n}, P^{n}$. From representation (A2), it follows: $\left|v^{n}(t+h, x)-v^{n}(t, x)\right| \leq \frac{1}{4 \pi}\left(J_{1}+J_{2}\right)$, where

$$
\begin{aligned}
& J_{1}=\int_{|y-x| \leq 1} \frac{\left|\nabla v^{n}(t+h, y)-\nabla v^{n}(t, y)\right| d y}{|x-y|^{2}} \\
& J_{2}=\int_{|y-x| \geq 1} \frac{\left|\nabla v^{n}(t+h, y)-\nabla v^{n}(t, y)\right| d y}{|x-y|^{2}}
\end{aligned}
$$

To every integral, we apply again Hölder's inequality. Then,

$$
\begin{gathered}
J_{1} \leq\left\|\nabla v^{n}(t+h, \cdot)-\nabla v^{n}(t, \cdot)\right\|_{6}\left(\int_{|y-x| \leq 1}|x-y|^{-12 / 5} d y\right)^{5 / 6} \\
J_{2} \leq\left\|\nabla v^{n}(t+h, \cdot)-\nabla v^{n}(t, \cdot)\right\|_{2}\left(\int_{|y-x| \geq 1}|x-y|^{-4} d y\right)^{1 / 2}
\end{gathered}
$$

The second representation in (A2) and Lemma A1 yield estimate:

$$
\left\|\nabla v^{n}(t+h, \cdot)-\nabla v^{n}(t, \cdot)\right\|_{6} \leq A\left\|\Delta v^{n}(t+h, \cdot)-\Delta v^{n}(t, \cdot)\right\|_{2}
$$

Therefore, previous inequalities and estimates from Lemma 17 and Lemma 18 give formula:

$$
\begin{equation*}
\left|v^{n}(t+h, x)-v^{n}(t, x)\right| \leq C|h|^{0,375} \tag{37}
\end{equation*}
$$

where $C$ is a constant depending on $v, \varphi, T_{1}$ only.
Let us estimate the second modulus applying Poisson's formula (see (A1)). Then,

$$
\left|v^{n}(t, x)-v^{n}(t, z)\right| \leq \frac{|x-z|}{4 \pi} \int \frac{\left|\triangle v^{n}(t, y)\right| d y}{|x-y||z-y|}=\frac{|x-z|}{4 \pi} J_{3}
$$

From the inequality,

$$
J_{3} \leq\left\|\Delta v^{n}(t, \cdot)\right\|_{2}\left(\int|x-y|^{-2}|z-y|^{-2} d y\right)^{1 / 2}
$$

with some constant $C_{1}$, we obtain:

$$
J_{3} \leq C_{1}\left\|\Delta v^{n}(t, \cdot)\right\|_{2}|x-z|^{-1 / 2}
$$

Previous estimates and Lemma 8 (estimate (1)) yield:

$$
\begin{equation*}
\left|v^{n}(t, x)-v^{n}(t, z)\right| \leq C|x-z|^{0,5} \tag{38}
\end{equation*}
$$

where a constant $C$ depends on $v, \varphi, T_{1}$ only. Thus, the first estimate follows from (37) and (38).

In the same way, we prove an inequality of the kind (38) for the function $P^{n}$ (formula (24)). The norm $\left\|\nabla v^{n}\right\|_{4}$, which appears after applying Holder's inequality, we must estimate by Lemma A5. Then,

$$
\left\|\nabla v^{n}\right\|_{4} \leq\left\|\nabla v^{n}\right\|_{2}^{1 / 2}\left\|\nabla v^{n}\right\|_{6}^{1 / 6}
$$

Furthermore, Lemma 6 (estimates (1), (2)) and lemma 8 (estimate (1)) yield the inequality $\left\|\nabla v^{n}\right\|_{4} \leq C$, where $C=C(\nu, \varphi, T)$ is some universal constant. Then, it follows:

$$
\begin{equation*}
\left|P^{n}(t, x)-P^{n}(t, z)\right| \leq C_{1}|x-z|^{0,5} \tag{39}
\end{equation*}
$$

A difference $L=P^{n}(t+h, x)-P^{n}(t, x)$ is represented in the following form:

$$
L=\frac{1}{4 \pi} \int \frac{\left(v_{i, j}^{n}(t+h, y)-v_{i, j}^{n}(t, y)\right)\left(v_{j, i}^{n}(t+h, y)-v_{j, i}^{n}(t, y)\right) d y}{|x-y|} .
$$

To obtain this formula, we change summation index for a separate terms (use (24)) and apply Hölder's inequality for three factors and two factors. We make estimates separately on a ball $|y-x| \leq 1$ and its exterior. Let $m=\left(\int_{|y-x| \leq 1}|x-y|^{-2} d y\right)^{1 / 2}$. Then,

$$
\begin{aligned}
& \left|\int_{|y-x| \leq 1}(\cdot) d y\right| \leq m\left\|\nabla v^{n}(t+h, \cdot)-\nabla v^{n}(t, \cdot)\right\|_{6}\left(\left\|\nabla v^{n}(t+h, \cdot)\right\|_{3}+\left\|\nabla v^{n}(t, \cdot)\right\|_{3}\right), \\
& \left|\int_{|y-x| \geq 1}(\cdot) d y\right| \leq\left\|\nabla v^{n}(t+h, \cdot)-\nabla v^{n}(t, \cdot)\right\|_{2}\left(\left\|\nabla v^{n}(t+h, \cdot)\right\|_{2}+\left\|\nabla v^{n}(t, \cdot)\right\|_{2}\right) .
\end{aligned}
$$

In the last case, as the first step, we make a simple estimate, thereupon, we apply Hölder's inequality. The analogous arguments that are used above for the proof of the first estimate in lemma and formula (39) yield the inequality:

$$
\begin{equation*}
\left|P^{n}(t+h, x)-P^{n}(t, x)\right| \leq C|h|^{0,375} \tag{40}
\end{equation*}
$$

where $C=C\left(v, \varphi, T_{1}\right)$ is some constant depending on $v, \varphi, T_{1}$ only. Uniform estimates (39) and (40) prove the second inequality of lemma.

### 2.7. Weak Limits Properties of Approximation Sequences

Lemma 20. Let $T_{0}$ be a number from Lemma 1 and $T<T_{0}$ be a positive number. Then, the sequence of mappings $\left(v^{n}\right)_{n=1, \ldots .}$ defined by (14)-(16) is bounded in the space $W_{6}^{1}\left(S_{T}\right)$ and the sequence $\left(P^{n}\right)_{n=1, \ldots}$ constructed by formula (24) is bounded in spaces $W_{q}^{1}\left(S_{T}\right), q>3$.

Proof. Estimate (2) from Lemma 6 and estimate (1) from Lemma 8 yield inequality $\left\|\nabla v^{n}\right\|_{6} \leq C$. It is fulfilled with some constant $C$ whenever $n$ and $t \in[0, T]$. For all mappings $v^{n}, D_{t} v^{n}$ integral representation (A2) is true. Then, by Lemma A1, we obtain:

$$
\left\|v^{n}\right\|_{6} \leq A\left\|\nabla v^{n}\right\|_{2},\left\|D_{t} v^{n}\right\|_{6} \leq A\left\|\nabla D_{t} v^{n}\right\|_{2} .
$$

From inequalities (1) of Lemmas 6 and 8 , we conclude that there exist constants $C_{1}, C_{2}$, such that $\left\|v^{n}\right\|_{6} \leq C_{1},\left\|D_{t} v^{n}\right\|_{6} \leq C_{2}$. All norms are uniformly bounded with respect to $t$. Hence, the sequence $\left(v^{n}\right)_{n=1, \ldots}$ is bounded in $W_{6}^{1}\left(S_{T}\right)$.
Uniform boundedness of these norms $\left\|P^{n}\right\|_{q},\left\|\nabla P^{n}\right\|_{q},\left\|D_{t} P^{n}\right\|_{q}, q>3$, with respect to $t$ and $n$ follows from Lemma 13. Therefore, the sequence $\left(P^{n}\right)_{n=1, \ldots}$ is bounded in spaces $W_{q}^{1}\left(S_{T}\right)$.

Remark 2. The spaces $W_{6}^{1}\left(S_{T}\right), W_{q}^{1}\left(S_{T}\right)$ are reflexive. Hence, every bounded set from it is a weakly compact set (see [? ]). Then, by Lemma 20, sequences $\left(v^{n}\right) \ldots,\left(P^{n}\right) \ldots$ are bounded in these spaces. It is possible to extract a weakly converging subsequences from its. Let

$$
\begin{equation*}
u(t, x)=\lim _{k \rightarrow \infty} v^{n_{k}}(t, x), P(t, x)=\lim _{k \rightarrow \infty} P^{n_{k}}(t, x) \tag{41}
\end{equation*}
$$

be weak limits of these subsequences. Without restriction of generality, we assume that these subsequences converge to the own weak limits on every compact set of $S_{T}$. This follows from Arzela's theorem and Lemma 19.

Lemma 21. Let $u$ and $P$ be weak limits from (41). Then,
(1) mappings $u$ and $P$ are uniformly continuous on a set $S_{T}, T<T_{0}$, moreover, $u(0, x)=\varphi(x)$;
(2) mappings $u$ and $P$ are bounded on a set $S_{T}$;
(3) the mapping $u \in W_{6}^{1}\left(S_{T}\right)$ and there exists a constant $C=C(v, \varphi, T)$ such that following inequalities are true: $\|u\|_{6} \leq C,\|\nabla u\|_{6} \leq C,\left\|D_{t} u\right\|_{6} \leq C$ whenever $t \in[0, T]$;
(4) $\|\nabla u\|_{2} \leq C\|\nabla \varphi\|_{2},\left\|\nabla D_{t} u\right\|_{2} \leq C\left\|\nabla T^{1}\right\|_{2}$ whenever $t \in[0, T]$, where vector field $T^{1}$ from (22), a constant $C=C(v, \varphi, T)$;
(5) $u$ has distributions of the second and third orders: $u_{, i j}, D_{t} u_{, i j}$, in addition, for all $t \in[0, T]$, there are fulfilled inequalities: $\|\triangle u\|_{2} \leq C, \int_{0}^{t}\left\|\triangle D^{t} u\right\|_{2}^{2} d t \leq l_{1}$ where constants $C, l_{1}$ from Lemma 8;
(6) the function $P \in W_{q}^{1}\left(S_{T}\right)$ for every $q>3$, in this case, there exists a constant $C=C(v, \varphi, T, q)$ such that, for all $t \in[0, T]$ estimates $\|P\|_{q} \leq C,\left\|D_{t} P\right\|_{q} \leq C$ are true;
(7) there exist constants $C_{i}=C_{i}(v, \varphi, T, q)$ such that $\|\nabla P\|_{q} \leq C_{1}$ for every $q>3 / 2$ and $\left\|\nabla D_{t} P\right\|_{q} \leq C_{2}$ for every $q \in(3 / 2,3]$;
(8) the function $P$ has distributions of the second and third orders: $P, k m, P, k m j, D_{t} P, i$, in addition, there exists a number $C=C(v, \varphi, T, q)$ such that, for all $t \in[0, T]$, the following inequalities hold:
$\|P, k m\|_{q} \leq C,\left\|D_{t} P_{, i}\right\|_{q} \leq C$ for every $q \in(3 / 2,3]$ and $\left\|P_{, k m j}\right\|_{q} \leq C$, for every $q \in(1,3 / 2]$.
Proof. Property (1) follows from Remark 2. A uniform continuity follows from Lemma 19 and a uniform convergence of subsequences $\left(v^{n_{k}}\right)_{k=1, \ldots}$ and $\left(P^{n_{k}}\right)_{k=1, \ldots}$ on compact subsets of $S_{T}$.

Property (2) follows from a uniform convergence on compact sets, Lemma 9 and Lemma 13 (item (1)).

Property (3) follows from norm semicontinuity of a weak limit in reflexive spaces.
Property (4) follows from Lemma 11. A uniform boundedness of norms $\left\|v_{, i j}^{n}\right\|_{2}$ (see Lemma 8 and Lemma 11) and norms boundedness $\left\|D_{t} v^{n}{ }_{i j}\right\|_{2}$ in the space $W_{2}^{1}\left(S_{T}\right)$ (see Lemma 8 and Lemma 11) guarantee an existence of distributions $u, i j, D_{t} u, i j$. Estimates of its norms follow from a semicontinuity of a weak limit norm.

Properties (5)-(8) are proved in the same way. For the verification, we apply Lemmas 13-15.
Lemma 22. Weak limits from (41) satisfy equalities:

$$
P_{, k}=-\frac{1}{4 \pi} \int \frac{u_{i, j}(t, y) u_{j, i}(t, y)\left(x_{k}-y_{k}\right) d y}{|x-y|^{3}}, u_{, j}=\frac{1}{4 \pi} \int \frac{\Delta u(t, y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}} .
$$

Proof. The first equality is fulfilled for mappings $v^{n}$ and $P^{n}$. The sequence $\left(\nabla v^{n}\right)_{n=1, \ldots}$ is bounded in the space $W_{2}^{1}\left(S_{T}\right)$. In addition, estimates of norms $\left\|\nabla v^{n}\right\|_{2},\left\|v_{, i j}^{n}\right\|_{2},\left\|D_{t} v^{n}{ }_{i}\right\|_{2}$ are uniform with respect to $t$ and $n$ (see Lemmas 6-8 and 11). Apply Sobolev-Kondrashov's embedding theorem (see [23], pp. 83-94) to the sequence $\left(\nabla v^{n}\right)_{n=1, \ldots .}$. As a bounded set, it is embedded in the space $L_{q}([0, T] \times \Omega)$ for every ball $\Omega \subset R^{3}$. An exponent $q$ satisfies condition

$$
\frac{1}{q}-\frac{1}{2}+\frac{1}{m}>0, q<4
$$

In this case, a dimension of spatial domain $[0, T] \times \Omega) m=4$. Thus, we can assume that a subsequence $\left(\nabla v^{n_{k}}\right)_{k=1, \ldots}$ converges strongly to a mapping $\nabla u$ in the space $L_{q}([0, T] \times \Omega), q<4$, for every ball $\Omega \subset R^{3}$. Denote the integral from the first equality of the lemma by $Q_{k}(t, x)$. Let $d^{n}=P_{, m}^{n}-Q_{m}$. From equality

$$
v_{i, j}^{n} v_{j, i}^{n}-u_{i, j} u_{j, i}=\left(v_{i, j}^{n}-u_{i, j}\right)\left(v_{j, i}^{n}+u_{j, i}\right)
$$

we deduce:

$$
\left|d^{n}(t, x)\right| \leq \frac{1}{4 \pi} \int \frac{\left|\nabla v^{n}(t, y)-\nabla u(t, y)\right|\left|\nabla v^{n}(t, y)+\nabla u(t, y)\right| d y}{|x-y|^{2}}
$$

Multiply this inequality by $|\eta|$ where $\eta \in C_{0}\left(S_{T}\right)$ an arbitrary test-function. Thereupon, integrate over the set $S_{T}$ and change integration order. Then,

$$
\left|\int_{S_{T}} d^{n} \eta d x\right| \leq \int_{0}^{T} \int_{R^{3}} I_{2}(|\eta|)\left|\nabla v^{n}-\nabla u\right|\left|\nabla v^{n}+\nabla u\right| d y d t=\int_{0}^{T}\left(K_{1}+K_{2}\right) d t
$$

where $I_{2}$ is the Riesz potential, $K_{1}$ is the interior integral calculating over ball $|y|<r$, and $K_{2}$ is the interior integral calculating over exterior of this ball. Estimate every integral applying Hölder's inequality. Thus, we have

$$
K_{2} \leq\left(\int_{|y| \geq r} I_{2}(|\eta|) d y\right)^{1 / 2}\left\|\nabla v^{n}-\nabla u\right\|_{3}\left\|\nabla v^{n}+\nabla u\right\|_{6} .
$$

The second and the third factors on the right-hand side we estimate by constants independent of $t$ and $n$ (see Lemmas $6,8,21$ with conditions (3)-(4) and Lemma A5). A radius $r$ is fixed so that the first factor is less an arbitrary positive number $\varepsilon$. Then, $K_{2} \leq C \varepsilon$. Integral $K_{1}$ we estimate on a subsequence. Then,

$$
K_{1} \leq\left(\int_{|y| \leq r}\left|\nabla v^{n_{k}}-\nabla u\right|^{3} d y\right)^{1 / 3}\left\|I_{2}(|\eta|)\right\|_{2}\left\|\nabla v^{n}+\nabla u\right\|_{6}
$$

The second and the third factors are uniformly bounded by a some constant $C$. Therefore, the inequality:

$$
\int_{0}^{T} K_{1} d t \leq C\left(\int_{0}^{T} \int_{|y|<r}\left|\nabla v^{n_{k}}-\nabla u\right|^{3} d y d t\right)^{1 / 3} \sqrt[3]{T^{2}}
$$

is fulfilled. The middle factor is not greater $\varepsilon$ if a number $k$ is large enough. This follows from condition of a strong convergence on a bounded set. Combining all estimates above, we obtain the inequality

$$
\left|\int_{S_{T}} d^{n_{k}} \eta d x\right| \leq C \varepsilon T+C \varepsilon \sqrt[3]{T^{2}}
$$

This means that $d^{n_{k}} \rightarrow 0$ weakly because a function $\eta$ is an arbitrary. The first equality is proved. The second equality is proved in the same way. Consider the difference $d^{n}=v^{n}{ }_{j}-R_{j}$ where $R_{j}$ is the integral of the second equality. In the integral $d^{n}(t, x)$, we replace the variable by $y=x+z$. Thereupon, we multiply the equality by a test-function $\eta \in C_{0}\left(S_{T}\right)$ and integrate its over set $S_{T}$. Change integration order and carry over Laplace operator to function $\eta$. Then,

$$
\left|\int_{S_{T}} d^{n} \eta d x d t\right| \leq \frac{1}{4 \pi} \int_{0}^{T} \int_{R^{3}} \frac{1}{|z|^{2}} \int_{R^{3}}\left|v^{n}(t, x+z)-u(t, x+z) \| \triangle \eta(t, x)\right| d x d z d t
$$

Replace variables in the interior integral by $x=y-z$ and change integration order. Hence, we get:

$$
\left|\int_{S_{T}} d^{n} \eta d x d t\right| \leq \int_{0}^{T} \int_{R^{3}}\left|v^{n}(t, y)-u(t, y)\right|\left|I_{1}(\triangle \eta)(y)\right| d y d t
$$

Integration with respect to $y$ we make separately over ball $|y|<r$ and its exterior. The furthest arguments are conducted in the same way as above. A distinction in the following. In this time, we use an uniform convergence of a subsequence $\left(v^{n_{k}}\right)_{k=1, \ldots .}$ on compact sets (see Remark 2).

### 2.8. Weak Solutions and Gradients Boundedness

Lemma 23. Let $u$ and $P$ be weak limits from (41). Then, for every solenoidal vector field $\psi \in C_{0}^{\infty}\left(R^{3}\right)$ and almost everywhere $t \in[0, T]$, there is fulfilled integral identity:

$$
\left(D_{t} u, \Delta \psi\right)-v(\triangle u, \Delta \psi)+\int u_{i} u_{j, i} \triangle \psi_{j} d x+(\nabla P, \triangle \psi)=0 .
$$

Proof. Equalities (16) multiply by a test-function $\eta \in C_{0}^{\infty}([0, T])$ and integrate its over segment $[0, T]$. If a subsequence $\left(v^{n_{k}}\right)_{k=1, \ldots}$. converges weakly, then, for all $q=1, \ldots, n_{k}$, we have

$$
\int_{0}^{T}\left(D_{t} v^{n_{k}}, \triangle a^{q}\right) \eta(t) d t-v \int_{0}^{T}\left(\triangle v^{n_{k}}, \triangle a^{q}\right) \eta(t) d t+\int_{0}^{T} \int v_{i}^{n_{k}} v_{j, i}^{n_{k}} \triangle a_{j}^{q} \eta(t) d x d t=0 .
$$

Fix a some number $q$. Then, the passage to the limit gives the equality

$$
\begin{equation*}
\int_{0}^{T}\left(D_{t} u, \triangle a^{q}\right) \eta(t) d t-v \int_{0}^{T}\left(\triangle u, \triangle a^{q}\right) \eta(t) d t+\int_{0}^{T} \int u_{i} u_{j, i} \triangle a_{j}^{q} \eta(t) d x d t=0 \tag{42}
\end{equation*}
$$

This is explained by a weak convergence of a sequence $\left(v_{i}^{n_{k}} v_{, i}^{n_{k}}\right)_{k=1, \ldots}$. to the mapping $u_{i} u_{, i}$. It is given by support compactness of a vector field $a^{q}$, by uniform boundedness with respect to $t$ and $n$ of norms $\left\|\nabla v^{n}\right\|_{p}, 2 \leq p \leq 6$, and a uniform convergence of subsequence $\left(v^{n_{k}}\right)_{k=1, \ldots .}$ on compact subsets of $S_{T}$. A function $\eta$ is an arbitrary. Therefore, from (42), we obtain

$$
\left(D_{t} u, \triangle a^{q}\right)-v\left(\triangle u, \triangle a^{q}\right)+\int u_{i} u_{j, i} \triangle a_{j}^{q} d x=0 .
$$

It is already fulfilled for every natural number $q$. The construction of vector fields $a^{q}$ permits this integral identity to extend on elements of the fundamental system $\left(\psi_{n=1, \ldots}^{n}\right)$ (see (12) and (13)), i.e.,

$$
\begin{equation*}
\left(D_{t} u, \Delta \psi^{n}\right)-v\left(\Delta u, \Delta \psi^{n}\right)+\int u_{i} u_{j, i} \Delta \psi_{j}^{n} d x=0 \tag{43}
\end{equation*}
$$

We show that identity (43) is true for every solenoidal vector field $\psi \in C_{0}^{\infty}\left(R^{3}\right)$. Let $\left(\xi^{m}\right)_{m=1, \ldots}$ be a sequence of a finite linear combinations of mappings $\psi^{n}$, which converges to a vector field $\psi \in C_{0}^{\infty}\left(R^{3}\right)$ in the space $J_{0}^{2}\left(R^{3}\right)$. Then,

$$
\left\|\nabla \xi^{m}-\nabla \psi\right\|_{2} \rightarrow 0,\left\|\xi_{, i j}^{m}-\psi, i j\right\|_{2} \rightarrow 0
$$

and equality (43) for mappings $\xi^{m}$ is true. Mappings $\triangle u, u_{i} u_{, i}$ belong to the space $L_{2}\left(R^{3}\right)$ for a.e. $t$. Then,

$$
\left.\left(\triangle u, \triangle \xi^{m}\right) \rightarrow \triangle u, \Delta \psi\right), \int u_{i} u_{j, i} \triangle \xi_{j}^{m} d x \rightarrow \int u_{i} u_{j, i} \triangle \psi_{j} d x
$$

a.e. as $m \rightarrow \infty$. Let us show

$$
\left(D_{t} u, \triangle \xi^{m}\right) \rightarrow\left(D_{t} u, \triangle \psi\right)
$$

as the same condition is. Consider the equality of scalar products

$$
-\left(D_{t} u, \triangle \xi^{m}\right)=\left(D_{t} u, j, \xi_{, j}^{m}\right)
$$

and note that the right side tends to $\left(D_{t} u_{, j}, \psi_{, j}\right)$ (see Lemma 21 item (4)). On the other side, $-\left(D_{t} u, j, \psi, j\right)=\left(D_{t} u, \Delta \psi\right)$. Condition (43) is true for an arbitrary $\psi \in C_{0}^{\infty}\left(R^{3}\right)$. From $(\nabla P, \Delta \psi)=0$, we have the lemma.

Lemma 24. (see ([7], pp. 41-44), see also [29].) Let $B \subset R^{3}$ be an arbitrary ball. Then, a space $L_{2}(B)$ of any vector fields has a decomposition by a direct sum $L_{2}(B)=G(B) \oplus J_{0}(B)$ of orthogonal subspaces. A subspace $G(B)$ is the space of gradients $\nabla g$ where $g: B \rightarrow R$ is locally square-integrable function with a finite norm $\|\nabla g\|_{2}$. A space $J_{0}(B)$ is the closure with respect to the norm $L_{2}(B)$ of all solenoidal vector fields from the class $C_{0}^{\infty}(B)$.

Lemma 25. If $u$ and $P$ are weak limits (41), then there are fulfilled equalities:

$$
D_{t} u_{k}-v \Delta u_{k}+u_{i} u_{k, i}+P_{, k}=0, k=1,2,3,
$$

a.e. on a set $S_{T}$ for any $T \in\left[0, T_{0}\right)$.

Proof. Let

$$
H_{k}=D_{t} u_{k}-v \Delta u_{k}+u_{i} u_{k, i}+P_{, k}
$$

Denote $h_{2}=-v \triangle u, h_{3}=u_{i} u, i, h_{6}=D_{t} u+\nabla P$. Every vector field $h_{p}, p=2,3,6$, belongs to the space $L_{p}\left(R^{3}\right)$ (see Lemma 21). Mappings norms $h_{p}$ are bounded by constants independent of $t \in[0, T]$. From the first equality of Lemma 22, we gather $(H, \nabla g)=0$, where $g \in C_{0}^{\infty}\left(R^{3}\right)$ is an arbitrary. We assume the mapping $H$ and its generators $h_{p}$ belong to the class $C^{\infty}\left(R^{3}\right)$. Otherwise, we take averages with a kernel from $C_{0}^{\infty}\left(R^{3}\right)$ for them. For averages, the equality $(H, \nabla g)=0$ and the equality of Lemma 23 are kept. This follows from behind an arbitrary choice of a smooth function $g$ and a field $\psi \in C_{0}^{\infty}\left(R^{3}\right)$. Then, div $H=0$. Moreover, a smoothness $H$ and the equality of Lemma 23 imply $(\triangle H, \psi)=0$. From Lemma 24 on every ball $B \subset R^{3}$, we have $\triangle H=\nabla h$. A function $h$ is infinitely smooth. This is given by smoothness $\triangle H$. Then, div $\triangle H=\triangle h$. On the other hand, div $\triangle H=\triangle$ div $H=0$. Therefore, the function $h$ is a harmonic function. Hence, and from above, there is $\triangle^{2} H=0$. By Lemma A7, we have $H=0$. Making an average parameter tending to zero, we obtain this equality in the general case.

Lemma 26. Let $u$ and $P$ be weak limits from (41). Then, there exists a number $C=C(v, \varphi, T)$ such that, for almost everywhere, $t \in[0, T]$ following conditions are fulfilled:
(1) $\|\Delta u\|_{6} \leq C$;
(2) $\left|\nabla u_{k}(t, x)\right| \leq C,|\nabla P(t, x)| \leq C, k=1,2,3$.

Proof. From Lemma 25, we conclude that Laplacian $\triangle u$ is the linear combination of three vector fields $\nabla P, D_{t} u, u_{i} u_{, i}$. Coordinates $u_{i}$ are bounded on the set $S_{T}$ by Lemma 21 item (2). Then, from Lemma 21 (see estimates (3) and (6)), it follows the first part of the lemma.
Gradients boundness $\nabla u_{i}$ we obtain from the second integral representation of Lemma 22 and estimate $\|\Delta u\|_{6} \leq C$. In the next step, we repeat the proof of Lemma 9 .

Gradients boundedness $\nabla P$ we get from the first integral representation of Lemma 22 and gradients boundedness $\nabla u_{i}$ with repeating of the proof from Lemma 9.

### 2.9. Weak Solutions, Integral Equations and Energetic Inequality

Let $\Gamma(x, t)=(4 \pi v t)^{-n / 2} e^{-|x|^{2} / 4 v t}$ be a Weierstrass kernel. Furthermore, we consider mixed norms for mappings defined on the set $S_{T}=[0, T] \times R^{n}$.

Lemma 27. (See [13], Theorem 2.1.) A vector field $u: S_{T} \rightarrow R^{n}$ with a finite mixed norm $\|u\|_{p, q}$ is a weak solution of problems (1) and (2) if and only if when $u$ is a solution of integral equation

$$
\begin{equation*}
u+B(u, u)=f \tag{44}
\end{equation*}
$$

where B is a some nonlinear integral operator, $f(t, x)=\int \Gamma(x-y, t) \varphi(y) d y$.

Lemma 28. (See [13], Theorem 3.4.) Let $u$ be a solution of integral Equation (44) with a finite mixed norm $\|u\|_{p, q}$ where $p, q \geq 2, \frac{3}{p}+\frac{2}{q} \leq 1$. Let $k$ be a positive integer such that $k+1<p, q<\infty$. If mixed norms of derivatives

$$
D^{\alpha} \frac{\partial^{j} f}{\partial t^{j}}
$$

with exponents $p_{1}=\frac{p}{|\alpha|+2 j+1}, q_{1}=\frac{q}{|\alpha|+2 j+1}$ are finite whenever $|\alpha|+2 j \leq k$, then also mixed norms of

$$
D^{\alpha} \frac{\partial^{j} u}{\partial t^{j}}
$$

are finite for the same means $\alpha, j, p_{1}, q_{1}$.
Remark 3. The proof of this result relies on Calderon-Zygmund's theorem and a boundedness of singular integral operators of parabolic type (see [30]).

Remark 4. Norms $D^{\alpha} \frac{\partial j u}{\partial t i}$ are bounded by a constant that depends on exponents $p, q$, derivative order and the mixed norm $\|u\|_{p, q}$. It follows directly from the proof of the theorem in [13].

Lemma 29. If $u$ is a weak limit from (41), then there exists a number $C=C(v, \varphi, T, p, q)$ such that $\|u\|_{p, q} \leq C$ whenever $p, q \geq 2, \frac{3}{p}+\frac{2}{q} \leq 1$.

Proof. Let $T<T_{0}$ be a positive arbitrary number. Integrate the equality of Lemma 25 over segment $[0, t]$ where $t<T$. Then, continuity and absolute continuity on lines of mapping $u$ give:

$$
u(t, x)-\varphi(x)=\int_{0}^{t}\left(v \triangle u(\tau, x)-u_{i}(\tau, x) u_{, i}(\tau, x)-\nabla P(\tau, x)\right) d \tau .
$$

Every integrable term has finite norms

$$
\|\Delta u\|_{2},\|\nabla P\|_{2},\left\|u_{i} u_{i}\right\|_{2} .
$$

In addition, every norm is bounded by a constant $C=C(v, \varphi, T)$ depending on $v, \varphi, T$ only. It follows from Lemma 21 (see estimates (5) and (7)) for the first and the second norms. A boundedness of the third norm follows from mapping boundedness $u$ (see Lemma 21 item (2)) and the estimate from item (4) (see Lemma 21). Therefore, $\|u\|_{2} \leq C$. A boundedness of vector field $u$ (see Lemma 21 item (2)) gives a uniform estimate $\|u\|_{p} \leq C$ whenever $p \geq 2$. Then, any mixed norm $\|u\|_{p, q}$ is finite whenever $p, q$ from lemma condition.

Lemma 30. If $u$ is a weak limit from (41), then a mixed norm $\|\Delta u\|_{6 / 5,4}<\infty$.
Proof. Let initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}$. Function $f$ from Lemma 27 is represented by integral

$$
f(t, x)=\frac{1}{\pi^{3 / 2}} \int e^{-|z|^{2}} \varphi(x+\sqrt{4 v t z}) d z .
$$

For $\varphi \in C_{6 / 5,3 / 2}^{\infty}$, there is true Lemma 34. Therefore, the mapping $f$ and any of its derivatives have a finite mixed norm $\|\cdot\|_{p, q}$. By Lemma 25 and Lemma 29, the vector field $u$ is a weak solution of problems (1) and (2) with a finite mixed norm $\|u\|_{p, q}$ whenever $p, q \geq 2$. Then, from Lemma 27 , we conclude that $u$ is a solution of integral Equation (44). From Lemma 28, we obtain a finiteness of mixed norms for the second derivatives $\left\|D^{\alpha} u\right\|_{p_{1}, q_{1}}$, where $p_{1}=p / 3, q_{1}=q / 3,|\alpha|=2, j=0$. Let $p=18 / 5, q=12$. Then, we have the statement of the lemma.

Lemma 31. (Energetic condition.) Let $u$ and $P$ be weak limits from (41). Then,

$$
\|u\|_{2}^{2}+2 v \int_{0}^{t}\|\nabla u(\tau, x)\|_{2}^{2} d \tau=\|\varphi\|_{2}^{2}
$$

for every $t \in\left[0, T_{0}\right)$ where $T_{0}$ from Lemma 1.
Proof. Note that weak solutions satisfy conditions:

$$
\begin{equation*}
J_{1}=\int P,{ }_{k} u_{k} d x=0, J_{2}=\int u_{i} u_{k, i} u_{k} d x=0 \tag{45}
\end{equation*}
$$

From the first equality of Lemma 22, we have:

$$
\begin{equation*}
J_{1}=\frac{1}{4 \pi} \int_{R^{3}} u_{i, j}(t, y) u_{j, i}(t, y) \int_{R^{3}} \frac{u_{k}(t, x)\left(x_{k}-y_{k}\right)}{|x-y|^{3}} d x d y \tag{46}
\end{equation*}
$$

Integrals commutation is possible since the integral over $R^{6}$ is a finite. It follows from

$$
\int_{R^{6}}|\cdot| d x d y \leq 4 \pi \int_{R^{3}}|\nabla u(\tau, y)|^{2} I_{1}(|u|) d y
$$

Tonnelli's theorem, boundedness and summability of $u, \nabla u$ with any exponent not less than two and Lemma A1. Here, $I_{1}$ is the Riesz potential. The interior integral in (46) is equal to zero since

$$
\begin{gathered}
\int_{|x-y|<r} \frac{u_{k}(t, x)\left(x_{k}-y_{k}\right)}{|x-y|^{3}} d x=-\int_{|x-y|=r} \frac{u_{k}(t, x)\left(x_{k}-y_{k}\right)}{r^{2}} d S= \\
-\frac{1}{r} \int_{|x-y|<r} \operatorname{div} u d x=0
\end{gathered}
$$

for any radius $r$.
Let us prove the second equality from (45). The second equality of Lemma 22 implies:

$$
\begin{equation*}
J_{2}=\frac{1}{4 \pi} \int_{R^{3}} \Delta u_{k}(t, y) \int_{R^{3}} \frac{u_{i}(t, x) u_{k}(t, x)\left(x_{i}-y_{i}\right)}{|x-y|^{3}} d x d y . \tag{47}
\end{equation*}
$$

Integrals commutation we prove in the same way. There is inequality:

$$
\int_{R^{6}}|\cdot| d x d y \leq 4 \pi \int_{R^{3}}|\triangle u(\tau, y)|^{2} I_{1}\left(|u|^{2}\right) d y .
$$

The right-hand side is a finite because $\Delta u \in L_{p}, 2 \leq p \leq 6$ (see Lemma 21 item (5), Lemma 26 item (1), Lemma A5). In addition, $I_{1}\left(|u|^{2}\right) \in L_{p}, p>3 / 2$ by Lemma A1. To interior integral in (47) we apply the Stokes formula. Then,

$$
\begin{gathered}
\int_{|x-y|<r} \frac{u_{i}(t, x) u_{k}(t, x)\left(x_{i}-y_{i}\right)}{|x-y|^{3}} d x= \\
\int_{|x-y|<r} \frac{u_{i}(t, x) u_{k, i}(t, x)}{|x-y|} d x-\frac{1}{r} \int_{|x-y|=r} u_{i} u_{k} \frac{x_{i}-y_{i}}{r} d S .
\end{gathered}
$$

A product $u_{i} u_{k}$ belongs to the space $W_{p}^{1}\left(R^{3}\right)$ whenever $p>1$. Then, the integral over surface tends to zero as $r \rightarrow \infty$ (to apply Lemma A4 with exponent $\alpha=1$ and a mean $p$, close to unit). Hence, and from (47) we have:

$$
\begin{equation*}
J_{2}=\frac{1}{4 \pi} \int_{R^{3}} \Delta u_{k}(t, y) \int_{R^{3}} \frac{u_{i}(t, x) u_{k, i}(t, x)}{|x-y|} d x d y . \tag{48}
\end{equation*}
$$

In the iterated integral

$$
\int_{|y|<r} \triangle u_{k}(t, y) \int_{R^{3}} \frac{u_{i}(t, x) u_{k, i}(t, x)}{|x-y|} d x d y
$$

we change integration order because the double integral is finite (see above). Hence, we get:

$$
\begin{align*}
& \int_{|y|<r} \triangle u_{k}(t, y) \int_{R^{3}} \frac{u_{i}(t, x) u_{k, i}(t, x)}{|x-y|} d x d y=  \tag{49}\\
& \int_{R^{3}} u_{i}(t, x) u_{k, i}(t, x) \int_{|y|<r} \frac{\triangle u_{k}(t, y)}{|x-y|} d y d x
\end{align*}
$$

The interior integral in the right-hand side of (49) is uniformly bounded with respect to $r>1$. This follows from a boundedness of the Riesz potential $I_{2}(|\triangle u|)$. It is proved in the same way as Lemma 9 with applications Lemma 26 item (1) and Lemma 21 item (5). Furthermore, we use Lebesgue's theorem. Then, (48) and (49) give the equality of iterated integrals:

$$
\begin{equation*}
J_{2}=\int_{R^{3}} u_{i}(t, x) u_{k, i}(t, x) I_{2}\left(\triangle u_{k}\right)(x) d x \tag{50}
\end{equation*}
$$

The mapping $u \in J_{0}^{2}\left(R^{3}\right)$ (norm defined by (15)). Lemma A1 shows that Poisson's formula is true for elements of the space $J_{0}^{2}\left(R^{3}\right)$. Then, $I_{2}(\triangle u)=-u$. Therefore, we have $J_{2}=-J_{2}$ from (50). The second equality from (45) is proved.

Let us show that vector field $u$ satisfies the equality

$$
\begin{equation*}
\int_{R^{3}} u_{k} \triangle u_{k} d x=-\|\nabla u\|_{2}^{2} \tag{51}
\end{equation*}
$$

a.e. on $[0, T]$. We have the equality of iterated integrals:

$$
\begin{align*}
& \int_{R^{3}} \Delta u_{k}(t, x) \int_{|y|<r} \frac{u_{k, j}(t, x)\left(x_{j}-y_{j}\right)}{|x-y|^{3}} d y d x=  \tag{52}\\
& \int_{|y|<r} u_{k, j}(t, y) \int_{R^{3}} \frac{\triangle u_{k}(t, x)\left(x_{j}-y_{j}\right)}{|x-y|^{3}} d y d x
\end{align*}
$$

A finiteness of double integral follows from a boundedness $\nabla u$ (see Lemma 26, item (2)) and properties of the Riesz potential $I_{1}(|\triangle u|)$. Let $r \rightarrow \infty$. The interior integral on the left-hand side of (52) tends to $4 \pi u_{k}(t, x)$ in the space $L_{6}\left(R^{3}\right)$ for almost every $t$. (See Lemma A1 and equality (A2), which is true for elements of the space $J_{0}^{2}\left(R^{3}\right)$ ). The norm $\|\triangle u\|_{6 / 5}$ is finite a.e. by Lemma 30. In (52), we make the passage to the limit. The interior integral on the right-hand side of (52) is replaced by application of Lemma 22. Then, we get (51). To finish the proof, we are helped with the following steps. Every equality from Lemma 25 we multiply by function $u_{k}$. Thereupon, we add together them and integrate over space $R^{3}$. From (45) and (49), we have

$$
\left(D_{t} u, u\right)+v\|\nabla u\|_{2}^{2}=0
$$

Hence, we get the required equality.

### 2.10. Proof of Theorem 1

Observe that all estimates in proved lemmas above depend on norms $\|\nabla \varphi\|_{2},\left\|\nabla T^{1}\right\|_{2}$ (see (22)), $\|\Delta \varphi\|_{2}$ or $\|\varphi\|_{2}$ only and don't depend on a diameter of Laplacian support $\triangle \varphi$.

If $\varphi \in C_{6 / 5,3 / 2}^{\infty}$, then, by Lemma A4 integrals,

$$
\frac{1}{r^{2}} \int_{|y-x|=r} \left\lvert\, \varphi\left(y\left|d S, \frac{1}{r} \int_{|y-x|=r}\right| \nabla \varphi(y \mid d S\right.\right.
$$

tend to zero as $r \rightarrow \infty$. Therefore, equalities from Lemma A2 are true for mappings of the class $C_{6 / 5,3 / 2}^{\infty}$. In addition, we have summability $\varphi$ with any exponent $p>6 / 5$ and $\nabla \varphi$ with any exponent $p>3 / 2$ (see Lemma 32).

1. Assume that initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and its Laplacian support is a compact set. Let $T_{0}$ be a constant from Lemma 1. Then, item (3) follows from Lemma 26, and items (1) and (4) we get from Lemma 21.

Let us prove estimates of item (2). A uniform boundedness with respect to $t$ of norms

$$
\|u\|_{6},\|\nabla u\|_{6},\left\|D_{t} u\right\|_{6}
$$

we obtain from Lemma 21 (item (3)). An uniform boundedness of norms

$$
\|\nabla u\|_{2},\left\|\nabla D_{t} u\right\|_{2},\|\triangle u\|_{2},\|\nabla P\|_{2}
$$

follows from Lemma 21 (see items (4), (5), (7)). The estimate of norm $\|u\|_{2}$ follows from Lemma 31. A uniform boundedness of norms $\|u, i j\|_{6}$ we get by Lemma 26. A uniform boundedness for norm $\left\|D_{t} u\right\|_{2}$ is the corollary of Lemma 25 because $D_{t} u$ is the finite linear combination of terms with uniform bounded norms in the space $L_{2}\left(R^{3}\right)$. Uniform estimates of norms in spaces $L_{p}\left(R^{3}\right), 2<p<6$ we take from Lemma A5. The occurrence of vector field $u$ in spaces $W_{2}^{1}\left(S_{T}\right)$ and $W_{6}^{1}\left(S_{T}\right)$ we get from the uniform estimates proved above. By Lemma 25 and Lemma 21 (see items (5) and (7)), we obtain $D_{t t}^{2} u=v \triangle D_{t} u-u_{i} D_{t} u, i-\left(D_{t} u_{i}\right) u_{, i}-D_{t} \nabla P$. Hence, it follows a finiteness of norm $\left\|D_{t t}^{2} u\right\|_{2}$ since $u$ and $\nabla u$ are bounded. Therefore, $u \in W_{2}^{2}\left(S_{T}\right)$.

Let us prove item (5) using mixed norms (see $[8,26,27]$ ). Weak solutions $u$ and $P$ belong to class $C\left(S_{T}\right)$ (see item 1 ) of this theorem). In Lemma 28 , we put $p=q$ assuming it is very large. Now, we fix an order of derivatives: $m>1$. Then, by Lemma 27 and Lemma 28 , derivative norms $\left\|D^{\alpha} D_{t}^{j} u\right\|,|\alpha| \leq m$ are bounded in the space $L_{r}\left(S_{T}\right)$ where an exponent $r \geq 6$ is an arbitrary but fixed. A boundedness of weak solution $u$ and its summability in $L_{2}\left(S_{T}\right)$ imply the belonging $u \in L_{r}\left(S_{T}\right), r \geq 2$. Exponents means $r, p=q$ we choose by large numbers so that the next conditions are fulfilled:
(1) for any ball lying in $S_{T}$, all conditions of Sobolev's embedding theorem in a space of continuous functions are certainly valid ([23], p. 64);
(2) at least, all derivatives of the order up to $m-1$ satisfy also all conditions Sobolev's theorem from above.

Since an integer number $m$ is an arbitrary, then a weak solution $u$ belongs to the class $C^{\infty}\left(\left(0, T_{0}\right) \times R^{3}\right)$. A smoothness of function $P$ we obtain from Lemma 25 and the smoothness of vector field $u$. The continuity is proved in item 1.
2. Let initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}$. We take a test-function $\eta \in C^{\infty}\left(R^{3}\right)$ such that $\eta(x)=1$ if $|x| \leq 1$ and $\eta(x)=0$ if $|x| \geq 2$. Consider a solenoidal vector field

$$
\Phi^{r}(x)=\eta(x / r) \varphi(x)-\nabla Q(x)
$$

Then, $\triangle Q(x)=\frac{1}{r} \eta, i(x / r) \varphi_{i}(x)$. A function $Q$ is Poisson's integral

$$
Q(x)=-r^{-1} I_{2}\left(\eta, i(\cdot / r) \varphi_{i}\right)(x)
$$

Hence, we have:

$$
|\nabla Q(x)| \leq r^{-1} I(|\nabla \eta(\cdot / r)| \cdot|\varphi|)(x) \leq M r^{-1} I_{1}(|\varphi|)(x)
$$

where $I_{1}$ is the Riesz potential, $M$ is the maximal mean of $|\nabla \eta|$. From Lemma A1, we obtain

$$
\|\nabla Q\|_{2} \leq A M r^{-1}\|\varphi\|_{6 / 5}=O\left(r^{-1}\right)
$$

Direct calculations yield:

$$
\begin{gathered}
\left\|\Phi^{r}\right\|_{2}^{2}=\int\left(r^{-2}|\nabla \eta(x / r)|^{2}+\eta^{2}(x / r)|\nabla \varphi(x)|^{2}+2 r^{-1} \eta \eta, k(x / r) \varphi_{i}(x) \varphi_{i, k}(x)\right) d x+ \\
\|\nabla Q\|_{2}^{2}-2 r^{-1} \int\left(\eta, k(x / r) \varphi_{j}(x) Q, j k(x)+\eta(x / r) \varphi_{j, k}(x) Q, j k(x)\right) d x
\end{gathered}
$$

Without the second term in the first integral, the rest of the integrals of all terms in the right-hand tend to zero as $r \rightarrow \infty$. This is guaranteed by a test-function $\eta$ and a boundedness of the second derivatives $Q, j k$. The last follows from representation of function $Q$ by Poisson's integral and definition of the class $C_{6 / 5,3 / 2}^{\infty}$. In this case, we have two equalities:

$$
\begin{gather*}
Q, k j(x)=\frac{1}{4 \pi r} \int_{R^{3}}\left(\eta, i(y / r) \varphi_{i}(y)\right), k \frac{x_{j}-y_{j}}{|x-y|^{3}} d y,  \tag{53}\\
Q, k j(x)=c_{k j} r^{-1} \eta_{, i}(x / r) \varphi_{i}(x)+r^{-1} T_{k j}\left(\eta, i(\cdot / r) \varphi_{i}\right)(x), \tag{54}
\end{gather*}
$$

where $c_{k j}$ are universal constants, and $T_{k j}$ are singular integral operators. Therefore, as $r \rightarrow \infty$, then

$$
\begin{equation*}
\left\|\nabla \Phi^{r}\right\|_{2} \rightarrow \mid \nabla \varphi \|_{2} \tag{55}
\end{equation*}
$$

A vector field $\Phi^{r} \in C_{6 / 5,3 / 2}^{\infty}$. A summability of the vector field and its derivatives follows from (53) and (54), the equality

$$
Q, j(x)=c_{i j} \eta(x / r) \varphi_{i}(x)+T_{i j}\left(\eta(\cdot / r) \varphi_{i}\right)(x)
$$

and Lemma A1. In addition, $\Phi^{r} \rightarrow \varphi$ in the space $J_{0}^{2}\left(R^{3}\right), D^{\alpha} \Phi^{r} \rightarrow D^{\alpha} \varphi$ in the space $L_{2}\left(R^{3}\right)$. Laplacians supports $\triangle \Phi^{r}$ are compact sets. Therefore, there exist solutions $u^{r}$ and $P^{r}$ with an initial data $u^{r}(0, x)=\Phi^{r}(x)$ satisfying theorem with the number

$$
T_{0}(r)=\left(\frac{9}{4}\right)^{4} \frac{v^{3}}{\left\|\Phi^{r}\right\|_{2}^{4}}
$$

From (55), we have $T_{0}(r) \rightarrow T_{0}$ as $r \rightarrow \infty$. Fix a number $T<T_{0}$. From the remark at the beginning of the proof, we conclude all estimates of the theorem for solutions $u^{r}, P^{r}$. They are uniform with respect to $r$ for $r>r_{0}$. Hence, sets of mappings $\left(u^{r}\right)_{r>r_{0}}\left(P^{r}\right)_{r>r_{0}}$ are bounded in spaces $W_{2}^{1}\left(S_{T}\right)$ and $W_{6}^{1}\left(S_{T}\right)$. Extract subsequences $\left(u^{r_{k}}\right)_{k=1, \ldots,},\left(P^{r_{k}}\right)_{k=1, \ldots,}$, which converge weakly. Let $u$ and $P$ be its weak limits, respectively. These limits satisfy the next properties:
(1) Lemma 21 is true for them (this is verified in the same way as the proof of Lemma 21 for subsequences);
(2) Lemma 25 is true for them;
(3) Lemma 26 is fulfilled for them. Thus, $u$ and $P$ are weak solutions of problems (1) and (2). Lemma 27 and Lemma 29 are true for vector field $u$. Conditions of growth for a mapping $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ show correctness of Lemma 28 for weak solutions from above.
Furthermore, we realize the proof from the first part (see item (1) above). Therefore, the theorem is true also in this case. Theorem 1 is proved.

## 3. Homotopic Property of Cauchy Problem Solutions in Class $C_{6 / 5,3 / 2}^{\infty}$

If initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}$, then the Cauchy problem solutions from Theorem 1 have the next homotopic property.

Theorem 2. Let $u$ and $P$ be solutions of problems (1) and (2) from Theorem 1. Then, for every fixed mean $t \in\left(0, T_{0}\right)$ (see (5)) mappings $u, P, D_{t} u \in C_{6 / 5,3 / 2}^{\infty}$. Moreover, all norms

$$
\|u\|_{6 / 5},\|\nabla u\|_{3 / 2},\left\|D^{\alpha} u\right\|_{r},\left\|D^{\beta} P\right\|_{r},\left\|D^{\beta} D_{t} u\right\|_{r}
$$

if $r>1,|\alpha| \geq 2,|\beta| \geq 0$, are uniformly bounded on every segment $[0, T]$ where $T<T_{0}$.
Proof of Theorem 2 (it is given below) is relied on for the next simple properties of mappings $v \in C_{6 / 5,3 / 2}^{\infty}$. For every vector field $v$ and its derivatives of the first order, these are true for both (A1) and representation (Riesz's formula):

$$
\begin{equation*}
v(x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{v_{, j}(y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}}, v, j(x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{v_{, j k}(y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}} . \tag{56}
\end{equation*}
$$

The second equality we obtain by application of the Stokes theorem to the integral from (56) calculating over a spherical layer $\varepsilon \leq|y-x| \leq r$. From Lemma A4,

$$
\int_{|y-x|=r} \frac{|v,(y)| d S}{r^{2}} \rightarrow 0
$$

as $r \rightarrow \infty$ since $\nabla v \in W_{3 / 2}^{1}\left(R^{3}\right)$. Then, the passage to limit as $r \rightarrow \infty, \varepsilon \rightarrow 0$ implies the second equality (56). The first equality is proved in the same way.

We have

$$
|v, j(x)| \leq \frac{\pi}{2} I_{1}(|\nabla v, j|)(x)
$$

where $I_{1}$ is the Riesz potential from (4). Hardy-Littlewood-Sobolev's inequality (see Lemma A1) implies

$$
\left\|I_{1}(\nabla v, j \mid)\right\|_{q} \leq A\|\nabla v, j\|_{p}
$$

where $\frac{1}{q}=\frac{1}{p}-\frac{1}{3}, 1<p<q$. Consider only $p \in(1,3)$. Two last estimates yield $\nabla v \in L_{q}\left(R^{3}\right)$ for every $q>3 / 2$. Analogously with the above, we show for the mapping $v$ and a number $q \in[3 / 2,3)$ the belonging $v \in L_{r}\left(R^{3}\right)$ whenever $r \geq 3$. The logarithmic convex of norm $\|v\|_{p}$ and Lemma A5 yield norm finiteness $\|v\|_{p}$ for $p \geq 6 / 5$. Thus, we proved the next statement.

Lemma 32. Let $v \in C_{6 / 5,3 / 2}^{\infty}$. Then, $v \in L_{p}\left(R^{3}\right), \nabla v \in L_{q}\left(R^{3}\right)$ whenever $p \geq 6 / 5, q \geq 3 / 2$.
Remark 5. Write Poisson's formula (the representation by Riesz's integral $I_{2}$ ) for mappings $v, \nabla v$ and $D^{\alpha} v$. Then, we have a boundedness of every vector field $v \in C_{6 / 5,3 / 2}^{\infty}$ and its derivatives.

Let

$$
\begin{equation*}
P(x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{v_{i, j}(y) v_{j, i}(y) d y}{|x-y|} \tag{57}
\end{equation*}
$$

(the repeated index gives summation).
Lemma 33. Let $v \in C_{6 / 5,3 / 2}^{\infty}$ and div $v=0$. Then, the function $P$ and all its derivatives belong to the space $L_{r}\left(R^{3}\right)$ whenever $r>1$.

Proof. The integral from (57) we integrate by parts twice over a spherical layer $\varepsilon \leq|y-x| \leq r$. Lemma A4 and the passage to the limit as $r \rightarrow \infty, \varepsilon \rightarrow 0$ imply:

$$
\begin{equation*}
P(x)=\frac{|v(x)|^{2}}{3}-T_{i j}\left(v_{i} v_{j}\right)(x) \tag{58}
\end{equation*}
$$

where $T_{i j}$ is a singular integral operator with a kernel

$$
k_{i j}=\frac{\partial^{2}}{\partial y_{i} \partial y_{j}} \frac{1}{4 \pi|x-y|}
$$

Lemma A1 and well-known Calderon-Zygmund's theorem give a summation of function $P$ for any finite exponent $r>1$. Since

$$
P_{, k}(x)=-\frac{1}{4 \pi} \int_{R^{3}} \frac{v_{i, j}(y) v_{j, i}(y)\left(x_{k}-y_{k}\right) d y}{|x-y|^{3}}
$$

then, analogously with the above, we get:

$$
\begin{equation*}
P_{, k}(x)=-\frac{1}{3} v_{j}(x) v_{k, j}(x)+T_{i k}\left(v_{j} v_{i, j}\right)(x) \tag{59}
\end{equation*}
$$

Hence, we obtain a summability of $\nabla P$ whenever finite $p>1$. A summability of the other derivatives follows from equalities:

$$
\begin{equation*}
D^{\beta} P_{, k}(x)=-\frac{1}{3} D^{\beta}\left(v_{j} v_{k, j}\right)(x)+T_{i k}\left(D^{\beta}\left(v_{j} v_{i, j}\right)\right)(x) \tag{60}
\end{equation*}
$$

Lemma 34. If $v \in C_{6 / 5,3 / 2}^{\infty}$, then Poisson's and Riesz's formulae are true:

$$
v(x)=-\frac{1}{4 \pi} \int_{R^{3}} \frac{\Delta v(y) d y}{|x-y|}, v(x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{v, j(y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}} .
$$

Lemma 35. Suppose a function $P$ and all its derivatives are summaable in space $R^{3}$ whenever $r>1$. Let $v, w \in C_{6 / 5,3 / 2}^{\infty}$. Then,

$$
\int_{R^{3}} v_{k} \triangle w_{k} d x=-\int_{R^{3}} v_{k, j} w_{k, j} d x, \int_{R^{3}} w_{k} P,{ }_{k} d x=-\int_{R^{3}} P d i v w d x
$$

Proof. Apply the second representation from Lemma 34 and make the commutation of integrals. Then,

$$
\int_{R^{3}} v_{k} \triangle w_{k} d y=\frac{1}{4 \pi} \int_{R^{3}} v_{k, j}(y) \int_{R^{3}} \frac{\triangle w_{k}(y)\left(x_{j}-y_{j}\right) d x}{|x-y|^{3}} d y=-\int_{R^{3}} v_{k, j} w_{k, j} d y
$$

(see the first equality of Lemma A4). Changing of integration order is possible because the integral

$$
J=\int_{R^{6}} \frac{|\nabla v(y)||\Delta w(x)| d x d y}{|x-y|^{2}}
$$

is a finite. Really, we have

$$
J=\gamma(1) \int_{R^{3}}|\triangle w| I_{1}(|\nabla v|) d x
$$

Then, a finiteness follows from a summability of the Riesz potential $I_{1}(|\nabla v|)$ with exponent 3 (see A1) and the summability of $\Delta w$ with exponent $3 / 2$. The first equality is proved. To prove the second formula, we observe a finiteness of integrals

$$
J_{1}=\int_{R^{6}} \frac{|w(x)||\triangle P(y)| d x d y}{|x-y|^{2}}
$$

$$
J_{2}=\int_{R^{6}} \frac{|\operatorname{div} w(x)||\triangle P(y)| d x d y}{|x-y|}=4 \pi \int_{R^{3}}|\operatorname{div} w| I_{2}(|\triangle P|) d x
$$

Thereupon, we have:

$$
\begin{gathered}
\int_{R^{3}} w_{k} P,{ }_{k} d x=\frac{1}{4 \pi} \int_{R^{3}} w_{k}(x) \int_{R^{3}} \frac{\triangle P(y)\left(x_{k}-y_{k}\right) d y}{|x-y|^{3}} d x= \\
\frac{1}{4 \pi} \int_{R^{3}} \triangle P(y) \int_{R^{3}} \frac{\triangle w_{k}\left(x_{k}-y_{k}\right) d x}{|x-y|^{3}} d y=\frac{1}{4 \pi} \int_{R^{3}} \Delta P(y) \int_{R^{3}} \frac{d i v w(x) d x}{|x-y|} .
\end{gathered}
$$

Proof of Theorem 2. Items (1), (2) and (3) from Theorem 1, Lemma 27 and Lemma 28 yield a finiteness of mixed norms $\left\|D^{\alpha} u\right\|_{p_{1}, q_{1}}$ where $p_{1}=\frac{p}{|\alpha|+1}, q_{1}=\frac{q}{|\alpha|+1}$, whenever $p, q \geq 2, \frac{3}{p}+\frac{2}{q} \leq 1$. For derivatives of the second order, in particular, we have a finiteness of norm $\|\triangle u\|_{6 / 5,4}$ (see 30). Integrate (1) over segment $[0, t]$ where $t \leq T<T_{0}$. The solution $P$ is represented by (57). Then, from (59), we get

$$
\begin{gather*}
u_{k}(t, x)-\varphi_{k}(t, x)=  \tag{61}\\
\int_{0}^{t}\left(v \triangle u_{k}(\tau, x)+T_{i k}\left(u_{j} u_{j, i}\right)(\tau, x)-\frac{2}{3} u_{j}(\tau, x) u_{j, i}(\tau, x)\right) d \tau
\end{gather*}
$$

Estimate norms in $L_{6 / 5}$ of every term in (61) in the usual way. We apply Hölder's inequality to interior and exterior integrals. Then,

$$
\begin{gather*}
\int_{R^{3}}\left|\int_{0}^{t} u_{i} u_{k, i} d \tau\right|^{6 / 5} d x \leq t^{1 / 5} \int_{S_{t}} u_{i} u_{k, i} d \tau d x \leq  \tag{62}\\
T^{1 / 5}\left(\int_{S_{t}}|u|^{2} d \tau d x\right)^{3 / 5}\left(\int_{S_{t}}\left|\nabla u_{k}\right|^{3} d \tau d x\right)^{2 / 5} \\
\int_{R^{3}}\left|\int_{0}^{t} \triangle u_{k} d \tau\right|^{6 / 5} d x \leq t^{1 / 5} \int_{0}^{t}\left\|\Delta u_{k}\right\|_{6 / 5}^{6 / 5} d \tau \leq  \tag{63}\\
T^{9 / 10}\left(\int_{0}^{T}\left\|\triangle u_{k}\right\|_{6 / 5}^{4} d \tau\right)^{3 / 10}<\infty
\end{gather*}
$$

The singular integral operator $T_{i k}$ is bounded. Hence, from (61)-(63) and item (2) of Theorem 1, we obtain a uniform estimate of norm $\|u\|_{6 / 5}$ with respect to $t \in[0, T]$.

In the same way, we prove a summability of gradient $\nabla u$ with any exponent $p \geq 3 / 2$. From Lemma 27 and Lemma 28, whenever $p, q \geq 2, \frac{3}{p}+\frac{2}{q} \leq 1$, we get a finiteness of mixed norms $\left\|D^{\alpha} u\right\|_{p_{1}, q_{1}}$ for derivatives of the third order where $p_{1}=\frac{p}{4}, q_{1}=\frac{q}{4}$ since $\alpha=3, j=0$. In particular, we have a finiteness of norm $\|\Delta \nabla u\|_{3 / 2,3 / 2}$.

Let us differentiate (1) with respect to $x_{m}$. Thereupon, we integrate its over $[0, t]$ where $t \leq T<T_{0}$. Formulae (57) and (60) yield

$$
\begin{equation*}
u_{k, m}-\varphi_{k, m}=\int_{0}^{t}\left(v \triangle u_{k, m}+T_{i k}\left(\left(u_{j} u_{j, i}\right), m\right)-\frac{2}{3}\left(u_{j} u_{j, i}\right), m\right) d \tau \tag{64}
\end{equation*}
$$

Hence, for exponent $p=3 / 2$, we obtain estimates, which are similar estimates (62) and (63). A boundedness $u$, uniform estimates of norm $\|\nabla u\|_{3}$ (see item (2) from Theorem 1) on segment $[0, T]$, a finiteness of mixed norm $\|\Delta \nabla u\|_{3 / 2,3 / 2}$ give a uniform boundedness of norms $\|\nabla u\|_{3 / 2}$.

Let derivative order $|\alpha| \geq 2$. Then, (62) takes the form:

$$
\begin{equation*}
D^{\alpha} u_{k}-D^{\alpha} \varphi_{k}=\int_{0}^{t}\left(v \triangle D^{\alpha} u_{k}+T_{i k}\left(D^{\alpha}\left(u_{i} u_{j, i}\right)\right)-\frac{2}{3} D^{\alpha}\left(u_{j} u_{j, i}\right)\right) d \tau \tag{65}
\end{equation*}
$$

Fix an exponent $r>1$. Choose numbers $p, q=(|\alpha|+3) r$. Then, we have a finiteness of the mixed norm $\left\|D^{\alpha} u\right\|_{r, r}$. It follows

$$
\begin{equation*}
\left|\int_{R^{3}} \int_{0}^{t} \triangle D^{\alpha} u d \tau d x\right|^{r} \leq t^{r-1} \int_{S_{t}}\left|\triangle D^{\alpha} u\right|^{r} d \tau \leq T^{r-1} \int_{S_{T}}\left|D^{\alpha} \triangle u\right|^{r} d \tau d x<\infty . \tag{66}
\end{equation*}
$$

Terms in derivative $D^{\alpha}\left(u_{i} u_{k, i}\right)$ without coefficients have a form: $D^{\beta} u_{i} D^{\gamma} u_{k, i}$, where $|\beta|+|\gamma|=|\alpha|$. Then,

$$
\begin{equation*}
\left|\int_{R^{3}} \int_{0}^{t} D^{\beta} u_{i} D^{\gamma} u_{k} d \tau d x\right|^{r} \leq T^{r-1} \int_{S_{T}}\left|D^{\beta} u\right|^{r}\left|D^{\gamma} \nabla u\right|^{r} d \tau d x=T^{r-1} J . \tag{67}
\end{equation*}
$$

To the right-hand side, we apply Hölder's inequality with exponents $\frac{|\alpha|+3}{|\beta|+1}$ and $\frac{|\alpha|+3}{|\gamma|+2}$. Therefore,

$$
J \leq\left\|D^{\beta} u\right\|_{p_{1}, p_{2}}^{r / p_{1}}\left\|D^{\gamma} \nabla u\right\|_{p_{1}, p_{2}}^{r / p_{2}},
$$

where $p_{1}=\frac{p}{|\beta|+1}, p_{2}=\frac{p}{|\gamma|+2}$. All these mixed norms are bounded. This follows from Lemma 27 and Lemma 28. Hence, formulae (65)-(67) and a boundedness of a singular integral operator give uniform boundedness of all norms with respect to $t \in[0, T]$.

The solution $P$ is represented by (57) with replacing $v$ by $u$. A summability follows from Lemma 33 whenever $r>1$. Equalities (58) and (59) and a uniform boundedness derivatives norms of vector field $u$ prove a uniform boundedness of norms $\left\|D^{\beta} P\right\|_{r}$ where $r>1$. From (1) and proved uniform estimates from above, we have necessary statement for derivative $D_{t} u$. Theorem 2 is proved.

## 4. Basic Parameters and Extension of the Cauchy Problem Solutions

Now, we define two from three basic parameters. They have a key part for an extension of the Cauchy problem solutions as solutions with initial data from the class $C_{6 / 5,3 / 2}^{\infty}$. A functional $l(\varphi)$ and the first parameter $\lambda$ we define by

$$
\begin{equation*}
l(\varphi)=\|\varphi\|_{2} \cdot\|\nabla \varphi\|_{2}, \lambda=\left(\frac{4 \sqrt[4]{3}}{3 a_{1}}\right)^{2} \frac{v^{2}}{l(\varphi)}=\frac{81 v^{2}}{8 l(\varphi)} \tag{68}
\end{equation*}
$$

where the constant $a_{1}$ from Corollary A4. By Theorem 2, the solution of the Cauchy problem with condition $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ can be extended as the solution in any time $t$. Moreover, extended solutions keep uniform estimates of all norms from Theorem 2 on extended segments $[0, T] \subset\left[0, T_{*}\right)$. In other words, the class $C_{6 / 5,3 / 2}^{\infty}$ is kept. If $\left[0, T_{*}\right)$ is the maximal interval of solution existence, then the second parameter is defined by:

$$
\begin{equation*}
\mu=\frac{T_{*}}{T_{0}} \tag{69}
\end{equation*}
$$

where $T_{0}$ from (5).
The third parameter $\varepsilon$ is defined below by (87).
4.1. Solutions Extension in Global with Condition $l(\varphi)<\frac{81 v^{2}}{8}$

Lemma 36. Let $u$ be a solution of problems (1) and (2) from Theorem 2. Then, functions

$$
\eta_{1}(t)=\|\nabla u\|_{2}, \eta_{2}(t)=\|\Delta u\|_{2}, \eta_{3}(t)=\int_{R^{3}} u_{i} u_{k, i} \Delta u_{k} d x, \eta_{4}(t)=\|u\|_{2}
$$

are continuous functions on the interval $\left[0, T_{*}\right)$.
Proof. Let $s \in\left(0, T_{*}\right)$. Fix $t \in\left(s, \tau_{1}(s)\right.$ where the function $\tau_{1}$ from Lemma 45. Choose a segment $\left[T, T_{1}\right] \subset\left(s, \tau_{1}(s)\right)$ assuming $t, t+h \in\left[T, T_{1}\right]$. Denote $z=z(t, h, x)=u(t+h, x)-u(t, x)$. Take equalities (1) with time argument $t+h$. Thereupon, we multiply them by $\Delta z$ getting the scalar product
and integrate over $R^{3}$. The derivative $D_{t} u \in C_{6 / 5,3 / 2}^{\infty}$ for all $t \in\left[0, T_{*}\right)$. It follows from Theorem 2. Then, by Lemma 35 (the scalar product in $L_{2}$ we write as $(f, g)$ ), we have:

$$
\frac{1}{2} \frac{d}{d h}\|\nabla z\|_{2}^{2}=-v(\triangle u(t+h, \cdot), \triangle z)+\int_{R^{3}} u_{i}(t+h, x) u_{k, i}(t+h, x) \triangle z_{k} d x
$$

Here, the right-hand side is bounded uniformly (see Theorem 2). Then, $\|\nabla z\|_{2}^{2}=O(h)$ as $h \rightarrow 0$. Triangle inequality implies the continuity of function $\eta_{1}$.
We write equality (1) for time arguments $t, t+h$ and subtract it. Thereupon, the difference we multiply by $\triangle D_{t} u(t+h, x)$ getting the scalar product and integrating over the whole space. As a result, we have

$$
\begin{gathered}
\left(D_{t} z, \triangle D_{t} u(t+h, \cdot)\right)-v\left(\triangle z, \triangle D_{h} z\right)+ \\
\int_{R^{3}}\left(z_{i} u_{k, i}(t+h, x)+u_{i}(t, x) z_{k, i}\right) \Delta D_{t} u_{k}(t+h, x) d x=0 .
\end{gathered}
$$

Uniform estimates from Theorem 2 and an integrability for any exponent a.e. imply the equality:

$$
\frac{v}{2} \frac{d}{d h}\|\triangle z\|_{2}=O(1)
$$

Then, we have the continuity of function $\eta_{2}$.
Function continuity of $\eta_{3}$ follows also from uniform estimates of Theorem 2. Difference $\eta_{3}(t)-\eta_{3}\left(t_{0}\right)$ is considered as the sum of three integrals with combinations:

$$
u_{i}(t, x)-u_{i}\left(t_{0}, x\right), u_{k, i}(t, x)-u_{k, i}\left(t_{0}, x\right), \Delta u_{k}(t, x)-\triangle u_{k}\left(t_{0}, x\right)
$$

Every integral we estimate by Hölder's inequality so that there appear norms:

$$
\begin{gathered}
\left.\left\|u_{i}(t, \cdot)-u_{i}\left(t_{0}, \cdot\right)\right\|_{6}, \| u_{k, i}(t, \cdot)-u_{k, i}\left(t_{0}, \cdot\right)\right) \|_{2} \\
\left.\| \Delta u_{k}(t, \cdot)-\Delta u_{k}\left(t_{0}, \cdot\right)\right) \|_{2}
\end{gathered}
$$

The first of these norms is estimated through the second norm by the inequality from Lemma A1 with application of the second representation in Lemma 34. Therefore, on every segment $[0, T]$ with some constants $C_{1}, C_{2}$, we have:

$$
\left|\eta_{3}(t)-\eta_{3}\left(t_{0}\right)\right| \leq C_{1}\left|\eta_{1}(t)-\eta_{1}\left(t_{0}\right)\right|+C_{2}\left|\eta_{2}(t)-\eta_{2}\left(t_{0}\right)\right| .
$$

Hence, the first statement follows. Let us prove function continuity of $\eta_{4}$. The estimate

$$
\left.\left.\| u(t, \cdot)-u\left(t_{0}, \cdot\right)\right)\left\|_{6} \leq A\right\| \nabla u(t, \cdot)-\nabla u\left(t_{0}, \cdot\right)\right) \|_{2}
$$

was called above. The logarithmic convex inequality $\|v\|_{2} \leq\|v\|_{6 / 5}^{1-\theta}\|v\|_{6}^{\theta}$ where $\frac{1}{2}=\frac{5}{6}(1-\theta)+\frac{\theta}{2}$ and Theorem 2 (see item (2)) about uniform boundedness of norms) give the statement of the lemma. Here, it is enough to take $v=u(t, \cdot)-u\left(t_{0}, \cdot\right)$.

Lemma 37. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and $l(\varphi)<\left(\frac{v}{a_{1}}\right)^{2}$, where $l(\varphi)$ is defined by (68), the number $a_{1}$ from Corollary A4. Then, solution $u$ of problems (1) and (2) from Theorem 1 satisfies inequality: $\|\nabla u\|_{2} \leq\|\nabla \varphi\|_{2}$.

Proof. Equality (1) we multiply by $\Delta u$ getting the scalar product and integrating over the whole space. Then, from Theorem 2 and Lemma 35, we have:

$$
\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2}=\eta_{3}(t)-v \eta_{2}^{2}(t)
$$

where $\eta_{i}, i=2,3$, from Lemma 32. Now, we show that the function $\eta(t)=\eta_{3}(t)-v \eta_{2}^{2}(t)$ is negative. Note $\eta(0)<0$. Suppose the opposite. Then,

$$
v\|\triangle \varphi\|_{2}^{2} \leq \int \varphi_{i} \varphi_{k, i} \triangle \varphi_{k} d x
$$

From Corollary A4 (it is extended on the class $C_{6 / 5,3 / 2}^{\infty}$ by Lemma 34), we have estimate:

$$
v\|\triangle \varphi\|_{2}^{2} \leq a_{1}\|\nabla \varphi\|_{2}^{3 / 2}\|\triangle \varphi\|_{2}^{3 / 2} .
$$

Since

$$
\|\nabla \varphi\|_{2} \leq\|\varphi\|_{2}^{1 / 2}\|\Delta \varphi\|_{2}^{1 / 2}
$$

(it follows from Lemma 35), then the last two inequalities imply $v^{2} \leq a_{1}^{2} l(\varphi)$. We have a contradiction. Let $\left[0, t_{0}\right)$ be a maximal interval where function $\eta<0$. Suppose $t_{0}<T_{0}$. Continuity condition (see Lemma 32 and Theorem 2) gives $\eta\left(t_{0}\right)=0$.
Repeating arguments from above, we obtain estimate:

$$
\begin{equation*}
v^{2} \leq a_{1}^{2} l\left(u\left(t_{0}, \cdot\right)\right) \tag{70}
\end{equation*}
$$

With the other hand, function $\eta_{1}$ from Lemma 32 is a decreasing function on interval $\left[0, t_{0}\right)$. Therefore, $\left\|\nabla u\left(t_{0}, \cdot\right)\right\|_{2}<\|\nabla \varphi\|_{2}$. Since $\|u\|_{2} \leq\|\varphi\|_{2}$, then $l\left(u\left(t_{0}, \cdot\right)\right)<l(\varphi)$. Compare this inequality with (70). Then, we have a contradiction.

Lemma 38. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and

$$
q^{\alpha_{m-1}}\left(\frac{v}{a_{1}}\right)^{2} \leq l(\varphi)<q^{\alpha_{m}}\left(\frac{v}{a_{1}}\right)^{2}
$$

where $l(\varphi)$ is defined by (68), numbers $a_{1}$ from Corollary A4,

$$
q=\frac{4}{3} \sqrt[4]{3}, \alpha_{0}=0, \alpha_{m}=2-\frac{1}{2^{m-1}}, m=1,2, \ldots
$$

Then, for solution $u$ of problems (1) and (2) from Theorem 1, there exists a number $t_{0} \in\left(0, T_{0}\right)$ such that

$$
l\left(u\left(t_{0}, \cdot\right)\right)<q^{\alpha_{m-1}}\left(\frac{v}{a_{1}}\right)^{2}
$$

Proof. Suppose the opposite. Then, on interval $\left[0, T_{0}\right)$, the inequality holds:

$$
q^{2 \alpha_{m-1}}\left(\frac{v}{a_{1}}\right)^{4} \leq l^{2}(u)
$$

Integrate it over this interval. Since

$$
2 v\|\nabla u\|_{2}^{2}=-\frac{d}{d t}\|u\|_{2}^{2}
$$

then

$$
q^{2 \alpha_{m-1}}\left(\frac{v}{a_{1}}\right)^{4} T_{0} \leq-\left.\frac{1}{4 v}\|u\|_{2}^{4}\right|_{0} ^{T_{0}}
$$

Take out a nonpositive term on the right-hand side and input the mean $T_{0}$ from (5). Then,

$$
q^{\alpha_{m}}\left(\frac{v}{a_{1}}\right)^{2} \leq l(\varphi)
$$

We have a contradiction with the condition.
Theorem 3. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and $l(\varphi)<\left(\frac{v}{a_{1}}\right)^{2}$ where $l(\varphi)$ is defined by (68) and the number $a_{1}$ from Corollary A4. Then, problems (1) and (2) have unique solution $u$ and solution $P$ such that are defined on the set $[0, \infty) \times R^{3}$. In addition, these solutions have properties (1)-(5) from Theorem 1 on every fixed segment $[0, T]$ and satisfy Theorem 2. Moreover, the norm $\|\nabla u\|_{2}$, as a function of argument $t$, is a decreasing function on the set $[0, \infty)$.

Proof. If $T<T_{0}$, then the statement of theorem follows from Theorems 1,2 and Lemma 37. A finiteness of mixed norms $\|u\|_{p, q}$ we get from a boundedness of the vector field $u$ and estimates $\|u\|_{2} \leq\|\varphi\|_{2}$. Solution uniqueness in the class $L_{p, q}, \frac{3}{p}+\frac{2}{q} \leq 1$ is proved in [7,8,26] (see also [13]).
Norm monotonicity $\|\nabla u\|_{2}$ as a function on time argument $t$ follows from condition $\eta<0$ (see proof of Lemma 37).
Let $\left[0, T^{*}\right)$ be an interval of the maximal length such that there exist solutions with the estimates of Theorem 2.
Suppose $T^{*}<\infty$. Let $t_{0}<T^{*}$ and $T^{*}-t_{0}<0,5 T^{*}$. By Theorem 2 mapping, $u\left(t_{0,} \cdot\right)$ belongs to class $C_{6 / 5,3 / 2}^{\infty}$. Therefore, by Theorem 1 with this initial data, there is the unique solution $w$ of the Cauchy problem that can be built that can be considered as the extension of solution $u$ (see Lemma 36 and Theorem 1). Extension of $u$ is the unique solution of problems (1) and (2) that satisfies the theorem, at least, on the interval $\left[0, t_{0}+T_{2}\right)$, where

$$
T_{2}=\left(\frac{9}{4}\right)^{4} \frac{v^{3}}{\left\|\nabla u\left(t_{0}, \cdot\right)\right\|_{2}^{4}}
$$

We have $T_{2} \geq T_{0}$ from condition $\|\nabla u\|_{2} \leq \mid \nabla \varphi \|_{2}, w(t, x)=u\left(t_{0}+t, x\right)$ for means $t<T^{*}-t_{0}$. Hence, the solution $u$ is extended with the half-interval $\left[0, T^{*}\right)$ on an interval of more length $\left[0, T^{*}+0,5 T_{0}\right)$. We have a contradiction.

Theorem 4. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and

$$
\left(\frac{v}{a_{1}}\right)^{2} \leq l(\varphi)<\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}=\frac{81 v^{2}}{8}
$$

where $l(\varphi)$ is defined by (68), number $a_{1}$ from Corollary A4. Then, problems (1) and (2) have a unique solution $u$ and a solution $P$ that are defined on the set $[0, \infty) \times R^{3}$. In addition, these solutions have properties (1)-(5) from Theorem 1 on every fix segment $[0, T]$ and satisfy Theorem 2. The norm $\|\nabla u\|_{2}$, as a function of $t$, is not decreasing function on the set $\left[T_{0}, \infty\right)$, where constant $T_{0}$ from (5).

Proof. Let $u$ and $P$ be solutions of problems (1) and (2) from Theorem 2. The proof proceeds from induction with respect to number $m$ from Lemma 38. Let $m=1$. By Lemma 38, there exists a number $t_{0} \in\left(0, T_{0}\right)$ such that

$$
l\left(u\left(t_{0}, \cdot\right)\right)<\left(\frac{v}{a_{1}}\right)^{2}
$$

By Theorems $1-3$, there exists a global solution $w$ of problems (1) and (2) with changed initial data $w(0, x)=u\left(t_{0}, x\right)$. This is the unique smooth extension of solution $u$ that satisfies the proving theorem. Assume the theorem is true for a some natural number $m$. That is, every solution $u$ has a global extension with properties of the theorem if, for this $u$, there exists a number $t_{0} \in\left(0, T_{0}\right)$ such that

$$
l\left(u\left(t_{0}, \cdot\right)\right)<q^{\alpha_{m}}\left(\frac{v}{a_{1}}\right)^{2}
$$

Now, we take initial data $\varphi$ such that

$$
q^{\alpha_{m}}\left(\frac{v}{a_{1}}\right)^{2} \leq l(\varphi)<q^{\alpha_{m+1}}\left(\frac{v}{a_{1}}\right)^{2}
$$

By Lemma 38, there exists $t_{0} \in\left(0, T_{0}\right)$ satisfying

$$
l\left(u\left(t_{0}, \cdot\right)\right)<q^{\alpha_{m}}\left(\frac{v}{a_{1}}\right)^{2}
$$

By Theorem 2 and the induction hypothesis, there exists a global solution $w$ of problems (1) and (2) with a new initial data $w(0, x)=u\left(t_{0}, x\right)$. By a uniqueness theorem, it is the unique smooth extension of solution $u$ that satisfies the proving theorem. By the induction principle, the theorem is proved because

$$
q^{\alpha_{m}} a_{1}^{-2} \rightarrow \frac{16 \sqrt{3}}{9} a_{1}^{-2}
$$

as $m \rightarrow \infty$.

### 4.2. Critical $\lambda$ Parameter Mean and the First Hypothetical Turbulent Solution

Furthermore, it is important in principle an invariant form of a priori estimate for the Cauchy problem solution. An invariance follows from Lemmas 1, 6, 20 and 25, Remark 2, norm semicontinuity of $\|\nabla u\|_{2}$ and Theorem 1.

Lemma 39. The solution $u$ of problems (1) and (2) from Theorem 1 satisfies estimate:

$$
\begin{equation*}
\|\nabla u\|_{2}^{2} \leq\|\nabla \varphi\|_{2}^{2}\left(1-t / T_{0}\right)^{-1 / 2} \tag{71}
\end{equation*}
$$

Lemma 40. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and $\lambda \geq 1$ i.e.,

$$
l(\varphi) \geq\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

Let $u$ be a solution of problems (1) and (2) from Theorem 1 If

$$
l\left(u\left(t_{0}, \cdot\right)\right)<\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

for a some number $t_{0} \in\left[0, T_{0}\right)$, then solution $u$ can be extended by a global solution with properties (1)-(5) from Theorem 1 and estimates from Theorem 2.

Proof. We construct the extension in the same way as in the proof of Theorem 4.
Lemma 41. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and parameter $\lambda \leq 1$ (see (68)). If $u$ is the solution of problems (1) and (2) from Theorem 1 , then on interval $\left[0, T_{0}\right)$, the inequality holds:

$$
\|\varphi\|_{2}^{2}\left(1-\lambda^{2}+\lambda^{2} \sqrt{1-t / T_{0}}\right) \leq\|u\|_{2}^{2}
$$

Proof. We integrate the inequality of Lemma 39 over the segment $[0, t]$. Since

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u\|_{2}^{2}+v\|\nabla u\|_{2}^{2}=0 \tag{72}
\end{equation*}
$$

then, applying Newton-Leibnitz's formula, we obtain the statement.

Lemma 42. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and parameter $\lambda=1$ (see (68)). Let $u$ be a solution of problems (1) and (2) from Theorem 1. Suppose, on the interval $\left[0, T_{0}\right)$, there is fulfilled estimate:

$$
l(u(t, \cdot)) \geq\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

Then,

$$
\begin{equation*}
\|u\|_{2}^{2}=\|\varphi\|_{2}^{2}\left(1-t / T_{0}\right)^{1 / 2},\|\nabla u\|_{2}^{2}=\|\nabla \varphi\|_{2}^{2}\left(1-t / T_{0}\right)^{-1 / 2} \tag{73}
\end{equation*}
$$

If $\lim _{t \uparrow T_{0}}\|u\|_{2}>0$, then there exists a number $t_{0} \in\left(0, T_{0}\right)$ such that

$$
l\left(u\left(t_{0}, \cdot\right)\right)<\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

Proof. Both parts we raise to the second power and integrate over the interval $\left[0, T_{0}\right)$. From (72), we get:

$$
\begin{equation*}
\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{4} T_{0} \leq \int_{0}^{T_{0}}\|u\|_{2}^{2}\|\nabla u\|_{2}^{2} d t=\frac{1}{4 v}\left(\|\varphi\|_{2}^{4}-\lim _{t \rightarrow T_{0}}\|u\|_{2}^{4}\right) \tag{74}
\end{equation*}
$$

where the number $T_{0}$ from Theorem 1 . Since $\lambda=1$, then

$$
\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{4} T_{0}=\frac{\|\varphi\|_{2}^{4}}{4 v}
$$

Therefore, the limit in (74) is equal to zero because, in (74), it must be equalities. This is possible only if, on the interval $\left[0, T_{0}\right.$ ) (see Lemma 36), it is fulfilled:

$$
\begin{equation*}
l^{2}(u(t, \cdot))=\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{4} T_{0} \tag{75}
\end{equation*}
$$

Integrate (72) over the interval $\left[0, T_{0}\right)$. As the result, we have:

$$
2 v \int_{0}^{T_{0}}\|\nabla u\|_{2}^{2} d t=\|\varphi\|_{2}^{2}
$$

(we take into consideration in formula (74) the limit vanishes ). Apply the estimate of Lemma 39. Then,

$$
4 v T_{0}\|\nabla \varphi\|_{2}^{2} \geq\|\varphi\|_{2}^{2}
$$

Hence, we have the inequality $\lambda \geq 1$. Since $\lambda=1$, then the inequality from Lemma (71) must be as the equality. The second formula of lemma is proved. The first follows from (75) and condition $\lambda=1$. The last statement of lemma we prove from the opposite in the same way.

Lemma 43. Let initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}, \varphi \neq 0$, and parameter $\lambda=1$. There doesn't exist solution $u$ of problems (1) and (2) satisfying (73). It is always true inequality $\lim _{t \uparrow T_{0}}\|u\|_{2}>0$.

Proof. If such solution exists, then, from (73), we obtain

$$
\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2}=\left(\frac{8}{81}\right)^{2} \frac{\|\nabla u\|_{2}^{6}}{v^{3}}
$$

Here, the identical equality is impossible because, for any solution $u$, the inequality (see (7)) is fulfilled:

$$
\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2}+v\|\triangle u\|_{2}^{2} \leq a_{1}\|\nabla u\|_{2}^{3 / 2}\|\triangle u\|_{2}^{3 / 2}
$$

Apply estimates from the proof of Lemma 1. Then, we obtain:

$$
\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2} \leq\left(\frac{8}{81}\right)^{2} \frac{\|\nabla u\|_{2}^{6}}{v^{3}}
$$

Compare this inequality with the identity above. Therefore, we must have the equalities for intermediate estimates of Corollary A4 and Lemma 1. Since we used Cauchy-Bunyakovskii's inequality in the Hilbert space $L_{2}\left(R^{3}\right)$, then there exists a constant $c$ such that

$$
u_{i, j}=c\left(u_{k, i} u_{k, j}-\frac{\delta_{i j}}{3}|\nabla u|_{2}^{2}\right)
$$

for any $i, j=1,2,3$. Hence, we have $u_{i, j}=u_{j, i}$ for each pair $i, j$ and $\triangle u \equiv 0$, respectively. From Lemma A6, it follows $u \equiv 0-a$ contradiction. The lemma is proved.

Lemma 44. Let initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}, \varphi \neq 0$, and parameter $\lambda<1$. If $u$ is the solution of problems (1) and (2), then

$$
\lim _{t \rightarrow T_{0}}\|u\|_{2}^{2}>\|\varphi\|_{2}^{2}\left(1-\lambda^{2}\right)
$$

Proof. Suppose the opposite. Then, we have the equality in Lemma 41. It implies the second equality from (73). Repeating the proof of Lemma 43, we obtain a contradiction.

Lemma 45. Let $u$ be a solution of problems (1) and (2) with initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}, \varphi \neq 0$. Then, a function

$$
\tau_{1}(t)=t+\left(\frac{9}{4}\right)^{4} \frac{v^{3}}{\|\nabla u\|_{2}^{4}}
$$

and a function

$$
\lambda(t)=\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2} /\|u\|_{2}\|\nabla u\|_{2}
$$

with condition $\lambda(0)=\lambda \geq 1$ are not decreasing functions on the interval $\left[0, T_{*}\right)$ where constant $a_{1}$ from Corollary A4.

Proof. From Theorem 2, we have safety of class $C_{6 / 5,3 / 2}^{\infty}$ for every $t \in\left[0, T_{*}\right)$ if $u$ satisfies lemma conditions. The both functions are continuous (see Lemma 36 and Theorem 2). Inequality (84) (see below) is true for any mean $\lambda(0)=\lambda$. Rewrite its in another form:

$$
\begin{equation*}
\frac{1}{\|\nabla u\|_{2}^{4}} \frac{d}{d t}\|\nabla u\|_{2}^{2} \leq \frac{27 a_{1}^{4}}{128 v^{3}}\|\nabla u\|_{2}^{2} \tag{76}
\end{equation*}
$$

and integrate its over the segment $[t, s]$. Simple transformations give:

$$
\begin{equation*}
\|u(t, \cdot)\|_{2}^{2}\left(\lambda^{2}(t)-1\right) \leq\|u(s, \cdot)\|_{2}^{2}\left(\lambda^{2}(s)-1\right) . \tag{77}
\end{equation*}
$$

Hence, and from lemma condition, it follows $\lambda(s) \geq 1$ for all $s \in\left[0, T_{*}\right)$. Furthermore, we use inequality $\|u(s, \cdot)\|_{2} \leq\|u(t, \cdot)\|_{2}$ and get the monotonicity of the second function. For the monotonicity, the first function follows from inequality (84) because, in this case, $\tau_{1}^{\prime} \geq 0$.
4.3. Solutions Extension in Global with Condition $l(\varphi) \geq \frac{81 v^{2}}{8}$ : Necessary Conditions For Hypothetical Turbulence Solutions

Lemma 46. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$. Suppose that $l(\varphi) \geq \frac{81 \nu^{2}}{8}$ and parameter $\lambda$ from (68). If $\lambda=1$ or $\lambda<1$ and the solution $u$ of problems (1) and (2) from Theorem 2 satisfies

$$
\lim _{t \rightarrow T_{0}}\|u\|_{2}^{2} \geq\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}}
$$

Then, there exists a number $t_{0} \in\left(0, T_{0}\right)$ such that inequality is fulfilled:

$$
l\left(u\left(t_{0}, \cdot\right)\right)<\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

where constant $a_{1}$ from Corollary A4.
Proof. Assume $\lambda=1$. Then, the statement follows from Lemmas 42 and 43 . Let $\lambda<1$. Suppose the opposite. Then, we have:

$$
\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2} \leq l(u(t, \cdot))
$$

Hence, and from (72), we get

$$
\begin{equation*}
\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{4} \leq\|u\|_{2}^{2}\|\nabla u\|_{2}^{2}=-\frac{1}{4 v} \frac{d}{d t}\|u\|_{2}^{4} \tag{78}
\end{equation*}
$$

Let

$$
\begin{equation*}
\alpha=\left(\frac{4 \sqrt[4]{3}}{3 a_{1}}\right)^{4} \frac{v^{5}}{\|\varphi\|_{2}^{4}} \tag{79}
\end{equation*}
$$

Integrate (78) over segment $[0, t]$. Then, we obtain:

$$
\begin{equation*}
\frac{\|u\|_{2}}{\sqrt[4]{1-4 \alpha t}} \leq\|\varphi\|_{2} \tag{80}
\end{equation*}
$$

Make the passage to the limit in (80) as $t \uparrow T_{0}$ and compare the new estimate with the inequality from lemma condition. Taking (5), (68) and (80), we conclude $\lim _{t \rightarrow T_{0}}\|u\|_{2}^{2}=\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}}$. Consider a function $\beta(t)=\|u\|_{2}^{2}-\sqrt{1-4 \alpha t}\|\varphi\|_{2}^{2}$. It vanishes at boundary points of $\left[0, T_{0}\right]$; moreover, $\beta \leq 0$ (see (80)). Let $I \subset\left(0, T_{0}\right)$ be an interval, where the function $\beta$ vanishes at boundary points and $\beta<0$ on its interior. Then, there exists a point $t_{0} \in I$, where $\beta^{\prime}\left(t_{0}\right)=0$. Hence, from (72), we get:

$$
v\left\|\nabla u\left(t_{0}, \cdot\right)\right\|_{2}^{2}=\frac{\alpha\|\varphi\|_{2}^{2}}{\sqrt{1-4 \alpha t_{0}}} .
$$

From (80), we have:

$$
\begin{equation*}
\nu\left\|u\left(t_{0}, \cdot\right)\right\|_{2}^{2} \| \nabla u\left(t_{0,} \cdot\left\|_{2}^{2}=\frac{\alpha\|\varphi\|_{2}^{2}\left\|u\left(t_{0}, \cdot\right)\right\|_{2}^{2} \|}{\sqrt{1-4 \alpha t_{0}}} \leq \alpha\right\| \varphi \|_{2}^{4} .\right. \tag{81}
\end{equation*}
$$

Compare the left and right sides of this formula and, after we apply (79). Then,

$$
l\left(u\left(t_{0}, \cdot\right)\right) \leq\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

The hypothesis from proof beginning gives the equality:

$$
l\left(u\left(t_{0}, \cdot\right)\right)=\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

Therefore, in (81), the inequality must be by the equality. Hence, we get $\beta\left(t_{0}\right)=0$. This goes to a contradiction with the choice of the interval $I$. It implies $\beta=0$. Hence, $\|u\|_{2}^{2}=\|\varphi\|_{2}^{2} \sqrt{1-4 \alpha t}$. Respectively, from (72), we have

$$
\nu\|\nabla u(t, \cdot)\|_{2}^{2}=\frac{\alpha\|\varphi\|_{2}^{2}}{\sqrt{1-4 \alpha t}} .
$$

Multiply these equalities. From (78), we obtain:

$$
l(u(t, \cdot))=\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}
$$

In particular, by Lemma $36, l(\varphi) \geq \frac{81 v^{2}}{8}$. This is impossible with the considering lemma condition. This contradiction proves the lemma.

Now, we shall study properties of unextended solutions of problems (1) and (2) if such solutions exist. Let $\left[0, T_{*}\right)$ be an interval of the maximal length, where solutions $u$ and $P$ of problems (1) and (2) have properties from Theorem 2. Then, $T_{*} \geq T_{0}$ and $T_{*}=\mu T_{0}$ (see (69)). Hence, $\mu \geq 1$. Therefore, J. Leray's estimate from [3] can be given in invariant form in the following statement.

Lemma 47. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and $l(\varphi)>\frac{81 v^{2}}{8}$. Suppose that $\left[0, T_{*}\right)$ is the maximal interval where solutions $u$ and $P$ of problems (1) and (2) have solution properties from Theorem 2. If this interval is a finite, then the following estimate holds:

$$
\begin{equation*}
\|\nabla u\|_{2}^{2} \geq \sqrt{\frac{1}{\mu}}\|\nabla \varphi\|_{2}^{2}\left(1-t / T_{*}\right)^{-1 / 2} \tag{82}
\end{equation*}
$$

Proof. A function $\eta_{1}(t)=\|\nabla u\|_{2}$ is unbounded in some left neighborhood of the point $T_{*}$. Suppose the opposite. Then, for every point $t_{0}$, there exists solution $v$ of problems (1) and (2) with initial data $v(0, x)=u\left(t_{0}, x\right)$ which satisfy Theorems 1 and 2.

This solution gives the unique extension $u$ on the interval $\left[t_{0}, t_{0}+l\right)$, where $l \geq 9^{4} v^{3} /(4 M)^{4}$ and $M$ is the supremum of $\eta_{1}$. A point $t_{0}$ is an arbitrary, therefore, solutions $u$ and $P$ can be extended on the interval $\left[0, T_{*}+l\right)$. In addition, they have solutions' properties from Theorem 2 on this interval. This contradicts the choice of interval with the maximal length.

Now, we prove estimate (82). For solution $u$, we have:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2}+v\|\triangle u\|_{2}^{2}=\int u_{i} u_{k, i} \triangle u_{k} d x \tag{83}
\end{equation*}
$$

which follows from (1). It is true for every mean $t \in\left[0, T_{*}\right)$ by Theorem 2 and Lemma 35 because the solution $u \in C_{6 / 5,3 / 2}^{\infty}$. The integral representation from Lemma 34 permits to apply Corollary A4 and estimate of the right-hand side in the last equality. Repeating the proof of Lemma 1, we obtain

$$
\begin{equation*}
\frac{1}{\|\nabla u\|_{2}^{6}} \frac{d}{d t}\|\nabla u\|_{2}^{2} \leq \frac{27 a_{1}^{4}}{128 v^{3}} . \tag{84}
\end{equation*}
$$

Integrate (84) over segment $[t, s]$. Then,

$$
\begin{equation*}
\frac{1}{\|\nabla u(t, \cdot)\|_{2}^{4}}-\frac{1}{\|\nabla u(s, \cdot)\|_{2}^{4}} \leq \frac{27 a_{1}^{4}}{128 v^{3}}(s-t) \tag{85}
\end{equation*}
$$

Replace in (84) $s$ on $s_{m}$, where $s_{m} \uparrow T_{*}$ and $\eta_{1}\left(s_{m}\right) \rightarrow \infty$ as $m \rightarrow \infty$. The passage to the limit in (85) gives estimate (82).

Lemma 48. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and $l(\varphi)>\frac{81 v^{2}}{8}$. For finite interval $\left[0, T_{*}\right)$ of the maximal length, the parameter $\mu$ is not greater than the number $\lambda^{-4}$, where $\lambda$ is defined by (68).

Proof. In the inequality

$$
2 v \int_{0}^{T_{*}}\|\nabla u\|_{2}^{2} d t \leq\|\nabla \varphi,\|_{2}^{2}
$$

we apply Lemma (79). From (5) and (68), we get the statement.
Lemma 49. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}, l(\varphi)>\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}=\frac{81 \nu^{2}}{8}$ and $\lambda$ be a parameter from (68). If the interval $\left[0, T_{*}\right)$ has the maximal finite length and solutions $u, P$ of problems (1) and (2) have properties from Theorem 2 on this interval, then unextended solutions satisfy conditions:

$$
\begin{gather*}
\|\varphi\|_{2}^{2} \lambda^{2} \sqrt{\mu-t / T_{0}}+\left\|u\left(T_{*}, \cdot\right)\right\|_{2}^{2} \leq\|u\|_{2}^{2} \leq  \tag{86}\\
\|\varphi\|_{2}^{2}\left(1-\sqrt{\mu} \lambda^{2}+\lambda^{2} \sqrt{\mu-t / T_{0}}\right)
\end{gather*}
$$

Proof. Consider a function

$$
\omega(t)=\|u\|_{2}^{2}-\|\varphi\|_{2}^{2} \lambda^{2} \sqrt{\mu-t / T_{0}}
$$

From (5) and (68), (72), we have:

$$
\omega^{\prime}(t)=2 v\left(-\|\nabla u\|_{2}^{2}+\|\nabla \varphi\|_{2}^{2}\left(\mu-t / T_{0}\right)^{-1 / 2}\right), \omega^{\prime}(t) \leq 0
$$

Therefore, $\omega(0) \geq \omega(t) \geq \omega\left(T_{*}-0\right)$. Hence, it follows the first inequality from (86).
Integrate over $[0, t]$ the inequality of Lemma (79). From (72), we obtain:

$$
\|\varphi\|_{2}^{2}-\|u\|_{2}^{2} \geq 4 T_{*} v \frac{\|\nabla \varphi\|_{2}^{2}}{\sqrt{\mu}}\left(1-\sqrt{1-t / T_{*}}\right)
$$

Applying (5), (68) and (69), we get:

$$
1-\frac{\|u\|_{2}^{2}}{\|\varphi\|_{2}^{2}} \geq \sqrt{\mu} \lambda^{2}\left(1-\sqrt{1-t / T_{*}}\right)
$$

Therefore, we have the second inequality in (86).
Theorem 5. Set $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and $l(\varphi)>\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}$ with a constant $a_{1}$ from A4. Let $u$ be a solution of problems (1) and (2) from Theorem 2. If u satisfies condition

$$
\lim _{t \rightarrow T_{0}}\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}}
$$

then problems (1) and (2) have global solutions $u$ and $P$. Moreover, they have properties (1)-(5) from Theorem 1 on every segment $[0, T], T>0$ and satisfy conditions of Theorem 2 there. As a function of argument $t$, the product $\|u\|_{2}\|\nabla u\|_{2}$ is a decreasing function on the set $\left[T_{0}, \infty\right)$, where constant $T_{0}$ from (5).

Proof. Let $t_{0}$ a number from Lemma 46. Without norm monotonicity, the statement of theorem follows from Theorem 2 and Lemma 40. The product $\|u\|_{2}\|\nabla u\|_{2}$ is a decreasing function on the set $\left[t_{0}, \infty\right)$. It follows from Theorem 4. Therefore, the theorem is proved.

Now, we give one result that is connected with a local solutions' extension. If $\lambda<1$, then we introduce the third parameter $\varepsilon$, which gives a dissipation quantity of a kinetic energy. It is defined by formula:

$$
\begin{equation*}
\lim _{t \rightarrow T_{0}}\|u(t, \cdot)\|_{2}^{2}=\|\varphi\|_{2}^{2}\left(1-\varepsilon \lambda^{2}\right) . \tag{87}
\end{equation*}
$$

We observe from Lemmas 43 and 44 that the parameter $\varepsilon$ satisfies strong inequalities: $0<\varepsilon<1$. This is very important for the furthest. The usefulness of this parameter is explained by the following result.

Theorem 6. Suppose initial data $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ and

$$
l(\varphi)>\left(\frac{4 \sqrt[4]{3} v}{3 a_{1}}\right)^{2}=\frac{81 v^{2}}{8}
$$

where $l(\varphi)$ is defined by (68). If solution $u$ of problems (1) and (2) from Theorem 2 satisfies (87), then this solution has an extension on the set $S_{T_{3}}$ where

$$
T_{3}=\frac{T_{0}}{4}\left(\varepsilon+\frac{1}{\varepsilon}\right)^{2}
$$

This extension has properties (1)-(5) from Theorem 1 on every segment $[0, T] \subset\left[0, T_{3}\right)$.
Proof. Now, we consider only that solutions which don't have any global and smooth extension. Take $t=T_{0}$. From theorem condition and the second inequality of Lemma 49, we obtain: $-\varepsilon \leq$ $-\sqrt{\mu}+\sqrt{\mu-1}$. Hence, we get: $\mu \geq \frac{1}{4}\left(\varepsilon+\frac{1}{\varepsilon}\right)^{2}$. Then, the statement of the theorem follows from the definition of parameter $\mu$. The theorem is proved.

Lemma 50. Suppose $\lambda<1$. A finite mean of parameter $\mu$ satisfies inequalities:

$$
\frac{1}{4}\left(\varepsilon+\frac{1}{\varepsilon}\right)^{2}<\mu \leq \lambda^{-4}
$$

Proof. In the first inequality of Lemma 49, we take $t=T_{*}$. Then, we get the necessary upper estimate. The strong lower estimate doesn't follow from (71) yet. Let

$$
\tau(\varepsilon)=\frac{1}{2}\left(\varepsilon+\frac{1}{\varepsilon}\right)
$$

Consider a function

$$
\varrho(t)=\|u\|_{2}^{2}-\|\varphi\|_{2}^{2}\left(1-\tau(\varepsilon) \lambda^{2}+\lambda^{2} \sqrt{\tau^{2}(\varepsilon)-t / T_{0}}\right) .
$$

We observe $\varrho(0)=\varrho\left(T_{0}\right)=0$ (see formula (87)). Hence, there exists a number $\xi \in\left(0, T_{0}\right)$ such that $\varrho^{\prime}(\xi)=0$. Then,

$$
\|\nabla u(\xi, \cdot)\|_{2}^{2}=\frac{\|\nabla \varphi\|_{2}^{2}}{\sqrt{\tau^{2}(\varepsilon)-\frac{\xi}{T_{0}}}}
$$

or

$$
T_{0} \tau^{2}(\varepsilon)=\xi+\left(\frac{9}{4}\right)^{4} \frac{v^{3}}{\|\nabla u(\xi, \cdot)\|_{2}^{4}}=\tau_{1}(\xi)
$$

where function $\tau_{1}$ from Lemma 45. Since this function does not decrease then for every $t, \xi<t<$ $T_{0} \tau^{2}(\varepsilon)$, we have $T_{0} \tau^{2}(\varepsilon) \leq \tau_{1}(t)$. Therefore,

$$
\|\nabla u\|_{2}^{2} \leq\|\nabla \varphi\|_{2}^{2}\left(\tau^{2}(\varepsilon)-t / T_{0}\right)^{-1 / 2}
$$

which holds for every $t, \xi<t<T_{0} \tau^{2}(\varepsilon)$. Integrating this inequality over interval $\left[T_{0}, \tau^{2}(\varepsilon) T_{0}\right)$ from formula (87), we gather:

$$
\begin{equation*}
\left.\| u\left(T_{0} \tau^{2}(\varepsilon)\right), \cdot\right)\left\|_{2}^{2} \geq\right\| \varphi \|_{2}^{2}\left(1-\tau(\varepsilon) \lambda^{2}\right) \tag{88}
\end{equation*}
$$

If $\mu=\tau^{2}(\varepsilon)$, then, in formula (86), we must have identical equalities (see (88)). It implies the identity

$$
\|\nabla u\|_{2}^{2}=\sqrt{\frac{1}{\mu}}\|\nabla \varphi\|_{2}^{2}\left(1-t / T_{*}\right)^{-1 / 2}
$$

Take $t=0$. Hence, we get $\mu=1$. This contradicts Theorem 6 , from which we obtain $\mu \geq \tau^{2}(\varepsilon)>1$ because $0<\varepsilon<1$. The last proves the strong lower estimate for $\mu$.

## 5. Main Results, Existence of Global Regular Solutions, and Sufficient Conditions

Now, we prove the basic result which is described by Theorem 7.
Theorem 7. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ be initial data, the parameter $\lambda$ from (68) and the number $T_{0}$ from (5), the vector field $u$ from Theorem 1. If parameter $\lambda \geq 1$ or in opposite case

$$
\begin{equation*}
\lim _{t \uparrow T_{0}}\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}} \tag{89}
\end{equation*}
$$

then the Cauchy problems (1) and (2) have global solutions $u(t, x)=\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right)$ and $P=$ $P(t, x)$ with the following properties:
(1) mappings $u$ and $P$ are uniformly continuous and bounded on a set $S_{T}$ for every number $T, T>0$;
(2) for every numbers $T>0, p \geq 6 / 5, q \geq 3 / 2, r>1$ and multi-indices $|\alpha| \geq 2,|\beta| \geq 0$ all norms

$$
\|u\|_{p},\|\nabla u\|_{q},\left\|D^{\alpha} u\right\|_{p},\left\|D^{\beta} P\right\|_{2},\left\|D^{\beta} D_{t} u\right\|_{r}
$$

are uniformly bounded on the segment $[0, T]$, moreover $\|u\|_{2} \leq\|\varphi\|_{2}$;
(3) gradients $\nabla u_{i}, i=1,2,3, \nabla P$ are bounded on the set $S_{T}$ for every $T>0$;
(4) solution $u$ has a finite mixed norm $\|u\|_{p, q}$ on the set $S_{T}$ for every $T>0$ and every pair of exponents $p, q \geq 2 ;$
(5) solutions $u$, $P$ belong to class $C^{\infty}\left((0, T) \times R^{3}\right) \cap C\left(S_{T}\right)$ i.e., these solutions are classical.

If parameter $\lambda \geq 1$, then the function $l(t)=\|u\|_{2}\|\nabla u\|_{2}$ is a decreasing function on the interval $[0, \infty)$. If $\lambda<1$ and condition (89) is fulfilled then the function $l=l(t)$ is a decreasing function on the interval $\left[T_{0}, \infty\right)$.

Proof. Let $\lambda>1$. Then, the statement follows from Theorem 4.
Let $\lambda=1$. In this case, the theorem arises from Lemmas 42 , Lemma 43 and Theorem 4. The monotonicity of the function $l$ follows from Lemma 45.
Let $\lambda<1$ and condition (89) is fulfilled. Then, the statement of the theorem arises from Lemmas 45 and 46 , Theorem 5 . The theorem is proved.

Theorem 8. Let $\varphi \in C_{6 / 5,3 / 2}^{\infty}$ be initial data, the parameter $\lambda<1$ (see (68)) a vector field $u$ is a weak solution from the Cauchy problems (1) and (2). If on an interval $[0, T)$ an inequality

$$
\begin{equation*}
\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2}\left(1-\lambda^{2} \sqrt{\frac{t}{T_{0}}}\right) \tag{90}
\end{equation*}
$$

is fulfilled, then the weak solutions $u(t, x)=\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right)$ and $P=P(t, x)$ are regular on interval $[0, T)$ and satisfy Theorem 5.

Proof. Let be $\left[0, T_{*}\right) \subseteq[0, T)$ a maximal interval where the weak solution $u$ is regular. Suppose $T_{*}<T$. Then, from (86) and (90), we have

$$
\|u(t, \cdot)\|_{2}^{2}=\|\varphi\|_{2}^{2}\left(1-\sqrt{\mu} \lambda^{2}+\lambda^{2} \sqrt{\mu-\frac{t}{T_{0}}}\right)
$$

Since solution $u$ is regular on the interval $\left[0, T_{0}\right)$, then, by differentiation of the previous identity at point $t=0$, we obtain $\mu=1$. From Lemma 50, we have a contradiction. Therefore, $T_{*}=T$.

Does there exist weak solution $u$ satisfying opposite inequality (90) if $t>T_{0}$ ? It is unknown.

## 6. The Cauchy Problem with Less Smoothness of Initial Data

In addition, the invariant class $C_{6 / 5,3 / 2}^{\infty}$ Sobolev space $\stackrel{\circ}{W_{2}^{3}}\left(R^{3}\right)$ as the closure of infinitely smooth vector fields is another important invariant class, which satisfy existence condition of global solutions. Different exceptions for solenoidal vector fields from Sobolev classes $\stackrel{\circ}{W}_{2}^{3}\left(R^{3}\right)$ and $W_{2}^{3}\left(R^{3}\right)$ were shown in [31]. Therefore, we consider the first space from them.

Let $\varphi \in \stackrel{\circ}{W_{2}^{3}}\left(R^{3}\right)$ be a solenoidal vector field. Set $\left(\varphi^{m}\right)_{m=1, \ldots}$ a sequence of of finite, solenoidal and infinitely smooth vector fields, which converges to the field $\varphi$ in the space $W_{2}^{3}\left(R^{3}\right)$. We observe that $\varphi^{m} \in C_{6 / 5,3 / 2}^{\infty}$. Let $\left(u^{m}\right)_{m=1, \ldots,}\left(P^{m}\right)_{m=1, \ldots .}$ be sequences of solutions in the Cauchy problem for Navier-Stokes equations with the initial dates $\varphi^{m}$. Then, all pairs $u^{m}, P^{m}$ satisfy all uniform estimates of Lemma 21 on any compact set of the interval $\left[0, T_{0}^{m}\right.$ ) where $T_{0}^{m}=9^{4} v^{3} / 4^{4}\left\|\nabla \varphi^{m}\right\|_{2}^{4}$ since upper bounds in these inequalities depend on a set and $v,\left\|\nabla \varphi^{m}\right\|_{2},\left\|\varphi^{m}\right\|_{2}$. Therefore, on every fixed segment $[0, T] \subset\left[0, T_{0}\right]$, we can take these constants as common for all $u^{m}, P^{m}$ because $\varphi^{m} \rightarrow \varphi$ in the space $W_{2}^{3}\left(R^{3}\right)$. Then, without loss of generality, we assume that the sequence $\left(u^{m}\right)_{m=1, \ldots \text { converges }}$ weakly in the space $W_{6}^{1}\left(S_{T}\right)$ to a field $u_{0}$. In addition, we suppose that $\left(\triangle u^{m}\right)_{m=1, \ldots,},\left(\nabla D_{t} u^{m}\right)_{m=1, \ldots}$ and $\left(\nabla P^{m}\right)_{m=1, \ldots}$ converge weakly in $L_{2}^{1}\left(S_{T}\right)$ to $\triangle u^{0}, \nabla D_{t} u^{0}$ and $\nabla P^{0}$. More generally, weak limits $u_{0}, P^{0}$ satisfy all conclusions of Lemma 21 and they are weak solutions of problems (1) and (2). From the equality (1) for couple $u_{0}, P^{0}$ and items (2), (4), (5), (8) differentiating (1), we obtain that distributions $\triangle u_{,}^{0}{ }_{j}, j=1,2,3$, belong to the space $L_{2}\left(R^{3}\right)$ for almost everywhere $t$. Thus, the class $\stackrel{\circ}{W_{2}^{3}}\left(R^{3}\right)$ is invariant similar to the class $C_{6 / 5,3 / 2}^{\infty}$. For this case, in the same way, we can define the basic parameters $\lambda, \mu, \varepsilon$. After that, one should note that the statement of Lemma 36 will be true when initial data $\varphi \in W_{2}^{3}\left(R^{3}\right)$. Repeating the proof of Theorem 7, we obtain the following result.

Theorem 9. Let $\varphi \in \stackrel{\circ}{W_{2}^{3}}\left(R^{3}\right)$ be initial data, the parameter $\lambda$ from (68) and the number $T_{0}$ from (5). Let be a vector field $u$ is a weak solution of the Cauchy problems (1) and (2). If parameter $\lambda \geq 1$ or in opposite case

$$
\lim _{t \uparrow T_{0}}\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}}
$$

then the Cauchy problems (1) and (2) have global solutions $u(t, x)=\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right)$ and $P=$ $P(t, x)$ with the following properties:
(1) mappings $u$ and $P$ are uniformly continuous and bounded on a set $S_{T}$ for every number $T, T>0$;
(2) for every numbers $T>0, p \geq 2, q \geq 2$, all norms

$$
\|u\|_{2},\|\nabla u\|_{2},\|\triangle u\|_{2},\left\|\nabla D_{t} u\right\|_{2},\|\nabla P\|_{2}
$$

are uniformly bounded and mixed norms $\|u\|_{p, q},\left\|D_{t} \triangle u\right\|_{2,2}$ are finite on segment $[0, T]$;
(3) solutions $u, P$ belong to class $C^{\infty}\left((0, T) \times R^{3}\right) \cap C\left(S_{T}\right)$ i.e., these solutions are classical.

If parameter $\lambda \geq 1$, then the function $l(t)=\|u\|_{2}\|\nabla u\|_{2}$ is a decreasing function on the interval $[0, \infty)$. If $\lambda<1$ and

$$
\lim _{t \uparrow T_{0}}\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}}
$$

then the function $l=l(t)$ is a decreasing function on the interval $\left[T_{0}, \infty\right)$.
Theorem 10. Let $\varphi \in W_{2}^{3}\left(R^{3}\right)$ be initial data in problems (1) and (2). If parameter $\lambda>1$, then the solution $u$ from Theorem 9 satisfies:
(1) a power of norm $\|u\|_{2}^{4}$ is a convex function;
(2) there is fulfilled:

$$
\|\nabla u\|_{2}^{2} \leq\|\nabla \varphi\|_{2}^{2} \frac{\lambda^{2}}{\lambda^{2}-1}
$$

Proof. It follows from Lemma 45 because this lemma is true for solution $u$ from Theorem 9 .

## 7. Integral Identities for Solenoidal Vector Fields: Dimensions Comparison

Some review and results about integral identities for solenoidal vector fields are given by authors in [32,33]. Here, we reduce one from these identities, which shows the essential distinction for the Navier-Stokes equations between space and plane.

Let $u, v, w: R^{n} \rightarrow R^{n}$ be any triple of solenoidal vector fields from the class $C_{0}^{2}\left(R^{n}\right)$. Denote

$$
c_{k i}(u)=u_{k, i}-u_{k, i}, \quad k, i=1,2, \ldots, n .
$$

Lemma 51. (see [32]) For every triple $u, v, w: R^{n} \rightarrow R^{n}$ of solenoidal vector fields from the class $C_{0}^{2}\left(R^{n}\right)$, the identity holds:

$$
\int\left(w_{i, j}+w_{j, i}\right) c_{k i}(v) c_{k j}(u) d x=-\int w_{i}\left(c_{k i}(u) \triangle v_{k}+c_{k i}(v) \triangle u_{k}\right) d x
$$

Hence, it follows (one should take $u=v=w$ ):

$$
\int u_{i, j} c_{k i}(u) c_{k j}(u) d x=-\int u_{i} c_{k i}(u) \triangle u_{k} d x
$$

Corollary 1. (see [33].) If dimension $n=2$, then every solenoidal vector $u \in C_{0}^{2}\left(R^{2}\right)$ satisfies the integral identity:

$$
\begin{equation*}
\int u_{i} u_{k, i} \triangle u_{k} d x=0 \tag{91}
\end{equation*}
$$

Obviously, it implies some interesting applications to the 2D Navier-Stokes and Euler equations (see [32]).
(1) We deduce a priori estimate for a solution $u$, which is not independent of a viscosity:

$$
\begin{equation*}
\|\nabla u\|_{2} \leq\|\nabla \varphi\|_{2}+\int_{0}^{t}\|\nabla f\|_{2} d t \tag{92}
\end{equation*}
$$

where $f$ is an outer force. This improves essentially Ladyzhenskaya's estimate (see [34]).
(2) In the case $f=0$, we have formula (83) and, therefore, the norm $\|\nabla u\|_{2}$ is a decreasing function.
(3) We give the new proof of the existence of a global weak solution for the Euler equations in plane in the case when an outer force $f=0$. In addition, the estimate $\|\nabla u\|_{2} \leq\|\nabla \varphi\|_{2}$ is exact and it does not follows from Judovich's results [35]. This explains "the simplicity" of a motion of an ideal fluid on plane.

Remark 6. Let $n=2, f=0$. Then, the product $\|\nabla u\|_{2}\|u\|_{2}$ is a decreasing function in any case.
Remark 7. If dimension $n=3$, then integral from (91) may be not equal to null.
For a simple example, there is the vector field with the following coordinates:

$$
u_{i}(x)=\lambda_{i}^{2}\left(l_{i}, x\right) e^{-\frac{1}{2}\left(\frac{x_{1}^{2}}{\lambda_{1}^{2}}+\frac{x_{2}^{2}}{\lambda_{2}^{2}}+\frac{x_{3}^{2}}{\lambda_{3}^{2}}\right)}, i=1,2,3
$$

where $l_{i}$ is the $i$-th vector row of the skew-symmetric matrix. Since

$$
\int_{R^{n}} \sum_{i, k=1}^{n} u_{i} u_{k, i} \triangle u_{k} d x=-\int_{R^{n}} \sum_{i, k, j=1}^{n} u_{i, j} u_{k, i} u_{k, j} d x
$$

then simple calculations show

$$
\int_{R^{3}} \sum_{i, j=1}^{3} u_{i} u_{j, i} \triangle u_{j} d x=c \sum_{i \neq k} \lambda_{i}^{2} \lambda_{k}^{4} \sum_{j}^{3} l_{k i} l_{i j} l_{k j}
$$

with a constant $c \neq 0$. A coefficient $\sum_{j} l_{k i} l_{i j} l_{k j}$ may be not equal to zero for fixed different means $k$ and $i$ because there is the linear independence of polynomials $\lambda_{i}^{2} \lambda_{k}^{4}-\lambda_{k}^{2} \lambda_{i}^{4}, i<k, i, k=1,2,3$. It gives a distinct from zero of the integral when we choose a suitable skew-symmetric matrix. Respectively, the right side (see (83)) for dimensions $n \geq 3$ can be taken with a large value implying a positive mean of the difference

$$
\int_{R^{n}} \sum_{i, j=1}^{n} u_{i} u_{j, i} \triangle u_{j} d x-v\|\Delta u\|_{2}^{2}
$$

for $t \simeq 0$. It is possible because we can take a factor for initial data $\alpha \varphi$ or diminish viscosity coefficient $v$. This implies a growth of the norm $\|\nabla u\|_{2}$ for space. Obviously, on the plane, this phenomena does not appear.

## 8. Conclusions

Briefly, the main achievements (see Theorems 7-10) have an obvious physical interpretation and, therefore, it may be interesting for applications. Nevertheless, they are connected with monitoring of blow up.

First of all, no phenomena blow up if parameter $\lambda \geq 1$ or kinetic energy satisfies inequality:

$$
\lim _{t \uparrow T_{0}}\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2} \sqrt{1-\lambda^{4}}
$$

for $\lambda<1$.
No phenomena blow up on the time interval $[0, T)$ if kinetic energy satisfies inequality:

$$
\|u(t, \cdot)\|_{2}^{2} \geq\|\varphi\|_{2}^{2}\left(1-\lambda^{2} \sqrt{\frac{t}{T_{0}}}\right)
$$

with condition $\lambda<1$.
Finally, we have the importance of the exact lower estimates for kinetic energy of a fluid flow. It is possible that this is one of the new ways where the interesting problem will be studied.
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## Appendix A

Appendix A.1. About the Riesz Potentials and Integral Representations
Some technical results are given.
Lemma A1. (Hardy-Littlewood-Sobolev's inequality ([24], p. 141). Let $I_{\alpha}(f)$ be Riesz's potential defined by (4). Set $0<\alpha<n$. Then, there exists a constant $A=A(p, q)$ where $\frac{1}{q}=\frac{1}{p}-\frac{\alpha}{n}, 1<p<q$, such that the following inequality holds:

$$
\left\|I_{\alpha}(f)\right\|_{q} \leq A\|f\|_{p}
$$

In a special case, we give an estimate for operator norm.
Corollary A1. The inequality $A(6,2) \leq \sqrt[3]{\frac{4}{\pi}}$ is true, i.e., $\|u\|_{6} \leq \sqrt[3]{\frac{4}{\pi}}\|\nabla u\|_{2}$.
Proof. It is sufficient to verify this inequality for smooth and finite mappings. From Riesz's formula, we have:

$$
|u(x)|^{4}=\frac{1}{\pi} \int_{R^{3}} \frac{|u(y)|^{2} u_{i}(y) u_{i, j}(y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}}
$$

Multiply it by $|u(x)|^{2}$. Then, we make a simple estimate and integrate over space. Hence,

$$
\|u\|_{6}^{6} \leq \frac{1}{\pi} \int|u(y)|^{3}|\nabla u(y)| \int \frac{|u(x)|^{2}}{|x-y|^{2}} d x d y
$$

The interior integral we estimate applying Leray's inequality

$$
\int \frac{|u(x)|^{2}}{|x-y|^{2}} d x \leq 4\|\nabla u\|_{2}^{2}
$$

(see [4], also [7], p. 24), thereupon we use Hölder's inequality. Then,

$$
\|u\|_{6}^{6} \leq \frac{4}{\pi}\|u\|_{6}^{3}\|\nabla u\|_{2}^{3} .
$$

It gives the required estimate.
Let us make more precise well-known integral representations as Poisson's formula and Riesz's formula for smooth functions with compact support.

Lemma A2. Let $w \in C^{2}\left(R^{3}\right) \cap L_{p}\left(R^{3}\right), p \geq 1$, be a mapping and its Laplacian $\triangle w$ has a compact support. Then, the equalities hold:

$$
\begin{gather*}
w(x)=-\frac{1}{4 \pi} \int_{R^{3}} \frac{\triangle w(y) d y}{|x-y|}, w_{, j}(x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{\triangle w(y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}},  \tag{A1}\\
w(x)=\frac{1}{4 \pi} \int_{R^{3}} \frac{w_{, j}(y)\left(x_{j}-y_{j}\right) d y}{|x-y|^{3}}, \tag{A2}
\end{gather*}
$$

(In (A2), repeated indices give summation.)
Proof. To integral

$$
\int_{\varepsilon \leq|x-y| \leq r} \frac{\triangle w(y) d y}{|x-y|}
$$

we apply twice the Stokes formula removing integrals over spherical layer and derivatives of the mapping $w$. As the result, we have two integrals over sphere $|x-y|=\varepsilon$ and two integrals over sphere $|x-y|=r$. They are:

$$
\begin{gather*}
\int_{|x-y|=\varepsilon} \frac{w(y) d S}{\varepsilon^{2}}, \int_{|x-y|=r} \frac{w(y) d S}{r^{2}},  \tag{A3}\\
\int_{|x-y|=\varepsilon} \frac{w, j(y)\left(x_{j}-y_{j}\right) d S}{\varepsilon^{2}}, \int_{|x-y|=r} \frac{w_{, j}(y)\left(x_{j}-y_{j}\right) d S}{r^{2}} .
\end{gather*}
$$

The third and the fourth integrals we transform again applying the Stokes formula and getting integrals over balls $|x-y| \leq \varepsilon$, and $|x-y| \leq r$, respectively. Every integral must contain Laplacian. Since support of $\Delta w$ is a compact set, then these integrals tend to zero as $\varepsilon \rightarrow 0, r \rightarrow \infty$.

The second integral in (A3) we denote by a symbol $I$. Then,

$$
I=r^{-3} \int_{|x-y|=r} w(y)\left(x_{j}-y_{j}\right) \frac{\left(x_{j}-y_{j}\right)}{r} d S
$$

The Stokes formula application gives the equality:

$$
\begin{equation*}
I=r^{-3} \int_{|x-y| \leq r}\left(3 w(y)+w_{, j}(y)\left(x_{j}-y_{j}\right)\right) d y . \tag{A4}
\end{equation*}
$$

The second term in (A4) we integrate by parts. Therefore,

$$
\int_{|x-y| \leq r}\left(w_{, j}(y)\left(x_{j}-y_{j}\right)\right) d y=\frac{1}{2} \int_{|x-y| \leq r}\left(\triangle w(y)\left(|x-y|^{2}-r^{2}\right) d y\right.
$$

The integral from the first term in (A4) we estimate applying the Hölder's inequality. Then,

$$
|I| \leq 3 r^{-3}\|w\|_{p}\left(\sigma_{3} r^{3}\right)^{1-1 / p}+\frac{1}{2 r} \int_{|x-y| \leq r}|\triangle w(y)| d y
$$

where $\sigma_{3}$-is the volume of a unit ball. From compactness of Laplacian support and lemma condition, we obtain that integral $I \rightarrow 0$ as $r \rightarrow \infty$. The first integral in (A3) tends to the mean $4 \pi w(x)$ as $\varepsilon \rightarrow 0$. formula (A2) we prove by the same way.

Corollary A2. A mapping $w$ from Lemma A2 satisfies inequalities: $|\nabla w(x)| \leq C_{1} x^{-2},|w(x)| \leq C_{2} x^{-1}$ with some constants $C_{1}$ and $C_{2}$.

Proof. The first inequality follows from the second representation of Lemma A2 and compactness of Laplacian support. The second estimate follows from the third representation of Lemma A2 because the first estimate from the corollary gives:

$$
|w(x)| \leq \frac{C_{1}}{4 \pi} \int_{R^{3}} \frac{d y}{|y|^{2}|x-y|^{2}}
$$

A change of variables $y=|x| z$ proves the second estimate.
Corollary A3. Let $v, w: R^{3} \rightarrow R^{3}$ be mappings which satisfy conditions from Lemma A2. Then,

$$
\int_{R^{3}} v_{k} \triangle w_{k} d y=-\int v_{k, j} w_{k, j} d y .
$$

Proof. We apply the Stokes formula to the integral from the left side of this equality. From Corollary A2 on a sphere $|y|=r$, we get the following formula: $v_{k} w_{k, j}=O\left(r^{-3}\right)$. A passage to the limit as $r \rightarrow \infty$ gives the required equality.

Lemma A3. Let $P: R^{3} \rightarrow R$ be a function and $P \in L_{r}\left(R^{3}\right)$ with some exponent $r>1$ and distributions $P_{, i j} \in L_{1}\left(\left(R^{3}\right) \cap L_{s}\left(R^{3}\right)\right.$ for some exponent $s \in(1,3 / 2)$. Then, for function P, Poisson's formula (the first equality from (A2)) is true.

Proof. For any smooth function $P$, we verify the integral identity the same way as in Lemma A2 with application of Lemma A4 (see below). A density of smooth functions and Lemma A1 prove the statement in a general case because there is continuity of the Riesz potentials in spaces $L_{q}$.

Lemma A4. Suppose that a continuous mapping $w: R^{n} \rightarrow R^{n}$ belongs to the class $W_{p}^{1}\left(R^{n}\right), p>1$. Then, for any point $x$, an exponent $\alpha$, where $\alpha>(n-1)(1-1 / p)$,

$$
r^{-\alpha} \int_{|x-y|=r} w(y) d S \rightarrow 0
$$

as $r \rightarrow \infty$.

Proof. Hölder's inequality implies an estimate:

$$
\begin{equation*}
\left|\int_{|x-y|=r} w(y) d S\right| \leq\left(\omega_{n-1} r^{n-1}\right)^{1 / q}\left(\int_{|x-y|=r}|w(y)|^{p} d S\right)^{1 / p} \tag{A5}
\end{equation*}
$$

Here, $\omega_{n-1}-$ is the surface measure of an unit sphere, $q=\frac{p}{p-1}$. Let
$J=\int_{|x-y|=r}|w(y)|^{p} d S$. Then,

$$
\begin{gathered}
J=\int_{|x-y|=r}|w(y)|^{p} \frac{y_{j}-x_{j}}{r} \frac{y_{j}-x_{j}}{r} d S= \\
=\frac{n}{r} \int_{|x-y| \leq r}|w(y)|^{p} d y+p \int_{|x-y| \leq r}|w(y)|^{p-2} w_{k}(y) w_{k, j}(y) \frac{y_{j}-x_{j}}{r} d y .
\end{gathered}
$$

The second integral on the right-hand side is estimated by application of Hölder's inequality. Furthermore, we replace the integration over a ball by the integration over the whole space. Hence,

$$
J \leq \frac{n}{r}\|w(y)\|_{p}^{p}+p\|w(y)\|_{p}^{p-1}\|\nabla w\|_{p}
$$

and $J=O(1)$ as $r \rightarrow \infty$. Therefore, from (A5), we have the statement.
Appendix A.2. Logarithmic Convexity Inequalities and Its Corollaries
Lemma A5. ([36], p. 21). A function $\beta(p)=\|w\|_{p}$ is a logarithmic convex function. That is, for exponents $r \geq 1, s \geq 1$ with condition $\frac{1}{p}=\frac{1-t}{r}+\frac{t}{s}$, where $t \in[0,1]$, the inequality $\|w\|_{p} \leq\|w\|_{r}^{1-t}\|w\|_{s}^{t}$ is fulfilled.

Corollary A4. Let $u, v, w: R^{3} \rightarrow R^{3}$ be a triple of mappings satisfying conditions of Lemma A2. Then, the inequality holds:

$$
\left|\int_{R^{3}} u_{i} v_{k, i} \triangle w_{k} d y\right| \leq a\|\nabla u\|_{2}\|\nabla v\|_{2}^{1 / 2}\|\triangle v\|_{2}^{1 / 2}\|\Delta w\|_{2}
$$

with a constant $a=\sqrt{\frac{4}{\pi}}$. In addition, for a solenoidal vector field $u$, there is a more exact estimate:

$$
\left|\int_{R^{3}} u_{i} u_{k, i} \triangle u_{k} d y\right| \leq a_{1}\|\nabla u\|_{2}^{3 / 2}\|\triangle u\|_{2}^{3 / 2}, k, i=1,2,3,
$$

where $a_{1}=\frac{8 \sqrt[4]{12}}{27}$.

Proof. We have estimates:

$$
\left|u_{i} v_{k, i} \triangle w_{k}\right| \leq|u| \cdot\left|\nabla v_{k}\right| \cdot\left|\triangle w_{k}\right| \leq|u| \cdot|\nabla v| \cdot|\triangle w|,
$$

which follow from the Cauchy-Bunyakovskii's inequality. Apply Hölder's inequality for three factors. Then,

$$
\begin{equation*}
\left|\int_{R^{3}} u_{i} v_{k, i} \triangle w_{k} d y\right| \leq\|\nabla u\|_{6}\|\nabla v\|_{3}\|\Delta w\|_{2} . \tag{A6}
\end{equation*}
$$

For each coordinate $u_{i} \in C_{0}^{\infty}$, we have $\left\|u_{i}\right\|_{6} \leq A\left\|\nabla u_{i}\right\|_{2}$ where $A=\sqrt[3]{\frac{4}{\pi}}$ (see Corollary A1). A density of smooth functions and Lemma A1 give the required estimate in a general case.

Since $\|u\|_{6}^{2} \leq \sum_{i}\left\|u_{i}\right\|_{6}^{2}$ (we apply the Minkovskii's inequality with exponent 3), then $\|u\|_{6} \leq$ $A\|\nabla u\|_{2}$. Respectively, we have $\|\nabla v\|_{6}^{2} \leq \sum_{i}\|v, i\|_{6}^{2}$ and $\|v, i\|_{6}^{2} \leq\|\nabla v, i\|_{2}^{2}, \sum_{i}\|\nabla v, i\|_{2}^{2}=\sum_{i}\|\Delta v\|_{2}^{2}$.

From Lemma A5 with exponents $p=3, r=2, s=6$ and number $t=0,5$, we obtain: $\|\nabla v\|_{3} \leq$ $\|\nabla v\|_{2}^{1 / 2} \mid \nabla v \|_{6}^{1 / 2}$. Then, from inequalities above and formula (A6), we prove the estimate with a constant $a=A^{3 / 2}$.

Now, we verify the other inequality. For solenoidal vector fields, we get (see Corollary A2):

$$
\int_{R^{3}} u_{i} u_{k, i} \triangle u_{k} d y=-\int_{R^{3}} u_{i, j} u_{k, i} u_{k, j} d y=-\int_{R^{3}} u_{i, j}\left(u_{k, i} u_{k, j}-\frac{1}{3} \delta_{i j}|\nabla u|_{2}^{2}\right) d y,
$$

where $\delta_{i j}$ is Kronecker's delta. Applying Hölder's inequality to a pair

$$
u_{i, j}, u_{k, i} u_{k, j}-\frac{1}{3} \delta_{i j}|\nabla u|_{2}^{2}
$$

we obtain:

$$
\left|\int_{R^{3}} u_{i} u_{k, i} \triangle u_{k} d y\right| \leq \sqrt{\frac{2}{3}}\|\nabla u\|_{2}\|\nabla u\|_{4}^{2}
$$

Since

$$
\left(\int_{R^{3}}\left(\sum_{i}|u, i|^{2}\right)^{2} d y\right)^{1 / 2} \leq \sum_{i}\left(\int_{R^{3}}|u, i|^{4} d y\right)^{1 / 2},
$$

then, from the inequality

$$
\|f\|_{4}^{2} \leq\left(\frac{4}{3 \sqrt{3}}\right)^{3 / 2}\|f\|_{2}^{1 / 2}\|\nabla f\|_{2}^{3 / 2}
$$

for vector fields (see [23], Chapter 2 and [27]), we get the second part of the lemma comparing all estimates from above.

Appendix A.3. Vanishing of Harmonic and Biharmonic Functions
Lemma A6. If a harmonic function $h: R^{3} \rightarrow R$ is represented by sum $h=h_{s}+h_{3}+h_{6}$ where functions $h_{p} \in L_{p}\left(R^{3}\right), p=s, 3,6,1<s \leq 2$, then $h \equiv 0$.

Proof. Without loss of generality, we assume that functions $h_{p}$ are smooth. Otherwise, we take its average defined by a formula

$$
h^{\tau}(x)=\int h(x+\tau y) \omega(y) d y
$$

with a kernel $\omega \in C_{0}^{\infty}\left(R^{3}\right)$. In the equality,

$$
0=\int_{|y-x| \leq r} \triangle h(y)|x-y|^{\beta} d y=I
$$

$-1<\beta<-0,5$, we transform the integral applying the Stokes theorem. Let $x=0$. Then,

$$
I=-\beta \int_{|y| \leq r} h_{, j}(y) y_{j}|y|^{\beta-2} d y+\int_{|y|=r} h_{, j}(y)|y|^{\beta} \frac{y_{j}}{r} d S=\beta J_{1}+J_{2}
$$

The integral over surface $J_{2}=0$ since $J_{2}=r^{\beta} \int_{|y| \leq r} \Delta h(y) d y=0$. Hence, $J_{1}=0$. This integral is transformed in the same way as the integral $I$. From the equality,

$$
J_{1}=\int_{|y| \leq r} h(y) \frac{\partial}{\partial y_{j}}\left(y_{j}|y|^{\beta-2}\right) d y-r^{\beta-1} \int_{|y|=r} h(y) d S
$$

by application of the theorem on the mean value of a harmonic function, we conclude the formula:

$$
\begin{equation*}
h(0)=\frac{\beta+1}{4 \pi r^{\beta+1}}\left(\int_{|y| \leq r} \frac{h_{s}(y)}{|y|^{2-\beta}} d y+\int_{|y| \leq r} \frac{h_{3}(y)}{|y|^{2-\beta}} d y+\int_{|y| \leq r} \frac{h_{6}(y)}{|y|^{2-\beta}} d y\right) . \tag{A7}
\end{equation*}
$$

For chosen means $\beta$, each potential $I^{\beta+1}\left(h_{q}\right)(0), q=s, 3,6$ is finite (see Lemma A1). The passage to the limit in (A7) as $r \rightarrow \infty$ yields the equality: $h(0)=0$.

Lemma A7. If a biharmonic function $h: R^{3} \rightarrow R$ has a decomposition $h=h_{s}+h_{3}+h_{6}$ where functions $h_{p} \in L_{p}\left(R^{3}\right), p=s, 3,6,1<s \leq 2$, then $h \equiv 0$.

Proof. Without loss of the generality, we can replace functions $h_{p}$ by its averages (see above). Then, every average $h_{p}^{\tau} \in W_{p}^{1}\left(R^{3}\right)$. Now, we fix the averaging parameter $\tau$. Let $x=0$ and $1<\beta<1,5$. Let us show that function $h$ is a harmonic function. It is sufficient to apply the theorem about the mean value of a harmonic function to $\Delta h$ and use the spherical coordinates. Then, for the average, we have:

$$
\begin{equation*}
\triangle h^{\tau}(0)=\frac{\beta+1}{4 \pi r^{\beta+1}} \int_{|y| \leq r} \triangle h^{\tau}(y)|y|^{\beta-2} d y=\frac{\beta+1}{4 \pi r^{\beta+1}} J_{3} \tag{A8}
\end{equation*}
$$

The integral $J_{3}$ is transformed by applying three times of the Stokes theorem: twice to the integrals over volume and once to the integral over surface. As a result, we obtain:

$$
J_{3}=\left(\beta^{2}-3 \beta+2\right) \int_{|y| \leq r} h^{\tau}(y)|y|^{\beta-4} d y-(\beta-2) r^{\beta-3} \int_{|y|=r} h^{\tau}(y) d S+r^{\beta-2} \int_{|y| \leq r} \Delta h^{\tau}(y) d y
$$

Furthermore, we apply again the theorem about a mean value for a harmonic function to the third integral. After that, we input the mean of integral $J_{3}$ in (A8). Then, we conclude:

$$
\frac{\triangle h^{\tau}(0)}{3}=\frac{1-\beta^{2}}{4 \pi r^{\beta+1}} \int_{|y| \leq r} h^{\tau}(y)|y|^{\beta-4} d y+\frac{\beta+1}{4 \pi r^{4}} \int_{|y|=r} h^{\tau}(y) d S .
$$

Here, the integral over the volume set tends to a finite mean as $r \rightarrow \infty$. The finiteness of this mean is proved in the same way as in Lemma A6. This implies

$$
\frac{\triangle h(0)}{3}=\lim _{r \rightarrow \infty} \frac{\beta+1}{4 \pi r^{\beta+1}} \int_{|y|=r} h(y) d S
$$

An exponent mean $\beta$ belongs to the interval (1,3/2). Hence, and from Lemma A4, we obtain $\triangle h^{\tau}(0)=$ 0 . Taking assumption about a ball center, we obtain that the function $h^{\tau}$ is a harmonic function. Then, from Lemma A6, $h^{\tau} \equiv 0$. Let $\tau \rightarrow 0$. Then, $h \equiv 0$.
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#### Abstract

Different results regarding different integro-differentials are usually not properly generalized, as they often do not satisfy some of the constraints. The field of fuzzy integro-differentials is very rich these days because of their different applications and functions in different physical phenomena. Solutions of linear fuzzy Volterra integro-differential equations (FVIDEs) are more generalized and have better applications. In this report, the Sumudu decomposition method (SDM) was used to find the solution to some linear and nonlinear fuzzy integro-differential equations (FIDEs). Some examples are given to show the validity of the presented method.


Keywords: integro-differentials; Sumudu decomposition method; dynamical system

## 1. Introduction

Linear and nonlinear phenomena are a fundamental part of science and construction. Nonlinear equations are seen in an alternative way when dealing with physical problems such as liquid elements, plasma material science, strong mechanics, quantum field hypotheses, the proliferation of shallow water waves, and numerous other models, all of which are to found within the field of incomplete differential equations. The wide use of these equations is the key to why they have drawn the attention of mathematicians. Regardless of this, they are difficult to solve, either numerically or theoretically. Previously, dynamic examinations were much examined for the potential of finding exact or approximate solutions to these sorts of equations [1,2].

In the recent years, the area of FIDEs has developed a lot and plays a key role in the field of engineering. The elementary impression and arithmetic of fuzzy sets were first introduced by Zadeh. Later, the area of fuzzy derivative and fuzzy integration was studied, and some general results were developed. Fuzzy differential equations (FDEs) and FIDEs are very important in the study of fuzzy theory and have many beneficial consequences related to different problems. Modeling of different physical systems in the differential way gives us different FIDEs [2,3]. Furthermore, FIDEs in a fuzzy setting are a natural way to model the ambiguity of dynamic systems. Consequently, different scientific fields, such as physics, geography, medicine, and biology, pay much importance to the solution of different FIDEs. Solutions to these equations can be utilized in different engineering problems. Seikkala first defined fuzzy derivatives, while the concept of integration of fuzzy functions was first introduced by Dubois and Prade. However, analytic solutions to nonlinear FIDE types are often difficult to find. Therefore, most of the time, an approximate solution is required. There are also useful numerical schemes that can produce a numerical approximation to solutions for some problems [4,5].

The literature on numerical solutions of integro-differential equations (IDEs) is vast. We used the Sumudu decomposition method [6-8] to solve linear and nonlinear fuzzy integral equations (FIEs). The method gives more realistic series solutions that converge very rapidly in physical problems. Sumudu transforms are also used for solving IDEs, which can be seen in [4,5]. IDEs are transforms to FIDEs that are more general and give better results. After applying a Sumudu transform, a decomposition method is used for the approximate solution $[8,9]$.

## 2. Preliminaries

## Integral Equation (IE)

The obscure function $Y(\xi)$ that shows up under an integral symbol is known as an integral equation. Usually, we write an integral equation as follow:

$$
\begin{equation*}
\mathrm{Y}(\xi)=f(\xi)+\int_{g(\xi)}^{h(\xi)} K(\xi, t) \mathrm{Y}(t) d t \tag{1}
\end{equation*}
$$

where $k(\xi, t)$ and $\lambda$ are the kernel and constant parameter, respectively. The kernel is identified as the function of dual variables $\xi$ and $t$, whereas $g(\xi)$ and $h(\xi)$ are recognized as the limitations for integration. The function $Y(\xi)$ to be resolved shows up under the integral symbol; it has the property of appearing in both the outside as well as inside of the integral symbol. The functions that will be specified in progressive are $f(\xi)$ and $k(\xi, t)$. Limitations of integration can adopt both forms, either as the variable, constant, or blended [10].

## Types of Integral Equation

IEs show up in numerous forms. Different sorts are generally contingent on the limitations of antiderivatives as well as the kernel of equality. In this content, we focus on the following sorts of IE [11]:
i. Fredholm IE;
ii. Volterra IE;
iii. Volterra-Fredholm IE;
iv. Singular.

## Volterra Integral Equations (VIEs)

There is a restriction for the VIE, which is that at least one limit should be a variable. Likewise, in FIEs, there are two varieties of VIEs, which are more easily described through the following:

$$
\begin{equation*}
f(\xi)=\int_{0}^{\xi} K(\xi, t) Y(t) d t \tag{2}
\end{equation*}
$$

Equation (2) is a VIE of the first kind.
That is:

$$
\begin{gather*}
\xi e^{-\xi}=\int_{0}^{\xi} e^{t-\xi} \mathrm{Y}(t) d t \\
\mathrm{Y}(\xi)=f(\xi)+\lambda \int_{0}^{\xi} K(\xi, t) \mathrm{Y}(t) d t \tag{3}
\end{gather*}
$$

Equality (3) is a VIE of 2nd type.

For illustration,

$$
\mathrm{Y}(\xi)=1-\int_{0}^{\xi} \mathrm{Y}(t) d t
$$

## Classification of Integro-Differential Equations

Different types of dynamical physical problems possess integro-differential equations, specifically during the conversion of initial value problems (IVPs) and boundary value problems (BVPs). Differential operators as well as integral operators are involved in an integro-differential equation. There could be any order for the presence of derivatives of the unknown function. In characterizing integro-differential equations, we pursued a similar class as used previously. The following are well-known types of integro-differential equations:
i. Fredholm integro-differential equations;
ii. Volterra integro-differential equations;
iii. Volterra-Fredholm integro-differential equations.

## Volterra Integro-Differential Equation

The Volterra integro-differential equation appears during the conversion of IVPs into the integral equation. In the Volterra integro-differential equation, the unidentified function and its derivatives appear inside as well as outside of the integral operator. For VIE, at least one limit of integration is variable. In order to obtain the exact solution, we need initial conditions in the Volterra integro-differential equation (VIDE). Consider the following VIDE:

$$
\begin{equation*}
\mathrm{Y}^{n}(\xi)=f(\xi)+\lambda \int_{0}^{\xi} K(\xi, t) \mathrm{Y}(t) d t \tag{4}
\end{equation*}
$$

where $Y^{n}$ denotes the derivative of order $n$ of $Y(\xi)$. The VIDE given in Equation (4) can be written as:

$$
\begin{equation*}
\mathrm{Y}^{\prime}(\xi)=3+\frac{1}{4} \xi^{2}-\xi e^{\xi}-\int_{0}^{\xi} t \mathrm{Y}(t) d t, \quad \mathrm{Y}(0)=0 \tag{5}
\end{equation*}
$$

## 3. Theorems and Definitions Interrelated to Fuzzy Perceptions

## Fuzzy Number

A fuzzy number is a generalization of a regular, real number in the sense that it does not refer to one single value but rather to a connected set of possible values, where each possible value has its own weight between 0 and 1 . This weight is called the membership function.

Let E be the set of all fuzzy numbers which upper semicontinuous and compact. The $\alpha$ level set $[\mathrm{Y}]_{\rho}$ where Y is the collection of fuzzy numbers, $0<\rho \leq 1$, is defined as:

$$
[\mathrm{Y}]_{\rho}=\{t \in R, \mathrm{Y}(t) \geq \rho\}
$$

The set E is convex if $\mathrm{Y}(t) \geq \mathrm{Y}(s) \wedge \mathrm{Y}(r)=\min (\mathrm{Y}(s), \mathrm{Y}(r))$, where $s<t<r$.
If $\exists t_{0} \in R$ such that $\mathrm{Y}\left(t_{0}\right)=1$, then E becomes normal. E is said to be upper semicontinuous if for every $\varepsilon>0$, such that $\mathrm{Y}^{-1}([0, a+\varepsilon)), \forall a \in[0,1]$ is open in the typical topology of $\mathrm{R}[12,13]$.

Absolute value $|\mathrm{Y}|$ of $\mathrm{Y} \in E$ is defined as:

$$
\begin{gathered}
|\mathrm{Y}|(t)=\max \{\mathrm{Y}(t), \mathrm{Y}(-t)\}, \text { if } t \geq 0 \\
=0, \text { if } t<0
\end{gathered}
$$

Consider the mapping $\bar{d}: L(R) \times L(R) \rightarrow R$ defined as:

$$
d(\mathrm{Y}, V)=\sup _{0 \leq \rho \leq 1} \max \{|\underline{\mathrm{Y}}(\rho)-\underline{V}(\rho)|,|\overline{\mathrm{Y}}(\rho)-\bar{V}(\rho)|\}
$$

where:

$$
\overline{\mathrm{Y}}=[\underline{\mathrm{Y}}(\rho), \overline{\mathrm{Y}}(\rho)] \text { and } \bar{V}=[\underline{V}(\rho), \bar{V}(\rho)] .
$$

Then, $d$ is a metric on $L(R)$ satisfying the properties:

1. $d(\mathrm{Y}+w, V+w)=d(\mathrm{Y}, V)$ for all $\mathrm{Y}, V, w \in L(R)$;
2. $d(k Y, k V)=|k| d(Y, V)$ for all $Y, V, \in L(R)$;
3. $d(\mathrm{Y}+w, w+e) \leq d(\mathrm{Y}, w)+d(V, e)$ for all $\mathrm{Y}, V, w, e \in L(R)$;
4. $(d, L(R))$ is a complete metric space.

Definition 1. Let $f: R \rightarrow L(R)$ be a fuzzy valued function, then $f$ is continuous if for $t_{o} \in R$ and for each $\varepsilon>0$, there exists $\delta>0$ such that:

$$
d\left(\left(f(t), f\left(t_{0}\right)\right)<\varepsilon \text { whenever }\left|t-t_{0}\right|<\delta\right.
$$

Definition 2. Let $f: R \rightarrow L(R)$ be a fuzzy valued function and $\xi_{0} \in R$, then $f$ is differentiable at $\xi_{0}$. If $\exists$ $f^{\prime}\left(\xi_{0}\right) \in L(R)$ such that:
(a) $\lim _{h \rightarrow 0+} \frac{f\left(\xi_{0}+h\right)-f\left(\xi_{0}\right)}{h}=\lim _{h \rightarrow 0+} \frac{f\left(\xi_{0}\right)-f\left(\xi_{0}-h\right)}{h}=f^{(1)}\left(\xi_{0}\right)$
(b) $\lim _{h \rightarrow 0-} \frac{f\left(\xi_{0}+h\right)-f\left(\xi_{0}\right)}{h}=\lim _{h \rightarrow 0-} \frac{f\left(\xi_{0}\right)-f\left(\xi_{0}-h\right)}{h}=f^{(1)}\left(\xi_{0}\right)$

Theorem 1. Consider $f: R \rightarrow L(R)$ as a fuzzy valued function defined as $f(t)=[\underline{f}(t, \rho), \bar{f}(t, \rho)]$ for each $0 \leq \alpha \leq 1$, and - fis differentiable, then $\underline{f}(t, \rho)$ and $\bar{f}(t, \rho)$ are differentiable and $f^{(1)}(t)=\left[\underline{f}^{(1)}(t, \rho), \bar{f}^{(1)}(t, \rho)\right]$.

Theorem 2. Let $f: R \rightarrow L(R)$ be the fuzzy valued function defined as $f(t)=[\underline{f}(t, \rho), \bar{f}(t, \rho)]$ for each $0 \leq \rho \leq 1$. If $f$ and $f^{(1)}$ have the property of differentiability, then $\bar{f}^{(1)}(t, \rho)$ and $\underline{f^{(1)}}(t, \rho)$ are differentiable and:

$$
f^{(2)}(t)=\left[\underline{f^{(2)}}(t, \rho), \bar{f}^{(2)}(t, \rho)\right]
$$

Theorem 3. Consider a real valued function $f(\xi)$ defined on $[0, \infty]$ such that $\underset{\sim}{f}(\xi, \rho), \bar{f}(\xi, \rho)$ are Riemann-integrable on $[a, b]$, for each $b \geq a$ and there exist positive constants $\underline{M}(\rho), \bar{M}(\rho)$ such that:

$$
\int_{a}^{b}|\underline{f}(\xi, \rho)| d \xi \leq \underline{M}(\rho) \text { and } \int_{a}^{b}|\bar{f}(\xi, \rho)| d \xi \leq \bar{M}(\rho)
$$

for every $b \geq a$. Then, $f(\xi)$ is an improper fuzzy Riemann integrable on $[0, \infty]$, and $f(\xi)$ is a fuzzy number. Additionally, we we have:

$$
\int_{a}^{\infty} f(\xi) d \xi=\int_{a}^{b} \underline{f}(\xi, \rho) d \xi, \int_{a}^{b} \bar{f}(\xi, \rho) d \xi
$$

Theorem 4. The sum of two fuzzy Riemann integrable functions is a Riemann integrable.

Definition 3. The fuzzy Laplace transform (FLT) of a fuzzy function $f$ is defined as:

$$
f(s)=L\{f(t)\}=\int_{0}^{\infty} e^{-s t} f(t) d t=\lim _{T \rightarrow \infty} \int_{0}^{T} e^{-s t} f(t) d t
$$

where $L$ denotes FLT. In addition, the fuzzy Laplace transform for $f(t)$ can be as follows:

$$
\begin{aligned}
& f(s, \rho)=L\{f(t, \rho)\}=[l\{\underline{f}(t, \rho\}, l\{\bar{f}\{t, \rho\}] \\
& l\{\underline{f}(t, \rho\}=\int_{0}^{\infty} e^{-s t} \underline{f}(t) d t=\lim _{T \rightarrow \infty} \int_{0}^{T} e^{-s t} \underline{f}(t) d t \\
& l\{\bar{f}\{t, \rho\}=\int_{0}^{\infty} e^{-s t} \bar{f}(t) d t=\lim _{T \rightarrow \infty} \int_{0}^{T} e^{-s t} \bar{f}(t) d t \\
& 0 \leq \rho \leq 1
\end{aligned}
$$

Theorem 5 (Fuzzy Convolution Theorem).
Let $f$ and $g$ be two fuzzy real valued functions. Then, the convolution of $f$ and $g$ is defined as:

$$
(f * g)(t)=\int_{0}^{T} f(T) g(t-T) d T
$$

Theorem 6. Consider $f$ and $g$ defined on $R$ are two continuous (piecewise) functions defined on $[0, \infty]$ having exponential order $p$, then:

$$
L\{(f * g)(t)\}=L\{f(t)\} L\{g(t)\}=F(s) \cdot G(s)
$$

Definition 4. (Sumudu transform) [14-16]
The Sumudu transform of the function $f(t)$ is defined as:

$$
\begin{gathered}
F(u)=\mathcal{S}[f(t)]=\int_{0}^{\infty} \frac{1}{u} e^{\left(-\frac{t}{u}\right)} f(t) d t \\
F(u)=\mathcal{S}[f(t)]=\int_{0}^{\infty} f(u t) e^{-t} d t
\end{gathered}
$$

for any function $f(t)$ and $-\tau_{1}<u<\tau_{2}$.
Theorem 7. If $c_{1} \geq 0, c_{2} \geq 0$ and $c \geq 0$ are any constant and $f_{1}(t), f_{2}(t)$, and $f(t)$ any functions having the Sumudu transform $G_{1}(u), G_{2}(u)$, and $G(u)$, respectively, then:
i. $\quad \mathcal{S}\left[c_{1} f_{1}(t)+c_{2} f_{2}(t)\right]=c_{1} \mathcal{S}\left[f_{1}(t)\right]+c_{2} \mathcal{S}\left[f_{2}(t)\right]=c_{1} G_{1}(u)+c_{2} G_{2}(u) ;$
ii. $\quad \mathcal{S}[f(c t)]=G(c u)$;
iii. $\quad \lim _{t \rightarrow \infty} f(t)=f(0)=\lim _{u \rightarrow 0} G(u)$.

For more details, we refer the readers to $[17,18]$.

## Fuzzy Sumudu Transfom

Let $f: R \rightarrow f(R)$ be a continuous fuzzy function, then the fuzzy Sumudu transform (FST) can be defined as:

$$
\begin{aligned}
F(u) & =\mathcal{S}[f(\xi)]=\int_{0}^{\infty} f(u \xi) \odot e^{-\xi} d \xi, u \in\left[\tau_{1}, \tau_{2}\right] \\
& =\mathcal{S}[f(\xi)]=\left[\mathcal{S}\left[\underline{f}_{\alpha}(\xi)\right], \mathcal{S}\left[\bar{f}_{\alpha}(\xi)\right]\right]
\end{aligned}
$$

Theorem 7. Let $f: R \rightarrow f(R)$ be a continuous fuzzy valued function. If $F(u)=\mathcal{S}[f(\xi)]$, then:

$$
\mathcal{S}\left[f^{(1)}(\xi)\right]=\left\{\begin{array}{c}
\frac{F(u)}{u}-\frac{f(0)}{u} \text { if } f \text { is (i)differentiable and } u>0 \\
-\frac{f(0)}{u}-\frac{(-F(u))}{u} \text { if } f \text { is (ii)differentiable and } u>0
\end{array}\right.
$$

Proof. Case (i) Let $f$ be differentiable, then:

$$
\begin{aligned}
& \frac{F(u)}{u}- \frac{f(0)}{u}=\left[\frac{\mathcal{S}\left[\underline{f}_{\rho}(\xi)\right]-\underline{f}_{\rho}(0)}{u}, \frac{\mathcal{S}\left[\bar{f}_{\rho}(x)\right]-\bar{f}_{\rho}(0)}{u}\right] \\
& \quad=\mathcal{S}\left[\left[\underline{f}_{\rho}(\xi)\right] \mathcal{S}\left[\bar{f}_{\rho}(\xi)\right]\right]=\mathcal{S}\left[f^{(1)}(\xi)\right]
\end{aligned}
$$

Case (ii) Let f be differentiable, then:

$$
\begin{aligned}
&-\frac{f(0)}{u}-\frac{(-F(u))}{u}= {\left[-\frac{f_{\rho}(0)+\mathcal{S}\left[\underline{f}_{\rho}(\xi)\right]}{u},-\frac{\bar{f}_{\rho}(0)+\mathcal{S}\left[\bar{f}_{\rho}(\xi)\right]}{u}\right] } \\
&=\mathcal{S}\left[\left[\underline{f}_{\rho}(\xi)\right] \mathcal{S}\left[\bar{f}_{\rho}(\xi)\right]\right] \\
&=\mathcal{S}\left[f^{(1)}(\xi)\right]
\end{aligned}
$$

Theorem 8. Let $f: R \rightarrow f(R)$ be a continuous fuzzy valued function, and if $F(u)=\mathcal{S}[f(x)]$, then:

$$
\mathcal{S}\left(e^{-a \xi} \odot f(t)\right)=\frac{1}{1+a u} F\left(\frac{u}{1+a u}\right), \quad a u \neq-1 \text { and } \frac{1}{1+a u}>0
$$

## Proof.

$$
\begin{gathered}
\mathcal{S}\left(e^{-a \xi} \odot f(t)\right)=\left[\int_{0}^{\infty} f_{\rho}(u \xi) e^{-a(\xi u)} e^{-\xi} d \xi, \int_{0}^{\infty} \overline{f_{\rho}}(u \xi) e^{-a(\xi u)} e^{-\xi} d \xi\right] \\
=\left[\int_{0}^{\infty} \underline{f}_{-}(u \xi) e^{-a(1+u) \xi} d \xi, \int_{0}^{\infty} \overline{f_{\rho}}(\xi) e^{-a(1+u) \xi} d \xi\right]
\end{gathered}
$$

Now, let $v=(1+a u) \xi$ and $d \xi=\frac{v}{1+a u}$.
Thus, we have:

$$
\begin{gathered}
\mathcal{S}\left(e^{-a \xi} \odot f(t)\right)=\left[\frac{1}{1+a u} \int_{0}^{\infty} f_{\rho}\left(\frac{u v}{1+a u}\right) e^{-v} d v, \frac{1}{1+a u} \int_{0}^{\infty} \overline{f_{\rho}}\left(\frac{u v}{1+a u}\right) e^{-v} d v,\right. \\
=\frac{1}{1+a u} \int_{0}^{\infty} f_{\alpha}\left(\frac{u v}{1+a u}\right) e^{-v} d v .
\end{gathered}
$$

Hence:

$$
\mathcal{S}\left(e^{-a \xi} \odot f(t)\right)=\frac{1}{1+a u} F\left(\frac{u}{1-a u}\right)
$$

In the same way, we can prove that:

$$
\left(e^{a \xi} \odot f(t)\right)=\frac{1}{1-a u} F\left(\frac{u}{1-a u}\right)
$$

Theorem 9. Let $f: R \rightarrow f(R)$ be a continuous fuzzy valued function, and if $F(u)=\mathcal{S}[f(\xi)]$, then:

$$
\mathcal{S}\left[\int_{0}^{\xi} f(\xi) d \xi\right]=u F(u)
$$

Proof. Assume function $h$ is differentiable, and:

$$
\underline{h}_{\rho}(\xi)=\int_{0}^{\xi} \underline{f}_{\rho}(\xi) d \xi, \bar{h}_{\rho}(\xi)=\int_{0}^{\xi} \bar{f}_{\rho}(\xi) d \xi \quad \underline{h}_{\rho}(0)=0=\bar{h}_{\rho}(0), \quad h^{(1)}(\xi)=f(\xi)
$$

Then:

$$
\begin{aligned}
\mathcal{S}\left(h^{(1)}(\xi)\right)=\frac{H(u)}{u}-\frac{h(o)}{u}= & {\left[\frac{\mathcal{S}\left[\underline{h}_{\rho}(\xi)\right]}{u}-\frac{\underline{h}_{\rho}(0)}{u}, \frac{\mathcal{S}\left[\bar{h}_{\rho}(\xi)\right]}{u}-\frac{\bar{h}_{\rho}(0)}{u}\right] } \\
& =\left[\frac{\mathcal{S}\left[\underline{h}_{\rho}(\xi)\right]}{u}, \frac{\mathcal{S}\left[\bar{h}_{\rho}(\xi)\right]}{u}\right] \\
= & {\left[\frac{1}{u} \mathcal{S} \int_{0}^{\xi} \underline{-}_{\rho}(\xi) d \xi, \frac{1}{u} \mathcal{S} \int_{0}^{\xi} \bar{f}_{\rho}(\xi) d \xi\right] }
\end{aligned}
$$

Thus, we have:

$$
\mathcal{S}\left[\int_{0}^{\xi} f(\xi) d \xi\right]=u F(u)
$$

## 4. Sumudu Decomposition Method for Fuzzy Integro-Differential Equation (Analysis of Method)

Consider a Volterra integro-differential equation:

$$
\begin{gather*}
\mathrm{Y}^{n}(\xi, \rho)=f(\xi, \rho)+\int_{0}^{\xi} k(\xi-t) \mathrm{Y}(t, \rho) d t  \tag{6}\\
\mathrm{Y}^{k}(0)=\bar{p}=\left(\underline{p}_{k^{\prime}} \bar{p}_{k) ;} ; 0 \leq k \leq n-1\right.
\end{gather*}
$$

By taking sumudu transform on Equation (6), we have:

$$
\begin{equation*}
\mathcal{S}\left[\mathrm{Y}^{n}(\xi, \rho)\right]=\mathcal{S}[f(\xi, \rho)]+\mathcal{S}\left[\int_{0}^{\xi} k(\xi-t) \mathrm{Y}(t, \rho) d t\right] \tag{7}
\end{equation*}
$$

This will give us:

$$
\begin{gather*}
\frac{1}{u^{n}} \mathcal{S}[\mathrm{Y}(\xi, \rho)]-\frac{1}{u^{n}} \mathrm{Y}(0, \rho)-\frac{1}{u^{n-1}} \mathrm{Y}^{(1)}(0, \rho)-\cdots-\frac{\mathrm{Y}^{(n-1)}(0, \rho)}{u} \\
=\mathcal{S}[f(\xi, \rho)]+\mathcal{S}\left[\int_{0}^{\xi} k(\xi-t) \mathrm{Y}(t, \rho) d t\right] \tag{8}
\end{gather*}
$$

$$
\begin{aligned}
& \frac{1}{u^{n}} \mathcal{S}[\underline{Y}(\xi, \rho)]-\frac{1}{u^{n}} \underline{\mathrm{Y}}(0, \rho)-\frac{1}{u^{n-1}} \underline{Y}^{\prime}(0, \rho)-\cdots-\frac{\underline{\mathrm{Y}}^{n-1}(0, \rho)}{u}=\mathcal{S}[\underline{f}(\xi, \rho)]+u \underline{\mathcal{S}[k(\xi-t)] \mathcal{S}[\mathrm{Y}(\xi, t)]} \\
& \frac{1}{u^{n}} \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]-\frac{1}{u^{n}} \overline{\mathrm{Y}}(0, \rho)-\frac{1}{u^{n-1}} \overline{\mathrm{Y}}^{(1)}(0, \rho)-\cdots-\frac{\overline{\mathrm{Y}}^{(n-1)}(0, \rho)}{u}=\mathcal{S}[\bar{f}(\xi, \rho)]+u \overline{\mathcal{S}[k(\xi-t)] \mathcal{S}[\mathrm{Y}(\xi, t)]}
\end{aligned}
$$

Note that:

$$
\begin{aligned}
& \underline{\mathrm{Y}}(0, \rho)=\underline{p}_{0^{\prime}} \underline{\mathrm{Y}}^{(1)}(0, \rho)=\underline{p}_{1} \cdots \cdots \cdots \cdot \underline{\mathrm{Y}}^{n-1}(0, \rho)=\underline{p}_{n-1} \\
& \overline{\mathrm{Y}}(0, \rho)=\bar{p}_{0}, \mathrm{Y}^{(1)}(0, \rho)=\bar{p}_{1} \ldots \ldots \ldots \cdot \overline{\mathrm{Y}}^{n-1}(0, \rho)=\bar{p}_{n-1}
\end{aligned}
$$

Thus, we have:

$$
\begin{align*}
& \frac{1}{u^{n}} \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]-\frac{1}{u^{n}} \underline{p}_{0}-\frac{1}{u^{n-1}} \underline{p}_{1}-\cdots-\frac{\underline{p}_{n-1}}{u}=\mathcal{S}[\underline{f}(\xi, \rho)]+u \mathcal{S}[\underline{k}(\xi-t)] \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]  \tag{11}\\
& \frac{1}{u^{n}} \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]-\frac{1}{u^{n}} \bar{p}_{0}-\frac{1}{u^{n-1}} \bar{p}_{1}-\cdots-\frac{\bar{p}_{n-1}}{u}=\mathcal{S}[\bar{f}(\xi, \rho)]+u \mathcal{S}[\bar{k}(\xi-t)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)] \tag{12}
\end{align*}
$$

The following cases can be discussed:
(i) if $\mathrm{Y}(\xi ; \rho)$ and $k(\xi ; \rho)$ both are positive:

$$
\begin{gathered}
\mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]=\mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)] \\
\mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]=\mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]
\end{gathered}
$$

(ii) if $\mathrm{Y}(\xi ; \rho)$ is negative and $k(\xi ; \rho)$ is positive:

$$
\begin{aligned}
& \mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{Y}(\xi, \rho)]=\mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\underline{Y}(\xi, \rho)] \\
& \mathcal{S}[\overline{\vec{k}}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]=\mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]
\end{aligned}
$$

(iii) if $\mathrm{Y}(\xi ; \rho)$ is positive and $k(\xi ; \rho)$ is negative:

$$
\begin{aligned}
& \mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{Y}(\xi, \rho)]=\mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)] \\
& \mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]=\mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\underline{Y}(\xi, \rho)]
\end{aligned}
$$

(iv) if $\mathrm{Y}(\xi ; \rho)$ and $k(\xi ; \rho)$ both are negative:

$$
\begin{aligned}
& \mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{Y}(\xi, \rho)]=\mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)] \\
& \mathcal{S}[\overline{\mathrm{k}}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]=\boldsymbol{\mathcal { S }}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]
\end{aligned}
$$

Exploring Case ( i ), we can see that is remains are same.
After simplification, (11) and (12) become:

$$
\begin{align*}
& \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]-\underline{p}_{0}-u \underline{-}_{1}-\cdots-u^{n-1} \underline{p}_{n-1}=u^{n} \mathcal{S}[\underline{f}(\xi, \rho)]+u^{n+1} \mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]  \tag{13}\\
& \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]-\bar{p}_{0}-u \bar{p}_{1}-\cdots-u^{n-1} \bar{p}_{n-1}=u^{n} \mathcal{S}[\bar{f}(\xi, \rho)]+u^{n+1} \mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)] \tag{14}
\end{align*}
$$

After simplification:

$$
\begin{gather*}
\mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]-u^{n+1} \mathcal{S}[\underline{k}(\xi, \rho)] \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]=u^{n} \mathcal{S}[\underline{f}(\xi, \rho)]+\underline{p}_{0}+u_{-1}+\cdots+u^{n-1} \underline{p}_{-n-1}  \tag{15}\\
\mathcal{S}[\mathrm{Y}(\xi, \rho)]-u^{n+1} \mathcal{S}[\bar{k}(\xi, \rho)] \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]=u^{n} \mathcal{S}[\bar{f}(\xi, \rho)]+u \bar{p}_{1}+\cdots+u^{n-1} \bar{p}_{n-1} \tag{16}
\end{gather*}
$$

Equations (15) and (16) give us:

$$
\begin{gather*}
\mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]=\frac{u^{n} \mathcal{S}[\underline{f}(\xi, \rho)]+\underline{p}_{0}+u \underline{p}_{1}+\cdots+u^{n-1} \underline{p}_{n-1}}{\left(1-u^{n+1} \mathcal{S}[\underline{k}(\xi-t)]\right)}  \tag{17}\\
\mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]=\frac{u^{n} \mathcal{S}[\bar{f}(\xi, \rho)]+u \bar{p}_{1}+\cdots+u^{n-1} \bar{p}_{n-1}}{\left(1-u^{n+1} \mathcal{S}[(\bar{k}(\xi-t)])\right.} \tag{18}
\end{gather*}
$$

By taking the inverse Sumudu transforms, we can get the value of $\bar{Y}(\xi, \rho)$ and $Y(\xi, \rho)$. Now, using the decomposition method:

$$
\sum_{i=0}^{\infty} \underline{Y}_{i}(\xi, \rho)=\underline{Y}_{0}(\xi, \rho)+\underline{Y}_{1}(\xi, \rho)+\underline{Y}_{2}(\xi, \rho)+\cdots \underline{Y}_{n}(\xi, \rho)
$$

and:

$$
\sum_{i=0}^{\infty} \overline{\mathrm{Y}}_{i}(\xi, \rho)=\overline{\mathrm{Y}}_{0}(\xi, \rho)+\overline{\mathrm{Y}}_{1}(\xi, \rho)+\overline{\mathrm{Y}}_{2}(\xi, \rho)+\cdots \overline{\mathrm{Y}}_{n}(\xi, \rho)
$$

we can write as:

$$
\begin{gather*}
\mathcal{S}\left[\underline{\mathrm{Y}}_{0}(\xi, \rho)\right]=u^{n} \mathcal{S}[\underline{f}(\xi, \rho)]+\underline{p}_{0}+u \underline{\underline{p}}_{1}+\cdots+u^{n-1} \underline{p}_{n-1} \\
\mathcal{S}\left[\underline{\mathrm{Y}}_{1}(\xi, \rho)\right]=u^{n+1} \underline{\mathcal{S}[k(\xi-t)] \mathcal{S}\left[\mathrm{Y}_{0}(\xi, \rho)\right]} \\
\mathcal{S}\left[\underline{\mathrm{Y}}_{1}(\xi, \rho)\right]=u^{n+1} \frac{\mathcal{S}[k(\xi-t)] \mathcal{S}\left[\mathrm{Y}_{1}(\xi, \rho)\right]}{\vdots}  \tag{A}\\
\mathcal{S}\left[\underline{\mathrm{Y}}_{n}(\xi, \rho)\right]=u^{n+1} \underline{\mathcal{S}[k(\xi-t)] \mathcal{S}\left[\mathrm{Y}_{n-1}(\xi, \rho)\right]}
\end{gather*}
$$

Similarly:

$$
\begin{gather*}
\mathcal{S}\left[\overline{\mathrm{Y}}_{0}(\xi, \rho)\right]=u^{n} \mathcal{S}[\underline{f}(\xi, \rho)]+\underline{p}_{0}+u \underline{-1}+\cdots+u^{n-1} \underline{p}_{n-1} \\
\mathcal{S}\left[\overline{\mathrm{Y}}_{1}(\xi, \rho)\right]=u^{n+1} \overline{\mathcal{S}[k(\xi-t)] \mathcal{S}\left[\mathrm{Y}_{0}(\xi, \rho)\right]} \\
\mathcal{S}\left[\overline{\mathrm{Y}}_{2}(\xi, \rho)\right]=u^{n+1} \frac{\overline{\mathcal{S}}[k(\xi-t)] \mathcal{S}\left[\mathrm{Y}_{1}(\xi, \rho)\right]}{\vdots}  \tag{B}\\
\mathcal{S}\left[\overline{\mathrm{Y}}_{n}(\xi, \rho)\right]=u^{n+1} \frac{\overline{\mathcal{S}}[k(\xi-t)] \mathcal{S}\left[\mathrm{Y}_{n-1}(\xi, \rho)\right]}{}
\end{gather*}
$$

For nonlinear equations, we use the adomian polynomials:

$$
\begin{array}{cl}
A_{0}=\mathrm{Y}_{O}^{2}, & A_{1}=2 \mathrm{Y}_{O} \mathrm{Y}_{1} \\
A_{2}=2 \mathrm{Y}_{O} \mathrm{Y}_{2}+\mathrm{Y}_{1}^{2}, & A_{3}=2 \mathrm{Y}_{O} \mathrm{Y}_{1}+2 \mathrm{Y}_{1} \mathrm{Y}_{2}
\end{array}
$$

Then, Equation (B) becomes:

$$
\begin{align*}
& \mathcal{S}\left[\sum_{i=0}^{\infty} \underline{Y}_{i}(\xi, \rho)\right]-\underline{p}_{0}-u \underline{-1}_{1}-\cdots-u^{n-1} \underline{\underline{n}}_{n-1}=u^{n} \mathcal{S}[f(\xi, \rho)]+u^{n+1} \mathcal{S}[k(x-t)] \mathcal{S}\left[\sum_{j=1}^{\infty} A_{j}\right]  \tag{19}\\
& \mathcal{S}\left[\sum_{i=0}^{\infty} \bar{Y}_{i}(\xi, \rho)\right]-\bar{p}_{0}-u \bar{p}_{1}-\cdots-u^{n-1} \bar{p}_{n-1}=u^{n} \mathcal{S}[\bar{f}(\xi, \rho)]+u^{n+1} \mathcal{S}[k(\xi-t)] \mathcal{S}\left[\sum_{i=j}^{\infty} A_{j}\right]
\end{align*}
$$

## 5. Numerical Examples

Example 1. A linear fuzzy integro-differential equation is:

$$
\mathrm{Y}^{(1)}(\xi, \rho)=f(\xi, \rho)-\int_{0}^{\xi} \mathrm{Y}(t, \rho) d t
$$

with conditions, $Y(0, \rho)=(0,0)$, where:

$$
\lambda=1,0 \leq t \leq \xi, 0 \leq \rho \leq 1, K(\xi, t)=1
$$

i.e.,

$$
f(\xi, \rho)=\left(\left(\rho^{2}+\rho\right),(5-\rho)\right)
$$

To solve this fuzzy integro-differential, we proceed as follows:

$$
\begin{align*}
& \left\{\begin{array}{l}
\underline{Y^{(1)}}(\xi, \rho)=f(\xi, \rho)-\int_{0}^{\xi} \underline{Y(t, \rho) d t} \\
\overline{Y^{(1)}}(\xi, \rho)=f(\xi, \rho)-\int_{0}^{\xi} \overline{Y(t, \rho) d t}
\end{array}\right.  \tag{20}\\
& \left\{\begin{array}{l}
\frac{Y^{(1)}}{}(\xi, \rho)=\left(\rho^{2}+\rho\right)-\int_{0}^{\xi} \bar{Y} \overline{(t, \rho) d t} \\
\overline{Y^{(1)}}(\xi, \rho)=(5-\rho)-\int_{0}^{\xi} \overline{Y(t, \rho) d t}
\end{array}\right. \tag{21}
\end{align*}
$$

Applying Sumudu transform on (21) and using Equations ( $A$ ) and (B), we have:

$$
\begin{gather*}
\left.\left\{\begin{array}{c}
\mathcal{S}\left[\underline{Y^{(1)}}(\xi, \rho)\right]=\mathcal{S}\left(\left(\rho^{2}+\rho\right)-\mathcal{S} \int_{0}^{\xi} \underline{Y} \underline{Y}(t, \rho) d t\right. \\
\mathcal{S}\left[\overline{Y^{(1)}}\right. \\
\xi
\end{array}, \rho\right)\right]=\mathcal{S}\left((5-\rho)-\mathcal{S} \int_{0}^{\xi} \overline{\mathrm{Y}(t, \rho) d t}\right.
\end{gather*}\left\{\begin{array}{l}
\underline{Y}(\xi, \rho)=\mathcal{S}^{-1}\left(u\left(\rho^{2}+\rho\right)\right)-\mathcal{S}^{-1}\left(u^{2} \mathcal{S}(\underline{\mathrm{Y}}(\xi, \rho))\right.  \tag{22}\\
\overline{\mathrm{Y}}(\xi, \rho)=\mathcal{S}^{-1}(u(5-\rho))-\mathcal{S}^{-1}\left(u^{2} \mathcal{S}(\overline{\mathrm{Y}}(\xi, \rho))\right. \tag{23}
\end{array}\right] .
$$

For $\underline{\mathrm{Y}}(\xi, \rho)$ :

$$
\begin{array}{ll}
\mathrm{Y}_{0}=\xi\left(\alpha^{2}+\alpha\right) & \\
\mathrm{Y}_{1}=\mathcal{S}^{-1}\left(u^{2} \mathcal{S}\left(\xi\left(\rho^{2}+\rho\right)\right),\right. & \mathrm{Y}_{1}=-\frac{\xi^{3}}{3!}\left(\rho^{2}+\rho\right) \\
\mathrm{Y}_{2}=\mathcal{S}^{-1}\left(u^{2} \mathcal{S}\left(\frac{\xi^{3}}{3!}\left(\rho^{2}+\rho\right)\right),\right. & \mathrm{Y}_{2}=\frac{\xi^{5}}{5!}\left(\rho^{2}+\rho\right) \\
\mathrm{Y}_{3}=\mathcal{S}^{-1}\left(u^{2} \mathcal{S}\left(\frac{\xi^{5}}{5!}\left(\rho^{2}+\rho\right)\right),\right. & \mathrm{Y}_{3}=-\frac{\xi^{7}}{7!}\left(\rho^{2}+\rho\right)
\end{array}
$$

Similarly, for $\overline{\mathrm{Y}(\xi, \rho)}$ :

$$
\begin{array}{ll}
\mathrm{Y}_{0}=\xi(5-\rho) & \\
\mathrm{Y}_{1}=\mathcal{S}^{-1}\left(u^{2} \mathcal{S}(\xi(5-\rho)),\right. & \mathrm{Y}_{1}=-\frac{\xi^{3}}{3!}(5-\rho) \\
\mathrm{Y}_{2}=\mathcal{S}^{-1}\left(u^{2} \mathcal{S}\left(-\frac{\xi^{3}}{3!}(5-\rho)\right),\right. & \mathrm{Y}_{2}=\frac{\xi^{5}}{5!}(5-\rho) \\
\mathrm{Y}_{3}=\mathcal{S}^{-1}\left(u^{2} \mathcal{S}\left(\frac{\xi^{5}}{5!}(5-\rho)\right),\right. & \mathrm{Y}_{3}=-\frac{\xi^{7}}{7!}(5-\rho)
\end{array}
$$

Thus, using above iterative results, the series form solution is given as:

$$
\left\{\begin{array}{l}
\frac{Y(\xi, \rho)}{\bar{Y}}=\xi(5-\rho)-\frac{\xi^{3}}{3!}(5-\rho)+\frac{\xi^{5}}{5!}(5-\rho)-\frac{\xi^{7}}{7!}(5-\rho)+\ldots  \tag{24}\\
\overline{\mathrm{Y}(\xi, \rho)}=\xi(5-\rho)-\frac{\xi^{3}}{3!}(5-\rho)+\frac{\xi^{5}}{5!}(5-\rho)-\frac{\xi^{7}}{7!}(5-\rho)+\ldots
\end{array}\right.
$$

Using (17), we get the exact solution:

$$
\left\{\begin{array}{l}
\frac{Y(\xi, \rho)}{\overline{Y(\xi, \rho)}}=\sin \xi\left(\rho^{2}+\rho\right)  \tag{25}\\
\overline{\bar{Y}(i n \xi(5-\rho)}
\end{array}\right.
$$

A graphical representation of the solution is given in Figure 1.


Figure 1. Graphical interpolation of Example 1.

Example 2. Consider the following fuzzy Volterra integro-differential equation:

$$
\begin{gather*}
\left\{\begin{array}{l}
\underline{Y}^{(1)}(\xi, \rho)=(\rho-1)+\int_{0}^{\xi} \underline{Y}(t, \rho) d t \\
\bar{Y}^{(1)}(\xi, \rho)=(1-\rho)+\int_{0}^{\xi} \bar{Y}(t, \rho) d t
\end{array}\right.  \tag{26}\\
\underline{Y}^{(1)}(0)=0=\bar{Y}^{(1)}(0) ; 0 \leq \rho \leq 1,0 \leq t \leq \xi, \quad \xi \in[0,1]
\end{gather*}
$$

Using $(A)$ and $(B)$ on both sides and taking the inverse:

$$
\left\{\begin{array}{l}
\underline{\mathrm{Y}}(\xi, \rho))=\mathcal{S}^{-1}(u(\rho-1))+\mathcal{S}^{-1}\left(u^{2} \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]\right)  \tag{27}\\
\overline{\mathrm{Y}}(\xi, \rho))=\mathcal{S}^{-1}(u(1-\rho))+\mathcal{S}^{-1}\left(u^{2} \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]\right)
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\underline{\mathrm{Y}}(\xi, \rho))=\xi(\rho-1))+\mathcal{S}^{-1}\left(u^{2} \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]\right) \\
\overline{\mathrm{Y}}(\xi, \rho))=\xi(1-\rho))+\mathcal{S}^{-1}\left(u^{2} \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]\right)
\end{array}\right.
$$

Then, the solution in the series form will be:

$$
\begin{gathered}
\sum_{i=0}^{\infty} \underline{Y}_{i}(\xi, \rho)=\underline{Y}_{0}(\xi, \rho)+\underline{Y}_{1}(\xi, \rho)+\underline{Y}_{2}(\xi, \rho)+\underline{Y}_{3}(\xi, \rho)+\cdots \\
=\xi(\rho-1)+\frac{\xi^{3}}{3!}(\rho-1)+\frac{\xi^{5}}{3!}(\rho-1)+\frac{\xi^{7}}{3!}(\rho-1)+\cdots
\end{gathered}
$$

Similarly, for $\bar{Y}(\xi, \rho)$ :

$$
=\xi(1-\rho)+\frac{\xi^{3}}{3!}(1-\rho)+\frac{\xi^{5}}{5!}(1-\rho)+\frac{\xi^{7}}{5!}(1-\rho)+\cdots
$$

and the exact solution is given using (17).

$$
\bar{Y}(\xi, \rho)=(\rho-1) \sinh t \text { and } \bar{Y}(\xi, \rho)=(1-\rho) \sinh t
$$

The graphical representation of the solution is given in Figure 2.


Figure 2. Graphical interpolation of Example 2.

Example 3. Consider the following fuzzy Volterra integro-differential equation:

$$
\begin{align*}
& \left\{\begin{array}{l}
\underline{Y}^{(1)}(\xi, \rho)=(\rho+1)(1+\xi)+\int_{0}^{\xi} \underline{Y}(t, \rho) d t \\
\bar{Y}^{(1)}(\xi, \rho)=(\rho-2)(1+\xi)+\int_{0}^{\xi} \bar{Y}(t, \rho) d t
\end{array}\right.  \tag{28}\\
& \underline{Y}^{(1)}(0)=0=\bar{Y}^{(1)}(0) ; 0 \leq \rho \leq 1,0 \leq t \leq \xi, \quad \xi \in[0,1]
\end{align*}
$$

Using ( $A$ ) and ( $B$ ) on (28), we get:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathcal{S}\left(\underline{\mathrm{Y}}^{(1)}(\xi, \rho)\right)=\mathcal{S}((\rho+1)(1+\xi))+\mathcal{S}\left[\int_{0}^{\xi} \underline{\mathrm{Y}}(t, \rho)\right] d t \\
\mathcal{S}\left(\overline{\mathrm{Y}}^{(1)}(\xi, \rho)\right)=\mathcal{S}((\rho-2)(1+\xi))+\mathcal{S}\left[\int_{0}^{\zeta} \overline{\mathrm{Y}}(t, \rho)\right] d t
\end{array}\right.  \tag{29}\\
& \left\{\begin{array}{l}
\underline{\mathrm{Y}}(\xi, \rho))=\mathcal{S}^{-1}(u(\rho+1))+\mathcal{S}^{-1}\left(u^{2}(\rho+1)+\mathcal{S}^{-1}\left(u^{2} \mathcal{S}[\underline{\mathrm{Y}}(\xi, \rho)]\right)\right. \\
\overline{\mathrm{Y}}(\xi, \rho))=\mathcal{S}^{-1}(u(\rho-2))+\mathcal{S}^{-1}\left(u^{2}(\rho-2)+\mathcal{S}^{-1}\left(u^{2} \mathcal{S}[\overline{\mathrm{Y}}(\xi, \rho)]\right)\right.
\end{array}\right.
\end{align*}
$$

Then, the solution in the series form will be:

$$
\begin{gather*}
\sum_{i=0}^{\infty} \underline{Y}_{i}(\xi, \rho)=\underline{Y}_{0}(\xi, \rho)+\underline{Y}_{1}(\xi, \rho)+\underline{Y}_{2}(\xi, \rho)+\underline{Y}_{3}(\xi, \rho)+\cdots \\
=\xi(\rho+1)+\frac{\xi^{2}}{2!}(\rho+1)+\frac{\xi^{3}}{3!}(\rho+1)+\frac{\xi^{4}}{4!}(\rho+1)+\frac{\xi^{5}}{5!}(\rho+1)  \tag{30}\\
\quad+\frac{\xi^{6}}{6!}(\rho+1) \frac{\xi^{7}}{7!}(\rho+1)+\frac{\xi^{8}}{8!}(\rho+1)+\cdots
\end{gather*}
$$

Similarly, for $\bar{Y}(\xi, \rho)$ :

$$
\begin{gather*}
=\xi(\rho-2)+\frac{\xi^{2}}{2!}(\rho-2)+\frac{\xi^{3}}{3!}(\rho-2)+\frac{\xi^{4}}{4!}(\rho-2)+\frac{\xi^{5}}{5!}(\rho-2)  \tag{31}\\
+\frac{\xi^{6}}{6!}(\rho-2) \frac{\xi^{7}}{7!}(\rho-2)+\frac{\xi^{8}}{8!}(\rho-2)+\cdots
\end{gather*}
$$

Using (17), we get the exact solution.

$$
\underline{Y}(\xi, \rho)=(\rho+1)\left(e^{x}-1\right) \text { and } \bar{Y}(\xi, \rho)=(\rho-2)\left(e^{x}-1\right)
$$

The graphical representation of the solution is given in Figure 3.


Figure 3. Graphical interpretation of Example 3.

Example 4. Consider a Volterra integro-differential equation:

$$
\begin{equation*}
\mathrm{Y}^{(2)}(\xi, \rho)=f(\xi, \rho)-\int_{0}^{\xi}(\xi-t) \mathrm{Y}(t, \rho) d t \tag{32}
\end{equation*}
$$

with conditions:

$$
\begin{gathered}
u(0, \rho)=(\rho+1,3-\rho) ; \quad u^{(1)}(0, \rho)=(\rho, 2-\rho) \\
\lambda=1,0 \leq t \leq \xi, 0 \leq \rho \leq 1, K(\xi, t)=(\xi-t)
\end{gathered}
$$

To solve Equation (32), we proceed as follows:

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{u^{(2)}(\xi, \rho)}{\underline{2}}=f(\xi, \rho)-\int_{0}^{\xi}(\xi-t) \underline{\mathrm{Y}(t, \rho) d t} \\
\overline{u^{(2)}(\xi, \rho)}=f(\xi, \rho)-\int_{0}^{\xi}(\xi-t) \overline{\mathrm{Y}(t, \rho) d t}
\end{array}\right.  \tag{33}\\
& \left\{\begin{array}{l}
\frac{u^{(2)}(\xi, \rho)}{\underline{u^{2}}}=(\rho+2) \xi-\int_{0}^{\xi}(\xi-t) \underline{\mathrm{Y}(t, \rho) d t} \\
\overline{u^{(2)}(\xi, \alpha)}=(4-\rho) \xi-\int_{0}^{\xi}(\xi-t) \overline{\mathrm{Y}(t, \rho) d t}
\end{array}\right. \tag{34}
\end{align*}
$$

Using ( $A$ ) and ( $B$ ), we get:

$$
\left\{\begin{array}{l}
\frac{\mathrm{Y}(\xi, \rho)}{\overline{\mathrm{Y}(\xi, \rho)}}=\mathcal{S}^{-1}\left(u^{3}(\rho+2)+\mathcal{S}^{-1}(u \rho)+\mathcal{S}^{-1}(\rho+1)-\mathcal{S}^{-1}\left(u^{4} \mathcal{S}(4-\rho)+\mathcal{S}^{-1}(2-\rho)+\mathcal{S}^{-1}(3-\rho)-\mathcal{S}^{-1}\left(u^{4} \mathcal{S}(\overline{\mathrm{Y}(\xi, \rho)})\right)\right.\right. \tag{35}
\end{array}\right.
$$

Now, applying the decomposition method for $\mathrm{Y}(\xi, \rho)$ :

$$
\begin{array}{ll}
\mathrm{Y}_{0}=\frac{\xi^{3}}{3!}(\rho+2)+\xi \rho+(\rho+1) & \\
\mathrm{Y}_{1}=\mathcal{S}^{-1}\left(u^{4} \mathcal{S}\left(\frac{\xi^{3}}{3!}(\rho+2)+\xi \rho+(\rho+1)\right)\right), & \mathrm{Y}_{1}=\frac{\xi^{7}}{7!}(\rho+2)+\frac{\xi^{5}}{5!} \rho+\frac{\xi^{4}}{4!}(\rho+1) \\
\mathrm{Y}_{2}=\mathcal{S}^{-1}\left(u^{4} \mathcal{S}\left(\frac{\xi^{7}}{7!}(\rho+2)+\frac{\xi^{5}}{5!} \rho+\frac{\xi^{4}}{4!}(\rho+1)\right)\right. & \mathrm{Y}_{2}=\frac{\xi^{11}}{11!}(\rho+2)+\frac{\xi^{9}}{9!} \rho+\frac{\xi^{8}}{8!}(\rho+1)
\end{array}
$$

Similarly, we can find $\underline{Y_{3}}(\xi, \rho), \underline{Y_{4}}(\xi, \rho), \ldots$. :

$$
\begin{align*}
\sum_{i=0}^{\infty} \underline{Y_{i}}(\xi, \rho) & =\underline{Y_{0}}(\xi, \rho)+\underline{Y_{1}}(\xi, \rho)+\underline{Y_{2}}(\xi, \rho)+\ldots \\
& =\left(\xi+\frac{\xi^{5}}{5!}+\frac{\xi^{9}}{9!}+\ldots .\right) \rho+\left(1+\frac{\xi^{4}}{4!}+\frac{\xi^{8}}{8!}+\ldots \ldots\right)(\rho+1)  \tag{36}\\
& +\left(\frac{\xi^{3}}{3!}+\frac{\xi^{7}}{7!}+\frac{\xi^{11}}{11!} \ldots .\right)(\rho+2)+\cdots
\end{align*}
$$

Now, for $\overline{\mathrm{Y}(\xi, \rho)}$ :

$$
\begin{gathered}
\mathrm{Y}_{0}=\frac{\xi^{3}}{3!}(4-\rho)+\xi(2-\rho)+(3-\rho) \\
\mathrm{Y}_{1}=\mathcal{S}^{-1}\left(u^{4} \mathcal{S}\left(\frac{\xi}{3!}(4-\rho)+\xi(2-\rho)+(3-\rho)\right)\right. \\
\mathrm{Y}_{1}=\frac{\xi^{7}}{7!}(4-\rho)+\frac{\xi^{5}}{5!}(2-\rho)+\frac{\xi^{4}}{4!}(3-\rho) \\
\mathrm{Y}_{2}=\mathcal{S}^{-1}\left(u^{4} \mathcal{S}\left(\frac{\xi^{7}}{7!}(4-\rho)+\frac{\xi^{5}}{5!}(2-\rho)+\frac{\xi^{4}}{4!}(3-\rho)\right),\right. \\
\mathrm{Y}_{2}=\frac{\xi^{11}}{11!}(4-\rho)+\frac{\xi^{9}}{9!}(2-\rho)+\frac{\xi^{8}}{8!}(3-\rho)
\end{gathered}
$$

Similarly, for $\overline{Y_{i}}(\xi, \rho)$ :

$$
\begin{aligned}
& =\left(\xi+\frac{\xi^{5}}{5!}+\frac{\xi^{9}}{9!}+\ldots \ldots\right)(2-\rho)+\left(1+\frac{\xi^{4}}{4!}+\frac{\xi^{8}}{8!}+\ldots \ldots\right)(3-\rho) \\
& +\left(\frac{\xi^{3}}{3!}+\frac{\xi^{7}}{7!}+\frac{\xi^{11}}{11!} \ldots \ldots\right)(4-\rho)+\cdots
\end{aligned}
$$

and the exact solution is given as:

$$
\begin{aligned}
& \underline{Y}(\xi ; \rho)=(\rho+2) \cdot \frac{1}{2}(\sinh \xi-\sin \xi)+(\rho+1) \cdot \frac{1}{2}(\cos \xi+\cosh \xi)+(\rho)(\sin \xi+\sinh \xi) \\
& \qquad \begin{array}{c}
\bar{Y}(t ; \rho)=(4-\rho) \cdot \frac{1}{2}(\sinh \xi-\sin \xi)+(3-\rho) \cdot \frac{1}{2}(\cos \xi+\cosh \xi) \\
\\
+(2-\rho)(\sin \xi+\sinh \xi)
\end{array} \\
& 0 \leq \rho \leq 1
\end{aligned}
$$

The graphical representation of the solution is given in Figure 4.


Figure 4. Graphical interpretation of Example 4.

Example 5. Consider a nonlinear fuzzy Volterra integro-differential equation:

$$
\begin{equation*}
\mathrm{Y}^{(1)}(\xi, \rho)=f(\xi, \rho)-\int_{0}^{\xi} \mathrm{Y}^{2}(t, \rho) d t \tag{37}
\end{equation*}
$$

with conditions $\mathrm{Y}(0, \rho)=(0,0)$, where:

$$
\begin{gathered}
\lambda=1,0 \leq t \leq \xi, 0 \leq \rho \leq 1, K(\xi, t)=1 \text {, i.e., } \\
f(\xi, \rho)=(\rho, 7-\rho)
\end{gathered}
$$

To solve Equation (37), we proceed as follows:

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\mathrm{Y}^{(1)}(\xi, \rho)}{}=f(\xi, \rho)-\int_{0}^{\xi} \underline{\mathrm{Y}^{2}(t, \rho) d t} \\
\overline{\mathrm{Y}^{(1)}(\xi, \rho)}=f(\xi, \rho)-\int_{0}^{\xi} \overline{\mathrm{Y}^{2}(t, \rho) d t}
\end{array}\right.  \tag{38}\\
& \left\{\begin{array}{l}
\frac{\mathrm{Y}^{(1)}(\xi, \rho)}{\overline{Y^{(1)}(\xi, \rho)}}=\rho-\int_{0}^{\xi} \frac{\mathrm{Y}^{2}(t, \rho) d t}{\xi-\rho-\int_{0}^{\xi} \overline{\mathrm{Y}^{2}(t, \rho) d t}}
\end{array}\right. \tag{39}
\end{align*}
$$

Applying the Sumudu transform on both sides of the equation, we get:

$$
\left\{\begin{array}{l}
\mathcal{S}\left(\underline{\mathrm{Y}^{(1)}(\xi, \rho)}=\mathcal{S}(\rho)-\mathcal{S} \int_{0}^{\xi} \frac{\mathrm{Y}^{2}(t, \rho) d t}{}\right.  \tag{40}\\
\mathcal{S} \overline{\overline{\mathrm{Y}^{(1)}(\xi, \rho)}}=\mathcal{S}(7-\rho)-\mathcal{S} \int_{0}^{\xi} \overline{\mathrm{Y}^{2}(t, \rho) d t}
\end{array}\right.
$$

Applying the inverse Sumudu transform and using (19), we get:

$$
\begin{aligned}
&\left\{\begin{aligned}
\frac{\mathrm{Y}(\xi, \rho)}{\overline{\mathrm{Y}(\xi, \rho)}} & =\mathcal{S}^{-1}(u \rho)-\mathcal{S}^{-1}\left(u ^ { 2 } \mathcal { S } \left(\mathrm{Y}^{2}(\xi, \rho)\right.\right. \\
-1 & (u(7-\rho))-\mathcal{S}^{-1}\left(u^{2} \mathcal{S}\left(\overline{\mathrm{Y}^{2}(\xi, \rho)}\right)\right.
\end{aligned}\right. \\
& \sum_{i=0}^{\infty} \overline{\mathrm{Y}_{i}}(\xi, \rho)=\overline{\mathrm{Y}_{1}}(\xi, \rho)+\overline{\mathrm{Y}_{2}}(\xi, \rho)+\overline{\mathrm{Y}_{3}}(\xi, \rho)+\ldots \\
&=\xi(7-\rho)+\frac{\xi^{4}}{12}(7-\rho)^{2}+\frac{\xi^{7}}{252}(7-\rho)^{3}+\ldots
\end{aligned}
$$

The graphical representation of the solution is given in Figure 5.


Figure 5. Graphical interpretation of Example 5.

## 6. Conclusions

Usually, it is difficult to solve fuzzy integro-differential equations analytically. Most probably, it is required to obtain the approximate solutions. In this paper, we developed a numerical technique (Sumudu decomposition method) to find the solution to linear and nonlinear fuzzy Volterra integro-differential equations. A general method for solving VIDE was developed. This technique proved reliable and effective based on the achieved results. It gives fast convergence because by utilizing a lower number of iterations, we get approximate as well as exact solutions.
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#### Abstract

In this paper, we provide a formal proof of the existence of a polynomial solution of fixed degree for a second-order divided-difference equation of the hypergeometric type on non-uniform lattices, generalizing therefore previous work proving existence of the polynomial solution for second-order differential, difference or $q$-difference equation of hypergeometric type. This is achieved by studying the properties of the mean operator and the divided-difference operator as well as by defining explicitly, the right and the "left" inverse for the second operator. The method constructed to provide this formal proof is likely to play an important role in the characterization of orthogonal polynomials on non-uniform lattices and might also be used to provide hypergeometric representation (when it does exist) of the second solution-non polynomial solution-of a second-order divided-difference equation of hypergeometric type.
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## 1. Introduction

Classical orthogonal polynomials of a continuous variable $\left(P_{n}\right)$ are known to satisfy a second-order differential equation of hypergeometric type

$$
\begin{equation*}
\sigma(x) y^{\prime \prime}(x)+\tau(x) y^{\prime}(x)+\lambda y(x)=0 \tag{1}
\end{equation*}
$$

where $\sigma$ is a polynomial of degree at most $2, \tau$ is a first degree polynomial and $\lambda$ is a constant with respect to $x$.

In [1,2], it is shown that Equation (1) has a polynomial solution of exactly $n$ degree for a specific given constant $\lambda=\lambda_{n}$. This is achieved mainly by showing that :

- the $n$th derivative $y^{(n)}$ of any solution $y$ of (1) satisfies an equation of the same type (hypergeometric aspect), that is, an equation of the form

$$
\begin{equation*}
\sigma(x) y^{\prime \prime}(x)+\tau_{n}(x) y^{\prime}(x)+\lambda_{n} y(x)=0, \tag{2}
\end{equation*}
$$

where $\tau_{n}$ is a first degree polynomial and $\lambda_{n}$ is a constant given by

$$
\begin{equation*}
\tau_{n}(x)=\tau+n \sigma^{\prime}(x), \lambda_{n}=\lambda+n \tau^{\prime}+\frac{n(n-1)}{2} \sigma^{\prime \prime} \tag{3}
\end{equation*}
$$

- Any solution of (2) can be written as the $n$th derivative of a solution of (1), provided that $\lambda_{j} \neq 0, j=1 \ldots n-1$.
The fact that the constant solution of (2) when $\lambda_{n}=0$ is the $n$th derivative of a solution of (1) leads to the existence of a polynomial solution of (1), of exactly $n$ degree, when

$$
\lambda=\lambda_{n}=-n \tau^{\prime}-\frac{n(n-1)}{2} \sigma^{\prime \prime} .
$$

This result proves not only the existence of a polynomial solution for Equation (1) but also allows for establishing the Rodrigues formula expressing the polynomial solution in the term of the $n$th derivative:

$$
P_{n}(x)=\frac{B_{n}}{\rho(x)}\left[\sigma^{n}(x) \rho(x)\right]^{(n)}
$$

where $B_{n}$ is a constant and $\rho$ is the weight function satisfying the Pearson equation

$$
(\sigma(x) \rho(x))^{\prime}=\tau(x) \rho(x)
$$

It is worth mentioning that Hermite, Laguerre, Jacobi and Bessel polynomials are the polynomial eigenfunctions of the second-order linear differential operation given in (1).

Using the same approach, similar results have been established in [3] (See also [4]) for the classical orthogonal polynomials of a discrete variable satisfying instead a second-order difference equation of hypergeometric type

$$
\begin{equation*}
\sigma(x) \Delta \nabla y(x)+\tau(x) \Delta y(x)+\lambda_{n} y(x)=0 \tag{4}
\end{equation*}
$$

where $\Delta$ and $\nabla$ are the forward and the backward operators defined by

$$
\Delta f(s)=f(s+1)-f(s), \nabla f(s)=f(s)-f(s-1)
$$

Furthermore, it should be noticed that Charlier, Krawtchuk, Meixner and Hahn polynomials are the polynomial eigenfunctions of the second-order linear difference operation given in (4).

The same result can be established in the same way to for the classical orthogonal polynomials of a $q$-discrete variable satisfying a second-order $q$-difference equation of hypergeometric type [5] (See also [6,7])

$$
\begin{equation*}
\sigma(x) D_{q}^{2} y(x)+\tau(x) D_{q} y(x)+\lambda_{n} y(x)=0 \tag{5}
\end{equation*}
$$

where $D_{q}$ is the Hahn operator [8] defined by

$$
D_{q}(f(x))=\frac{f(q x)-f(x)}{(q-1) x}, x \neq 0, D_{q} f(0):=f^{\prime}(0)
$$

provided that $f^{\prime}(0)$ exists. Orthogonal polynomials which are eigenfunctions of the second-order $q$-difference operator given defined by (5) are [5]: Big q-Jacobi, Big q-Laguerre, Little q-Jacobi, Little q-Laguerre (Wall), q-Laguerre, Alternative q-Charlier, Al-Salam-Carlitz I, Al-Salam-Carlitz II, Stieltjes-Wigert, Discrete q-Hermite I, Discrete q-Hermite II, q-Hahn, q-Meixner, Quantum q-Krawtchouk, q-Krawtchouk, Affine q-Krawtchouk, the q-Charlier and the q-Charlier II polynomials.

Classical orthogonal polynomials on non-uniform lattices (including but not limited to Askey-Wilson polynomials, Racah and $q$-Racah polynomials), are known to satisfy a second-order divided-difference equation of the form [9,10] (see also [11])

$$
\begin{equation*}
\phi(x(s)) \frac{\Delta}{\Delta x\left(s-\frac{1}{2}\right)}\left[\frac{\nabla y(x(s))}{\nabla x(s)}\right]+\frac{\psi(x(s))}{2}\left[\frac{\Delta y(x(s))}{\Delta x(s)}+\frac{\nabla y(x(s))}{\nabla x(s)}\right]+\lambda_{n} y(x(s))=0 \tag{6}
\end{equation*}
$$

where $\psi$ and $\phi$ are polynomials of degree 1 and at most 2 , respectively; $\lambda_{n}$ is a constant depending on $n$ and on the leading coefficients of $\phi$ and $\psi$. The lattice $x(s)$ is defined by $[9,10]$

$$
x(s)=\left\{\begin{array}{lll}
c_{1} q^{-s}+c_{2} q^{s}+c_{3} & \text { if } & q \neq 1  \tag{7}\\
c_{4} s^{2}+c_{5} s+c_{6} & \text { if } & q=1
\end{array}\right.
$$

is known as non-uniform lattice and fulfills various important properties.
Equation (6) can be transformed into equation [12]

$$
\begin{equation*}
\phi(x(s)) \mathbb{D}_{x}^{2} y(x(s))+\psi(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y(x(s))+\lambda_{n} y(x(s))=0 \tag{8}
\end{equation*}
$$

called divided-difference equation of the hypergeometric type by means of the two companion operators $\mathbb{D}_{x}$ (called divided-difference operator) and $\mathbb{S}_{x}$ (called mean operator) defined as $[9,10,12,13]$

$$
\begin{equation*}
\mathbb{D}_{x} f(x(s))=\frac{f\left(x\left(s+\frac{1}{2}\right)\right)-f\left(x\left(s-\frac{1}{2}\right)\right)}{x\left(s+\frac{1}{2}\right)-x\left(s-\frac{1}{2}\right)}, \mathbb{S}_{x} f(x(s))=\frac{f\left(x\left(s+\frac{1}{2}\right)\right)+f\left(x\left(s-\frac{1}{2}\right)\right)}{2} . \tag{9}
\end{equation*}
$$

Using appropriate bases, computer algebra software has been used to solve divided-difference Equation (8) for specific families of classical orthogonal polynomials on a non-uniform lattice. For some special values of the parameter for the specific case of Askey-Wilson polynomials, non-polynomial solution has been recovered together with the polynomial one [14] (see page 15, Equations (62) and (63)). In addition, the operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$ have played a decisive role not only for establishing the functional approach of the characterization theorem of classical orthogonal polynomials on non-uniform lattices, but also for providing algorithmic solution to linear homogeneous divided-difference equations with polynomial coefficients, allowing to solve explicitly [13] the first-order divided-difference equations satisfied by the basic exponential function

$$
\mathbb{D}_{x} y(x(s))=\frac{2 w q^{\frac{1}{4}}}{1-q} y(x(s))
$$

and the second-order divided-difference equation satisfied by the basic trigonometric functions

$$
\mathbb{D}_{x}^{2} y(x(s))=-\left(\frac{2 w q^{\frac{1}{4}}}{1-q}\right)^{2} y(x(s))
$$

where $w$ is a given constant.
The aim of this work is:

1. redto define the right and the "left" inverses of the operator $\mathbb{D}_{x}$;
2. to provide a formal proof of the existence of a polynomial solution of a preassigned degree of the divided-difference equation of hypergeometric type (8), extending and generalising therefore-by means of specialisation and limiting situations on the lattice $x(s)$-similar results obtained for second-order differential, difference or $q$-difference equation of hypergeometric type.

## 2. Preliminary Results: Known and New Properties

Since the main result of this paper is based on the operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$ which are defined by using the lattice $x(s)$, we will provide in this section some known and basic properties of $x(s), \mathbb{D}_{x}$ and $\mathbb{S}_{x}$. We will also derive new properties such as the right and the "left" inverses of the operator $\mathbb{D}_{x}$, required in the next section.

### 2.1. Known Properties of the Lattice $x(s)$

Taking into account the notation

$$
x_{\mu}(s)=x\left(s+\frac{\mu}{2}\right)
$$

the non-uniform lattice $x(s)$ defined by Equation (7) satisfies

$$
\begin{align*}
x(s+k)-x(s) & =\gamma_{k} \nabla x_{k+1}(s)  \tag{10}\\
\frac{x(s+k)+x(s)}{2} & =\alpha_{k} x_{k}(s)+\beta_{k} \tag{11}
\end{align*}
$$

for $k=0,1, \ldots$, with

$$
\begin{equation*}
\alpha_{0}=1, \alpha_{1}=\alpha, \beta_{0}=0, \beta_{1}=\beta, \gamma_{0}=0, \gamma_{1}=1, \tag{12}
\end{equation*}
$$

where the sequences $\left(\alpha_{k}\right),\left(\beta_{k}\right),\left(\gamma_{k}\right)$ satisfy the following relations:

$$
\begin{align*}
\alpha_{k+1}-2 \alpha \alpha_{k}+\alpha_{k-1} & =0 \\
\beta_{k+1}-2 \beta_{k}+\beta_{k-1} & =2 \beta \alpha_{k}  \tag{13}\\
\gamma_{k+1}-\gamma_{k-1} & =2 \alpha_{k}
\end{align*}
$$

and are given explicitly by $[9,10]$

$$
\begin{equation*}
\alpha_{n}=1, \beta_{n}=\beta n^{2}, \gamma_{n}=n, \text { for } \alpha=1 \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{n}=\frac{q^{\frac{n}{2}}+q^{-\frac{n}{2}}}{2}, \beta_{n}=\frac{\beta\left(1-\alpha_{n}\right)}{1-\alpha}, \gamma_{n}=\frac{q^{\frac{n}{2}}-q^{-\frac{n}{2}}}{q^{\frac{1}{2}}-q^{-\frac{1}{2}}}, \text { for } \alpha=\frac{q^{\frac{1}{2}}+q^{-\frac{1}{2}}}{2} . \tag{15}
\end{equation*}
$$

2.2. Known Properties of the Operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$

The operators $\mathbb{S}_{x}$ and $\mathbb{D}_{x}$ fulfil the so-called Product rules I [13,14]:

$$
\begin{align*}
\mathbb{D}_{x}(f(x(s)) g(x(s))) & =\mathbb{S}_{x} f(x(s)) \mathbb{D}_{x} g(x(s))+\mathbb{D}_{x} f(x(s)) \mathbb{S}_{x} g(x(s)),  \tag{16}\\
\mathbb{S}_{x}(f(x(s)) g(x(s))) & =U_{2}(x(s)) \mathbb{D}_{x} f(x(s)) \mathbb{D}_{x} g(x(s))+\mathbb{S}_{x} f(x(s)) \mathbb{S}_{x} g(x(s)), \tag{17}
\end{align*}
$$

where $U_{2}$ is a polynomial of degree 2

$$
\begin{equation*}
U_{2}(x(s))=\left(\alpha^{2}-1\right) x^{2}(s)+2 \beta(\alpha+1) x(s)+\eta_{x} \tag{18}
\end{equation*}
$$

and $\eta_{x}$ is a constant given by [14]

$$
\begin{equation*}
\eta_{x}=\frac{x^{2}(0)+x^{2}(1)}{4 \alpha^{2}}-\frac{\left(2 \alpha^{2}-1\right)}{2 \alpha^{2}} x(0) x(1)-\frac{\beta(\alpha+1)}{\alpha^{2}}(x(0)+x(1))+\frac{\beta^{2}(\alpha+1)^{2}}{\alpha^{2}} . \tag{19}
\end{equation*}
$$

The operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$ also satisfy the so-called Product Rules II [13,14]:

$$
\begin{equation*}
\mathbb{D}_{x} \mathbb{S}_{x}=\alpha \mathbb{S}_{x} \mathbb{D}_{x}+U_{1}(x(s)) \mathbb{D}_{x}^{2} ; \mathbb{S}_{x}^{2}=U_{1}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x}+\alpha U_{2}(x(s)) \mathbb{D}_{x}^{2}+\mathbb{I} \tag{20}
\end{equation*}
$$

where $\mathbb{I}$ is the identity operator $\mathbb{I} f(x)=f(x)$, and

$$
U_{1}(x(s))=\left(\alpha^{2}-1\right) x(s)+\beta(\alpha+1) .
$$

### 2.3. An Appropriate Basis for the Operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$

Searching for a polynomial basis on which the action of the companion operators will give a linear combination of at most two elements of the basis, Foupouagnigni et al. proved in [14] that the polynomial $F_{n}$ defined by

$$
\begin{equation*}
F_{n}(x(s))=F_{n}(x(s), x(\varepsilon)), \text { with } F_{n}(x(s), x(\varepsilon))=\prod_{j=1}^{n}\left[x(s)-x_{j}(\varepsilon)\right] \tag{21}
\end{equation*}
$$

where $\varepsilon$ is the unique solution (provided that the lattice $x(s)$ is quadratic or $q$-quadratic: i.e., the constants $c_{j}$ in (7) satisfy $c_{1} c_{2} \neq 0$ or $c_{4} \neq 0$ ) in the variable $t$ of the equation $x_{1}(t)=x(t)$, is the right basis for the operators $\mathbb{S}_{x}$ and $\mathbb{D}_{x}$ because it satisfies the following properties

$$
\begin{align*}
\mathbb{D}_{x} F_{n}(x(s)) & =\gamma_{n} F_{n-1}(x(s))  \tag{22}\\
\mathbb{S}_{x} F_{n}(x(s)) & =\alpha_{n} F_{n}(x(s))+\frac{\gamma_{n}}{2} \nabla x_{n+1}\left(z_{x}\right) F_{n-1}(x(s)), \tag{23}
\end{align*}
$$

where the constants $\alpha_{n}$ and $\gamma_{n}$ are given in (14) and (15).
After reviewing some properties of the operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$, we now state and prove the following proposition providing the left and right inverse of the operator $\mathbb{D}_{x}$, to be used in the next section to complete the proof of the main theorem of this paper.

## Proposition 1.

Let $\mathbb{F}_{x}$ be a linear operator defined on the basis $\left(F_{n}\right)_{n}$ by

$$
\begin{equation*}
\mathbb{F}_{x} F_{n}=\frac{F_{n+1}}{\gamma_{n+1}}, n \geq 0, \mathbb{F}_{x} 0:=0 \tag{24}
\end{equation*}
$$

Then, $\mathbb{F}_{x}$ satisfies the following relations:

$$
\begin{equation*}
\mathbb{D}_{x} \mathbb{F}_{x}=\mathbb{I}, \mathbb{F}_{x} \mathbb{D}_{x}=\mathbb{I}-\delta_{x(\varepsilon)}, \tag{25}
\end{equation*}
$$

where $\mathbb{I}$ is the identity operator and $\delta_{x(\varepsilon)}$ is the Dirac delta distribution defined by

$$
\left\langle\delta_{x(\varepsilon)}, P\right\rangle=P(x(\varepsilon)), \forall P
$$

with $\varepsilon$ is defined in (21).
Proof. For all positive integer $n, F_{n}$ defined by (21) is a polynomial of degree exactly $n$. $\left(F_{n}\right)$ is therefore a basis of $\mathbb{C}[x]$. Letting $f \in \mathbb{C}_{n}[x]$, there exist $f_{0}, \ldots, f_{n} \in \mathbb{C}[x]$ such that

$$
f(x(s))=\sum_{j=0}^{n} f_{j} F_{j}(x(s))
$$

We have

$$
\begin{equation*}
\left\langle\delta_{x(\varepsilon)}, f\right\rangle=f(x(\varepsilon))=\sum_{j=1}^{n} f_{j} F_{j}(x(\varepsilon))+f_{0}=f_{0} \tag{26}
\end{equation*}
$$

$$
\begin{aligned}
\mathbb{D}_{x} \mathbb{F}_{x} f(x(s)) & =\sum_{j=0}^{n} f_{j} \mathbb{D}_{x} \mathbb{F}_{x} F_{j}(x(s)) \\
& =\sum_{j=0}^{n} \frac{f_{j} \mathbb{D}_{x} F_{j+1}(x(s))}{\gamma_{j+1}} \\
& =\sum_{j=0}^{n} f_{j} F_{j}(x(s))=f(x(s)) .
\end{aligned}
$$

Hence, the first part of Relation (24) holds. Using (26), we have

$$
\begin{aligned}
\mathbb{F}_{x} \mathbb{D}_{x} f(x(s))+\left\langle\delta_{\varepsilon}, f\right\rangle & =\mathbb{F}_{x} \mathbb{D}_{x} f(x(s))+f_{0} \\
& =\sum_{j=0}^{n} f_{j} \mathbb{F}_{x} \mathbb{D}_{x} F_{j}(x(s))+f_{0} \\
& =\sum_{j=1}^{n} f_{j} \gamma_{j} \mathbb{F}_{x} F_{j-1}(x(s))+f_{0} \\
& =\sum_{j=1}^{n} f_{j} F_{j}(x(s))+f_{0} \\
& =f(x(s)) .
\end{aligned}
$$

The second part of (25) is therefore satisfied.

## 3. Existence of the Polynomial Solution of the Divided-Difference Equation of the Hypergeometric Type

Having stated and proved required properties of the operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$, we will now state and prove the main theorem of this paper.

Theorem 1. Let $n$ be a nonnegative integer, $\psi$ and $\phi$ be two polynomials of degree 1 and at most 2 , respectively, such that

$$
\begin{equation*}
\forall k \in \mathbb{N}, \eta_{k}:=\phi_{2} \gamma_{k}+\psi_{1} \alpha_{k} \neq 0 \tag{27}
\end{equation*}
$$

Then, the divided-difference equation

$$
\begin{equation*}
\phi(x(s)) \mathbb{D}_{x}^{2} y(x(s))+\psi(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y(x(s))+\lambda_{n, 0} y(x(s))=0 \tag{28}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda_{n, 0}=-\gamma_{n}\left(\phi_{2} \gamma_{n-1}+\psi_{1} \alpha_{n-1}\right)=-\gamma_{n} \eta_{n-1} \tag{29}
\end{equation*}
$$

where $\psi_{1}$ and $\phi_{2}$ are leading coefficients of polynomials $\psi$ and $\phi$ respectively, has a polynomial solution of exactly $n$ degree.

The proof of Theorem 1 will be organized as follows: we split the proof in five lemmas which we first state, prove, and then put these lemmas together in combination with Proposition 1 to deduce the proof of this theorem.

## Lemma 1.

If the function $y_{0}$ is a solution of (28), then the function $y_{1}=\mathbb{D}_{x} y_{0}$ satisfies

$$
\begin{equation*}
\phi^{[1]}(x(s)) \mathbb{D}_{x}^{2} y(x(s))+\psi^{[1]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y(x(s))+\lambda_{n, 1} y(x(s))=0 \tag{30}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\phi^{[1]}(x(s))=\mathbb{S}_{x} \phi(x(s))+\alpha U_{2}(x(s)) \mathbb{D}_{x} \psi+U_{1}(x(s)) \mathbb{S}_{x} \psi(x(s))  \tag{31}\\
\psi^{[1]}(x(s))=\mathbb{D}_{x} \phi(x(s))+U_{1}(x(s)) \mathbb{D}_{x} \psi+\alpha \mathbb{S}_{x} \psi(x(s)) \\
\lambda_{n, 1}=\lambda_{n, 0}+\mathbb{D}_{x} \psi
\end{array}\right.
$$

Proof. Assume that $y_{0}$ satisfies (28). Applying the operator $\mathbb{D}_{x}$ to (28) in which $y$ is replaced by $y_{0}$ and using the product rule I in (16) and (17), we obtain

$$
\begin{aligned}
& \mathbb{D}_{x} \phi(x(s)) \mathbb{S}_{x} \mathbb{D}_{x}^{2} y_{0}(x(s))+\mathbb{S}_{x} \phi(x(s)) \mathbb{D}_{x}^{3} y_{0}(x(s))+\mathbb{D}_{x} \psi(x(s)) \mathbb{S}_{x}^{2} \mathbb{D}_{x} y_{0}(x(s)) \\
& +\mathbb{S}_{x} \psi(x(s)) \mathbb{D}_{x} \mathbb{S}_{x} \mathbb{D}_{x} y_{0}(x(s))+\lambda_{n, 0} \mathbb{D}_{x} y_{0}(x(s))=0
\end{aligned}
$$

Using the product rules II in (20) to replace $\mathbb{S}_{x}^{2}$ and $\mathbb{D}_{x} \mathbb{S}_{x}$ in the previous equation, we have

$$
\phi^{[1]}(x(s)) \mathbb{D}_{x}^{3} y_{0}(x(s))+\psi^{[1]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x}^{2} y_{0}(x(s))+\lambda_{n, 1} \mathbb{D}_{x} y_{0}(x(s))=0
$$

where $\phi^{[1]}(x(s)), \psi^{[1]}(x(s))$ and $\lambda_{n, 1}$ are defined by (31). Therefore, $y_{1}=\mathbb{D}_{x} y_{0}$ is a solution of Equation (30).

## Lemma 2.

If the function $y_{0}$ is a solution of (28), then the function $y_{k}=\mathbb{D}_{x}^{k} y_{0}$ is a solution of the equation

$$
\begin{equation*}
\phi^{[k]}(x(s)) \mathbb{D}_{x}^{2} y(x(s))+\psi^{[k]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y(x(s))+\lambda_{n, k} y(x(s))=0 \tag{32}
\end{equation*}
$$

where the polynomials $\phi^{[k]}, \psi^{[k]}$ and the constant $\lambda_{n, k}$ satisfy

$$
\left\{\begin{array}{l}
\phi^{[k+1]}(x(s))=\mathbb{S}_{x} \phi^{[k]}(x(s))+\alpha U_{2}(x(s)) \mathbb{D}_{x} \psi^{[k]}+U_{1}(x(s)) \mathbb{S}_{x} \psi^{[k]}(x(s))  \tag{33}\\
\psi^{[k+1]}(x(s))=\mathbb{D}_{x} \phi^{[k]}(x(s))+U_{1}(x(s)) \mathbb{D}_{x} \psi^{[k]}+\alpha \mathbb{S}_{x} \psi^{[k]}(x(s)) \\
\lambda_{n, k+1}=\lambda_{n, k}+\mathbb{D}_{x} \psi^{[k]}
\end{array}\right.
$$

with the following initial values: $\phi^{[0]}:=\phi, \psi^{[0]}:=\psi$.
Proof. Lemma 1 assures the validity of the result for $k=1$.
Let $k$ be a positive integer. Assume that $y_{k}$ is solution of Equation (32). Applying the operator $\mathbb{D}_{x}$ to (32) in which $y$ is replaced by $y_{k}$ and using the Product Rules I, we obtain

$$
\begin{aligned}
& \mathbb{D}_{x} \phi^{[k]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x}^{2} y_{k}(x(s))+\mathbb{S}_{x} \phi^{[k]}(x(s)) \mathbb{D}_{x}^{3} y_{k}(x(s))+\mathbb{D}_{x} \psi^{[k]}(x(s)) \mathbb{S}_{x}^{2} \mathbb{D}_{x} y_{k}(x(s)) \\
& +\mathbb{S}_{x} \psi^{[k]}(x(s)) \mathbb{D}_{x} \mathbb{S}_{x} \mathbb{D}_{x} y_{k}(x(s))+\lambda_{n, k} \mathbb{D}_{x} y_{k}(x(s))=0
\end{aligned}
$$

Using the products rule II to replace $\mathbb{S}_{x}^{2}$ and $\mathbb{D}_{x} \mathbb{S}_{x}$ in the previous equation, we have

$$
\phi^{[k+1]}(x(s)) \mathbb{D}_{x}^{3} y_{k}(x(s))+\psi^{[k+1]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x}^{2} y_{k}(x(s))+\lambda_{n, k+1} \mathbb{D}_{x} y_{k}(x(s))=0
$$

where $\phi^{[k+1]}(x(s)), \psi^{[k+1]}(x(s))$ and $\lambda_{n, k+1}$ are defined by (33). Thus, $y_{k+1}=\mathbb{D}_{x} y_{k}$ satisfies

$$
\phi^{[k+1]}(x(s)) \mathbb{D}_{x}^{2} y_{k+1}(x(s))+\psi^{[k+1]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y_{k+1}(x(s))+\lambda_{n, k+1} y_{k+1}(x(s))=0
$$

## Lemma 3.

If a given function $y_{1}$ satisfies (30) with $\lambda_{n, 0} \neq 0$, then there exists a function $y_{0}$ satisfying (28) such that

$$
\begin{equation*}
y_{1}=\mathbb{D}_{x} y_{0} \tag{34}
\end{equation*}
$$

Proof. Let $y_{1}$ be a solution of (30) with $\lambda_{n, 0} \neq 0$. If there would exist a solution $v_{0}$ of (28) such that $y_{1}=\mathbb{D}_{x} v_{0}$, then from (28) we can express $v_{0}$ as:

$$
\begin{equation*}
v_{0}(x(s))=-\frac{1}{\lambda_{n, 0}}\left[\phi(x(s)) \mathbb{D}_{x} y_{1}(x(s))+\psi(x(s)) \mathbb{S}_{x} y_{1}(x(s))\right] \tag{35}
\end{equation*}
$$

Now, it remains to verify that the function $v_{0}$ defined in terms of $y_{1}$ by (35) satisfies Equation (28) with

$$
\begin{equation*}
\mathbb{D}_{x} v_{0}=y_{1} \tag{36}
\end{equation*}
$$

By applying $\mathbb{D}_{x}$ to (35) and using product rules I, II and the fact that $y_{1}$ is solution of (30), we get

$$
\begin{aligned}
-\lambda_{n, 0} \mathbb{D}_{x} v_{0}(x(s)) & =\mathbb{D}_{x}\left[\phi(x(s)) \mathbb{D}_{x} y_{1}(x(s))+\psi(x(s)) \mathbb{S}_{x} y_{1}(x(s))\right] \\
& =\phi^{[1]}(x(s)) \mathbb{D}_{x}^{2} y_{1}(x(s))+\psi^{[1]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y_{1}(x(s))+\left(\lambda_{n, 1}-\lambda_{n, 0}\right) y_{1}(x(s)) \\
& =-\lambda_{n, 0} y_{1}(x(s))
\end{aligned}
$$

Therefore, $\mathbb{D}_{x} v_{0}=y_{1}$ since $\lambda_{n, 0} \neq 0$.
We prove that $v_{0}$ is solution of (28) by replacing $y_{1}$ in the Equation (35) by $\mathbb{D}_{x} v_{0}$.

## Lemma 4.

For any positive integer $n$, the coefficients $\lambda_{n, k}$ defined by relation (33) satisfy

$$
\begin{align*}
& \lambda_{n, k}=\lambda_{n, 0}-\lambda_{k, 0}, 0 \leq k \leq n  \tag{37}\\
& \lambda_{n, k} \neq 0, \quad \text { for } 0 \leq k \leq n-1, \text { and }(n, k) \neq(0,0) \tag{38}
\end{align*}
$$

where

$$
\lambda_{n, 0}=-\gamma_{n}\left(\phi_{2} \gamma_{n-1}+\psi_{1} \alpha_{n-1}\right)
$$

Proof. If we denote by $\phi^{[k]}(x(s))=\phi_{2}^{[k]} F_{2}(x(s))+\phi_{1}^{[k]} F_{1}(x(s))+\phi_{0}^{[k]}$ and $\psi^{[k]}(x(s))=\psi_{1}^{[k]} F_{1}(x(s))+$ $\psi_{0}^{[k]}$, then from (33), we have the following system of recurrence equation

$$
\left\{\begin{aligned}
\phi_{2}^{[k+1]} & =\alpha_{2} \phi_{2}^{[k]}+\alpha \gamma_{1}\left(\alpha^{2}-1\right) \psi^{[k]}+\alpha_{1}\left(\alpha^{2}-1\right) \psi_{1}^{[k]} \\
\psi_{1}^{[k+1]} & =\gamma_{2} \phi_{2}^{[k]}+\left(\alpha^{2}-1\right) \gamma_{1} \psi_{1}^{[k]}+\alpha \alpha_{1} \psi_{1}^{[k]} \\
\lambda_{n, k+1} & =\lambda_{n, k}+\psi_{1}^{[k]}
\end{aligned}\right.
$$

Using relations

$$
\alpha_{2}=2 \alpha^{2}-1, \gamma_{2}=2 \alpha
$$

derived from Equations (12) and (13), the previous system of equations becomes

$$
\left\{\begin{array}{l}
\phi_{2}^{[k+1]}=\left(2 \alpha^{2}-1\right) \phi_{2}^{[k]}+2 \alpha\left(\alpha^{2}-1\right) \psi_{1}^{[k]} \\
\psi_{1}^{[k+1]}=2 \alpha \phi_{2}^{[k]}+\left(2 \alpha^{2}-1\right) \psi_{1}^{[k]} \\
\lambda_{n, k+1}=\lambda_{n, k}+\psi_{1}^{[k]}
\end{array}\right.
$$

Solving this system of recurrence equations with the initial values $\phi_{2}^{[0]}=\phi_{2}, \psi_{1}^{[0]}=\psi_{1}$, we obtain for the $q$-quadratic lattice

$$
\begin{equation*}
\lambda_{n, k}=\frac{\left(q^{k}-q^{n}\right)}{(q-1)^{2} q^{k} q^{n}}\left[\sqrt{q}\left(q^{k} q^{n}-q\right) \phi_{2}+\frac{1}{2}(q-1)\left(q+q^{k} q^{n}\right) \psi_{1}\right] \tag{39}
\end{equation*}
$$

Using the definition of $\lambda_{n, 0}$ which of course coincides with the one of $\lambda_{n, k}$ for $k=0$, we derive (37) from (39).

Solving the following the equation

$$
\lambda_{n, k}=0
$$

in terms of the unknown $k$ keeping in mind (27), gives a unique solution $k=n$. Thus, relation (38) is satisfied. It can easily be proved in the same way that relation (38) is satisfied for the quadratic lattice.

## Lemma 5.

Let $n$ be a fixed positive integer and let $k$ be an integer such that $0 \leq k \leq n$. Then, if $y_{k}$ is a solution of Equation (32), then there exists $y_{0}$ solution of Equation (28) such that

$$
y_{k}=\mathbb{D}_{x}^{k} y_{0}
$$

Proof. Let $k$ be a nonnegative integer with $k \leq n$. Assume that $y_{k}$ satisfies (32). Then, we obtain that there exists a function $y_{k-1}$ solution of the equation obtained by replacing $k$ in (32) by $k-1$, namely,

$$
\begin{equation*}
\phi^{[k-1]}(x(s)) \mathbb{D}_{x}^{2} y(x(s))+\psi^{[k-1]}(x(s)) \mathbb{S}_{x} \mathbb{D}_{x} y(x(s))+\lambda_{n, k-1} y(x(s))=0 \tag{40}
\end{equation*}
$$

such that

$$
y_{k}=\mathbb{D}_{x} y_{k-1}
$$

This is achieved using the fact that $\lambda_{n, k-1} \neq 0$ thanks to Lemma 4 , and also using Lemma 3 but with the functions $y_{0}$ and $y_{1}$ replaced, respectively, by the functions $y_{k-1}$ and $y_{k}$ while Equation (28) is replaced by Equation (40). In addition, Equation (30) is replaced by the Equation (32).

The proof is completed by repeating the same process for $y_{k-1}, y_{k-2}, \ldots, y_{1}$ and using Lemmas 3 and 4.

Proof of Theorem 1. Since, for $k=n, \lambda_{n, k}=\lambda_{n, n}=0$ thanks to (37), Equation (32) admits a constant solution, namely $F_{0}(x(s))=1$. We therefore deduce from Lemma 5 that there exists a function $v_{0}$ solution of (28) such that

$$
\begin{equation*}
F_{0}(x(s))=\mathbb{D}_{x}^{n} v_{0}(x(s)) \tag{41}
\end{equation*}
$$

Next, we apply the operator $\mathbb{F}_{x}$ on both members of the previous equation and deduce by applying the second relation of Equation (25) of Proposition 1 that

$$
\mathbb{F}_{x} F_{0}(x(s))=\mathbb{F}_{x} \mathbb{D}_{x} \mathbb{D}_{x}^{n-1} v_{0}(x(s))=\mathbb{D}_{x}^{n-1} v_{0}(x(s))-\left.\mathbb{D}_{x}^{n-1} v_{0}(x(s))\right|_{s=\varepsilon}
$$

Hence,

$$
\mathbb{D}_{x}^{n-1} v_{0}(x(s))=\mathbb{F}_{x} F_{0}(x(s))+C_{n-1} F_{0}(x(s))
$$

where $C_{n-1}=\left.\mathbb{D}_{x}^{n-1} v_{0}(x(s))\right|_{s=\varepsilon}$.
By applying again the operator $\mathbb{F}_{x}$ on both members of the previous equation and using the second relation of Equation (25), we get

$$
\mathbb{D}_{x}^{n-2} v_{0}(x(s))=\mathbb{F}_{x}^{2} F_{0}(x(s))+C_{n-1} \mathbb{F}_{x} F_{0}(x(s))+C_{n-2} F_{0}(x(s)),
$$

where $C_{n-2}=\left.\mathbb{D}_{x}^{n-2} v_{0}(x(s))\right|_{s=\varepsilon}$. Repeating the same process, we express $v_{0}$ as

$$
v_{0}(x(s))=\mathbb{F}_{x}^{n} F_{0}(x(s))+\sum_{j=0}^{n-1} C_{j} \mathbb{F}_{x}^{j} F_{0}(x(s))=\frac{F_{n}(x(s))}{\prod_{l=1}^{n} \gamma_{l}}+\sum_{j=0}^{n-1} C_{j} \mathbb{F}_{x}^{j} F_{0}(x(s))
$$

where $C_{j}=\left.\mathbb{D}_{x}^{j} v_{0}(x(s))\right|_{s=\varepsilon}$. Therefore, $v_{0}(x(s))$ is a polynomial of degree exactly $n$ in $x(s)$.

## 4. Conclusions and Perspectives

In this work, we have derived the right and the "left" inverse of the operator $\mathbb{D}_{x}$ and used the properties of the inverse operators, as well as those of the operators $\mathbb{D}_{x}$ and $\mathbb{S}_{x}$, to provide a formal proof that the divided-difference equation of hypergeometric type (28) has a polynomial solution of degree exactly $n$.

The novelty of our work is the formal proof of the existence of this polynomial solution, confirming therefore the fact that, in [14], by solving divided-difference (8) on a case by case basis and using most appropriate polynomial basis for each case, we have obtained for each family of classical orthogonal polynomials on non-uniform lattice, a hypergeometric or $q$-hypergeometric solution which happens to be a polynomial because of the form of one of the upper parameters obtained in the hypergeometric (or $q$-hypergeometric) representation of the obtained solution.

Finding hypergeometric representation of the non polynomial solution of (8) is not obvious and this was obtained unexpectedly for the Askey-Wilson polynomials when the parameters fulfill $b=a q^{\frac{1}{2}}, d=a q^{\frac{1}{2}}[14]$ (see page 15, Equations (62) and (63)). The method developed here might help to understand when and why such a hypergeometric representation exists for non-polynomial solutions.

As an additional potential application of our paper, the right and the "left" inverse of the operator $\mathbb{D}_{x}$ are likely to play important role in the study of the properties of orthogonal polynomials on the non-uniform latices, and on the search of the solutions of divided-difference equations on non-uniform lattices, as well as on the hypergeometric representation (when they exist) of the second-solution-non polynomial solution-of Equation (28).

Author Contributions: These authors contributed equally to this work, in terms of investigation, conceptualization and methodology.
Funding: The Research of the first author was partially supported by the AIMS-Cameroon Research Allowance 2018-2019.

Acknowledgments: We would like to thank Gabriel Nguetseng from the Mathematics Department of the University of Yaounde I, for asking the right question whose answer led to this result. In addition, we would like to thank the anonymous reviewers whose comments and suggestions helped to improve the quality of our work.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Nikiforov, A.F.; Uvarov, V.B. Special Functions of Mathematical Physics; Birkhäuser: Basel, Switzerland; Boston, MA, USA, 1988.
2. Bochner, S. Über Sturm-Liouvillesche Polynomsysteme. Math. Z. 1929, 29, 730-736. [CrossRef]
3. Nikiforov, A.F.; Suslov, S.K.; Uvarov, V.B. Classical Orthogonal Polynomials of a Discrete Variable; Springer Series in Computational Physics; Springer: Berlin, Germany, 1991.
4. Lancaster, O.E. Orthogonal polynomials defined by difference equations. Am. J. Math. 1941, 63, 185-207. [CrossRef]
5. Koekoek, R.; Lesky, P.A.; Swarttouw, R.F. Hypergeometric Orthogonal Polynomials and Their q-Analogues; Springer Monographs in Mathematics; Springe: Berlin, Germany, 2010.
6. Lesky, P. Über Polynomsystem, die Sturm-Liouvilleschen Diefferenzengleichungen gegen. Math. Z. 1982, 78, 656-663.
7. Lesky, P. Zweigliedrige Rekursionen für die Koeffizienten von polynomlösungen Sturm-Liouvillescher $q$-Differezengleichungen. Z. Angew. Math. Mech. 1994, 74, 497-500. [CrossRef]
8. Hahn, W. Über Orthogonalpolynome, die $q$-Differenzengleichungen genugen. Math. Nachr. 1949, 2, 4-34. [CrossRef]
9. Suslov, S.K. The theory of difference analogues of special functions of hypergeometric type. Russ. Math. Surv. 1989, 44, 227-278. [CrossRef]
10. Atakishiyev, N.M.; Rahman, M.; Suslov, S.K. On Classical Orthogonal Polynomials. Constr. Approx. 1995, 11,181-226. [CrossRef]
11. Costas-Santos, R.S.; Marcellán, F. q-Classical Orthogonal Polynomials: A General Difference Calculus Approach. Acta Appl. Math. 2010, 111, 107-128. [CrossRef]
12. Foupouagnigni, M. On difference equations for orthogonal polynomials on non-uniform lattices. J. Differ. Equ. Appl. 2008, 14, 127-174. [CrossRef]
13. Foupouagnigni, M.; Kenfack-Nangho, M.; Mboutngam, S. Characterization theorem of classical orthogonal polynomials on non-uniform lattices: The functional approach. Integral Transforms Spec. Funct. 2011, 22, 739-758. [CrossRef]
14. Foupouagnigni, M.; Koepf, W.; Kenfack-Nangho, M.; Mboutngam, S. On Solutions of Holonomic Divided-Difference Equations on non-uniform Lattices. Axioms 2013, 3, 404-434. [CrossRef]
(C) 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).

## Article

# Solution Estimates for the Discrete Lyapunov Equation in a Hilbert Space and Applications to Difference Equations 

Michael Gil ${ }^{(1)}$<br>Department of Mathematics, Ben Gurion University of the Negev, P.0. Box 653, Beer-Sheva 84105, Israel; gilmi@bezeqint.net

Received: 15 January 2019; Accepted: 2 February 2019; Published: 6 February 2019


#### Abstract

The paper is devoted to the discrete Lyapunov equation $X-A^{*} X A=C$, where $A$ and $C$ are given operators in a Hilbert space $\mathcal{H}$ and $X$ should be found. We derive norm estimates for solutions of that equation in the case of unstable operator $A$, as well as refine the previously-published estimates for the equation with a stable operator. By the point estimates, we establish explicit conditions, under which a linear nonautonomous difference equation in $\mathcal{H}$ is dichotomic. In addition, we suggest a stability test for a class of nonlinear nonautonomous difference equations in $\mathcal{H}$. Our results are based on the norm estimates for powers and resolvents of non-self-adjoint operators.
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## 1. Introduction and Notations

Let $\mathcal{H}$ be a complex separable Hilbert space with a scalar product (.,.), the norm $\|\|=.\sqrt{(., .)}$, and unit operator $I=I_{\mathcal{H}}$. By $\mathcal{B}(\mathcal{H})$, we denote the set of all bounded linear operators in $\mathcal{H}$. In addition, $\Omega$ denotes the unit circle: $\Omega=\{z \in \mathbb{C}:|z|=1\}$. An operator $A$ is said to be Schur-Kohn stable, or simply stable, if its spectrum $\sigma(A)$ lies inside $\Omega$. Otherwise, $A$ will be called an unstable operator.

Consider the discrete Lyapunov equation:

$$
\begin{equation*}
X-A^{*} X A=C, \tag{1}
\end{equation*}
$$

where $A, C \in \mathcal{B}(\mathcal{H})$ are given operators and $X$ should be found. That equation arises in various applications, cf. [1]. Sharp norm estimates for solutions of (1) with Schur-Kohn stable finite dimensional and some classes of infinite dimensional operators have been derived in [2,3]. At the same time, to the best of our knowledge, norm estimates for solutions of (1) with unstable $A$ have not been obtained in the available literature.

Our aim in the present paper is to establish sharp norm estimates for solutions of Equation (1) with an unstable operator $A$. In addition, we refine and complement estimates for (1) with stable operator coefficients from [2,3].

The point estimates enable us to suggest new dichotomy conditions for nonautonomous linear difference equations and explicit stability conditions for the nonautonomous nonlinear difference equations in a Hilbert space.

The dichotomy of various abstract difference equations has been investigated by many mathematicians, cf. [4] and [5-11] and the references therein. In particular, the main result of the paper [8] gives a decomposition of the dichotomy spectrum considering the upper dichotomy spectrum, lower dichotomy spectrum, and essential dichotomy spectrum. In addition, in [8], it is proven that the dichotomy spectrum is a disjoint union of closed intervals. In [9,11], an approach concerning
the characterization of the exponential dichotomy of difference equations by means of an admissible pair of sequence Banach spaces has been developed. The paper [12] considers two general concepts of dichotomy for noninvertible and nonautonomous linear discrete-time systems in Banach spaces. These concepts use two types of dichotomy projection sequences and generalize some well-known dichotomy concepts.

Certainly, we could not survey here all the papers in which in the general situation the dichotomy conditions are formulated in terms of the original norm. We formulate the dichotomy conditions in terms of solutions of Lyapunov's equation. In appropriate situations, that fact enables us to derive upper and lower solution estimates. In addition, traditionally, the existence of dichotomy projections is assumed. We obtain the existence of these projections via perturbations of operators.

The stability theory for abstract nonautonomous difference equations has a long history, but mainly linear equations have been investigated, cf. [13-15] and the references therein. Regarding the stability of nonlinear autonomous difference equations in a Banach space, see [16]. The stability theory for nonlinear nonautonomous difference equations in a Banach space is developed considerably less than the one for linear and autonomous nonlinear equations. Here, we should point out the paper [17], in which the author studied the local exponential stability of difference equations in a Banach space with slowly-varying coefficients and nonlinear perturbations. Besides, he established the robustness of the exponential stability. Regarding other results of the stability of nonlinear nonautonomous difference equations in an infinite dimensional space, see for instance [2], Chapter 12.

In this paper, we investigate semilinear nonautonomous difference equations in a Hilbert space and do not require that the coefficients are slowly varying.

Introduce the notations. For an $A \in \mathcal{B}(\mathcal{H}), \sigma(A)$ is the spectrum; $r_{s}(A)$ is the (upper) spectral radius; $r_{l}(A)=\inf \{|s|: s \in \sigma(A)\}$ is the lower spectral radius; $A^{*}$ is adjoint to $A ; R_{\lambda}(A)=(A-$ $\lambda I)^{-1}(\lambda \notin \sigma(A))$ is the resolvent; $\|A\|_{\mathcal{B}(\mathcal{H})}=\|A\|:=\sup _{h \in \mathcal{H}}\|A h\| /\|h\| ; A_{I}=\Im A=\left(A-A^{*}\right) / 2 i ;$

$$
1.7 e m(A, \lambda):=\inf _{s \in \sigma(A)}|\lambda-s| \quad(\lambda \in \mathbb{C})
$$

The Schatten-von Neumann ideal of compact operators $A$ in $\mathcal{H}$ with the finite Schatten-von Neumann norm $N_{p}(A):=\left(\operatorname{trace}\left(A^{*} A\right)^{p / 2}\right)^{1 / p}(1 \leq p<\infty)$ is denoted by $S N_{p}$. In particular, $S N_{2}$ is the Hilbert-Schmidt ideal and $N_{2}($.$) is the Hilbert-Schmidt norm.$

## 2. Auxiliary Results

In the present section, we have collected norm estimates for powers and resolvents of some classes of operators and estimates for the powers of their inverses. They give us bounds for the solution of Equation (1).

### 2.1. Operators in Finite Dimensional Spaces

Let $\mathcal{H}=\mathbb{C}^{n}(n<\infty)$ be the complex $n$-dimensional Euclidean space and $\mathbb{C}^{n \times n}$ be the set of complex $n \times n$ matrices. In this subsection, $A \in \mathbb{C}^{n \times n} ; \lambda_{k}(A), k=1, \ldots, n$, are the eigenvalues of $A$, counted with their multiplicities. Introduce the quantity (the departure from normality of $A$ ):

$$
g(A)=\left[N_{2}^{2}(A)-\sum_{k=1}^{n}\left|\lambda_{k}(A)\right|^{2}\right]^{1 / 2}
$$

The following relations are checked in [3], Section 3.1:

$$
g^{2}(A) \leq N_{2}^{2}(A)(A)-\mid \text { trace } A^{2} \mid \text { and } g^{2}(A) \leq \frac{N_{2}\left(A-A^{*}\right)}{2}=2 N_{2}^{2}\left(A_{I}\right)
$$

If $A$ is a normal matrix: $A A^{*}=A^{*} A$, then $g(A)=0$.

Due to Example 3.3 from [3]:

$$
\begin{equation*}
\left\|A^{m}\right\| \leq \sum_{k=0}^{n-1} \frac{m!r_{s}^{m-k}(A) g^{k}(A)}{(m-k)!(k!)^{3 / 2}} \quad(m=1,2, \ldots) \tag{2}
\end{equation*}
$$

Recall that $\frac{1}{(m-k)!}=0$ if $k>m$. Inequality (2) is sharp. It is attained for a normal operator $A$, since $g(A)=0,0^{0}=1$, and $\left\|A^{m}\right\|=r_{s}^{m}(A)$ in this case.

By Theorem 3.2 from [3]:

$$
\begin{equation*}
\left\|(A-\lambda I)^{-1}\right\| \leq \sum_{k=0}^{n-1} \frac{g^{k}(A)}{(1.7 e m(A, \lambda))^{k+1} \sqrt{k!}} \quad(\lambda \notin \sigma(A)) . \tag{3}
\end{equation*}
$$

This inequality is also attained for a normal operator.
Now, let $r_{l}>0$. Then, by Corollary 3.6 from [3],

$$
\begin{equation*}
\left\|A^{-m}\right\| \leq \sum_{k=0}^{n-1} \frac{g^{k}\left(A^{m}\right)}{r_{l}^{m k}(A)(k!)^{1 / 2}} \quad\left(A \in \mathbb{C}^{n \times n} ; m=1,2, \ldots\right) \tag{4}
\end{equation*}
$$

Inequality (4) is equality if $A$ is a normal operator. In addition, by Theorem 3.3 of [3] for any invertible $A \in \mathbb{C}^{n \times n}$ and $1 \leq p<\infty$, one has:

$$
\left\|A^{-1} \operatorname{det} A\right\| \leq \frac{N_{p}^{n-1}(A)}{(n-1)^{(n-1) / p}}
$$

and:

$$
\left\|A^{-1} \operatorname{det} A\right\| \leq\|A\|^{n-1}
$$

Hence,

$$
\begin{equation*}
\left\|A^{-m}\right\| \leq \frac{N_{p}^{n-1}\left(A^{m}\right)}{(n-1)^{(n-1) / p}|\operatorname{det} A|^{m}} \tag{5}
\end{equation*}
$$

and:

$$
\left\|A^{-m}\right\| \leq \frac{\left\|A^{m}\right\|^{n-1}}{|\operatorname{det} A|^{m}}
$$

Now, (2) and (5) imply:

$$
\begin{equation*}
\left\|A^{-m}\right\| \leq \frac{1}{|\operatorname{det} A|^{m}}\left(\sum_{k=0}^{n-1} \frac{m!r_{s}^{m-k}(A) g^{k}(A)}{(m-k)!(k!)^{3 / 2}}\right)^{n-1} \quad(m=1,2, \ldots) \tag{6}
\end{equation*}
$$

### 2.2. Hilbert-Schmidt Operators

In the sequel, $\mathcal{H}$ is infinite dimensional. In this subsection, $A$ is in $S N_{2}$ and:

$$
g(A)=\left[N_{2}^{2}(A)-\sum_{k=1}^{\infty}\left|\lambda_{k}(A)\right|^{2}\right]^{1 / 2}
$$

where $\lambda_{k}(A) \quad(k=1,2, \ldots)$ are the eigenvalues of $A \in \mathcal{B}(\mathcal{H})$, counted with their multiplicities and enumerated in the nonincreasing order of their absolute values.

Since:

$$
\sum_{k=1}^{\infty}\left|\lambda_{k}(A)\right|^{2} \geq\left|\sum_{k=1}^{\infty} \lambda_{k}^{2}(A)\right|=\mid \text { trace } A^{2} \mid,
$$

one can write:

$$
g^{2}(A) \leq N_{2}^{2}(A)-\mid \text { trace } A^{2} \mid
$$

If $A$ is a normal Hilbert-Schmidt operator, then $g(A)=0$, since:

$$
N_{2}^{2}(A)=\sum_{k=1}^{\infty}\left|\lambda_{k}(A)\right|^{2}
$$

in this case. Moreover,

$$
\begin{equation*}
g^{2}(A) \leq \frac{N_{2}^{2}\left(A-A^{*}\right)}{2}=2 N_{2}^{2}\left(A_{I}\right) \tag{7}
\end{equation*}
$$

cf. [3], Section 7.1. Due to Corollary 7.4 from [3], for any $A \in S N_{2}$, we have:

$$
\begin{equation*}
\left\|A^{m}\right\| \leq \sum_{k=0}^{m} \frac{m!r_{s}^{m-k}(A) g^{k}(A)}{(m-k)!(k!)^{3 / 2}} \quad(m=1,2, \ldots) \tag{8}
\end{equation*}
$$

This inequality and Inequality (9) below are attained for a normal operator.
Furthermore, by Theorem 7.1 from [3], for any $A \in S N_{2}$, we have:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sum_{k=0}^{\infty} \frac{g^{k}(A)}{(1.7 e m(A, \lambda))^{k+1} \sqrt{k!}} \quad(\lambda \notin \sigma(A)) \tag{9}
\end{equation*}
$$

By the Schwarz inequality:

$$
\begin{aligned}
& \left(\sum_{j=0}^{\infty} \frac{(c g(A))^{j}}{c^{j} \sqrt{j!} x^{j}}\right)^{2} \leq \sum_{k=0}^{\infty} c^{2 k} \sum_{j=0}^{\infty} \frac{g^{2 j}(A)}{c^{2 j} j!x^{2 j}} \\
= & \frac{1}{1-c^{2}} \exp \left[\frac{g^{2}(A)}{c^{2} x^{2}}\right] \quad(x>0, c \in(0,1)) .
\end{aligned}
$$

Taking $c^{2}=1 / 2$, from (9), we arrive at the inequality:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \frac{\sqrt{2}}{1.7 \operatorname{em}(A, \lambda)} \exp \left[\frac{g^{2}(A)}{(1.7 \operatorname{em}(A, \lambda))^{2}}\right] \quad(\lambda \notin \sigma(A)) \tag{10}
\end{equation*}
$$

### 2.3. Schatten-von Neumann Operators

In this subsection, $A \in S N_{2 p}$ for an integer $p \geq 1$. Making use of Theorems 7.2 and 7.3 from [3], we have:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sum_{m=0}^{p-1} \sum_{k=0}^{\infty} \frac{\left(2 N_{2 p}(A)\right)^{p k+m}}{(1.7 e m(A, \lambda))^{p k+m+1} \sqrt{k!}}(\lambda \notin \sigma(A)) \tag{11}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sqrt{e} \sum_{m=0}^{p-1} \frac{\left(2 N_{2 p}(A)\right)^{m}}{(1.7 e m(A, \lambda))^{m+1}} \exp \left[\frac{\left(2 N_{2 p}(A)\right)^{2 p}}{2(1.7 e m(A, \lambda))^{2 p}}\right] \quad(\lambda \notin \sigma(A)) \tag{12}
\end{equation*}
$$

Since, the condition $A \in S N_{2 p}$ implies $A-A^{*} \in S N_{2 p}$, and one can use estimates for the resolvent presented in the next two subsections.

Furthermore, if $A \in S N_{2 p}$, then $A^{p} \in S N_{2}$. For any $m=p v+i(i=1, \ldots, p-1 ; v=1,2, \ldots)$, we have:

$$
\left\|A^{m}\right\| \leq\left\|A^{i}\right\|\left\|\left(A^{p}\right)^{v}\right\|
$$

Now, (8) implies:

$$
\begin{equation*}
\left\|A^{p v+i}\right\| \leq\left\|A^{i}\right\| \sum_{k=0}^{v} \frac{v!r_{s}^{p(v-k)}(A) g^{k}\left(A^{p}\right)}{(v-k)!(k!)^{3 / 2}} \quad(v=1,2, \ldots ; i=1, \ldots, p-1) \tag{13}
\end{equation*}
$$

2.4. Noncompact Operators with Hilbert-Schmidt Hermitian Components

In this subsection, we suppose that:

$$
\begin{equation*}
A_{I}=\left(A-A^{*}\right) /(2 i) \in S N_{2} \tag{14}
\end{equation*}
$$

To this end, introduce the quantity:

$$
g_{I}(A):=\sqrt{2}\left[N_{2}^{2}\left(A_{I}\right)-\sum_{k=1}^{\infty}\left(\Im \lambda_{k}(A)\right)^{2}\right]^{1 / 2}
$$

Obviously, $g_{I}(A) \leq \sqrt{2} N_{2}\left(A_{I}\right)$. If $A$ is normal, then $g_{I}(A)=0$ by Lemma 9.3 of [3]. Due to Example 10.2 [3],

$$
\begin{equation*}
\left\|A^{m}\right\| \leq \sum_{k=0}^{m} \frac{m!r_{s}^{m-k}(A) g_{I}^{k}(A)}{(m-k)!(k!)^{3 / 2}} \quad(m=1,2, \ldots) \tag{15}
\end{equation*}
$$

Furthermore, by Theorem 9.1 from [3], under Condition (14), we have,

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sum_{k=0}^{\infty} \frac{g_{I}^{k}(A)}{(1.7 \operatorname{em}(A, \lambda))^{k+1} \sqrt{k!}} \tag{16}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \frac{\sqrt{e}}{1.7 \operatorname{em}(A, \lambda)} \exp \left[\frac{g_{I}^{2}(A)}{2(1.7 \operatorname{em}(A, \lambda))^{2}}\right] \quad(\lambda \notin \sigma(A)) \tag{17}
\end{equation*}
$$

Now, let $r_{l}>0$. Then, by (16):

$$
\begin{equation*}
\left\|A^{-1}\right\| \leq \sum_{k=0}^{\infty} \frac{g_{I}^{k}(A)}{r_{l}^{k+1}(A)(k!)^{1 / 2}} \tag{18}
\end{equation*}
$$

Similarly, by (17):

$$
\begin{equation*}
\left\|A^{-1}\right\| \leq \frac{\sqrt{e}}{r_{l}(A)} \exp \left[\frac{g_{I}^{2}(A)}{2 r_{l}^{2}(A)}\right] \tag{19}
\end{equation*}
$$

Let us point out an additional estimate for $\left\|A^{-m}\right\|$.
Lemma 1. Let Condition (14) hold and $A$ be invertible. Then:

$$
\begin{equation*}
\left\|A^{-m}\right\| \leq \sum_{k=0}^{m} \frac{m!\left(\left\|A^{-1}\right\|^{2} N_{2}\left(A-A^{*}\right)\right)^{k}}{2^{k / 2} r_{l}^{m-k}(A)(m-k)!(k!)^{3 / 2}} \quad(m=1,2, \ldots) . \tag{20}
\end{equation*}
$$

Proof. Put $B=A^{-1}$. By (15):

$$
\left\|B^{m}\right\| \leq \sum_{k=0}^{m} \frac{m!r_{s}^{m-k}(B) g_{I}^{k}(B)}{(m-k)!(k!)^{3 / 2}} \quad(m=1,2, \ldots)
$$

However,
$N_{2}\left(B-B^{*}\right)=N_{2}\left(A^{-1}-\left(A^{-1}\right)^{*}\right)=N_{2}\left(A^{-1}\left(A-(A)^{*}\right)\left(A^{-1}\right)^{*}\right) \leq\left\|A^{-1}\right\|^{2} N_{2}\left(A-\left(A^{-1}\right)^{*}\right)$.
Thus,

$$
g_{I}\left(A^{-1}\right) \leq \frac{1}{\sqrt{2}} N_{2}\left(A^{-1}-\left(A^{-1}\right)^{*}\right) \leq \frac{1}{\sqrt{2}}\left\|A^{-1}\right\|^{2} N_{2}\left(A-\left(A^{-1}\right)^{*}\right)
$$

This proves the lemma.

Note that $\left\|A^{-1}\right\|$ can be estimated by (18) and (19).

### 2.5. Noncompact Operators with Schatten-von Neumann Hermitian Components

In this subsection, it is assumed that:

$$
\begin{equation*}
A_{I}=\left(A-A^{*}\right) / 2 i \in S N_{2 p} \text { for an integer } p \geq 2 \tag{21}
\end{equation*}
$$

By Theorem 9.5 of [3], for any quasinilpotent operator $V \in S N_{p}$, there is a constant $b_{p}$ dependent on $p$ only, such that $N_{p}\left(V+V^{*}\right) \leq b_{p} N_{p}\left(V-V^{*}\right)$. According to Lemma 9.5 from [3], $b_{p} \leq \frac{p}{2} e^{1 / 3}$. Put:

$$
\tau_{p}(A)=\left(1+b_{2 p}\right)\left(N_{2 p}\left(A_{I}\right)+N_{2 p}\left(D_{I}\right)\right)
$$

Therefore,

$$
\tau_{p}(A) \leq\left(1+p e^{1 / 3}\right)\left(N_{2 p}\left(A_{I}\right)+N_{2 p}\left(D_{I}\right)\right) \leq(1+2 p)\left(N_{2 p}\left(A_{I}\right)+N_{2 p}\left(D_{I}\right)\right)
$$

From the Weyl inequalities ([3], Lemma 8.7), we have $N_{2 p}\left(D_{I}\right) \leq N_{2 p}\left(A_{I}\right)$. Thus:

$$
\begin{equation*}
\tau_{p}(A) \leq 2(1+2 p) N_{2 p}\left(A_{I}\right) \tag{22}
\end{equation*}
$$

If $A$ has a real spectrum, then:

$$
\begin{equation*}
\tau_{p}(A) \leq(1+2 p) N_{2 p}\left(A_{I}\right) \tag{23}
\end{equation*}
$$

We need the following result ([3], Theorem 9.5).
Theorem 1. Let Condition (21) hold. Then:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sum_{m=0}^{p-1} \sum_{k=0}^{\infty} \frac{\tau_{p}^{p k+m}(A)}{(1.7 e m(A, \lambda))^{p k+m+1} \sqrt{k!}} \tag{24}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left\|R_{\lambda}(A)\right\| \leq \sqrt{e} \sum_{m=0}^{p-1} \frac{\tau_{p}^{m}(A)}{(1.7 e m(A, \lambda))^{m+1}} \exp \left[\frac{\tau_{p}^{2 p}(A)}{2(1.7 e m(A, \lambda))^{2 p}}\right] \quad(\lambda \notin \sigma(A)) \tag{25}
\end{equation*}
$$

If $A$ is self-adjoint, then Inequality (24) takes the form $\left\|R_{\lambda}(A)\right\|=\frac{1}{1.7 \operatorname{em}(A, \lambda)}$.
2.6. Applications of the Integral Representation for Powers

For an arbitrary $A \in \mathcal{B}(\mathcal{H})$ and an $r_{0}>r_{s}(A)$, we have:

$$
\begin{equation*}
A^{m}=-\frac{1}{2 \pi i} \int_{|\lambda|=r_{0}} \lambda^{m} R_{\lambda}(A) d \lambda \quad(m=1,2, \ldots) \tag{26}
\end{equation*}
$$

Let there be a monotonically-increasing nonnegative continuous function $F(x)(x \geq 0)$, such that $F(0)=0, F(\infty)=\infty$, and:

$$
\begin{equation*}
\left\|(\lambda I-A)^{-1}\right\| \leq F(1 / 1.7 e m(A, \lambda)) \quad(\lambda \notin \sigma(A)) \tag{27}
\end{equation*}
$$

Obviously, 1.7em $(A, z) \geq \epsilon=r_{0}-r_{S}(A)\left(|z|=r_{0}\right)$ by (26):

$$
\left\|A^{m}\right\| \leq r_{0}^{m+1} F(1 / \epsilon) \quad\left(r_{0}=r_{s}(A)+\epsilon ; m=1,2, \ldots\right)
$$

All the above estimates for the resolvent satisfy Condition (27). For example, under Condition (14), due to (17), we have (27) with:

$$
\begin{equation*}
F(x)=F_{2}(x):=x \sqrt{e} \exp \left[\frac{x^{2} g_{I}^{2}(A)}{2}\right] \tag{28}
\end{equation*}
$$

Under Condition (21), due to (25), we have (27) with:

$$
\begin{equation*}
F(x)=\hat{F}_{p}(x):=\sqrt{e} \sum_{m=0}^{p-1} x^{m+1} \tau_{p}^{m}(A) \exp \left[\frac{1}{2} x^{2 p} \tau^{2 p}(A)\right] . \tag{29}
\end{equation*}
$$

Similarly, (24) can be taken.
Furthermore, let $A$ be invertible. With a constant $s_{l}>1 / r_{l}(A)=r_{s}\left(A^{-1}\right)$, we can write:

$$
A^{-m}=-\frac{1}{2 \pi i} \int_{|\lambda|=s_{l}} \lambda^{m} R_{\lambda}\left(A^{-1}\right) d \lambda
$$

Hence:

$$
A^{-m-1}=-\frac{1}{2 \pi i} \int_{|\lambda|=s_{l}} \lambda^{m} A^{-1} R_{\lambda}\left(A^{-1}\right) d \lambda=\frac{1}{2 \pi i} \int_{|\lambda|=s_{l}} \lambda^{m}(A \lambda-I)^{-1} d \lambda
$$

Under Condition (27), we get $\|I-\lambda A\| \leq F(1 / 1.7 e m(\lambda A, 1))$, and therefore,

$$
\begin{equation*}
\left\|(I-\lambda A)^{-1}\right\| \leq F(1 / 1.7 e m(\lambda A, 1)) \quad\left(\frac{1}{\lambda} \notin \sigma(A)\right) . \tag{30}
\end{equation*}
$$

With $s_{l}=\epsilon+1 / r_{l}(A)$, we have 1.7em $(\lambda A, 1) \geq r_{l}(A) \epsilon\left(|\lambda|=s_{l}\right)$. Therefore, the inequalities:

$$
\left\|A^{-m}\right\| \leq s_{l}^{m-1} \frac{1}{2 \pi} \int_{|\lambda|=s_{l}}\left\|(I-\lambda A)^{-1}\right\||d \lambda| \leq s_{l}^{m} \sup _{|\lambda|=s_{l}}\left\|(I-\lambda A)^{-1}\right\|
$$

hold and (30) implies:

$$
\begin{equation*}
\left\|A^{-m}\right\| \leq\left(\epsilon+\frac{1}{r_{l}(A)}\right)^{m} F\left(1 /\left(r_{l}(A) \epsilon\right) \quad(\epsilon>0 ; m=1,2, \ldots)\right. \tag{31}
\end{equation*}
$$

Note that the analogous results can be found in the book [18] (see the Exercises at the end of Chapter 1).

## 3. The Discrete Lyapunov Equation with a Stable Operator Coefficient

Theorem 2. Let $A \in \mathcal{B}(\mathcal{H})$ and $r_{s}(A)<1$. Then, for any $C \in \mathcal{B}(\mathcal{H})$, there exists a linear operator $X=X(A, C)$, such that:

$$
\begin{equation*}
X-A^{*} X A=C \tag{32}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
X(A, C)=\sum_{k=0}^{\infty}\left(A^{*}\right)^{k} C A^{k} \tag{33}
\end{equation*}
$$

and:

$$
\begin{equation*}
X(A, C)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(I e^{-i \omega}-A^{*}\right)^{-1} C\left(I e^{i \omega}-A\right)^{-1} d \omega \tag{34}
\end{equation*}
$$

Thus, if $C$ is strongly positive definite, then $X(A, C)$ is strongly positive definite.
For the proof of this theorem and the next lemma, for instance see [1] ([2], Section 7.1).

Lemma 2. If Equation (32) with $C=C^{*}>0$ has a solution $X(A, C)>0$, then the spectrum of $A$ is located inside the unit disk.

Due to Representations (33) and (34), we have:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| \sum_{k=0}^{\infty}\left\|A^{k}\right\|^{2} \tag{35}
\end{equation*}
$$

and:

$$
\|X(A, C)\| \leq \frac{\|C\|}{2 \pi} \int_{0}^{2 \pi}\left\|\left(e^{i t} I-A\right)^{-1}\right\|^{2} d t
$$

respectively. From the latter inequality, it follows

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| \sup _{|z|=1}\left\|(z I-A)^{-1}\right\|^{2} \tag{36}
\end{equation*}
$$

Similar results can be found in the Exercises of Chapter 1 from [18].
Again, assume that Condition (27) holds. Then, for $|z|=1,1.7 \mathrm{em}(A, z) \geq 1-r_{s}(A)$; therefore, $\left\|(I z-A)^{-1}\right\| \leq F\left(1 /\left(1-r_{s}(A)\right)\right)$. Now, (36) implies:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| F^{2}\left(\frac{1}{1-r_{s}(A)}\right) \tag{37}
\end{equation*}
$$

If $A$ is normal, then $\left\|A^{k}\right\|=r_{s}^{k}(A)$, and (35) yields:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| \frac{1}{1-r_{S}^{2}(A)} \tag{38}
\end{equation*}
$$

Example 1. Let $A \in \mathbb{C}^{n \times n}$. Then, (2) and (35) yield:

$$
\|X(A, C)\| \leq\|C\| \sum_{m=0}^{\infty}\left(\sum_{k=0}^{n-1} \frac{m!r_{s}^{m-k}(A) g^{k}(A)}{(m-k)!(k!)^{3 / 2}}\right)^{2}
$$

Note that if $A$ is normal, then $g(A)=0$, and Example 3.3 gives us Inequality (38). Let us point to the more compact, but less sharper estimate for $X(A, C)$. Making use of (3) and (37), we can assert that:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\|\left(\sum_{k=0}^{n-1} \frac{g^{k}(A)}{\sqrt{k!}\left(1-r_{s}(A)\right)^{k+1}}\right)^{2} \quad\left(A \in \mathbb{C}^{n \times n}\right) \tag{39}
\end{equation*}
$$

Example 2. Let $A \in S N_{2}$. Then, (8) and (35) yield:

$$
\|X(A, C)\| \leq\|C\| \sum_{m=0}^{\infty}\left(\sum_{k=0}^{m} \frac{m!r_{s}^{m-k}(A) g^{k}(A)}{(m-k)!(k!)^{3 / 2}}\right)^{2}
$$

If $A$ is normal, then this example gives us Inequality (38). Furthermore, (37) and (10) imply:

$$
\|X(A, C)\| \leq \frac{2\|C\|}{\left(1-r_{s}(A)\right)^{2}} \exp \left[\frac{2 g^{2}(A)}{\left(1-r_{s}(A)\right)^{2}}\right]\left(A \in S N_{2}\right)
$$

Example 3. Assume that $A_{I} \in S N_{2}$. Then, (4) and (35) yield:

$$
\|X(A, C)\| \leq\|C\| \sum_{m=0}^{\infty}\left(\sum_{k=0}^{m} \frac{m!r_{s}^{m-k}(A) g_{I}^{k}(A)}{(m-k)!(k!)^{3 / 2}}\right)^{2} .
$$

If $A$ is normal, hence we get (38). Inequality (37) along with (16) and (17) give us the inequalities:

$$
\|X(A, C)\| \leq\|C\|\left(\sum_{j=0}^{\infty} \frac{g_{I}^{j}(A)}{\sqrt{j!}\left(1-r_{s}(A)\right)^{j+1}}\right)^{2}
$$

and:

$$
\|X(A, C)\| \leq\|C\| \frac{e}{\left(1-r_{s}(A)\right)^{2}} \exp \left[\frac{g_{I}^{2}(A)}{\left(1-r_{s}(A)\right)^{2}}\right]\left(A_{I} \in S N_{2}\right),
$$

respectively. For a self-adjoint operator $S$, we write $S \geq 0(S>0)$ if it is positive definite (strongly positive definite). The inequalities $S \leq 0$ and $S<0$ have a similar sense.

Note that (33) gives a lower bound for $X(A, C)$ with $C=C^{*} \geq 0$. Indeed,

$$
\begin{gather*}
(X(A, C) x, x) \geq \sum_{k=0}^{\infty}\left(C A^{k} x, A^{k} x\right) \geq r_{l}(C) \sum_{k=0}^{\infty}\left(A^{k} x, A^{k} x\right) \\
\geq r_{l}(C) \sum_{k=0}^{\infty} r_{l}\left(\left(A^{*}\right)^{k} A^{k}\right)(x, x) \quad(x \in \mathcal{H}) \tag{40}
\end{gather*}
$$

If $C$ is noninvertible, then $r_{l}(C)=0$, and:

$$
r_{l}(\mathrm{C})=\frac{1}{\left\|\mathrm{C}^{-1}\right\|} \text { and } r_{l}\left(\left(A^{k}\right)^{*} A^{k}\right)=\frac{1}{\left\|A^{-k}\right\|^{2}},
$$

if the corresponding operator is invertible. Therefore, we arrive at
Lemma 3. Let $X(A, I)=X(A)$ be a solution of (32) with $C=I$ and $r_{s}(A)<1$. Then:

$$
\left\|X^{-1}(A)\right\| \leq\left(\sum_{k=0}^{\infty} \frac{1}{\left\|A^{-k}\right\|^{2}}\right)^{-1} \text { if } A \text { is invertible. }
$$

Therefore, $\left\|X^{-1}(A)\right\| \leq 1$ in the general case.

## 4. Discrete Lyapunov's Equation with $r_{l}(A)>1$

Theorem 3. If:

$$
\begin{equation*}
r_{l}(A)>1, \tag{41}
\end{equation*}
$$

then for any $C \in \mathcal{B}(\mathcal{H})$, there exists a linear operator $X=X(A, C)$, satisfying (32). Moreover,

$$
\begin{equation*}
X(A, C)=-\sum_{k=0}^{\infty}\left(A^{*}\right)^{-k-1} C A^{-k-1} \tag{42}
\end{equation*}
$$

and:

$$
\begin{equation*}
X(A, C)=-\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(I e^{-i \omega}-A^{*}\right)^{-1} C\left(I e^{i \omega}-A\right)^{-1} d \omega \tag{43}
\end{equation*}
$$

Proof. Rewrite (32) as the equation:

$$
\begin{equation*}
X-\left(A^{-1}\right)^{*} X A^{-1}=-\left(A^{-1}\right)^{*} C A^{-1} . \tag{44}
\end{equation*}
$$

Due to (41), $r_{s}\left(A^{-1}\right)<1$; from (33), we obtain (42), and from (34), it follows:

$$
\begin{aligned}
X(A, C)=- & \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(I e^{-i \omega}-\left(A^{*}\right)^{-1}\right)^{-1}\left(A^{*}\right)^{-1} C A^{-1}\left(I e^{i \omega}-A^{-1}\right)^{-1} d \omega \\
& =-\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(e^{-i \omega} A^{*}-I\right)^{-1} C\left(e^{i \omega} A-I\right)^{-1} d \omega \\
& =-\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(A^{*}-e^{-i \omega} I\right)^{-1} C\left(A-e^{i \omega} I\right)^{-1} d \omega
\end{aligned}
$$

as claimed.
Lemma 4. If Equation (32) with $C=C^{*}>0$ has a solution $X<0$, then the spectrum of $A$ is located outside the unit disk.

Proof. According to Lemma 3.2 and (43), one has $r_{s}\left(A^{-1}\right)<1$, since $-X>0$ and $\left(A^{-1}\right)^{*} C A^{-1}>0$. Now, the required result follows from the equality $r_{l}(A)=1 / r_{s}\left(A^{-1}\right)$.

Due Representations (41) and (42), we have:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| \sum_{k=0}^{\infty}\left\|A^{-k-1}\right\|^{2} \tag{45}
\end{equation*}
$$

and:

$$
\begin{equation*}
\|X(A, C)\| \leq \frac{\|C\|}{2 \pi} \int_{0}^{2 \pi}\left\|\left(e^{i t} I-A\right)^{-1}\right\|^{2} d t \tag{46}
\end{equation*}
$$

respectively. From the latter inequality, it follows:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| \sup _{|z|=1}\left\|(z I-A)^{-1}\right\|^{2} \tag{47}
\end{equation*}
$$

Let Condition (27) hold. If $|z|=1$, then 1.7em $(A, z) \geq r_{l}(A)-1$, and therefore, $\left\|(\operatorname{Iz}-A)^{-1}\right\| \leq$ $F\left(1 /\left(r_{l}(A)-1\right)\right)$. Hence, (43) implies:

$$
\begin{equation*}
\|X(A, C)\| \leq\|C\| F^{2}\left(\frac{1}{r_{l}(A)-1}\right) \tag{48}
\end{equation*}
$$

Now, we can apply estimates for resolvents from Section 2. Moreover, from (42) with positive definite $C$ and $Y=-X(A, C)$, we get:

$$
(Y x, x) \geq r_{l}(C) \sum_{k=0}^{\infty} r_{l}\left(\left(A^{*}\right)^{-k-1} A^{-k-1}\right)(x, x) \quad(x \in \mathcal{H})
$$

Hence:

$$
\begin{equation*}
(Y x, x)=-(X(A, C) x, x) \geq r_{l}(C) \sum_{k=1}^{\infty} \frac{1}{\left\|A^{k}\right\|^{2}}(x, x) \quad(x \in \mathcal{H}) \tag{49}
\end{equation*}
$$

Now, we can apply estimates for powers of operators from Section 2. From (49), it follows:
Lemma 5. Let $X(A, I)=X(A)$ be a solution of (32) with $C=I$ and $r_{l}(A)>1$. Then:

$$
\left\|X^{-1}(A)\right\| \leq\left(\sum_{k=1}^{\infty} \frac{1}{\left\|A^{k}\right\|^{2}}\right)^{-1}
$$

## 5. Operators with Dichotomic Spectra

In this section, it is assumed that $\sigma(A)$ is dichotomic. Namely,

$$
\begin{equation*}
\sigma(A)=\sigma_{\text {ins }} \cup \sigma_{\text {out }} \tag{50}
\end{equation*}
$$

where $\sigma_{\text {ins }}$ and $\sigma_{\text {out }}$ are nonempty nonintersecting sets lying inside and outside $\Omega$, respectively: $\sup \left|\sigma_{\text {ins }}\right|<1$ and $\inf \left|\sigma_{\text {out }}\right|>1$. Put:

$$
\begin{equation*}
P=\frac{1}{2 \pi i} \int_{\Omega}(z I-A)^{-1} d z \tag{51}
\end{equation*}
$$

Therefore, $P$ is the Riesz projection of $A$, such that $\sigma(A P)=\sigma_{\text {ins }}$ and $\sigma(A(I-P))=\sigma_{\text {out }}$. We have $A=A_{\text {ins }}+A_{\text {out }}$, where $A_{\text {ins }}=A P=P A, A_{\text {out }}=(I-P) A=A(I-P)$.

In the sequel, $\left(\lambda P-A_{\text {ins }}\right)^{-1}$ means that:

$$
\left(\lambda P-A_{\mathrm{ins}}\right)\left(\lambda P-A_{\mathrm{ins}}\right)^{-1}=\left(\lambda P-A_{\mathrm{ins}}\right)^{-1}\left(\lambda P-A_{\mathrm{ins}}\right)=P .
$$

The same sense has $\left(\lambda(I-P)-A_{\text {out }}\right)^{-1}$. Obviously,

$$
\left(P-z A_{\mathrm{ins}}\right)(A-z)^{-1} P=(A-z)^{-1} P\left(P-z A_{\mathrm{ins}}\right)=P(z \notin \sigma(A))
$$

Therefore,

$$
\left(z P-A_{\text {ins }}\right)^{-1}=P(I z-A)^{-1}
$$

Similarly, $\left(z(I-P)-A_{\text {out }}\right)^{-1}=(I-P)(I z-A)^{-1}(z \notin \sigma(A))$.
Lemma 6. Let Conditions (50) and (27) hold. Then:

$$
\begin{equation*}
\sup _{|z|=1}\left\|\left(z P-A_{\mathrm{ins}}\right)^{-1}\right\| \leq F^{2}(1 / d(A)) \tag{52}
\end{equation*}
$$

and:

$$
\begin{equation*}
\sup _{|z|=1}\left\|\left(z(I-P)-A_{\text {out }}\right)^{-1}\right\| \leq(1+F(1 / d(A)) F(1 / d(A)) \tag{53}
\end{equation*}
$$

where:

$$
d(A):=\min \left\{1-r_{s}\left(A_{\text {ins }}\right), r_{l}\left(A_{\text {out }}\right)-1\right\} .
$$

Proof. We have 1.7em $(A, z) \geq d(A)(|z|=1)$. Since (27) holds,

$$
\begin{equation*}
\|P\| \leq \sup _{|z|=1}\left\|(z I-A)^{-1}\right\| \leq F(1 / d(A)) \tag{54}
\end{equation*}
$$

Hence, $\|I-P\| \leq 1+\|P\| \leq 1+F(1 / d(A))$, and

$$
\sup _{|z|=1}\left\|\left(z P-A_{\mathrm{ins}}\right)^{-1}\right\|=\sup _{|z|=1}\left\|(z I-A)^{-1} P\right\| \leq F^{2}(1 / d(A)) .
$$

Therefore, (52) is valid. Similarly,

$$
\sup _{|z|=1}\left\|\left(z(I-P)-A_{\text {out }}\right)^{-1}\right\| \leq\|I-P\| \sup _{|z|=1}\left\|(z I-A)^{-1}\right\| \leq(1+F(1 / d(A))) F(1 / d(A)) .
$$

This finishes the proof.

The analogous results can be found in ([18], Exercises of Chapter 1).

## 6. The Lyapunov Equation with a Dichotomic Spectrum

Assume that Condition (50) holds and $P$ is defined by (51). Multiplying Equation (32) from the left by $P^{*}$ and from the right by $P$, we have:

$$
P^{*} C P=P^{*} X P-P^{*} A^{*} P^{*} X P A P=P^{*} X P-A_{\mathrm{ins}}^{*} P^{*} X P A_{\mathrm{ins}}
$$

Similarly,

$$
\left(I-P^{*}\right) C(I-P)=\left(I-P^{*}\right) X(I-P)-A_{\mathrm{out}}^{*}\left(I-P^{*}\right) X(I-P) A_{\mathrm{out}}
$$

Therefore, with the notations $X_{\mathrm{ins}}=P^{*} X P, X_{\mathrm{out}}=\left(I-P^{*}\right) X(I-P)$, we obtain the equations:

$$
\begin{equation*}
X_{\mathrm{ins}}-A_{\mathrm{ins}}^{*} X_{\mathrm{ins}} A_{\mathrm{ins}}=P^{*} \mathrm{C} P \tag{55}
\end{equation*}
$$

and:

$$
\begin{equation*}
X_{\mathrm{out}}-A_{\mathrm{out}}^{*} X_{\mathrm{out}} A_{\mathrm{out}}=\left(I-P^{*}\right) C(I-P) . \tag{56}
\end{equation*}
$$

Lemma 7. Let Conditions (50) and (27) be fulfilled. Then:

$$
\begin{equation*}
\left\|X_{\mathrm{ins}}\right\| \leq\|C\| F^{4}(1 / d(A)) \tag{57}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left\|X_{\text {out }}\right\| \leq\|C\| F^{2}(1 / d(A))(1+F(1 / d(A)))^{2} \tag{58}
\end{equation*}
$$

Proof. According to (34) and (55):

$$
\begin{align*}
X_{\mathrm{ins}} & =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(P e^{-i \omega}-A_{\mathrm{ins}}^{*}\right)^{-1} P C P\left(P e^{i \omega}-A_{\mathrm{ins}}\right)^{-1} d \omega \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(P e^{-i \omega}-A_{\mathrm{ins}}^{*}\right)^{-1} C\left(P e^{i \omega}-A_{\mathrm{ins}}\right)^{-1} d \omega \tag{59}
\end{align*}
$$

and:

$$
\begin{equation*}
X_{\mathrm{out}}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left((I-P) e^{-i \omega}-A_{\mathrm{out}}^{*}\right)^{-1} C\left((I-P)\left(e^{i \omega}-A_{\mathrm{out}}\right)^{-1} d \omega\right. \tag{60}
\end{equation*}
$$

Now, (59) and (52) imply:

$$
\left\|X_{\mathrm{ins}}\right\| \leq\|C\| \sup _{|z|=1}\left\|\left(z P-A_{\mathrm{ins}}\right)^{-1}\right\|^{2} \leq F^{4}(1 / d(A))
$$

Therefore, (57) is proven. From (60) and (53), it follows:

$$
\left\|X_{\text {out }}\right\| \leq\|C\| \sup _{|z|=1}\left\|\left(z(I-P)-A_{\mathrm{ins}}\right)^{-1}\right\|^{2} \leq\|C\| F^{2}(1 / d(A))(1+F(1 / d(A)))^{2}
$$

Therefore, (58) is also valid.

## 7. Linear Autonomous Difference Equation

In this section, we illustrate the importance of solution estimates for (32) in the simple case. To this end, consider the equation:

$$
\begin{equation*}
u_{k+1}=A u_{k}(k=0,1,2, \ldots) ; u_{0} \in \mathcal{H} \text { is given } \tag{61}
\end{equation*}
$$

Let $X=X(A)$ be a solution of the equation:

$$
\begin{equation*}
X-A^{*} X A=I \tag{62}
\end{equation*}
$$

First consider the case $r_{s}(A)<1$. For any $x \in \mathcal{H}$, we have:

$$
(X A x, A x)=(X x, x)-(x, x) \leq(X x, x)-\frac{1}{\|X\|}(X x, x)
$$

Hence,

$$
\left(X A^{k} x, A^{k} x\right) \leq\left(1-\frac{1}{\|X\|}\right)^{k}(X x, x)
$$

and consequently,

$$
\begin{equation*}
\left(X u_{k}, u_{k}\right) \leq\left(1-\frac{1}{\|X\|}\right)^{k}\left(X u_{0}, u_{0}\right) \quad\left(r_{s}(A)<1\right) \tag{63}
\end{equation*}
$$

Now, let $r_{l}(A)>1$ and $Y=-X$. Then, $A^{*} Y A=Y+I$,

$$
(Y A x, A x)=((Y+I) x, x) \geq\left(1+\frac{1}{\|X\|}\right)(Y x, x)
$$

Therefore,

$$
\left(Y A^{k} x, A x\right) \geq\left(1+\frac{1}{\|X\|}\right)^{k}(Y x, x)
$$

Consequently,

$$
\begin{equation*}
\left(Y u_{k}, u_{k}\right) \geq\left(1+\frac{1}{\|X\|}\right)^{k}\left(Y u_{0}, u_{0}\right) \quad\left(Y=-X, r_{l}(A)>1\right) \tag{64}
\end{equation*}
$$

Now, assume that $A$ has a dichotomic spectrum, i.e., (50) holds. Then, $u_{k}=w_{k}+v_{k}$ where $w_{k}$ and $v_{k}$ are solutions of the equations:

$$
w_{k+1}=A_{\mathrm{ins}} w_{k} \quad\left(w_{0} \in P \mathcal{H}\right)
$$

and:

$$
v_{k+1}=A_{\mathrm{out}} v_{k}\left(k=0,1,2, \ldots ; v_{0} \in(I-P) \mathcal{H}\right)
$$

Making use of (63) and (64), we have:

$$
\begin{equation*}
\left(X_{\mathrm{ins}} w_{k}, w_{k}\right) \leq\left(1-\frac{1}{\left\|X_{\mathrm{ins}}\right\|}\right)^{k}\left(X_{\mathrm{ins}} w_{0}, w_{0}\right) . \tag{65}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left(Y_{\text {out }} v_{k}, v_{k}\right) \geq\left(1+\frac{1}{\left\|X_{\text {out }}\right\|}\right)^{k}\left(Y_{\text {out }} v_{0}, v_{0}\right) \tag{66}
\end{equation*}
$$

where $Y_{\text {out }}=-X_{\text {out }}$. However, as is shown in Section 6, $Y_{\text {out }}$ and $X_{\text {ins }}$ are upper and lower bounded. Now, (65) and (66) imply:

$$
\left\|w_{k}\right\|^{2} \leq \mathrm{const}\left(1-\frac{1}{\left\|X_{\mathrm{ins}}\right\|}\right)^{k}\left\|w_{0}\right\|^{2}
$$

and:

$$
\left\|v_{k}\right\|^{2} \geq \text { const }\left(1+\frac{1}{\left\|X_{\mathrm{out}}\right\|}\right)^{k}\left\|v_{0}\right\|^{2}
$$

Definition 1. We will say the equation:

$$
u_{k+1}=A_{k} u_{k} \quad\left(A_{k} \in \mathcal{B}(\mathcal{H}) ; k=0,1,2, \ldots\right)
$$

is dichotomic, if there exist a projection $P \neq 0, P \neq I$ and constants $v \in(0,1), \mu>1$ and $a, b>0$ such that $\left\|u_{k}\right\| \leq a v^{k}\left\|u_{0}\right\|$ if $u_{0} \in P \mathcal{H}$ and $\left\|u_{k}\right\| \geq m \mu^{k}\left\|u_{0}\right\|$ if $u_{0} \in(I-P) \mathcal{H}$.

Therefore, Equation (61) is dichotomic, if $\sigma(A)$ is dichotomic.

## 8. Perturbations of Operators

To investigate nonautonomous equations, in this section, we consider some perturbations of operators.

### 8.1. Stable Operators

Lemma 8. Let $A, \tilde{A} \in \mathcal{B}(\mathcal{H}), r_{s}(A)<1$, and $X=X(A)$ be a solution of (62). If:

$$
\begin{equation*}
\|X\|\left(2\|A-\tilde{A}\|\|A\|+\|A-\tilde{A}\|^{2}\right)<1, \tag{67}
\end{equation*}
$$

then:

$$
(X \tilde{A} x, \tilde{A} x) \leq\left(1-\frac{c_{0}}{\|X\|}\right)(X x, x) \quad(x \in \mathcal{H})
$$

where:

$$
c_{0}:=1-\|X\|\left(2\|A-\tilde{A}\|\|A\|+\|A-\tilde{A}\|^{2}\right)
$$

Proof. Put $Z=\tilde{A}-A$. Then:

$$
\begin{gathered}
X-\tilde{A}^{*} X \tilde{A}=X-(Z+A)^{*} X(Z+A)=X-A^{*} X A-Z^{*} X A-A^{*} X Z-Z^{*} X Z \\
=I-Z^{*} X A-A^{*} X Z-Z^{*} X Z
\end{gathered}
$$

By (67):

$$
\left\|I-Z^{*} X A-A^{*} X Z-Z X Z\right\| \geq 1-\left\|Z^{*} X A+A^{*} X Z+Z^{*} X Z\right\| \geq c_{0}
$$

Therefore, $X-\tilde{A}^{*} X \tilde{A} \geq c_{0} I$ and:

$$
(X x, x)-(X \tilde{A} x, \tilde{A} x) \geq c_{0}(x, x) \geq c_{0}\left(\frac{X}{\|X\|} x, x\right)=\frac{c_{0}}{\|X\|}(X x, x)
$$

as claimed.

### 8.2. The Case $r_{l}(A)>1$

Lemma 9. Let $A, \tilde{A} \in \mathcal{B}(\mathcal{H}), r_{l}(A)>1$, and $X=X(A)$ be the solution of (62). If, in addition,

$$
\begin{equation*}
2\|X\|\|A-\tilde{A}\|\|A\|<1 \tag{68}
\end{equation*}
$$

then with $Y=-X(A)$, one has:

$$
(Y \tilde{A} x, \tilde{A} x) \geq\left(1+\frac{\tilde{m}}{\|X\|}\right)(Y x, x) \quad(x \in \mathcal{H})
$$

where $\tilde{m}=1-2\|X\|\|A-\tilde{A}\|\|A\|$.
Proof. With $Z=\tilde{A}-A$, one has:

$$
\tilde{A}^{*} Y \tilde{A}=(Z+A)^{*} Y(Z+A)=A^{*} Y A+Z^{*} Y A+A^{*} Y Z+Z^{*} Y Z
$$

$$
=Y+I+Z^{*} Y+A^{*} Y Z+Z^{*} Y Z
$$

Since $Y$ is positive definite, hence, by (68),

$$
\begin{gathered}
(Y \tilde{A} x, \tilde{A} x) \geq(Y x, x)+(x, x)+\left(Z^{*} Y Z x, x\right)+(Y Z x, A x) \\
\geq(Y x, x)+(x, x)(1-2\|Y\|\|Z\|)=(Y x, x)+(x, x) \tilde{m} \geq(Y x, x)\left(1+\frac{\tilde{m}}{\|Y\|}\right)
\end{gathered}
$$

as claimed.

### 8.3. Perturbation of Operators with Dichotomic Spectra

Let Condition (50) hold, and:

$$
\|A-\tilde{A}\| \sup _{|z|=1}\left\|R_{z}(A)\right\|<1
$$

then by the Hilbert identity $R_{z}(\tilde{A})-R_{z}(A)=R_{z}(\tilde{A})(A-\tilde{A}) R_{z}(\tilde{A})$, the inequality:

$$
\left\|R_{z}(\tilde{A})\right\| \leq \psi(A):=\sup _{|z|=1}\left\|R_{z}(A)\right\|\left(1-\|A-\tilde{A}\|\left\|R_{z}(A)\right\|\right)^{-1} \quad(|z|=1)
$$

is fulfilled and:

$$
\begin{equation*}
\left\|R_{z}(\tilde{A})-R_{z}(A)\right\| \leq q \psi(A) \sup _{|z|=1}\left\|R_{z}(A)\right\| \quad(|z|=1) \tag{69}
\end{equation*}
$$

Therefore, $\Omega \cap \sigma(\tilde{A})=\varnothing$. Moreover, $\tilde{A}$ has a dichotomic spectrum:

$$
\begin{equation*}
\sigma(\tilde{A})=\tilde{\sigma}_{\text {ins }} \cup \tilde{\sigma}_{\text {out }} \tag{70}
\end{equation*}
$$

where $\tilde{\sigma}_{\text {ins }}$ and $\tilde{\sigma}_{\text {out }}$ are nonempty nonintersecting sets lying inside and outside $\Omega$, respectively. Indeed, let $A_{t}=A+t(\tilde{A}-A)(0 \leq t \leq 1)$. For each $t, \Omega \cap \sigma\left(A_{t}\right)=\varnothing$, since $\left\|A-A_{t}\right\| \sup _{|z|=1}\left\|R_{z}(A)\right\|<1$. Hence, (70) follows from (50) and the semi-continuity of the spectrum. Put:

$$
\tilde{P}=\frac{1}{2 \pi i} \int_{\Omega}(z I-\tilde{A})^{-1} d z
$$

$\tilde{A}_{\text {ins }}=\tilde{P} \tilde{A}$ and $\tilde{A}_{\text {out }}=(I-\tilde{P}) \tilde{A}$. With the notations of Section 5,

$$
A_{\mathrm{ins}}-\tilde{A}_{\mathrm{ins}}
$$

$$
=\frac{1}{2 \pi i} \int_{\Omega} z\left[(z I-A)^{-1}-(z I-\tilde{A})^{-1}\right] d z=-\frac{1}{2 \pi i} \int_{\Omega} z\left[(z I-A)^{-1}(A-\tilde{A})(z I-\tilde{A})^{-1}\right] d z
$$

According to (69) with $q=\|A-\tilde{A}\|$, we obtain:

$$
q_{\mathrm{ins}}:=\left\|A_{\mathrm{ins}}-\tilde{A}_{\mathrm{ins}}\right\| \leq q \psi(A) \sup _{|z|=1}\left\|R_{z}(A)\right\| .
$$

Since $A_{\text {out }}-\tilde{A}_{\text {out }}=A-\tilde{A}-\left(A_{\text {ins }}-\tilde{A}_{\text {ins }}\right)$, one has:

$$
q_{\mathrm{out}}:=\left\|A_{\mathrm{out}}-\tilde{A}_{\mathrm{out}}\right\| \leq q+q_{\mathrm{ins}}
$$

In this section, $X_{\text {ins }}$ and $X_{\text {out }}$ are solutions of the equations of (55), (56), respectively, with $C=I$; i.e.,

$$
\begin{equation*}
X_{\mathrm{ins}}-A_{\mathrm{ins}}^{*} X_{\mathrm{ins}} P A_{\mathrm{ins}}=P^{*} P \tag{71}
\end{equation*}
$$

and:

$$
X_{\mathrm{out}}-A_{\mathrm{out}}^{*} X_{\mathrm{out}} P A_{\mathrm{out}}=\left(I-P^{*}\right)(I-P)
$$

Lemma 8.1 yields:
Corollary 1. If

$$
\left\|X_{\mathrm{ins}}\right\|\left(2 q_{\mathrm{ins}}\left\|A_{\mathrm{ins}}\right\|+q_{\mathrm{ins}}^{2}\right)<1
$$

then:

$$
\left(X_{\mathrm{ins}} \tilde{A}_{\mathrm{ins}} x, \tilde{A}_{\mathrm{ins}} x\right) \leq\left(1-\frac{c_{\mathrm{ins}}}{\left\|X_{\mathrm{ins}}\right\|}\right)\left(X_{\mathrm{ins}} x, x\right) \quad(x \in \mathcal{H})
$$

where:

$$
c_{\mathrm{ins}}:=1-\left\|X_{\mathrm{ins}}\right\|\left(2 q_{\mathrm{ins}}\left\|A_{\mathrm{ins}}\right\|+q_{\mathrm{ins}}^{2}\right) .
$$

Making use of Lemma 8.2, we get:
Corollary 2. If

$$
2\left\|X_{\text {out }}\right\| q_{\text {out }}\left\|A_{\text {out }}\right\|<1
$$

then with $Y_{\text {out }}=-X_{\text {out }}$, one has:

$$
\left(Y_{\text {out }} \tilde{A}_{\text {out }}, \tilde{A}_{\text {out }} x, x\right) \geq\left(1+\frac{m_{\text {out }}}{\left\|X_{\text {out }}\right\|}\right)\left(Y_{\text {out }} x, x\right) \quad(x \in \mathcal{H})
$$

where $m_{\text {out }}=1-2\left\|X_{\text {out }}\right\| q_{\text {out }}\left\|A_{\text {out }}\right\|$.
9. Nonautonomous Linear Difference Equations

### 9.1. Stability

Consider the equation:

$$
\begin{equation*}
u_{k+1}=A_{k} u_{k} \quad\left(A_{k} \in \mathcal{B}(\mathcal{H}) ; k=0,1,2, \ldots\right) \tag{72}
\end{equation*}
$$

with given $u_{0} \in \mathcal{H}$. For some $A \in \mathcal{B}(\mathcal{H})$, define the norms:

$$
\|x\|_{X}=\sqrt{(X x, x)}(x \in \mathcal{H}) \text { and }\|A\|_{X}=\sup _{x \in \mathcal{H}} \frac{\|A x\|_{X}}{\|x\|_{X}} .
$$

where $X=X(A)$ is the solution of (62).
Throughout this section and the next one, it is assumed that $\sup _{k}\left\|A_{k}\right\|<\infty$ and denoted $q_{0}:=\sup _{k}\left\|A-A_{k}\right\|$.

Theorem 4. Let there be an $A \in \mathcal{B}(\mathcal{H})$ with $r_{s}(A)<1$, such that:

$$
\begin{equation*}
\sup _{k=0,1,2, \ldots}\|X(A)\|\left(2 q_{0}\|A\|+q_{0}^{2}\right)<1 \tag{73}
\end{equation*}
$$

Then, for any solution of $u_{k}$ of (72), one has:

$$
\begin{equation*}
\left\|u_{k}\right\|_{X} \leq\left(1-\frac{a_{0}}{\|X\|}\right)^{k / 2}\left\|u_{0}\right\|_{X} \quad(k=1,2, \ldots) \tag{74}
\end{equation*}
$$

where $a_{0}:=1-\left(2 q_{0}\|X\|+q_{0}^{2}\right)$.

Proof. Due to Lemma 8.1 and (73), we have:

$$
\begin{equation*}
\left\|A_{k}\right\|_{X} \leq \sqrt{1-\frac{a_{0}}{\|X\|}}(k=0,1,2, \ldots) \tag{75}
\end{equation*}
$$

Since:

$$
\begin{equation*}
u_{k+1}=A_{k} A_{k-1} \cdots A_{1} A_{0} u_{0} \tag{76}
\end{equation*}
$$

we arrive at the required result.
Certainly, we can take $A=A_{k}$ for some index $k$.
Equation (72) is said to be exponentially stable, if there are constants $m_{1} \geq 1, m_{2} \in[0,1)$, such that $\left\|u_{k}\right\| \leq m_{1} m_{2}^{k}\left\|u_{0}\right\|(k=1,2, \ldots)$.

Note that $X=I+A^{*} X A \geq I$. Since $a_{0}<1$, one has $\frac{a_{0}}{\|X\|}<1$. In addition, the upper and lower bounds for $X$ presented in Section 3 show that the norms $\|\cdot\|$ and $\|\cdot\|_{X}$ are equivalent. Consequently, under the hypothesis of Theorem 9.1, Equation (72) is exponentially stable.

Now, we can apply the results of Section 3 to concrete operators.

### 9.2. Lower Bounds for Solutions

Lemma 10. For some $A \in \mathcal{B}(\mathcal{H})$, let the condition $r_{l}(A)>1$ hold and $X=X(A)$ be a solution of (62). If, in addition,

$$
\begin{equation*}
2 q_{0}\|X\|\|A\|<1, \tag{77}
\end{equation*}
$$

then solution $u_{k}$ of (72) is subject to the inequality:

$$
\begin{equation*}
\left(Y u_{k}, u_{k}\right) \geq\left(1+\frac{m_{0}}{\|X\|}\right)^{k}\left(Y u_{0}, u_{0}\right) \quad(k=1,2, \ldots) \tag{78}
\end{equation*}
$$

where $Y=-X$ and $m_{0}=1-2\|X\|\|A\| q_{0}$.
Proof. Due to Lemma 8.2, we have:

$$
\left(Y A_{k} x, A_{k} x\right) \geq\left(1+\frac{m_{0}}{\|X\|}\right)(Y x, x)
$$

Hence,

$$
\begin{equation*}
\left(Y u_{k+1}, u_{k+1}\right) \geq\left(1+\frac{\hat{d}_{0}}{\|X\|}\right)\left(u_{k}, u_{k}\right) \geq\left(1+\frac{\hat{d_{0}}}{\|X\|}\right)^{2}\left(u_{k-1}, u_{k-1}\right) . \tag{79}
\end{equation*}
$$

Continuing this process, we get the required result.

### 9.3. Dichotomic Equations

For an $A \in \mathcal{B}(\mathcal{H})$, let Condition (50) hold, and the inequality:

$$
\begin{equation*}
q_{0} \sup _{|z|=1}\left\|R_{z}(A)\right\|<1 \tag{80}
\end{equation*}
$$

is fulfilled. Then, $\Omega \cap \sigma\left(A_{k}\right)=\varnothing$ for all $k \geq 0$, and by the Hilbert identity:

$$
\begin{equation*}
\sup _{k=0,1, \ldots,|z|=1}\left\|R_{z}\left(A_{k}\right)\right\| \leq \psi_{0}:=\sup _{|z|=1}\left\|R_{z}(A)\right\|\left(1-q_{0}\left\|R_{z}(A)\right\|\right)^{-1} \tag{81}
\end{equation*}
$$

and:

$$
\begin{equation*}
\sup _{k=0,1, \ldots,|z|=1}\left\|R_{z}\left(A_{k}\right)-R_{z}(A)\right\| \leq q_{0} \psi_{0} \sup _{|z|=1}\left\|R_{z}(A)\right\| . \tag{82}
\end{equation*}
$$

Hence, each $A_{k}$ has a dichotomic spectrum:

$$
\sigma\left(A_{k}\right)=\sigma_{\text {ins }}\left(A_{k}\right) \cup \sigma_{\text {out }}\left(A_{k}\right)
$$

where $\sigma_{\text {ins }}\left(A_{k}\right)$ and $\sigma_{\text {out }}\left(A_{k}\right)$ are nonempty nonintersecting sets lying inside and outside $\Omega$, respectively. Put:

$$
P_{k}=\frac{1}{2 \pi i} \int_{\Omega}\left(z I-A_{k}\right)^{-1} d z
$$

$A_{k, \text { ins }}=P_{k} A_{k}$ and $A_{k, \text { out }}=\left(I-P_{k}\right) A_{k}$. With $A_{\text {ins }}$ defined as Section 5,

$$
A_{\mathrm{ins}}-A_{k, \mathrm{ins}}=\frac{1}{2 \pi i} \int_{\Omega} z\left[(z I-A)^{-1}-\left(z I-A_{k}\right)^{-1}\right] d z
$$

According to (82):

$$
\begin{equation*}
q_{0, \text { ins }}:=\sup _{k}\left\|A_{\text {ins }}-A_{k, \text { ins }}\right\| \leq q_{0} \psi_{0} \sup _{|z|=1}\left\|R_{z}(A)\right\| . \tag{83}
\end{equation*}
$$

Since $A_{\text {out }}-A_{k, \text { out }}=A-A_{k}-\left(A_{\text {ins }}-A_{k, \text { ins }}\right)$, one has:

$$
\begin{equation*}
q_{0, \text { out }}:=\sup _{k}\left\|A_{\text {out }}-A_{k, \text { out }}\right\| \leq q_{0}+q_{0, \text { ins }} \leq q_{0}\left(1+\psi_{0} \sup _{|z|=1}\left\|R_{z}(A)\right\|\right) . \tag{84}
\end{equation*}
$$

In this section, $X_{\text {ins }}$ and $X_{\text {out }}$ are solutions of Equation (71) and the equation $X_{\text {out }}$ $A_{\text {out }}^{*} X_{\text {out }} P A_{\text {out }}=\left(I-P^{*}\right)(I-P)$, respectively. If:

$$
\begin{equation*}
\left\|X_{\mathrm{ins}}\right\|\left(2 q_{0, \mathrm{ins}}\left\|A_{\mathrm{ins}}\right\|+q_{0, \mathrm{ins}}^{2}\right)<1 \tag{85}
\end{equation*}
$$

then Corollary 8.3 implies:

$$
\begin{equation*}
\left(X_{\mathrm{ins}} A_{k, \mathrm{ins}} x, A_{k, \mathrm{ins}} x\right) \leq\left(1-\frac{c_{0, \mathrm{ins}}}{\left\|X_{\mathrm{ins}}\right\|}\right)\left(X_{\mathrm{ins}} x, x\right) \quad(x \in \mathcal{H}) \tag{86}
\end{equation*}
$$

where:

$$
c_{0, \text { ins }}:=1-\left\|X_{\mathrm{ins}}\right\|\left(2 q_{0, \mathrm{ins}}\left\|A_{\mathrm{ins}}\right\|+q_{0, \mathrm{ins}}^{2}\right) .
$$

Furthermore, if:

$$
\begin{equation*}
2\left\|X_{\text {out }}\right\| q_{0, \text { out }}\left\|A_{\text {out }}\right\|<1 \tag{87}
\end{equation*}
$$

then with $Y_{\text {out }}=-X_{\text {out }}$, Corollary 8.4 implies:

$$
\begin{equation*}
\left(Y_{\text {out }} A_{k, \text { out }}, A_{k, \text { out }} x, x\right) \geq\left(1+\frac{m_{0, \text { out }}}{\left\|X_{\text {out }}\right\|}\right)\left(Y_{\text {out }} x, x\right) \quad(x \in \mathcal{H}) \tag{88}
\end{equation*}
$$

where $m_{0, \text { out }}=1-2\left\|X_{\text {out }}\right\| q_{0, \text { out }}\left\|A_{\text {out }}\right\|$.
Put $w_{k}=P_{k} A_{k}, w_{k}=\left(I-P_{k}\right) A_{k}$. Then, $u_{k}=w_{k}+v_{k}$, where $w_{k}$ and $v_{k}$ are solutions of the equations:

$$
\begin{equation*}
w_{k+1}=A_{k, \text { ins }} w_{k} \quad\left(w_{0} \in P_{0} \mathcal{H}\right) \tag{89}
\end{equation*}
$$

and:

$$
\begin{equation*}
v_{k+1}=A_{k, \text { out }} v_{k}\left(k=0,1,2, \ldots ; v_{0} \in\left(I-P_{0}\right) \mathcal{H}\right) . \tag{90}
\end{equation*}
$$

Making use of (86), under Condition (85), we have:

$$
\left(X_{\mathrm{ins}} w_{k+1}, w_{k+1}\right)=\left(X_{\mathrm{ins}} A_{k, \text { ins }} w_{k}, A_{k, \text { ins }} w_{k}\right)\left(1-\frac{c_{0, \mathrm{ins}}}{\left\|X_{\mathrm{ins}}\right\|}\right)\left(X_{\mathrm{ins}} w_{k}, w_{k}\right) \leq \ldots
$$

$$
\begin{equation*}
\leq\left(1-\frac{c_{0, \mathrm{ins}}}{\left\|X_{\mathrm{ins}}\right\|}\right)^{k}\left(X_{\mathrm{ins}} w_{0}, w_{0}\right) \tag{91}
\end{equation*}
$$

Furthermore, if (87) holds, then by: (88)

$$
\begin{gather*}
\left(Y_{\text {out }} v_{k+1}, v_{k+1}\right)=\left(Y_{\text {out }} A_{k, \text { out }} v_{k}, A_{k, \text { out }}\right) \geq\left(1+\frac{d_{0, \text { out }}}{\left\|X_{\text {out }}\right\|}\right)\left(Y_{\text {out }} v_{k}, v_{k}\right) \geq \\
\ldots \geq\left(1+\frac{d_{0, \text { out }}}{\left\|X_{\text {out }}\right\|}\right)^{k}\left(Y_{\text {out }} v_{0}, v_{0}\right) \tag{92}
\end{gather*}
$$

We thus have proven:
Lemma 11. For some $A \in \mathcal{B}(\mathcal{H})$, let Conditions (50), (85), and (87) hold. Then, (72) is a dichotomic equation. Moreover, its solution satisfies Inequalities (91) and (92).

Let Condition (27) hold and $d(A)$ be defined as in Section 5. For brevity, put $d(A)=d$. Then, as is shown in Section $5, \sup _{|z|=1}\left\|R_{z}(A)\right\| \leq F(1 / d),\|P\| \leq F(1 / d),\|I-P\| \leq 1+F(1 / d)$. By Lemma 6.1, $\left\|X_{\text {ins }}\right\| \leq F^{4}(1 / d)$ and $\left\|X_{\text {out }}\right\| \leq F^{2}(1 / d)(1+F(1 / d))^{2}$. Condition (80) takes the form:

$$
\begin{equation*}
q_{0} F(1 / d)<1 \tag{93}
\end{equation*}
$$

Therefore,

$$
\psi_{0} \leq \psi_{1}:=F(1 / d)\left(1-q_{0} F(1 / d)\right)^{-1}
$$

and $q_{0, \text { ins }} \leq q_{0} \psi_{1} F(1 / d)$. In addition, by (84) $q_{0, \text { out }} \leq q_{0}\left(1+\psi_{1} F(1 / d)\right)$. Condition (85) is provided by:

$$
\left.F^{4}(1 / d)\left(2 q_{0} \psi_{1} F(1 / d)\right)\|A P\|+q_{0}^{2} \psi_{1}^{2} F^{2}(1 / d)\right) \leq F^{6}(1 / d) q_{0} \psi_{1}\left(2\|A\|+q_{0} \psi_{1}\right)<1
$$

Condition (87) is provided by:

$$
2 F^{2}(1 / d)(1+F(1 / d))^{2} q_{0}\left(1+\psi_{1} F(1 / d)\right)\|A(I-P)\| \leq 2 F^{2}(1 / d)(1+F(1 / d))^{3} q_{0}\left(1+\psi_{1} F(1 / d)\right)\|A\|<1
$$

Now, Lemma 9.3 yields:
Theorem 5. For some $A \in \mathcal{B}(\mathcal{H})$, let the Conditions (50), (27), (93), and:

$$
q_{0} F^{2}(1 / d) \max \left\{F^{4}(1 / d) \psi_{1}\left(2\|A\|+q_{0} \psi_{1}\right), 2(1+F(1 / d))^{3}\left(1+\psi_{1} F(1 / d)\right)\|A\|\right\}<1
$$

be fulfilled. Then, (72) is a dichotomic equation. Moreover, its solution satisfies Inequalities (91) and (92).
Similar results for the periodic equations in the finite-dimensional space were established in the article [19].

## 10. Nonlinear Nonautonomous Equations

For a positive $\varrho \leq \infty$, put $\omega(\varrho)=\{x \in \mathcal{H}:\|x\| \leq \varrho\}$.
Let $A_{k} \in \mathcal{B}(\mathcal{H})$ and $G_{k}: \omega(\varrho) \rightarrow \mathcal{H}$. Consider the equation:

$$
\begin{equation*}
u_{k+1}=A_{k} u_{k}+G_{k}\left(u_{k}\right) \quad(k=0,1,2, \ldots) \tag{94}
\end{equation*}
$$

with given $u_{0} \in \mathcal{H}$, assuming that:

$$
\begin{equation*}
\left\|G_{k}(x)\right\| \leq v_{k}\|x\| \quad(x \in \omega(\varrho) ; k=0,1,2, \ldots) \tag{95}
\end{equation*}
$$

with nonnegative constants $v_{k}$.

Lemma 12. Let Condition (95) hold with $\varrho=\infty$. Let there be an $A \in \mathcal{B}(\mathcal{H})$ with $r_{s}(A)<1$ and:

$$
\begin{equation*}
\gamma:=\|X\| \sup _{k}\left[2\|A\|\left\|A-A_{k}\right\|+\left\|A-A_{k}\right\|^{2}+2\left\|A_{k}\right\| v_{k}+v_{k}^{2}\right]<1, \tag{96}
\end{equation*}
$$

where $X$ is the solution of (62). Then:

$$
\begin{equation*}
\left(X u_{k}, u_{k}\right) \leq\left(1-\frac{1-\gamma}{\|X\|}\right)^{k}\left(X u_{0}, u_{0}\right) \quad(k=1,2, \ldots) \tag{97}
\end{equation*}
$$

for any solution $u_{k}$ of (94).
Proof. Multiplying (94) by $X$ and doing the scalar product, we have.

$$
\begin{equation*}
\left(X u_{k+1}, u_{k+1}\right)=\left(X\left(A_{k} u_{k}+G_{k}\left(u_{k}\right)\right), A_{k} u_{k}+G_{k}\left(u_{k}\right)\right)=\left(X A_{k} u_{k}, A_{k} u_{k}\right)+\Phi_{k}\left(u_{k}\right) \tag{98}
\end{equation*}
$$

where:

$$
\Phi_{k}(x)=\left(X G_{k}(x), A_{k} x\right)+\left(X A_{k} x, G_{k}(x)\right)+\left(X G_{k}(x), G_{k}(x)\right)(x \in \mathcal{H})
$$

However,

$$
A_{k}^{*} X A_{k}=\left(A+Z_{k}\right)^{*} X\left(A+Z_{k}\right)=A^{*} X A+W_{k}=X-I+W_{k}
$$

where $Z_{k}=A_{k}-A$ and $W_{k}=Z_{k}^{*} X A+A_{k}^{*} X Z+Z_{k}^{*} X Z_{k}$. Thus,

$$
\begin{gathered}
\left(X u_{k+1}, u_{k+1}\right)=\left(X u_{k}, u_{k}\right)-\left(u_{k}, u_{k}\right)+\left(W_{k} u_{k}, A_{k} u_{k}\right)+\Phi_{k} \\
\leq\left(X u_{k}, u_{k}\right)-\left\|u_{k}\right\|^{2}\left(1-\left\|W_{k}\right\|\right)-\left\|\Phi_{k}\right\|
\end{gathered}
$$

According to (95):

$$
\left\|\Phi_{k}(x)\right\| \leq\|X\|\left(2\left\|A_{k}\right\|\left\|G_{k}(x)\right\|\|x\|+\left\|G_{k}(x)\right\|^{2} \leq\|X\|\left(2\left\|A_{k}\right\| v_{k}+v_{k}^{2}\right)\|x\|^{2}\right)
$$

and:

$$
\left\|W_{k}\right\| \leq\|X\|\left(2\|A\|\left\|A-A_{k}\right\|+\left\|A-A_{k}\right\|^{2}\right)
$$

Consequently,

$$
\left\|\Phi_{k}(x)\right\|+\left\|W_{k} x\right\| \leq\|X\|\left(2\|A\|\left\|A-A_{k}\right\|+\left\|A-A_{k}\right\|^{2}+v_{k}\left\|A_{k}\right\|+v_{k}^{2}\right)\|x\|^{2} \leq \gamma\|x\|^{2}
$$

From (98), it follows:

$$
\left(X u_{k+1}, u_{k+1}\right) \leq\left(X u_{k}, u_{k}\right)-\gamma\left(u_{k}, u_{k}\right) \leq\left(X u_{k}, u_{k}\right)\left(1-\frac{\gamma}{\|X\|}\right)
$$

Hence, (97) follows, as claimed.

Since $X \geq I, X$ is invertible and:

$$
\frac{1}{\left\|X^{-1}\right\|}\left(u_{k}, u_{k}\right)=\frac{1}{\left\|X^{-1}\right\|}\left(X^{-1} X u_{k}, u_{k}\right) \leq\left(X u_{k}, u_{k}\right)
$$

From the latter lemma with $\varrho=\infty$, we have:

$$
\left(u_{k}, u_{k}\right) \leq\left\|X^{-1}\right\|\|X\|\left(1-\frac{1-\gamma}{\|X\|}\right)^{k}\left(u_{0}, u_{0}\right) \quad\left(u_{0} \in \mathcal{H}\right)
$$

and thus:

$$
\begin{equation*}
\left\|u_{k}\right\| \leq\left(\left\|X^{-1}\right\|\|X\|\right)^{1 / 2}\left(1-\frac{1-\gamma}{\|X\|}\right)^{k / 2}\left\|u_{0}\right\| \quad(k=1,2, \ldots) \tag{99}
\end{equation*}
$$

Theorem 6. Let Condition (95) and there be an $A \in \mathcal{B}(\mathcal{H})$ with $r_{s}(A)<1$ satisfying (96). In addition, let:

$$
\begin{equation*}
\left\|u_{0}\right\|<\frac{\varrho}{\left(\left\|X^{-1}\right\|\|X\|\right)^{1 / 2}} \tag{100}
\end{equation*}
$$

Then, the solution to (94) admits the estimate (99).
Proof. In the case $\varrho=\infty$, the result is due to the latter lemma. Let $\varrho<\infty$. By the Urysohn theorem ([20], p. 15), there is a scalar-valued function $\psi_{\varrho}$ defined on $\mathcal{H}$, such that:

$$
\psi_{\varrho}(w)=1 \quad(w \in \mathcal{H},\|w\|<\varrho) \text { and } \psi_{\varrho}(w)=0 \quad(\|w\| \geq \varrho) .
$$

Put $G_{k}(\varrho, w)=\psi_{\varrho}(w) G_{k}(w)$ and consider the equation:

$$
\begin{equation*}
v_{k+1}=A_{k} v_{k}+G_{k}\left(\varrho, v_{k}\right), \quad v_{0}=u_{0} \tag{101}
\end{equation*}
$$

Besides, (95) yields the condition:

$$
\left.\| G_{k}(\varrho, w)\right)\left\|\leq v_{k}\right\| w \| \quad(w \in \mathcal{H} ; k \geq 0)
$$

Thanks to the latter lemma, a solution $v_{k}$ of Equation (101) satisfies (99). According to (100), $\left\|v_{k}\right\| \leq\left(\left\|X^{-1}\right\|\|X\|\right)^{1 / 2}\left\|u_{0}\right\|<\varrho(k=1,2, \ldots)$. Therefore, solutions of (101) and (94) under (102) coincide. This proves the required result.

Definition 2. The zero solution to (94) is said to be exponentially stable if there are constants $m_{0}>0, m_{1}>0$ and $m_{2} \in(0,1)$, such that the solution $u_{k}$ to (94) satisfies the inequality, $\left\|u_{k}\right\| \leq m_{1} m_{2}^{k}\left\|u_{0}\right\|(k=1,2, \ldots)$, provided $\left\|u_{0}\right\|<m_{0}$.

Corollary 3. Under the hypothesis of Theorem 10.1, the zero solution to (94) is exponentially stable.
Definition 3. We will say that Equation (1) is quasi-linear, if:

$$
\begin{equation*}
\lim _{w \rightarrow 0}\left\|G_{j}(w)\right\| /\|w\|=0 \tag{102}
\end{equation*}
$$

uniformly in $j \geq 0$.
Corollary 4. Let (94) be quasi-linear and there be an $A \in \mathcal{B}(\mathcal{H})$ with $r_{s}(A)<1$ satisfying the inequality:

$$
\|X\|\left[2\|A\|\left\|A-A_{j}\right\|+\left\|A-A_{j}\right\|^{2}\right]<1 \quad(j=0,1,2 \ldots) .
$$

Then, the zero solution to (94) is exponentially stable.
Indeed, according to (102),

$$
\left\|G_{j}(w)\right\| \leq \hat{\nu}(\varrho)\|w\| \quad(w \in \omega(\varrho))
$$

with a $\hat{\nu}(\varrho) \rightarrow 0$ as $\varrho \rightarrow 0$. Therefore, for a sufficiently small $\varrho$, we have Condition (95) with $\hat{v}($. instead of $v_{k}$. Now, Theorem 10.1 yields the required result.
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#### Abstract

As a nontrivial application of the abstract theorem developed in our recent paper titled "Limit-periodic solutions of difference and differential systems without global Lipschitzianity restricitions", the existence of limit-periodic solutions of the difference equation from the title is proved, both in the scalar as well as vector cases. The nonlinearity $h$ is not necessarily globally Lipschitzian. Several simple illustrative examples are supplied.
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## 1. Introduction

As far as we know, in spite of the intensive studies of limit-periodic (especially Schrödinger-type) operators (see, e.g., [1,2], and the references therein), the results about the existence of limit-periodic solutions to nonlinear differential and difference equations are very rare (see e.g., [3-8]). For some related periodicity and almost-periodicity problems and applications, see, e.g., [9-12], and the references therein. As already pointed out in [5], since the space of limit-periodic sequences is (unlike for limit-periodic functions) Banach (cf. [4,13]), the existence criteria for limit-periodic solutions of difference equations are significantly simpler than those for differential equations. Nevertheless, an obstruction related to the absence of global Lipschitzianity restrictions, imposed on the given right-hand sides of equations under consideration, remains also in the discrete case. For the recently investigated continuous case, see [6] and the references therein.

Hence, the aim of the present note is to obtain, by means of our technique (see [5], Theorem 3.2, resp. Corollary 3.3), which we state below in the form of Proposition 2, the effective solvability criteria of the equation from the title. Its scalar and vector cases will be treated separately. Let us note that, in particular cases, the equation from the title can describe discrete population models for a single species. For instance, if $h(x):=-\mu x+\mu-\lambda, \mu>0$, then we get the forced logistic equation. For more details, see e.g., ([14], Chapter 1, [15], Chapter 2).

## 2. Preliminaries and Auxiliary Results

At first, we will recall the notion of a limit-periodic sequence and its basic properties.
Definition 1. A sequence $\underline{x}:=\left\{x_{t}\right\} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}$, where $\mathbb{R}$ and $\mathbb{Z}$ denote respectively the sets of reals and integers, is called limit-periodic if there exists a family of periodic sequences $\underline{x}^{k}:=\left\{x_{t}^{k}\right\}, k \in \mathbb{N}(\mathbb{N}$ denotes the set of positive integers), such that $\lim _{k \rightarrow \infty} x_{t}^{k}=x_{t}$, uniformly w.r.t. $t \in \mathbb{Z}$.

It is well known (see e.g., [5]) that Definition 1 is equivalent to the following definition of a semi-periodic sequence (cf. [13]).

Definition 2. A sequence $\underline{x}:=\left\{x_{t}\right\} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}$ is called semi-periodic if

$$
\forall \varepsilon>0, \exists T \in \mathbb{N}, \forall m \in \mathbb{Z}, \forall k \in \mathbb{Z}, \quad\left|x_{k+m T}-x_{k}\right| \leq \varepsilon
$$

Remark 1. Since the uniform and Stepanov norms, namely $\|\cdot\|_{\infty}$ and $\|\cdot\|_{S_{\mathrm{T}}^{p}}$, where

$$
\begin{gathered}
\|\underline{x}\|_{\infty}:=\sup _{t \in \mathbb{Z}}\left|x_{t}\right|, \\
\|\underline{x}\|_{S_{\mathrm{T}}^{p}}:=\sup _{m \in \mathbb{Z}}\left(\frac{1}{T+1} \sum_{t=m}^{m+T}\left|x_{t}\right|^{p}\right)^{\frac{1}{p}}, T \in\{0\} \cup \mathbb{N}, p \geq 1,
\end{gathered}
$$

were shown in ([16], Proposition 1 and Remark 2) to be equivalent, both Definitions 1 and 2 can be easily reformulated in terms of Stepanov limit-periodic and Stepanov semi-periodic sequences by means of the Stepanov norm $\|\cdot\|_{S_{\mathrm{T}}^{p}}, p \geq 1$.

Summing up, it will be convenient to recall the following proposition (cf. [5], Proposition 2.12).
Proposition 1. The following properties of a sequence $\left\{x_{t}\right\} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}$ are equivalent:
(i) $\left\{x_{t}\right\}$ is uniformly limit-periodic,
(ii) $\left\{x_{t}\right\}$ is (Stepanov) $\mathrm{S}_{\mathrm{T}}^{p}$-limit-periodic,
(iii) $\left\{x_{t}\right\}$ is uniformly semi-periodic,
(iv) $\left\{x_{t}\right\}$ is (Stepanov) $\mathrm{S}_{\mathrm{T}}^{p}$-semi-periodic.

Moreover, the set of all (Stepanov) limit-periodic, resp. (Stepanov) semi-periodic sequences $\left\{x_{t}\right\} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}$, endowed with the uniform or Stepanov norms $\|\cdot\|_{\infty}$ or $\|\cdot\|_{S_{\mathrm{T}}^{p}}, p \geq 1$, is a Banach space.

Now, let us proceed to the difference system

$$
\begin{equation*}
x_{t+1}=f\left(x_{t}\right)+p_{t} \tag{1}
\end{equation*}
$$

where $f \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and $\left\{p_{t}\right\} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}$ is a (Stepanov) limit-periodic sequence. Let us also consider the associated one-parameter family of systems

$$
\begin{equation*}
x_{t+1}=f\left(x_{t}\right)+p_{t}^{N} \tag{2}
\end{equation*}
$$

where the class of $T_{k}$-periodic $\left(T_{k}>0\right)$ sequences $\left\{p_{t}^{N}\right\} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}, N \in \mathbb{N}$, converges uniformly to $\left\{p_{t}\right\}$.
Our technique in ([5], Corollary 3.7) will be stated here in the form of the following proposition.
Proposition 2. Assume still that
(i) for each fixed $N$, system (2) admits a $T_{k}$-periodic solution $\left\{x_{t}^{N}\right\}$,
(ii) $\sup _{N \in \mathbb{N}}\left\|\left\{x_{t}^{N}\right\}\right\|_{\infty}<\infty$,
(iii) if $A_{t}^{N}$ is the Jacobian matrix of $f$ at $x_{t}^{N}$, then there exists a non-singular solution of the homogeneous system

$$
\begin{equation*}
y_{t+1}=A_{t}^{N} y_{t} \tag{3}
\end{equation*}
$$

which satisfies the exponential dichotomy, for all sufficiently large values of $N$, with common constants $K$ and $\alpha$, characterizing the exponential dichotomy.

Then, system (1) possesses a uniformly limit-periodic solution.

Let us recall the definition of an exponential dichotomy for Equation (3). Introducing the resolvent $R: \mathbb{Z}^{2} \rightarrow \mathcal{M}_{n}$, where $\mathcal{M}_{n}$ denotes the space of real $n \times n$ matrices, and

$$
R(t, s):= \begin{cases}A_{t-1} \ldots A_{s}, & \text { for } t>s \\ A_{s}^{-1} \ldots A_{t-1}^{-1}, & \text { for } t<s \\ I_{n}, & \text { for } t=s\end{cases}
$$

where $I_{n}$ is the identity matrix, it has the semi-group property. Taking $\Phi_{t}:=R(t, 0)$, we say that Equation (3) satisfies an exponential dichotomy if there exists a projection $P\left(P^{2}=P\right)$ and constants $K>0, \alpha \in(0,1)$ such that

$$
\begin{cases}\left|\Phi_{t} P \Phi_{s}^{-1}\right| \leq K \alpha^{t-s}, & \text { for } t \geq s  \tag{4}\\ \left|\Phi_{t}\left(I_{n}-P\right) \Phi_{s}^{-1}\right| \leq K \alpha^{-(t-s)}, & \text { for } t \leq s\end{cases}
$$

Let us note that $\Phi_{t} P \Phi_{s}^{-1} y$ is the $t$-iterated image of the projection by $P$ of the solution of Equation (3) such that $y_{s}=y$. In the stable case, $P=I_{n}$, and so $\Phi_{t} P \Phi_{s}^{-1}=R(t, s)$, when $t \geq s$, and $\Phi_{t}\left(I_{n}-\right.$ P) $\Phi_{s}^{-1}=0$, when $t \leq s$.

Remark 2. For some alternative definitions of an exponential dichotomy for Equation (3), see, e.g., [17-19]. In particular, Palmer gives in [18] a finite-time condition for an exponential dichotomy. In fact, all these conditions were formulated for a more general class of (uniformly) almost-periodic homogeneous systems (3).

On this basis, we can define the associated Green function $G: \mathbb{Z}^{2} \rightarrow \mathcal{M}_{n}$, where (see, e.g., [5], and the references therein)

$$
G(t, s):=\Phi_{t}\left(P l_{t \geq s}+\left(I_{n}-P\right) l_{t \leq s}\right) \Phi_{s}^{-1}= \begin{cases}\Phi_{t} P \Phi_{s}^{-1}, & \text { for } t>s  \tag{5}\\ I_{n}, & \text { for } t=s \\ \Phi_{t}\left(I_{n}-P\right) \Phi_{s}^{-1}, & \text { for } t<s\end{cases}
$$

and

$$
l_{t \geq s}:= \begin{cases}1, & \text { for } t \geq s \\ 0, & \text { for } t<s\end{cases}
$$

## 3. Limit-Periodic Solutions: Scalar Case

Consider the equation from the title in the scalar case $(n=1)$, i.e.,

$$
\begin{equation*}
x_{t+1}-\left[h\left(x_{t}\right)+\lambda\right] x_{t}=r_{t}, \tag{6}
\end{equation*}
$$

where $\lambda>1, h \in C^{1}(\mathbb{R}, \mathbb{R})$ and $\underline{r}=\left\{r_{t}\right\}: \mathbb{Z} \rightarrow \mathbb{R}$ is a (Stepanov or) uniformly limit-periodic sequence (see Definition 1 and Proposition 1).

At first, let us deal with the case, when $\underline{r}$ is periodic. Since we would like to obtain a periodic solution for Equation (6), we associate to it its Schauder-like parametrization, namely

$$
\begin{equation*}
x_{t+1}-\left[h\left(q_{t}\right)+\lambda\right] x_{t}=r_{t} \tag{7}
\end{equation*}
$$

where $\underline{q} \in Q_{D}:=\left\{\underline{p} \in \mathbb{R}^{\mathbb{Z}},\|\underline{p}\|_{\infty} \leq D\right\}$.
Consider still the homogeneous equation, obtained by the linearization of Equation (6) at $\left\{q_{t}\right\}$, i.e.,

$$
\begin{equation*}
x_{t+1}-\left[h^{\prime}\left(q_{t}\right) q_{t}+h\left(q_{t}\right)+\lambda\right] x_{t}=0 \tag{8}
\end{equation*}
$$

Let us assume that there exists a constant $D>0$ such that

$$
\begin{equation*}
\forall x \in[-D, D]: h(x) \geq 0 \text { and } h^{\prime}(x) x+h(x) \geq 0 \tag{9}
\end{equation*}
$$

jointly with

$$
\begin{equation*}
\|\underline{r}\|_{\infty} \leq \frac{\lambda-1}{\lambda+1} D \tag{10}
\end{equation*}
$$

We are ready to formulate the first main theorem (for the scalar case), when applying Proposition 2.
Theorem 1. Let $\lambda>1$ and let there exist a constant $D>0$ such that condition (9) holds for $h \in C^{1}(\mathbb{R}, \mathbb{R})$, jointly with condition (10) for a (Stepanov or) uniformly limit-periodic sequence $\left\{r_{t}\right\}: \mathbb{Z} \rightarrow \mathbb{R}$. Then, Equation (6) admits a uniformly limit-periodic solution $\underline{z}$ satisfying

$$
\begin{equation*}
\|\underline{z}\|_{\infty} \leq \frac{\lambda+1}{\lambda-1}\|\underline{r}\|_{\infty} \tag{11}
\end{equation*}
$$

Proof. Observe that, under the assumption (9), the homogeneous Equation (8) exhibits an exponential dichotomy with constants $K=1$ and $\alpha=1 / \lambda$ because

$$
\left|h^{\prime}\left(q_{t}\right) q_{t}+h\left(q_{t}\right)+\lambda\right|=h^{\prime}\left(q_{t}\right) q_{t}+h\left(q_{t}\right)+\lambda \geq \lambda
$$

by which

$$
\left|x_{t}\right|=\frac{1}{\left|h^{\prime}\left(q_{t}\right) q_{t}+h\left(q_{t}\right)+\lambda\right|}\left|x_{t+1}\right| \leq \frac{1}{\lambda}\left|x_{t+1}\right|
$$

Moreover, Equation (7) admits a unique entirely bounded solution $\underline{u}$ which takes the form

$$
u_{t}=\sum_{\ell \in \mathbb{Z}} G_{q}(t, \ell) r_{\ell-1}
$$

where $G_{q}$ is the Green function for Equation (7), where $r_{t}=0$, (see Formula (5)). By the standard calculations, we obtain that (see e.g., [5])

$$
\|\underline{u}\|_{\infty} \leq K \frac{1+\alpha}{1-\alpha}\|\underline{r}\|_{\infty}=\frac{\lambda+1}{\lambda-1}\|\underline{r}\|_{\infty}
$$

If $\underline{r}$ is $T_{k}$-periodic, then so must be $\underline{u}$ (see e.g., [20], Theorem 2.6).
For each $k \in \mathbb{N}$, we introduce

$$
Q_{k}:=\left\{\underline{p} \in \mathbb{R}^{\mathbb{Z}}, \underline{p} \text { is } T_{k} \text {-periodic and }\|\underline{p}\|_{\infty} \leq D\right\}
$$

and the operator $\mathcal{T}_{k}: Q_{k} \rightarrow \mathbb{R}^{\mathbb{Z}}$, where

$$
\mathcal{T}_{k}(\underline{q}):=\sum_{\ell \in \mathbb{Z}} G_{q}(t, \ell) r_{\ell-1}
$$

One can easily check that this operator is continuous and compact ( $Q_{k} \cap \mathbb{R}^{\mathbb{Z} \cap\left[0, T_{k}\right]}$ is compact), and such that $\mathcal{T}_{k}\left(Q_{k}\right) \subset Q_{k}$, provided condition (10) holds.

Thus, for a given $\underline{r}$, we take $D$ such that $D \geq \frac{\lambda+1}{\lambda-1}\|\underline{r}\|_{\infty}$, and the set $Q_{k}$ as above. Applying the well known Brouwer fixed point theorem, $\mathcal{T}_{k}$ possesses a fixed point $\varphi_{k} \in Q_{k}$, which represents a $T_{k}$-periodic solution of Equation (6), where $\underline{r}$ is $T_{k}$-periodic. Moreover, $\sup _{k \in \mathbb{N}}\left\|\varphi_{k}\right\|_{\infty} \leq D$.

Now, let us proceed to a limit-periodic sequence $\underline{r}$. According to Definition 1, it is a limit of a family of periodic sequences $\left\{\underline{r_{k}}\right\}$. We take $D>\frac{\lambda+1}{\lambda-1} \sup _{k \in \mathbb{N}}\left\|\underline{r_{k}}\right\|_{\infty}$. Since we have the exponential dichotomy with the same constants for each perturbated system, all the assumptions of Proposition 2
are satisfied. Thus, we obtain the existence of a limit-periodic solution $\underline{z}$ of Equation (6) satisfying the inequality (11), which completes the proof.

Remark 3. Taking $H(x):=h^{\prime}(x) x+h(x)$, we can see that if $h$ is even (resp. odd), then $H$ must be also. Thus, if $h$ is odd, then the only situation in order function $H$ could satisfy the assumption (9) occurs, provided $h(x)=0$, for each $x \in[0, D]$, which does not have much meaning. On the other hand, if $h$ is even, then $H$ must be too, and it is sufficient to satisfy the inequality in condition (9) on $(0, D]$. One can easily check that the function $h$ satisfies this assumption on $(0, D]$ if and only if the function $x \mapsto x h(x)(\geq 0)$ is non-decreasing. We can see then that the assumption (9) is in fact a local non-decreasing property.

We can give some illustrative examples in order condition (9) to be satisfied with an implicit or explicit $D$.

Example 1 (with an implicit D). Assume that there is an expansion of $h$ arround 0 ,

$$
h(x):=a_{n} x^{n}+o\left(x^{n}\right), a_{n}>0,
$$

where $n$ is a (strictly) positive even number. In such a case, we have $h^{\prime}(x) x+h(x)=x^{n}\left(n a_{n}+o(1)\right)$, with $n a_{n}>0$. Unfortunately, an implicit character of $D$ does not lead to an effective solvability criterium here.

Example 2 ( $D$ can be any positive real number). Let $h$ be a polynomial of an even degree, namely

$$
h(x):=\sum_{k=0}^{N} a_{k} x^{2 k}
$$

where $a_{k} \geq 0$, for every $k$.
More generally, we can consider the case of the following even Taylor expansion:

$$
h(x):=\sum_{k=0}^{+\infty} a_{k} x^{2 k}
$$

where $a_{k} \geq 0$, for every $k$. Then, any $D$ (strictly) smaller than the radius of convergence of the series exists. For instance, we can consider the function

$$
h(x):=\frac{1}{1-x^{2}}
$$

with $D \in(0,1)$. In this case, condition (10) can be reduced to

$$
\|\underline{r}\|_{\infty}<\frac{\lambda-1}{\lambda+1}
$$

provided $D=1-\varepsilon$ holds with a sufficiently small $\varepsilon>0$.

## 4. Limit-Periodic Solutions: Vector Case

In this section, we will consider again Equation (6), but this time in a vector case.
Hence, let $\lambda>1, h \in \mathbb{C}^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and $\underline{r}=\left\{r_{t}\right\}: \mathbb{Z} \rightarrow \mathbb{R}^{n}$ be a (Stepanov or) uniformly limit-periodic sequence. As before, we associate to this equation its Schauder-like parametrization (7), and the homogeneous equation

$$
\begin{equation*}
x_{t+1}-\left[\left(\nabla h\left(q_{t}\right) \cdot x_{t}\right) q_{t}+h\left(q_{t}\right) x_{t}+\lambda x_{t}\right]=0, \tag{12}
\end{equation*}
$$

where this time $q \in Q_{D}:=\left\{p \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}},\|p\|_{\infty} \leq D\right\}$. We also introduce, for each $q \in \mathbb{R}^{n}$, the (continuous) linear mapping $L_{q} \overline{:} \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, where

$$
\begin{equation*}
L_{q}: x \mapsto(\nabla h(q) \cdot x) q+h(q) x . \tag{13}
\end{equation*}
$$

Letting $B_{D}:=\left\{x \in \mathbb{R}^{n},\|x\| \leq D\right\}$, we will assume that one of the following assumptions holds. Let us note that the first one is a vector analogy of the scalar case. Moreover, it is equivalent to impose this assumption either for all $x \in \mathbb{R}^{n}$, or on the ball $B_{D}$ :

$$
\begin{array}{r}
\exists D>0, \forall x \in \mathbb{R}^{n}, \forall q \in B_{D}, \quad h(q) \geq 0 \text { and } L_{q}(x) \cdot x \geq 0 \\
\exists \beta>1, \exists D>0, \forall x \in \mathbb{R}^{n}, \forall q \in B_{D}, \quad h(q) \geq 0 \text { and }\left\|L_{q}(x)+\lambda x\right\| \geq \beta\|x\| . \tag{15}
\end{array}
$$

Assume still that

$$
\begin{equation*}
\|\underline{r}\|_{\infty} \leq \frac{\lambda-1}{\lambda+1} D, \text { or (in the case of condition (15)) }\|\underline{r}\|_{\infty} \leq \frac{\beta-1}{\beta+1} D \text {. } \tag{16}
\end{equation*}
$$

We are ready to formulate the second main theorem (for the vector case).
Theorem 2. Let $\lambda>1$ and let there exist a constant $D>0$ such that either condition (14) or condition (15), with a suitable constant $\beta>1$, hold for $L_{q}$ defined in the mapping (13), where $h \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Let condition (16) still hold for a (Stepanov or) uniformly limit-periodic sequence $\left\{r_{t}\right\}: \mathbb{Z} \rightarrow \mathbb{R}^{n}$. Then, Equation (6) admits a uniformly limit-periodic solution $\underline{z}$ satisfying

$$
\|\underline{z}\|_{\infty} \leq \frac{\lambda+1}{\lambda-1}\|\underline{r}\|_{\infty}, \text { resp. }\|\underline{z}\|_{\infty} \leq \frac{\beta+1}{\beta-1}\|\underline{r}\|_{\infty}
$$

Proof. Under the assumptions (14) or (15), the homogeneous Equation (12) exhibits an exponential dichotomy. Indeed, in the first case, for any solution, we have

$$
\left\|x_{t+1}\right\| \cdot\left\|x_{t}\right\| \geq x_{t+1} \cdot x_{t} \geq L_{q}\left(x_{t}\right) \cdot x_{t}+\lambda x_{t} \cdot x_{t} \geq \lambda\left\|x_{t}\right\|^{2}
$$

Thus, we receive the exponential dichotomy with constants $K=1$ and $\alpha=1 / \lambda$. In the second case, a simple calculation leads to the exponential dichotomy with constants $K=1$ and $\alpha=1 / \beta$. To consider both situations together, let us replace $\lambda$ by $\beta$ in the first case. The unique entirely bounded solution $\underline{u}$ of Equation (7) satisfies this time the inequality

$$
\|\underline{u}\|_{\infty} \leq \frac{\beta+1}{\beta-1}\|\underline{r}\|_{\infty} .
$$

If $\underline{r}$ is $T_{k}$-periodic, then so must be $\underline{u}$ (see again [20], Theorem 2.6).
Proceeding in a quite analogous way as in the scalar case in Section 3, we can prove the existence of a $T_{k}$-periodic solution $\varphi_{k}$ of Equation (6), where $\underline{r}$ is $T_{k}$-periodic and such that $\sup _{k \in \mathbb{N}}\left\|\varphi_{k}\right\|_{\infty} \leq D$, provided condition (16) holds.

The claim follows, when applying again Proposition 2.
Although the second inequality in condition (14) is linear with respect to $h$, we will show that Example 2 cannot be directly extended in a vector way, even in the case of monoms, which justifies considering the vector case separately.

Let us consider the monome

$$
h(x):=c \prod_{j=1}^{n} x_{j}^{\alpha_{j}},
$$

where $c>0$, and each $\alpha_{j}$ is even. For any positive $D$, take $q_{i}=\frac{D}{\sqrt{n}}$, for all $i=1, \ldots, n-1$, and $q_{n}=\epsilon \frac{D}{\sqrt{n}}$, with $\epsilon \in(0,1)$. Then, $q=\left(q_{1}, \ldots, q_{n}\right) \in B_{D}$. Now, let us compute $L_{q}(x) \cdot x$, for $x=(1, \ldots, 1,-\theta)$. It is a quadratic polynomial with respect to $\theta$, whose discriminant $\Delta$ takes in terms of $\epsilon$ the form $\Delta=\frac{a}{\epsilon^{2}}+b+c \epsilon^{2}$. Thus, for a sufficiently small $\epsilon$, the discriminant $\Delta$ is positive, demonstrating that $L_{q}(x) \cdot x$ can admit negative values.

On the other hand, in the following illustrative example, we will be able to obtain a suitable local condition for $h(0)>0$, even with an explicit $D$.

Example 3 (condition (14)). Let us consider

$$
h(x):=C+\prod_{j=1}^{n} x_{j}^{\alpha_{j}},
$$

where $C>0$, and each $\alpha_{j}$ is even. Observe that $h$ is everywhere positive and such that

$$
L_{q}(x) \cdot x \geq[-\|\nabla h(q)\| \cdot\|q\|+h(q)]\|x\|^{2} .
$$

Hence, in order to satisfy condition (14), it is enough to obtain the inequality

$$
\|\nabla h(q)\| \cdot\|q\| \leq h(q)
$$

and since $h(q) \geq C$, it is still enough to have

$$
\|\nabla h(q)\| \cdot\|q\| \leq C
$$

A basic majorization of the $i$-th component of $\nabla h(q)$, under the constraint $\|q\| \leq D$, is $\alpha_{i} D^{\sum_{j} \alpha_{j}-1}$. From this, for $\|q\| \leq D$, we obtain

$$
\|\nabla h(q)\| \cdot\|q\| \leq D^{\Sigma_{j} \alpha_{j}} \sqrt{\sum_{j} \alpha_{j}^{2}}
$$

Thus, it is sufficient to choose

$$
D=\left(\frac{C^{2}}{\sum_{j} \alpha_{j}^{2}}\right)^{\frac{1}{2 \sum_{j}^{\alpha_{j}}}}
$$

We have not obviously made an optimal majorization of $\|\nabla h(q)\|$ in order to obtain a simple and transparent condition. In other words, our estimation can be certainly improved for obtaining a larger $D$.

Let us deduce a slightly more effective condition for $n=2$ (again not an optimal one). In this case,

$$
\|\nabla h(q)\|=\left|q_{1}\right|^{\alpha_{1}-1}\left|q_{2}\right|^{\alpha_{2}-1} \sqrt{\alpha_{1} q_{2}^{2}+\alpha_{2}^{2} q_{1}^{2}} \leq\left|q_{1}\right|^{\alpha_{1}-1}\left|q_{2}\right|^{\alpha_{2}-1} \max \left\{\alpha_{1}, \alpha_{2}\right\}\|q\| \leq c(\alpha) D^{\alpha_{1}+\alpha_{2}-1},
$$

where

$$
c(\alpha):=\frac{\left(\alpha_{1}-1\right)^{\frac{\alpha_{1}-1}{2}}\left(\alpha_{2}-1\right)^{\frac{\alpha_{2}-1}{2}}}{\left(\alpha_{1}+\alpha_{2}-2\right)^{\frac{\alpha_{1}+\alpha_{2}-2}{2}}} \max \left\{\alpha_{1}, \alpha_{2}\right\}
$$

Thus,

$$
\|\nabla h(q)\| \cdot\|q\| \leq c(\alpha) D^{\alpha_{1}+\alpha_{2}}
$$

and we can choose $D=\left(\frac{C}{c(\alpha)}\right)^{\frac{1}{\alpha_{1}+\alpha_{2}}}$.
Example 4 (condition (15)). Let us turn to the ball $B_{D}$ with a fixed $D$. We assume a priori that $h(q) \geq 0$ holds in a neighbourhood of 0. For instance, let $h(0)>0$. Furthermore, suppose that, for some $c>0$ and $p>0$, we have

$$
\|\nabla h(q)\| \leq c\|q\|^{p}
$$

Then, $|h(q)| \leq h(0)+\frac{c}{p+1}\|q\|^{p+1}$, and subsequently

$$
\left\|L_{q}(x)\right\| \leq\left[h(0)+c \frac{p+2}{p+1}\|q\|^{p+1}\right]\|x\|
$$

Thus, let us still suppose that $h(0)>1$ and $\beta \in(1, h(0))$. For (an explicit value of) $D$, we get for any $q \in B_{D}$ that

$$
\left\|L_{q}(x)+\lambda x\right\| \leq\left[\lambda-\left(h(0)+c \frac{p+2}{p+1}\|q\|^{p+1}\right)\right]\|x\|
$$

Assume finally that $\lambda-h(0)>1$, and take any $\beta \in(1, \lambda-h(0))$. We have

$$
\left(\lambda-\left(h(0)+c \frac{p+2}{p+1}\|q\|^{p+1}\right)>\beta\right) \Leftrightarrow\left(\|q\| \leq\left(\frac{p+1}{p+2} \frac{\lambda-h(0)-\beta}{c}\right)^{\frac{1}{p+1}}\right)
$$

After all, we can take

$$
D \leq\left(\frac{p+1}{p+2} \frac{\lambda-h(0)-\beta}{c}\right)^{\frac{1}{p+1}}
$$

in order to satisfy condition (15). By the optimization with respect to $\beta$, we can readily check that any $D$ satisfying

$$
D<\left(\frac{p+1}{p+2} \frac{\lambda-h(0)-1}{c}\right)^{\frac{1}{p+1}}
$$

can be chosen for it. The last step is to specify $D$ such that $h(q) \geq 0$, for every $q \in B_{D}$.

## 5. Conclusions

Under the assumptions of Theorems 1 and 2, the obtained limit-periodic solutions are obviously also almost-periodic. On the other hand, if the forcing terms $\left\{r_{t}\right\}$ in Equation (6) are almost-periodic (or, in particular, quasi-periodic), then one should proceed in a different manner in order to get an almost-periodic (resp. quasi-periodic) solution. However, if the forcing terms $\left\{r_{t}\right\}$ in Equation (6) are at the same time limit-periodic and quasi-periodic, then they become simply periodic (see [4], Theorem 2 and [5], Remark 4). In this very special case, the existence criteria for periodic solutions can be significantly improved. Concretely, conditions (9), (14), and (15) can be reduced into $h(x) \geq 0$, for $x \in B_{D}$.

Observe that, in the special case of the limit-periodically forced logistic equation (i.e., $h(x):=$ $-\mu x+\mu-\lambda, \mu>0$ ), namely

$$
x_{t+1}+\mu\left(x_{t}-1\right) x_{t}=r_{t}
$$

condition (9) takes the form

$$
\begin{aligned}
& \exists D>0 \text { such that, for some } \lambda \in(1, \mu) \\
& \forall x \in[-D, D]:-2 \mu x+\mu-\lambda \geq 0 .
\end{aligned}
$$

Condition (10) is the same as above, i.e.,

$$
\|\underline{r}\|_{\infty} \leq \frac{\lambda-1}{\lambda+1} D .
$$

One can readily check that they can be satisfied for $D=\frac{\mu-\lambda}{2 \mu}, \mu>\lambda>1$, and

$$
\|\underline{r}\|_{\infty} \leq \frac{\lambda-1}{\lambda+1} \cdot \frac{\mu-\lambda}{2 \mu} .
$$

For example, taking $\mu=3.5$ and $\lambda=2$, we have $D=\frac{3}{14}$, and subsequently $\|\underline{r}\|_{\infty} \leq \frac{1}{14}$.

Let us finally note that if condition (9) holds on the whole line, like e.g., for $h(x):=\frac{\pi}{2}+\arctan x$, then Equation (6) admits a limit-periodic solution for any limit-periodic forcing $\left\{r_{t}\right\}$. In the special case of $h(x):=\frac{\pi}{2}+\arctan x$, the second inequality in condition (9) namely holds because

$$
\left[h^{\prime}(x) x+h(x)\right]^{\prime}=\frac{2}{x^{4}+2 x^{2}+1}>0
$$

by which $h^{\prime}(x) x+h(x)$ is strictly increasing, jointly with

$$
\lim _{x \rightarrow-\infty}\left[h^{\prime}(x) x+h(x)\right]=\lim _{x \rightarrow-\infty}\left[\frac{x}{1+x^{2}}+\frac{\pi}{2}+\arctan x\right]=0
$$

More generally, a sufficient condition for satisfying condition (9), for all $x \in \mathbb{R}$, takes the form:

$$
h(x) \geq 0,[h(x) x]^{\prime \prime} \geq 0 \text { and } \lim _{x \rightarrow-\infty}[h(x) x]^{\prime} \geq 0
$$

In the vector case, the same is true, provided condition (14) or condition (15) holds, for all $q \in \mathbb{R}^{n}$.
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#### Abstract

In this work, new Bäcklund transformations (BTs) for generalized Liouville equations were obtained. Special cases of Liouville equations with exponential nonlinearity that have a multiplier that depends on the independent variables and first-order derivatives from the function were considered. Two- and three-dimensional cases were considered. The BTs construction is based on the method proposed by Clairin. The solutions of the considered equations have been found using the BTs, with a unified algorithm. In addition, the work develops the Clairin's method for the system of two third-order equations related to the integrable perturbation and complexification of the Korteweg-de Vries (KdV) equation. Among the constructed BTs an analog of the Miura transformations was found. The Miura transformations transfer the initial system to that of perturbed modified KdV (mKdV) equations. It could be shown on this way that, considering the system as a link between the real and imaginary parts of a complex function, it is possible to go to the complexified $\mathrm{KdV}(\mathrm{cKdV})$ and here the analog of the Miura transformations transforms it into the complexification of the mKdV.
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## 1. Introduction

Currently, nonlinear partial differential equations are widely used to describe the so-called "fine processes", such as propagation of nonlinear waves in dispersive media [1]. Due to the complexity of different nonlinear equations, no common method of their solution exists. For the integrable systems, efficient methods have been developed, such as the inverse scattering method [2,3], Hirota method [4], Painlevé method [5], Bäcklund transformation [6], a method of mapping and deformation [3], nonlocal symmetry method $[7,8]$, etc.

In the classical works [2,6] the Bäcklund transformations (BTs) were considered for the couple of differential second order partial differential equations and presented in form of a system of relations and containing independent variables, functions of the said equations, and their first-order derivatives. The BTs allow to obtain not only couples of equations but, if the solution of one of them is known, obtain the solution of the other one.

BT plays an important role in the integrable systems because it reveals the inner relations between different integrable properties, such as determination of the point symmetries $[9,10]$, the presence of the Hamiltonian structure [11-13].

Lots of research has recently been conducted in this area. For example, determining the complementary symmetries and obtaining the Miura transformations for the hierarchy of the Kadomtsev-Petviashvili (KP) equation and modified KP, including for the discrete analog [14,15];
in [16] the new BTs relative to the residual symmetry of the $(2+1)$-dimensional Bogoyavlenskij equation [17] have been investigated; construction of new auto Bäcklund transformations for the Lagrange system and of Henon-Heiles system of equations in parabolic coordinates [18]; it has been shown that the calibration conditions in the theory of the relativistic string, which allow using the d'Alembert equation instead of the nonlinear Liouville equation, are direct consequences of the BT relating the solutions of these equations [19].

In Reference [20] it is shown how pseudo constants of the Liouville-type equations can be exploited as a tool for construction of the Bäcklund transformations. In Reference [21] it is proven that contact-nonequivalent three-dimensional linearly degenerate second-order equations that are Lax-integrable are related to each other by the corresponding Bäcklund transformations.

This work describes how new BTs for the Liouville generalized equations are obtained. The second and third sections deal with the special cases of the Liouville equation with exponential nonlinearity that have a multiplier that depends upon the independent variables and first-order derivatives from the function, and the three-dimensional case. The BTs construction is based on the method proposed by Clairin and has at such approach a clear geometric sense. The solutions of the considered equations have been found using the BTs, with a unified algorithm.

The fourth section contains the development of Clairin's method for the system of two third-order equations related to the integrable perturbation and complexification of the KdV (cKdV) equation [22]. An essential point for these dynamic systems of equations is that the application of special conditions to the differential forms may lead to different dynamic systems.

Among the constructed BTs an analog of the Miura transformations was found in Section five. The Miura transformations transfer the initial system to that of perturbed modified KdV (mKdV) equations. In this way, we were able to show that when considering the system as a relation between the real and imaginary parts of a complex function, we can pass to the cKdV , and the analog of the Miura transformations transforms it into the complexification of mKdV .

## 2. Bäcklund Transformations for Special Cases of Liouville Equations

Theorem 1. Partial differential equation

$$
\begin{equation*}
z_{\xi \eta}=f_{1}(\xi) f_{2}(\eta) e^{z} \tag{1}
\end{equation*}
$$

and wave equation $w_{\xi_{\eta}}=0$ are related by the Bücklund transformation of the form:

$$
\begin{equation*}
\frac{\partial w}{\partial \xi}=b e^{\frac{w+z}{2}} \sqrt{f_{1}(\xi) f_{2}(\eta)}+\frac{\partial z}{\partial \xi}+\frac{f_{1}^{\prime}(\xi)}{f_{1}(\xi)}, \frac{\partial w}{\partial \eta}=-\frac{1}{b} e^{-\frac{w-z}{2}} \sqrt{f_{1}(\xi) f_{2}(\eta)}-\frac{\partial z}{\partial \eta}-\frac{f_{2}^{\prime}(\eta)}{f_{2}(\eta)} \tag{2}
\end{equation*}
$$

where $b$ is an arbitrary parameter, $f_{1}(\xi), f_{2}(\eta)$ are arbitrary functions of one variable, $w(\xi, \eta)$ and $z(\xi, \eta)$ are functions of two variables.

The Proof uses the cross differentiation of the Equations (2) and then summing or finding the difference of the resulting expression.

Corollary 1. If the wave equationw $\xi_{\xi_{\eta}}=0$ has the solution

$$
\begin{equation*}
w(\xi, \eta)=\theta(\eta)+\vartheta(\xi) \tag{3}
\end{equation*}
$$

then Equation (1) has the solution

$$
\begin{equation*}
z(\xi, \eta)=\vartheta(\xi)-\theta(\eta)-\ln \left[\left|f_{2}(\eta) f_{1}(\xi)\right|\left(\frac{1}{2 b} \int e^{-\theta(\eta)} d \eta+\frac{b}{2} \int e^{\vartheta(\xi)} d \xi\right)^{2}\right] \tag{4}
\end{equation*}
$$

where $\vartheta(\xi), \theta(\eta)$ are arbitrary functions.
Proof of Corollary 1. Substitute solution (3) into transformations (2), and get the system of equations for the function $z(\xi, \eta)$

$$
\begin{equation*}
\frac{\partial \vartheta}{\partial \xi}=b e^{\frac{\theta(\eta)+\vartheta(\xi)+z}{2}} \sqrt{f_{1}(\xi) f_{2}(\eta)}+\frac{\partial z}{\partial \xi}+\frac{f_{1}^{\prime}(\xi)}{f_{1}(\xi)}, \frac{\partial \theta}{\partial \eta}=-\frac{1}{b} e^{-\frac{\theta(\eta)+\vartheta(\xi)-z}{2}} \sqrt{f_{1}(\xi) f_{2}(\eta)}-\frac{\partial z}{\partial \eta}-\frac{f_{2}^{\prime}(\eta)}{f_{2}(\eta)} \tag{5}
\end{equation*}
$$

Seek for the solution of the system in form $z(\xi, \eta)=2 \ln \varphi(\xi, \eta)$, then (5) takes the form of two Bernoulli equations. Their solutions have the forms

$$
\begin{equation*}
\varphi_{1}=\frac{1}{\sqrt{f_{1}(\xi)}} \frac{2 e^{\frac{1}{2} \vartheta(\xi)}}{b e^{\frac{\theta(\eta)}{2}} \sqrt{f_{2}(\eta)} \int e^{\vartheta(\xi)} d \xi+\psi_{1}(\eta)}, \varphi_{2}=\frac{1}{\sqrt{f_{2}(\eta)}} \frac{2 e^{-\frac{1}{2} \theta(\eta)}}{b^{-1} e^{-\frac{\vartheta(\xi)}{2}} \sqrt{f_{1}(\xi)} \int e^{-\theta(\eta)} d \eta+\psi_{2}(\xi)} \tag{6}
\end{equation*}
$$

where $\psi_{1}(\eta), \psi_{2}(\xi)$ are arbitrary functions.
Compare the resulting solutions (6) and determine the condition at which they coincide, then functions $\psi_{2}(\xi)$ and $\psi_{1}(\eta)$ must be predetermined as follows

$$
\begin{equation*}
\psi_{1}(\eta)=\frac{1}{b} e^{\frac{\theta(\eta)}{2}} \sqrt{f_{2}(\eta)} \int e^{-\theta(\eta)} d \eta, \psi_{2}(\xi)=b e^{\frac{-\vartheta(\xi)}{2}} \sqrt{f_{1}(\xi)} \int e^{\vartheta(\xi)} d \xi \tag{7}
\end{equation*}
$$

obtaining the solution of system (5) in the form

$$
\varphi(\xi, \eta)=2 e^{\frac{\vartheta(\xi)-\theta(\eta)}{2}}\left(f_{1}(\xi) f_{2}(\eta)\right)^{-\frac{1}{2}}\left(\frac{1}{b} \int e^{-\theta(\eta)} d \eta+b \int e^{\vartheta(\xi)} d \xi\right)^{-1}
$$

and the solution of Equation (1) in the form (4).
Clairin has proposed a method of Bäcklund transformations construction for the hyperbolical form of nonlinear equations. This procedure will be applied to the equation

$$
\begin{equation*}
\widetilde{z}_{\xi \eta}=e^{\widetilde{z}}\left(B_{1} \widetilde{z}_{\xi}+B_{2} \widetilde{z}_{\eta}\right), B_{1}, B_{2}-\text { const } \tag{8}
\end{equation*}
$$

where $\widetilde{z}(\xi, \eta)$ is a function of two variables, and the Bäcklund transformation will be constructed.
Theorem 2. Bücklund transformations of the form:

$$
\begin{gather*}
w_{\xi \xi}=-\frac{1}{2} B_{2} e^{z_{z}} w_{\xi}+w_{\xi} \frac{\partial \bar{z}}{\partial \xi}, \\
w_{\xi \eta}=\frac{1}{2} B_{1} e^{\bar{z}^{2}} w_{\xi}+\frac{w \xi}{2} \frac{\bar{z}^{\prime}}{\partial \eta}, \tag{9}
\end{gather*}
$$

relate the two equations, (8), and

$$
\begin{equation*}
B_{2}\left(w^{2}\right)_{\xi \eta}+4 B_{1} w_{\xi}^{2}=0 \tag{10}
\end{equation*}
$$

where $B_{1}, B_{2}$ are arbitrary constants, and $w(\xi, \eta), z(\xi, \eta)$ are functions of two variables.
The Proof is similar to that of Theorem 1.
Corollary 2. If Equation (10) has the solution

$$
\begin{equation*}
w=2 B_{1} \eta-B_{2} \xi \tag{11}
\end{equation*}
$$

then Equation (8) has the solution

$$
\begin{equation*}
\widetilde{z}=-\ln \left|C+B_{1} \eta-\frac{B_{2}}{2} \xi\right|, C-\text { const. } \tag{12}
\end{equation*}
$$

Proof of Corollary 2. Use the found transformations (9) and substitute the known solution (11), the system takes the form

$$
\begin{equation*}
B_{2} \frac{\partial \bar{z}}{\partial \eta}=-2 B_{1} \frac{\partial \bar{z}}{\partial \xi^{\prime}}, 0=B_{1} e^{\bar{z}}+\frac{\partial \bar{z}}{\partial \eta}, \tag{13}
\end{equation*}
$$

where, from the first linear partial differential equation, find the relation between the independent variables $\xi, \eta$, and, from the second equation of the system (13) determine the form of the function $\widetilde{z}=-\ln |C+0.5 t|, t=2 B_{1} \eta-B_{2} \xi, C-$ const. The result is the solution of Equation (8) in the form (12).

Corollary 3. If Equation (10) has the solution

$$
\begin{equation*}
w=e^{\frac{\lambda}{2 B_{2}} \eta-\frac{\lambda}{2 B_{1}} \xi}, \lambda \text { - const }, \tag{14}
\end{equation*}
$$

then Equation (8) has the solution

$$
\begin{equation*}
\widetilde{z}=\frac{\lambda\left(2 B_{1} \eta-B_{2} \xi\right)}{2 B_{1} B_{2}}-\ln \left|1+B_{1} B_{2} C e^{\frac{\lambda\left(2 B_{1} \eta-B_{2} \xi\right)}{2 B_{1} B_{2}}}\right|+\ln |C \lambda|, C-\text { const. } \tag{15}
\end{equation*}
$$

The Proof is similar to that of Corollary 2.
Corollary 4. If Equation (8) has the solution $\widetilde{z}=B_{1} \eta-B_{2} \xi$, then Equation (10) has the solution

$$
\begin{equation*}
w(\xi, \eta)=-\frac{2}{B_{2}} \exp \left(\frac{1}{2} e^{B_{1} \eta-B_{2} \xi}-\frac{B_{1}}{2} \eta\right) \tag{16}
\end{equation*}
$$

Proof of Corollary 4. Use the Bäcklund transformations (9) and substitute the available solution $\widetilde{z}=B_{1} \eta-B_{2} \xi$, and get the system of equations, that can be integrated by the relevant variables

$$
\begin{align*}
& \ln w_{\xi}=\frac{1}{2} e^{B_{1} \eta-B_{2} \xi}-B_{2} \xi+\psi_{1}(\eta) \\
& \ln w_{\xi}=\frac{1}{2} e^{B_{1} \eta-B_{2} \xi}+\frac{B_{1}}{2} \eta+\psi_{2}(\xi), \tag{17}
\end{align*}
$$

where $\psi_{1}(\eta), \psi_{2}(\xi)$ are the integration constants. Complete the definition of functions $\psi_{1}(\eta)$ and $\psi_{2}(\xi)$, so that the resulting values of the right parts of system (17) coincide. This is possible if $\psi_{1}(\eta)=0,5 B_{1} \eta, \psi_{2}(\xi)=-B_{2} \xi$. As a result, the value

$$
w_{\xi}=\exp \left(\frac{1}{2} e^{B_{1} \eta-B_{2} \xi}-B_{2} \xi+\frac{B_{1}}{2} \eta\right)
$$

is determined. Integration by variable $\xi$ yields

$$
w(\xi, \eta)=\phi(\eta)-\frac{2}{B_{2}} e^{\frac{1}{2} e^{B_{1} \eta-B_{2} \xi}-\frac{B_{1}}{2} \eta}
$$

where $\phi(\eta)$ is an arbitrary function. For a greater certainty of $\phi(\eta)$, substitute the found function into Equation (10). The equality will be fulfilled identically if

$$
2 \phi^{\prime}(\eta)+B_{1} \phi(\eta) e^{B_{1} \eta-B_{2} \xi}+B_{1} \phi(\eta)=0
$$

The obtained equation depends upon variable $\xi$, which must not happen, hence, assume $\phi(\eta)=0$, then the desired function has the form (16).

## 3. Bäcklund Transformations for Three-Dimensional Liouville Equation

Theorem 3. Nonlinear partial differential equation

$$
\begin{equation*}
v_{\eta \xi}+\frac{c}{\gamma^{2}} e^{v}\left(3 \gamma v_{\eta}+v_{\zeta}+\gamma v_{\xi}\right)=0 \tag{18}
\end{equation*}
$$

is linked to the nonlinear equation

$$
\begin{equation*}
\varphi_{\eta}\left[\gamma \varphi_{\xi}+\varphi_{\zeta}+3 \gamma \varphi_{\eta}\right]=\varphi_{\xi \eta}, \tag{19}
\end{equation*}
$$

by the Bücklund transformations of the form:

$$
\begin{align*}
& \gamma \varphi_{\xi}+3 \gamma \varphi_{\eta}+\varphi_{\zeta}=\gamma v_{\xi}, \\
& \gamma\left[\varphi_{\eta \eta}+\varphi_{\eta}^{2}\right]+c e^{v}\left[\frac{c}{\gamma} e^{v}+v_{\eta}\right]=-2 c e^{v} \varphi_{\eta},  \tag{20}\\
& \gamma\left[\varphi_{\xi \eta}+\varphi_{\xi} \varphi_{\eta}\right]+\varphi_{\zeta \eta}+\varphi_{\zeta} \varphi_{\eta}-\gamma v_{\xi} \varphi_{\eta}-\frac{c}{\gamma} e^{v}\left[3 c e^{v}-\gamma v_{\xi}-v_{\zeta}\right]=6 c e^{v} \varphi_{\eta},
\end{align*}
$$

wherec, $\gamma$ are arbitrary constants, and $\varphi(\xi, \eta, \zeta), v(\xi, \eta, \zeta)$ are functions of three variables $\xi, \eta, \zeta$.
Proof of Theorem 3. Shows that system (20) leads to Equation (18). For this differentiate the first equality of relation (20) by variable $\eta$

$$
\begin{equation*}
\gamma \varphi_{\xi \eta}+3 \gamma \varphi_{\eta \eta}+\varphi_{\zeta \eta}=\gamma v_{\xi \eta} \tag{21}
\end{equation*}
$$

and determine from the second and third equalities the second order derivatives $\varphi_{\xi \eta}, \varphi_{\eta \eta}, \varphi_{\zeta \eta}$, then, having substituted their values into (21), gives

$$
\begin{equation*}
\left[\gamma v_{\xi}-3 \gamma \varphi_{\eta}-\gamma \varphi_{\xi}-\varphi_{\zeta}\right] \varphi_{\eta}-\frac{c}{\gamma} e^{v}\left(\gamma v_{\xi}+v_{\zeta}+3 \gamma v_{\eta}\right)=\gamma v_{\xi \eta} . \tag{22}
\end{equation*}
$$

By reason of the first equality of system (20), the coefficient at function $\varphi_{\eta}$ becomes zero and there remains the equality that relates the only function $v(\xi, \eta, \zeta)$ :

$$
-s e^{v}\left(\gamma v_{\xi}+v_{\zeta}+3 \gamma v_{\eta}\right)=\gamma^{2} v_{\xi \eta} .
$$

Then, try to get rid of function $v(\xi, \eta, \zeta)$ in the initial system of transformations (20). In the second equation of the system separate the combination of functions $\varphi_{\eta}+c \gamma^{-1} e^{v}$, so that the equality takes the form

$$
\begin{equation*}
\left(\varphi_{\eta}+\frac{c}{\gamma} e^{v}\right)_{\eta}+\left(\frac{c}{\gamma} e^{v}+\varphi_{\eta}\right)^{2}=0 \tag{23}
\end{equation*}
$$

In the third equation of system (20), substitute the value $\gamma v_{\xi}$ from the first equality (20), then, after having grouped the elements together

$$
\begin{equation*}
\left(\frac{c}{\gamma} e^{v}+\varphi_{\eta}\right)_{\xi}-3\left(\frac{c}{\gamma} e^{v}+\varphi_{\eta}\right)^{2}+\frac{1}{\gamma}\left(\frac{c}{\gamma} e^{v}+\varphi_{\eta}\right)_{\zeta}=0 \tag{24}
\end{equation*}
$$

Having separated the total derivatives, rewrite the first and third equations as

$$
\begin{align*}
& \left(\frac{\partial}{\partial \xi}+3 \frac{\partial}{\partial \eta}+\frac{1}{\gamma} \frac{\partial}{\partial \zeta}\right) \varphi=v_{\xi},  \tag{25}\\
& \left(\frac{\partial}{\partial \xi}+3 \frac{\partial}{\partial \eta}+\frac{1}{\gamma} \frac{\partial}{\partial \zeta}\right)\left(\frac{c}{\gamma} e^{v}+\varphi_{\eta}\right)=0 .
\end{align*}
$$

Obviously if $c \gamma^{-1} e^{v}+\varphi_{\eta}=C, C \neq 0$ is assumed, such form is not a solution of Equation (23), hence, the two situations are possible:

$$
\begin{equation*}
\text { 1. } C=0, \text { 2. } c e^{v}+\gamma \varphi_{\eta}=z(\xi, \eta, \zeta) \tag{26}
\end{equation*}
$$

$z(\xi, \eta, \zeta)$ is some function. The simplest is that if $C=0$ is assumed, then, for function $v$, get $v=\ln \left(-c \gamma^{-1} \varphi_{\eta}\right)$. As a result of the substitution, the first equality transforms into the nonlinear form (19).

Corollary 5. If nonlinear partial differential Equation (18) has the solution

$$
\begin{equation*}
v(\xi, \eta, \zeta)=c \gamma^{-1} \eta+f(\xi-\gamma \zeta)-3 c \zeta \tag{27}
\end{equation*}
$$

where $f(\xi-\gamma \zeta)$ is an arbitrary function of the combined variable $\xi-\gamma \zeta$, then Equation (19) has the solution in the form

$$
\begin{equation*}
\varphi(\xi, \eta, \zeta)=\frac{a \xi+\gamma b \zeta}{a+b} f^{\prime}(\xi-\gamma \zeta)-\exp \left(\frac{c}{\gamma} \eta+f(\xi-\gamma \zeta)-3 c \zeta\right)+r(\xi-\gamma \zeta) \tag{28}
\end{equation*}
$$

where $\varphi(\xi, \eta, \zeta), v(\xi, \eta, \zeta)$ are functions of three variables $\xi, \eta, \zeta, r(\xi, \eta, \zeta)$ is an arbitrary function, $a, b, c$ are arbitrary constants.

Proof of Corollary 5. Use Bäcklund transformations (20). Perform this substitution of function $v(\xi, \eta, \zeta)$ (27) into (20); obviously, the last two equations of the system will be fulfilled identically if

$$
\begin{equation*}
\varphi_{\eta}=-\frac{c}{\gamma} \exp \left(\frac{c}{\gamma} \eta+f(\xi-\gamma \zeta)-3 c \zeta\right) \tag{29}
\end{equation*}
$$

Having integrated the last equality get the sought for a function of the form

$$
\begin{equation*}
\varphi(\xi, \eta, \zeta)=q(\xi, \zeta)-\exp \left(\frac{c}{\gamma} \eta+f(\xi-\gamma \zeta)-3 c \zeta\right) \tag{30}
\end{equation*}
$$

where $q(\xi, \zeta)$ is an arbitrary function. For greater certainty, use the remaining first equality of the system (20), then

$$
\begin{equation*}
q_{\xi}(\xi, \zeta)+\gamma^{-1} q_{\zeta}(\xi, \zeta)=f^{\prime}(\xi-\gamma \zeta) \tag{31}
\end{equation*}
$$

As in the resulting linear Equation (31), one of the first integrals coincides with the form of the argument of the function of the right part, write the solution in the form

$$
\begin{equation*}
q(\xi, \zeta)=g(\xi, \zeta) f^{\prime}(\xi-\gamma \zeta) \tag{32}
\end{equation*}
$$

with the unknown function $g(\xi, \zeta)$, which is obtained from the linear equation obtained after substitution into (31),

$$
\begin{equation*}
g(\xi, \zeta)=\frac{1}{a+b}(a \xi+\gamma b \zeta)+r_{1}(\xi-\gamma \zeta) \tag{33}
\end{equation*}
$$

which is determined with accuracy to the summand of the form $r_{1}(\xi-\gamma \zeta), a, b$ are arbitrary parameters simultaneously not equal to zero. Now put together the resulting values of the functions (30), (32), and (33); this yields the sought for solution (28).

Corollary 6. Equations (18) and (19) have a solution in the form

$$
\begin{equation*}
F=F_{1}(3 \gamma \zeta-\eta)+F_{2}(\xi-\gamma \zeta) \tag{34}
\end{equation*}
$$

where $F_{1}, F_{2}$ are arbitrary functions.

Get back to the above rationale and consider the second case (26). It may be shown that Equation (18) relates to a more complex equation. For this, make in (23) change 2 in (26)

$$
\begin{equation*}
\gamma z_{\eta}+z^{2}=0 . \tag{35}
\end{equation*}
$$

It can be seen that this equality may be integrated

$$
\begin{equation*}
z(\xi, \eta, \zeta)=\frac{\gamma}{\eta+\psi(\xi, \zeta)} \tag{36}
\end{equation*}
$$

where $\psi(\xi, \zeta)$ is an arbitrary function. Substitute the found function into the last equality (25), this yields the equation for the function $\psi(\xi, \zeta)$

$$
\begin{equation*}
[\eta+\psi(\xi, \zeta)]^{-2}\left[\gamma \psi \zeta(\xi, \zeta)+3 \gamma+\psi_{\zeta}(\xi, \zeta)\right]=0 \tag{37}
\end{equation*}
$$

The common solution (37) will be written in the form $F(\xi-\gamma \zeta, 3 \gamma \zeta+\psi)=0$, where $F$ is an arbitrary function. Consider the partial solution in the form of a linear relation in relation to the second combined variable

$$
\begin{equation*}
\psi(\xi, \zeta)=f(\xi-\gamma \zeta)-3 \gamma \zeta \tag{38}
\end{equation*}
$$

with an arbitrary form of the function $f$. Hence, (36) takes the form

$$
\begin{equation*}
z(\xi, \eta, \zeta)=\frac{\gamma}{\eta+f(\xi-\gamma \zeta)-3 \gamma \zeta} \tag{39}
\end{equation*}
$$

From (26), find the function $v(\xi, \eta, \zeta)$

$$
\begin{equation*}
v(\xi, \eta, \zeta)=\ln \left|\frac{\gamma}{c}\left(\frac{1}{\eta+f(\xi-\gamma \zeta)-3 \gamma \zeta}-\varphi_{\eta}\right)\right| \tag{40}
\end{equation*}
$$

then the first equality of system (25) takes the form

$$
\begin{equation*}
\gamma \varphi_{\xi \eta}+\frac{\gamma f^{\prime}(\xi-\gamma \zeta)}{[\eta+f(\xi-\gamma \zeta)-3 \gamma \zeta]^{2}}=\left(\varphi_{\eta}-\frac{1}{\eta+f(\xi-\gamma \zeta)-3 \gamma \zeta}\right)\left[\gamma \varphi_{\xi}+\varphi_{\zeta}+3 \gamma \varphi_{\eta}\right] \tag{41}
\end{equation*}
$$

Theorem 4. Nonlinear partial differential Equation (18) relates to the class of nonlinear Equations (41) by Bäcklund transformations (20), where $f(\xi-\gamma \zeta)$ is an arbitrary function of the combined variable $\xi-\gamma \zeta$.

The solution of Equation (41) may be obtained having assumed

$$
\varphi_{\eta}=\frac{1}{\eta+f(\xi-\gamma \zeta)-3 \gamma \zeta}
$$

then

$$
\begin{equation*}
\varphi=\ln |\eta+f(\xi-\gamma \zeta)-3 \gamma \zeta|+q(\xi, \zeta) \tag{42}
\end{equation*}
$$

where $q(\xi, \zeta)$ is an arbitrary function.
Corollary 7. Function (42), where $f(\xi-\gamma \zeta)$ and $q(\xi, \zeta)$ are arbitrary functions, is a solution of Equation (41).
Use the fact that, according to theorem 2, Equation (18) and family of Equations (41) are related by Bäcklund transformations (20), and see how the trivial solution $v(\xi, \eta, \zeta)=C$ - const of the first equation may serve to construct a solution for the family (41).

Corollary 8. Family of nonlinear partial differential Equations (41) has the solution

$$
\begin{equation*}
\varphi(\xi, \eta, \zeta)=\ln |3 \gamma \zeta-\eta+f(\xi-\gamma \zeta)|+a c \gamma^{-1}(3 \gamma \zeta-\eta)+f_{2}(\xi-\gamma \zeta) \tag{43}
\end{equation*}
$$

where $f_{2}(\xi-\gamma \zeta)$ is an arbitrary function of the combined variable $\xi-\gamma \zeta$, a is an arbitrary constant.
Proof of Corollary 8. Substitute function $v(\xi, \eta, \zeta)=C$ - const to system (20), then the first equality of system (20) yields

$$
\begin{equation*}
\varphi(\xi, \eta, \zeta)=F(3 \gamma \zeta-\eta, \xi-\gamma \zeta) \tag{44}
\end{equation*}
$$

with an arbitrary function $F$. Denote the first component derivative as $F_{(1)}^{\prime}$ and the second component derivative as $F_{(2)}^{\prime}$. Substitute (44) into the remaining two equations of the system (20) (for compaction: $e^{C}=a>0$ )

$$
\begin{aligned}
& \gamma\left[F_{(1)(1)}^{\prime \prime}+\left(F_{(1)}^{\prime}\right)^{2}\right]+a^{2} \frac{c^{2}}{\gamma}=2 c a F_{(1)^{\prime}}^{\prime} \\
& -F_{(1)(2)}^{\prime \prime}-F_{(2)}^{\prime} F_{(1)}^{\prime}-3 F_{(1)(1)}^{\prime \prime}+F_{(1)(2)}^{\prime \prime}-\left[3 F_{(1)}^{\prime}-F_{(2)}^{\prime}\right] F_{(1)}^{\prime}-3 a^{2} \frac{c^{2}}{\gamma^{2}}=-\frac{1}{\gamma} 6 c a F_{(1)}^{\prime}
\end{aligned}
$$

It is easily seen that both equalities reduce to the single equation $\gamma\left[F_{(1)(1)}^{\prime \prime}+\left(F_{(1)}^{\prime}\right)^{2}\right]+a^{2} c^{2} \gamma^{-1}=$ $2 c a F_{(1)}^{\prime}$, whose solution has the form $F=\ln \left|3 \gamma \zeta-\eta+f_{1}(\xi-\gamma \zeta)\right|+a c \gamma^{-1}(3 \gamma \zeta-\eta)+f_{2}(\xi-\gamma \zeta)$, and $f_{2}(\xi-\gamma \zeta)$ plays the role of the integration constant.

As the resulting solution must comply with a whole class of equalities (41) differing from each other by the function $f(\xi-\gamma \zeta)$, the arbitrary functions $f_{1}(\xi-\gamma \zeta), f_{2}(\xi-\gamma \zeta)$ relate to the defined function $f(\xi-\gamma \zeta)$. The check leads to the necessity to assume $f_{1}(\xi-\gamma \zeta)=-f(\xi-\gamma \zeta)$, then solution (41) has the form (43).

## 4. Bäcklund Transformations for System of Two Third-Order Equations

We will develop the ideas of Clairin [5] and try to construct differential relations that transform the defined system of two equations on the function $u(x, t), w(x, t)$ of the form

$$
\begin{equation*}
u_{t}+u_{x x x}-12 \mu w w_{x}-6 u u_{x}=0, w_{t}-2 w_{x x x}+6 u w_{x}=0 \tag{45}
\end{equation*}
$$

into a certain unknown system on the function $f(x, t), r(x, t)$ of the same order.
As the initial system describes the relation of two functions of two variables $x, t$, to define the transition from one system to another one, it is necessary to define two couples characterizing the differential transformations from the independent variables $x$ and $t$. Assuming that the considered system (45) is of third-order for variable $x$, and of first-order for variable $t$, and to construct (45) the cross differentiation is used, the differential relationships of the first order should be defined from variable $t$, and those of the second order should be defined from variable $x$ :

$$
\begin{array}{ll}
\frac{\partial^{2} r}{\partial x^{2}}=F_{1}\left(u, w, f, r, u_{x}, w_{x}, f_{x}, r_{x}\right), & \frac{\partial r}{\partial t}=H_{1}\left(u, w, f, r, u_{x}, w_{x}, f_{x}, r_{x}\right), \\
\frac{\partial^{2} f}{\partial x^{2}}=F_{2}\left(u, w, f, r, u_{x}, w_{x}, f_{x}, r_{x}\right), & \frac{\partial f}{\partial t}=H_{2}\left(u, w, f, r, u_{x}, w_{x}, f_{x}, r_{x}\right) . \tag{46}
\end{array}
$$

To define the explicit form of transformation, functions $F_{1}, F_{2}$, and $H_{1}, H_{2}$ must be found. The condition of integrability (equality of mixed second order derivatives) requires functions (46) to comply with the relationship

$$
\begin{equation*}
\frac{\partial^{3} r}{\partial x^{2} \partial t}=\frac{\partial^{3} r}{\partial t \partial x^{2}}, \quad \frac{\partial^{3} f}{\partial x^{2} \partial t}=\frac{\partial^{3} f}{\partial t \partial x^{2}} \tag{47}
\end{equation*}
$$

where all the functions $u, w, f, r, u_{x}, w_{x}, f_{x}, r_{x}$ depend upon the variables $x, t$. Taking into account (46),

$$
\begin{gather*}
\frac{\partial^{3} r}{\partial x^{2} \partial t}=\frac{\partial F_{1}}{\partial u} u_{t}+\frac{\partial F_{1}}{\partial w} w_{t}+\frac{\partial F_{1}}{\partial f} f_{t}+\ldots+\frac{\partial F_{1}}{\partial r_{x}} r_{x t} \\
\frac{\partial^{3} r}{\partial t \partial x^{2}}=\frac{\partial}{\partial u}\left(\frac{\partial H_{1}}{\partial u} u_{x}+\frac{\partial H_{1}}{\partial w} w_{x}+\ldots+\frac{\partial H_{1}}{\partial r_{x}} r_{x x}\right) u_{x}+\ldots+\frac{\partial}{\partial r_{x}}\left(\frac{\partial H_{1}}{\partial u} u_{x}+\frac{\partial H_{1}}{\partial w} w_{x}+\ldots+\frac{\partial H_{1}}{\partial r_{x}} r_{x x}\right) r_{x x} \tag{48}
\end{gather*}
$$

similarly for functions $f$. Equaling the right parts of the obtained equalities, and using (46) to exclude $r_{t}, f_{t}, r_{x x}, f_{x x}, r_{x t}, f_{x t}$, finally get the condition of consistency, which must lead to system (45).

System (45) has the exponential nonlinearity of the first order $\left(u_{t}, u_{x x x}, w_{t}, w_{x x x}\right)$ and second order $\left(w w_{x}, u u_{x}, w_{x} u\right)$, while each summand in (48) is a product of two or three co-multipliers. To make the condition of consistency (47) yield the considered system (45) and without terms of higher than second power it is necessary to assume that functions $F_{j}, H_{j}, j=1,2$ are of linear structure in relation to variables $u, u_{x}, w, w_{x}$ :

$$
\begin{align*}
F_{j}= & F_{j 1}\left(f, r, f_{x}, r_{x}\right) u+F_{j 2}\left(f, r, f_{x}, r_{x}\right) u_{x}+ \\
& +F_{j 3}\left(f, r, f_{x}, r_{x}\right) w+F_{j 4}\left(f, r, f_{x}, r_{x}\right) w_{x}+F_{j 5}\left(f, r, f_{x}, r_{x}\right), \\
H_{j}= & H_{j 1}\left(f, r, f_{x}, r_{x}\right) u+H_{j 2}\left(f, r, f_{x}, r_{x}\right) u_{x}+  \tag{49}\\
& +H_{j 3}\left(f, r, f_{x}, r_{x}\right) w+H_{j 4}\left(f, r, f_{x}, r_{x}\right) w_{x}+H_{j 5}\left(f, r, f_{x}, r_{x}\right) .
\end{align*}
$$

When composing the condition of consistency (48) at differentiation $F_{j}$ by variable $t$, summands occur with the co-multipliers $u_{x t}, w_{x t}$ that are absent from the initial system (45) and cannot be replaced or compensated, hence, it is necessary to set the coefficients

$$
\begin{equation*}
F_{j 2}\left(f, r, f_{x}, r_{x}\right)=0, \quad F_{j 4}\left(f, r, f_{x}, r_{x}\right)=0 \tag{50}
\end{equation*}
$$

As a result, the condition of consistency (47) takes the form

$$
\begin{align*}
& \frac{\partial F_{j 1}}{\partial t} u+F_{j 1} u_{t}+\frac{\partial F_{j 3}}{\partial t} w+F_{j 3} w_{t}+\frac{\partial F_{j 5}}{\partial t}=\frac{\partial^{2} H_{j 1}}{\partial x^{2}} u+2 \frac{\partial H_{j 1}}{\partial x} u_{x}+H_{j 1} u_{x x}+\frac{\partial^{2} H_{j 2}}{\partial x^{2}} u_{x}+2 \frac{\partial H_{j 2}}{\partial x} u_{x x}+ \\
& +H_{j 2} u_{x x x}+\frac{\partial^{2} H_{j 3}}{\partial x^{2}} w+2 \frac{\partial H_{j 3}}{\partial x} w_{x}+H_{j 3} w_{x x}+\frac{\partial^{2} H_{j 4}}{\partial x^{2}} w_{x}+2 \frac{\partial H_{j 4}}{\partial x} w_{x x}+H_{j 4} w_{x x x}+\frac{\partial^{2} H_{j 5}}{\partial x^{2}}, \tag{51}
\end{align*}
$$

where

$$
\begin{gather*}
\frac{\partial F_{j k}}{\partial t}=\frac{\partial F_{j k}}{\partial f} H_{2}+\frac{\partial F_{j k}}{\partial r} H_{1}+\frac{\partial F_{j k}}{\partial f_{x}} H_{2 x}+\frac{\partial F_{j k}}{\partial r_{x}} H_{1 x}, \\
\frac{\partial H_{j k}}{\partial x}=\frac{\partial H_{j k}}{\partial f} f_{x}+\frac{\partial H_{j k}}{\partial r} r_{x}+\frac{\partial H_{j k}}{\partial f_{x}} F_{2}+\frac{\partial H_{j k}}{\partial r_{x}} F_{1}, \\
\frac{\partial^{2} H_{j k}}{\partial x^{2}}=\frac{\partial H_{j k}}{\partial f} F_{2}+\frac{\partial H_{j k}}{\partial r} F_{1}+\frac{\partial H_{j k}}{\partial f_{x}} F_{2 x}+\frac{\partial H_{j k}}{\partial r_{x}} F_{1 x}+\frac{\partial^{2} H_{j k}}{\partial f^{2}} f_{x}^{2}+\frac{\partial^{2} H_{j k}}{\partial r^{2}} r_{x}^{2}+\frac{\partial^{2} H_{j k}}{\partial f_{x}^{2}} F_{2}^{2}+ \\
+\frac{\partial^{2} H_{j k}}{\partial r_{x}^{2}} F_{1}^{2}+2\left(\frac{\partial^{2} H_{j k}}{\partial f \partial r} f_{x} r_{x}+\frac{\partial^{2} H_{j k}}{\partial f \partial f_{x}} f_{x} F_{2}+\frac{\partial^{2} H_{j k}}{\partial f \partial r_{x}} f_{x} F_{1}+\frac{\partial^{2} H_{j k}}{\partial r \partial r_{x}} r_{x} F_{1}+\frac{\partial^{2} H_{j k}}{\partial r \partial f_{x}} r_{x} F_{2}+\frac{\partial^{2} H_{j k}}{\partial f_{x} \partial r_{x}} F_{2} F_{1}\right) . \tag{52}
\end{gather*}
$$

Functions $u(x, t), w(x, t)$ are known, while the form of system (51) is determined by the equalities (45). The terms with multipliers $u_{t}, w_{t}, u_{x x x}, w_{x x x}$ cannot occur during substitutions $F_{j}, H_{j}, \quad j=1,2$ and their first order derivatives $F_{j x}, H_{j x}$ (only second-order derivatives from $x$ may occur), hence, comparing the coefficients for the couple $u_{t}, u_{x x x}$ and $w_{t}, w_{x x x}$ in formulas (45) it is necessary to assume

$$
\begin{equation*}
F_{j 1}=-H_{j 2}, \quad 2 F_{j 3}=H_{j 4} . \tag{53}
\end{equation*}
$$

Taking into account (53), equality (51) takes the form

$$
\begin{align*}
& \left(\frac{\partial F_{j 1}}{\partial t}-\frac{\partial^{2} H_{j 1}}{\partial x^{2}}\right) u+F_{j 1}\left(u_{t}+u_{x x x}\right)+\left(\frac{\partial F_{j 3}}{\partial t}-\frac{\partial^{2} H_{j 3}}{\partial x^{2}}\right) w+F_{j 3}\left(w_{t}-2 w_{x x x}\right)+\frac{\partial F_{j 5}}{\partial t}-\frac{\partial^{2} H_{j 5}}{\partial x^{2}}= \\
& =\left(2 \frac{\partial H_{j 1}}{\partial x}-\frac{\partial^{2} F_{j 1}}{\partial x^{2}}\right) u_{x}+\left(H_{j 1}-2 \frac{\partial F_{j 1}}{\partial x}\right) u_{x x}+2\left(\frac{\partial H_{j 3}}{\partial x}+\frac{\partial^{2} F_{j 3}}{\partial x^{2}}\right) w_{x}+\left(H_{j 3}+4 \frac{\partial F_{j 3}}{\partial x}\right) w_{x x} . \tag{54}
\end{align*}
$$

System (45) has no terms not containing $u_{x x}$ or $w_{x x}$. Hence, differentiate (54) by variable $u_{x x}$ (correspondingly, by $w_{x x}$ ), and obtain the relation that must be fulfilled identically

$$
\begin{align*}
& \left(\frac{\partial F_{j 1}}{\partial f_{x}} F_{21}+\frac{\partial F_{j 1}}{\partial r_{x}} F_{11}\right) u+\left(\frac{\partial F_{j 3}}{\partial f_{x}} F_{21}+\frac{\partial F_{j 3}}{\partial r_{x}} F_{11}\right) w+\frac{\partial F_{j 5}}{\partial f_{x}} F_{21}+\frac{\partial F_{j 5}}{\partial r_{x}} F_{11}+H_{j 1}= \\
& =2\left(\frac{\partial F_{j 1}}{\partial f} f_{x}+\frac{\partial F_{j 1}}{\partial r} r_{x}+\frac{\partial F_{j 1}}{\partial f_{x}} F_{2}+\frac{\partial F_{j 1}}{\partial r_{x}} F_{1}\right), \tag{55}
\end{align*}
$$

similarly for $w_{x x}$ :

$$
\begin{align*}
& \left(\frac{\partial F_{j 1}}{\partial f_{x}} F_{23}+\frac{\partial F_{j 1}}{\partial r_{x}} F_{13}\right) u+\left(\frac{\partial F_{j 3}}{\partial f_{x}} F_{23}+\frac{\partial F_{j 3}}{\partial r_{x}} F_{13}\right) w+\frac{\partial F_{j 5}}{\partial f_{x}} F_{23}+\frac{\partial F_{j 5}}{\partial r_{x}} F_{13}= \\
& =\frac{1}{2} H_{j 3}+2\left(\frac{\partial F_{j 3}}{\partial f} f_{x}+\frac{\partial F_{j 3}}{\partial r} r_{x}+\frac{\partial F_{j 3}}{\partial f_{x}} F_{2}+\frac{\partial F_{j 3}}{\partial r_{x}} F_{1}\right) . \tag{56}
\end{align*}
$$

As the equalities have functions $u, w$ and do not have similar summands, the coefficients at these functions must return to zero, hence, (55), (56) separate into system $j=1,2$ :

$$
\begin{aligned}
& \frac{\partial F_{j 1}}{\partial f_{x}} F_{21}+\frac{\partial F_{j 1}}{\partial r_{x}} F_{11}=0, \quad \frac{\partial F_{j 3}}{\partial f_{x}} F_{21}+\frac{\partial F_{j 3}}{\partial r_{x}} F_{11}=2 \frac{\partial F_{j 1}}{\partial f_{x}} F_{23}+2 \frac{\partial F_{j 1}}{\partial r_{x}} F_{13}, \\
& \frac{\partial F_{j 5}}{\partial f_{x}} F_{21}+\frac{\partial F_{j 5}}{\partial r_{x}} F_{11}+H_{j 1}=2\left(\frac{\partial F_{j 1}}{\partial f} f_{x}+\frac{\partial F_{j 1}}{\partial r} r_{x}+\frac{\partial F_{j 1}}{\partial f_{x}} F_{25}+\frac{\partial F_{j 1}}{\partial r_{x}} F_{15}\right), \\
& \frac{\partial F_{j 1}}{\partial f_{x}} F_{23}+\frac{\partial F_{j 1}}{\partial r_{x}} F_{13}=2 \frac{\partial F_{j 3}}{\partial f_{x}} F_{21}+2 \frac{\partial F_{j 3}}{\partial r_{x}} F_{11}, \quad \frac{\partial F_{j 3}}{\partial f_{x}} F_{23}+\frac{\partial F_{j 3}}{\partial r_{x}} F_{13}=0, \\
& \frac{\partial F_{j 5}}{\partial f_{x}} F_{23}+\frac{\partial F_{j 5}}{\partial r_{x}} F_{13}=\frac{1}{2} H_{j 3}+2\left(\frac{\partial F_{j 3}}{\partial f} f_{x}+\frac{\partial F_{j 3}}{\partial r} r_{x}+\frac{\partial F_{j 3}}{\partial f_{x}} F_{25}+\frac{\partial F_{j 3}}{\partial r_{x}} F_{15}\right) .
\end{aligned}
$$

To make the first, second, fourth, and fifth equalities be fulfilled identically, assume $F_{j 1}$, $F_{j 3}$ independent of functions $f_{x}, r_{x}$. Note that here the simplest variant is selected. Other relations between functions $F_{j 1}, F_{j 3}$ are possible as well. The introduced assumptions are not final and may be changed when constructing transformations in the event when, at the next steps, incompatible systems or terms that cannot be eliminated occur. The third and sixth equalities yield

$$
\begin{align*}
H_{j 1} & =2\left(\frac{\partial F_{j 1}}{\partial f} f_{x}+\frac{\partial F_{j 1}}{\partial r} r_{x}\right)-\frac{\partial F_{j 5}}{\partial f_{x}} F_{21}-\frac{\partial F_{j 5}}{\partial r_{x}} F_{11},  \tag{57}\\
H_{j 3} & =2 \frac{\partial F_{j 5}}{\partial f_{x}} F_{23}+2 \frac{\partial F_{j 5}}{\partial r_{x}} F_{13}-4\left(\frac{\partial F_{j 3}}{\partial f} f_{x}+\frac{\partial F_{j 3}}{\partial r} r_{x}\right) . \tag{58}
\end{align*}
$$

As a result of the performed analysis, functions (4.5) were transformed into the form

$$
\begin{align*}
F_{j}= & F_{j 1}(f, r) u+F_{j 3}(f, r) w+F_{j 5}\left(f, r, f_{x}, r_{x}\right), \\
H_{j}= & \left(2\left[\frac{\partial F_{j 1}}{\partial f} f_{x}+\frac{\partial F_{j 1}}{\partial r} r_{x}\right]-\frac{\partial F_{j 5}}{\partial f_{x}} F_{21}-\frac{\partial F_{j 5}}{\partial r_{x}} F_{11}\right) u-F_{j 1}(f, r) u_{x}+2 F_{j 3}(f, r) w_{x}+  \tag{59}\\
& +\left(2 \frac{\partial F_{j 5}}{\partial f_{x}} F_{23}+2 \frac{\partial F_{j 5}}{\partial r_{x}} F_{13}-4\left[\frac{\partial F_{j 3}}{\partial f} f_{x}+\frac{\partial F_{j 3}}{\partial r} r_{x}\right]\right) w+H_{j 5}\left(f, r, f_{x}, r_{x}\right) .
\end{align*}
$$

Continue examining equality (54). See with what coefficient the term with the multiplier $u u_{x}$, point (1) (point (2): $w w_{x}$, point (3): $u w_{x}$ ), enters the condition of consistency (54); for this, differentiate (54) twice, first by variable $u$ (by $w$ in (2), and by $u$ in (3)), then by variable $u_{x}$ (in (2), (3) by variable $w_{x}$ ). During the manipulations, interrelated equations are obtained, hence, describe their construction separately.

1. After differentiation of (54) in relation to multiplier $u u_{x}$, the following summands remain

$$
\begin{equation*}
\frac{\partial^{3} F_{j 1}}{\partial t \partial u_{x} \partial u} u+\frac{\partial^{2} F_{j 1}}{\partial t \partial u_{x}}-\frac{\partial^{3} H_{j 1}}{\partial x^{2} \partial u_{x}}+\frac{\partial^{3} F_{j 3}}{\partial t \partial u_{x} \partial u} w+\frac{\partial^{3} F_{j 5}}{\partial t \partial u_{x} \partial u}-2 \frac{\partial^{2} H_{j 1}}{\partial x \partial u}+\frac{\partial^{3} F_{j 1}}{\partial x^{2} \partial u}, \tag{60}
\end{equation*}
$$

where, taking into account (59), derivatives are transformed into a simpler form

$$
\begin{align*}
& \frac{\partial^{2} H_{j k}}{\partial x \partial u}=\frac{\partial^{2} H_{j k}}{\partial x \partial u_{x}}=\frac{\partial H_{j k}}{\partial f_{x}} F_{21}+\frac{\partial H_{j k}}{\partial r_{x}} F_{11}, \quad \frac{\partial^{3} F_{j k}}{\partial t \partial u_{x} \partial u}=0,  \tag{61}\\
& \frac{\partial^{3} F_{j k}}{\partial x^{2} \partial u}=-\frac{\partial^{2} F_{j k}}{\partial t \partial u_{x}}=\frac{\partial F_{j k}}{\partial f} F_{21}+\frac{\partial F_{j k}}{\partial r} F_{11}, \quad j=1,2, \quad k=1,3 .
\end{align*}
$$

As a result of the performed differentiation of the condition of consistency get the coefficient (60), that will be at the multiplier $u u_{x}$. As such term occurs in system (45), the expression (60) must not be identically equal to zero but must be proportional to the coefficient $F_{j 1}$, with which the terms $u_{t}+u_{x x x}$ enter. The coefficient of proportionality conforms to the coefficient of term $u u_{x}$ in system (45) and equals -6 . As a result, after substitution (57), expression (60) yields equation

$$
\begin{equation*}
\left(2 \frac{\partial F_{j 1}}{\partial f}-\frac{\partial^{2} F_{j 5}}{\partial f_{x}^{2}} F_{21}-2 \frac{\partial^{2} F_{j 5}}{\partial r_{x} \partial f_{x}} F_{11}\right) F_{21}+\left(2 \frac{\partial F_{j 1}}{\partial r}-\frac{\partial^{2} F_{j 5}}{\partial r_{x}^{2}} F_{11}\right) F_{11}=2 F_{j 1} \tag{62}
\end{equation*}
$$

2. Perform similar actions in relation to the term $w w_{x}$. In relationship (54) the following summands remain

$$
\begin{equation*}
\frac{\partial^{3} F_{j 1}}{\partial t \partial w_{x} \partial w} u+\frac{\partial^{2} F_{j 3}}{\partial t \partial w_{x}}-\frac{\partial^{3} H_{j 3}}{\partial x^{2} \partial w_{x}}+\frac{\partial^{3} F_{j 3}}{\partial t \partial w_{x} \partial w} w+\frac{\partial^{3} F_{j 5}}{\partial t \partial w_{x} \partial w}-2 \frac{\partial^{2} H_{j 3}}{\partial x \partial w}-2 \frac{\partial^{3} F_{j 3}}{\partial x^{2} \partial w} . \tag{63}
\end{equation*}
$$

where, taking into account (59), derivatives are transformed into a simpler form

$$
\begin{align*}
& \frac{\partial^{2} H_{j k}}{\partial x \partial w}=\frac{\partial^{3} H_{j k}}{\partial x^{2} \partial w_{x}}=\frac{\partial H_{j k}}{\partial f_{x}} F_{23}+\frac{\partial H_{j k}}{\partial r_{x}} F_{13}, \quad \frac{\partial^{3} F_{j k}}{\partial t \partial w_{x} \partial w}=0, \\
& \frac{\partial^{2} F_{j k}}{\partial t \partial w_{x}}=2 \frac{\partial^{3} F_{j k}}{\partial x^{2} \partial w}=2 \frac{\partial F_{j k}}{\partial f} F_{23}+2 \frac{\partial F_{j k}}{\partial r} F_{13}, \quad j=1,2, \quad k=1,3 . \tag{64}
\end{align*}
$$

Expression (63) must not be identically equal to zero but must be proportional to $F_{j 1}$ with the coefficient of proportionality corresponding to the term $w w_{x}$ in system (45) and equal to $-12 \mu$. As a result, after substitution (58), expression (63) yields equation

$$
\begin{equation*}
\left(\frac{\partial^{2} F_{j 5}}{\partial f_{x}^{2}} F_{23}+2 \frac{\partial^{2} F_{j 5}}{\partial r_{x} \partial f_{x}} F_{13}-2 \frac{\partial F_{j 3}}{\partial f}\right) F_{23}+\left(\frac{\partial^{2} F_{j 5}}{\partial r_{x}^{2}} F_{13}-2 \frac{\partial F_{j 3}}{\partial r}\right) F_{13}=2 \mu F_{j 1} . \tag{65}
\end{equation*}
$$

3. After differentiation (54) with multiplier $u w_{x}$ the following non-zero summands remain

$$
\begin{equation*}
\frac{\partial^{3} F_{j 1}}{\partial t \partial w_{x} \partial u} u+\frac{\partial^{2} F_{j 1}}{\partial t \partial w_{x}}-\frac{\partial^{3} H_{j 1}}{\partial x^{2} \partial w_{x}}+\frac{\partial^{3} F_{j 3}}{\partial t \partial w_{x} \partial u} w+\frac{\partial^{3} F_{j 5}}{\partial t \partial w_{x} \partial u}-2 \frac{\partial^{2} H_{j 3}}{\partial x \partial u}-2 \frac{\partial^{2} F_{j 3}}{\partial x^{2} \partial u} . \tag{66}
\end{equation*}
$$

Specifying the form of the derivatives using the earlier found form (53), rewrite the remaining coefficients (66) and equate $6 F_{j 3}$

$$
\begin{align*}
& 2 \frac{\partial F_{j 1}}{\partial f} F_{23}+2 \frac{\partial F_{j 1}}{\partial r} F_{13}-\frac{\partial H_{j 1}}{\partial f_{x}} F_{23}-\frac{\partial H_{j 1}}{\partial r_{x}} F_{13}-2 \frac{\partial H_{j 3}}{\partial f_{x}} F_{21}- \\
& -2 \frac{\partial H_{j 3}}{\partial r_{x}} F_{11}-2 \frac{\partial F_{j 3}}{\partial f} F_{21}-2 \frac{\partial F_{j 3}}{\partial r} F_{11}=6 F_{j 3}, \tag{67}
\end{align*}
$$

or, after substitution of the earlier found functions (57), (58):

$$
\begin{equation*}
2 \frac{\partial F_{j 3}}{\partial f} F_{21}+2 \frac{\partial F_{j 3}}{\partial r} F_{11}-\left(\frac{\partial^{2} F_{j 5}}{\partial f_{x}^{2}} F_{21}+\frac{\partial^{2} F_{j 5}}{\partial r_{x} \partial f_{x}} F_{11}\right) F_{23}-\left(\frac{\partial^{2} F_{j 5}}{\partial f_{x} \partial r_{x}} F_{21}+\frac{\partial^{2} F_{j 5}}{\partial r_{x}^{2}} F_{11}\right) F_{13}=2 F_{j 3} \tag{68}
\end{equation*}
$$

Now it is necessary to solve the system of six quasilinear partial second order differential equations (62), (65), (68), $j=1,2$

$$
\begin{align*}
& 2\left(\frac{\partial F_{j 1}}{\partial f} F_{21}+\frac{\partial F_{j 1}}{\partial r} F_{11}\right)-\left(F_{21} \frac{\partial}{\partial f_{x}}+F_{11} \frac{\partial}{\partial r_{x}}\right)^{2} F_{j 5}=2 F_{j 1}, \\
& \left(F_{23} \frac{\partial}{\partial f_{x}}+F_{13} \frac{\partial}{\partial r_{x}}\right)^{2} F_{j 5}-2\left(\frac{\partial F_{j 3}}{\partial f} F_{23}+\frac{\partial F_{j 3}}{\partial r} F_{13}\right)=2 \mu F_{j 1},  \tag{69}\\
& 2\left(\frac{\partial F_{j 3}}{\partial f} F_{21}+\frac{\partial F_{j 3}}{\partial r} F_{11}\right)-\left(F_{23} \frac{\partial}{\partial f_{x}}+F_{13} \frac{\partial}{\partial r_{x}}\right)\left(F_{21} \frac{\partial}{\partial f_{x}}+F_{11} \frac{\partial}{\partial r_{x}}\right) F_{j 5}=2 F_{j 3} .
\end{align*}
$$

In the resulting system (69) the summands $F_{j 1 f} F_{21}+F_{j 1 r} F_{11}, F_{j 3 f} F_{23}+F_{j 3 r} F_{13}$, and $F_{j 3 f} F_{21}+F_{j 3 r} F_{11}$ have occurred that depend only upon variables $f, r$, and operators of second order differentiation by variables $f_{x}, r_{x}$, for which the dependence upon variables $f, r$ is parametric. Obviously, the system decomposes into two subsystems determining the dependence upon variables $f_{x}, r_{x}$ :

$$
\begin{align*}
& \left(F_{21} \frac{\partial}{\partial f_{x}}+F_{11} \frac{\partial}{\partial r_{x}}\right)^{2} F_{j 5}=0, \quad\left(F_{23} \frac{\partial}{\partial f_{x}}+F_{13} \frac{\partial}{\partial r_{x}}\right)^{2} F_{j 5}=0  \tag{70}\\
& \left(F_{23} \frac{\partial}{\partial f_{x}}+F_{13} \frac{\partial}{\partial r_{x}}\right)\left(F_{21} \frac{\partial}{\partial f_{x}}+F_{11} \frac{\partial}{\partial r_{x}}\right) F_{j 5}=0
\end{align*}
$$

and the dependence upon variables $f, r$ :

$$
\begin{equation*}
\frac{\partial F_{j 1}}{\partial f} F_{21}+\frac{\partial F_{j 1}}{\partial r} F_{11}=F_{j 1}, \quad \frac{\partial F_{j 3}}{\partial f} F_{23}+\frac{\partial F_{j 3}}{\partial r} F_{13}=-\mu F_{j 1}, \quad \frac{\partial F_{j 3}}{\partial f} F_{21}+\frac{\partial F_{j 3}}{\partial r} F_{11}=F_{j 3} \tag{71}
\end{equation*}
$$

It can be seen that both systems (70), (71) are over-determined, hence, we will not search for their solutions here (they may exist; this variant has not been examined). The second possibility is when the action of the second order differential operators on function $F_{j 5}$ yields the expression, dependent only upon variables $f, r$. This is possible if $F_{j 5}$ has quadratic dependence upon variables $f_{x}, r_{x}$; write it in the form:

$$
\begin{equation*}
F_{j 5}=s_{j 1}(f, r) f_{x}^{2}+s_{j 2}(f, r) f_{x} r_{x}+s_{j 3}(f, r) r_{x}^{2}+s_{j 4}(f, r) f_{x}+s_{j 5}(f, r) r_{x}+s_{j 6}(f, r) \tag{72}
\end{equation*}
$$

In this case, system (69) takes the form:

$$
\begin{align*}
& F_{21} \frac{\partial F_{j 1}}{\partial f}+F_{11} \frac{\partial F_{j 1}}{\partial r}-s_{j 1} F_{21}^{2}-F_{21} F_{11} s_{j 2}-s_{j 3} F_{11}^{2}=F_{j 1}, \\
& s_{j 1} F_{23}^{2}+F_{23} F_{13} s_{j 2}+s_{j 3} F_{13}^{2}-F_{23} \frac{\partial F_{j 3}}{\partial f}-F_{13} \frac{\partial F_{j 3}}{\partial r}=\mu F_{j 1},  \tag{73}\\
& 2\left(F_{21} \frac{\partial F_{j 3}}{\partial f}+F_{11} \frac{\partial F_{j 3}}{\partial r}\right)-F_{23}\left[2 s_{j 1} F_{21}+F_{11} s_{j 2}\right]-F_{13}\left[F_{21} s_{j 2}+2 s_{j 3} F_{11}\right]=2 F_{j 3} .
\end{align*}
$$

The first equation yields the system, relating two functions $F_{11}, F_{21}$. Select the simplest solutions (such an approach is justified because the Bäcklund transformations must, if possible, be of simple form)

$$
\begin{equation*}
F_{21}=0, \quad F_{11}=a-\text { const } \tag{74}
\end{equation*}
$$

then, it must be additionally assumed

$$
\begin{equation*}
s_{23}=0, \quad s_{13}=-a^{-1} \tag{75}
\end{equation*}
$$

Taking into account (74), (75), the remaining equalities take the form

$$
\begin{array}{ll}
s_{11} F_{23}^{2}+s_{12} F_{23} F_{13}-\frac{1}{a} F_{13}^{2}-\left(F_{23} \frac{\partial}{\partial f}+F_{13} \frac{\partial}{\partial r}\right) F_{13}=\mu a, & 2 a \frac{\partial F_{13}}{\partial r}=a s_{12} F_{23} \\
s_{21} F_{23}^{2}+s_{22} F_{23} F_{13}-\left(F_{23} \frac{\partial}{\partial f}+F_{13} \frac{\partial}{\partial r}\right) F_{23}=0, & \frac{\partial F_{23}}{\partial r}=\frac{2+a s_{22}}{2 a} F_{23} \tag{76}
\end{array}
$$

Select, if possible, simpler solutions; for this suppose that $F_{13}, F_{23}$ depend upon $f$ and do not depend upon $r$, then

$$
\begin{equation*}
s_{12}=0, s_{22}=-2 a^{-1}-\text { const. } \tag{77}
\end{equation*}
$$

Only two first-order differential equations remain

$$
\begin{equation*}
s_{11} F_{23}^{2}-\frac{1}{a} F_{13}^{2}-F_{23} \frac{\partial F_{13}}{\partial f}=\mu a, \quad s_{21} F_{23}^{2}-\frac{2}{a} F_{23} F_{13}-F_{23} \frac{\partial F_{23}}{\partial f}=0 \tag{78}
\end{equation*}
$$

whose solutions may be varied. Let

$$
\begin{equation*}
F_{13}=0, \quad s_{11}=\mu a e^{-2 f}, \quad s_{21}=1 \quad e^{f}=F_{23} \tag{79}
\end{equation*}
$$

As a result, formulas (59) are transformed into the form

$$
\begin{align*}
& F_{1}=a u+a \mu e^{-2 f} f_{x}^{2}-\frac{1}{a} r_{x}^{2}+S_{1}, \quad F_{2}=e^{f} w+f_{x}^{2}-\frac{2}{a} f_{x} r_{x}+S_{2} \\
& H_{1}=\left(2 r_{x}-a s_{15}\right) u-a u_{x}+2\left(2 a \mu e^{-f} f_{x}+e^{f} s_{14}\right) w+H_{15}\left(f, r, f_{x}, r_{x}\right)  \tag{80}\\
& H_{2}=\left[2 f_{x}-a s_{25}\right] u+2 e^{f}\left(s_{24}-\frac{2}{a} r_{x}\right) w+2 e^{f} w_{x}+H_{25}\left(f, r, f_{x}, r_{x}\right)
\end{align*}
$$

where, for compactness of entry

$$
\begin{aligned}
& S_{1}=s_{14}(f, r) f_{x}+s_{15}(f, r) r_{x}+s_{16}(f, r) \\
& S_{2}=s_{24}(f, r) f_{x}+s_{25}(f, r) r_{x}+s_{26}(f, r)
\end{aligned}
$$

Return to the condition of consistency (54)

$$
\begin{align*}
& a\left(u_{t}+u_{x x x}\right)+\frac{\partial F_{15}}{\partial t}-\frac{\partial^{2} H_{15}}{\partial x^{2}}=\frac{\partial^{2}\left(H_{11} u+H_{13} w\right)}{\partial x^{2}} \\
& e^{f}\left(w_{t}-2 w_{x x x}\right)+\frac{\partial F_{25}}{\partial t}-\frac{\partial^{2} H_{25}}{\partial x^{2}}=\frac{\partial^{2}\left(H_{21} u+H_{23} w\right)}{\partial x^{2}}+e^{f}\left[4 f_{x} w_{x x}+2\left(f_{x}^{2}+F_{2}\right) w_{x}-H_{2} w\right] \tag{81}
\end{align*}
$$

and find the dependence upon $u^{2}(1)\left(w^{2}\right.$, step (2), $u w$, step (3)); for this differentiate by $u^{2}(1)$ (by variable $w^{2}$ at step (2), and by variable $u w$ at step (3)). By reason of the only linear dependence $F_{j}, H_{j}, H_{j k x}$ in relation to function $u(52)$, the condition (81) will, after differentiation by $u^{2}$ taking the form

$$
\begin{equation*}
\frac{\partial^{2} F_{j 5}}{\partial t \partial\left(u^{2}\right)}-\frac{\partial^{3} H_{j 5}}{\partial x^{2} \partial\left(u^{2}\right)}=\frac{\partial}{\partial\left(u^{2}\right)}\left(\frac{\partial^{2} H_{j 1}}{\partial x^{2}} u\right)+\frac{\partial^{3} H_{j 3}}{\partial x^{2} \partial\left(u^{2}\right)} w, \quad j=1,2, \tag{82}
\end{equation*}
$$

that yields

$$
\begin{equation*}
\frac{\partial^{2} H_{15}}{\partial r_{x}^{2}}=\frac{\partial s_{15}}{\partial r}, \quad \frac{\partial^{2} H_{25}}{\partial r_{x}^{2}}=\frac{\partial s_{25}}{\partial r} \tag{83}
\end{equation*}
$$

4. Perform the second step of the algorithm. According to (52), and, taking into account the linear character of $F_{j}, H_{j}, H_{j k x}$ in relation to function $w,(81)$ will, after differentiation, take the form:

$$
\begin{align*}
& \frac{\partial^{2} F_{15}}{\partial t \partial\left(w^{2}\right)}-\frac{\partial^{3} H_{15}}{\partial x^{2} \partial\left(w^{2}\right)}=\frac{\partial}{\partial\left(w^{2}\right)}\left(\frac{\partial^{2} H_{13}}{\partial x^{2}} w\right)+\frac{\partial^{3} H_{11}}{\partial x^{2} \partial\left(w^{2}\right)} u,  \tag{84}\\
& \frac{\partial^{2} F_{25}}{\partial t \partial\left(w^{2}\right)}-\frac{\partial^{3} H_{25}}{\partial x^{2} \partial\left(w^{2}\right)}=\frac{\partial}{\partial\left(w^{2}\right)}\left(\frac{\partial^{2} H_{23}}{\partial x^{2}} w\right)+\frac{\partial^{3} H_{21}}{\partial x^{2} \partial\left(w^{2}\right)} u-e^{f} H_{23} .
\end{align*}
$$

After transformations, the relationship (83) takes the form

$$
\begin{equation*}
4 a \mu s_{15}-e^{2 f} \frac{\partial^{2} H_{15}}{\partial f_{x}^{2}}=2 e^{2 f}\left(s_{14}+\frac{\partial s_{14}}{\partial f}\right)+4 a \mu s_{24}, \quad 4 a \mu s_{25}-e^{2 f} \frac{\partial^{2} H_{25}}{\partial f_{x}^{2}}=-\frac{4}{a} e^{2 f} s_{14} \tag{85}
\end{equation*}
$$

5. The condition of consistency (81) for the values $j=1,2$ yields the system:

$$
\begin{align*}
& \frac{\partial^{2} F_{15}}{\partial t \partial(u w)}-\frac{\partial^{3} H_{15}}{\partial x^{2} \partial(u w)}=\frac{\partial}{\partial(u w)}\left(\frac{\partial^{2} H_{11}}{\partial x^{2}} u+\frac{\partial^{2} H_{13}}{\partial x^{2}} w\right), \\
& \frac{\partial^{2} F_{25}}{\partial t \partial(u w)}-\frac{\partial^{3} H_{25}}{\partial x^{2} \partial(u w)}=\frac{\partial}{\partial(u w)}\left(\frac{\partial^{2} H_{21}}{\partial x^{2}} u+\frac{\partial^{2} H_{23}}{\partial x^{2}} w\right)-e^{f} H_{21} . \tag{86}
\end{align*}
$$

Using the earlier found form of coefficients and their dependence upon variables $r_{x}, r, f_{x}, f$, obtain from (85) two new differential equations:

$$
\begin{align*}
& 2 a \frac{\partial^{2} H_{15}}{\partial f_{x} \partial r_{x}}-a \frac{\partial s_{15}}{\partial f}+4 s_{14}+2 a \frac{\partial s_{14}}{\partial r}+4 a^{2} \mu e^{-2 f} s_{25}=0 \\
& 2 a \frac{\partial^{2} H_{25}}{\partial f_{x} \partial r_{x}}+4 s_{24}-a \frac{\partial s_{25}}{\partial f}+a s_{25}+2 a \frac{\partial s_{24}}{\partial r}-4 s_{15}=0 \tag{87}
\end{align*}
$$

Equalities (83), (85), (87) do not contain in explicit form the variables $f_{x}, r_{x}$; this allows to suppose that functions $H_{j 5}=0, s_{j k}=0, j=1,2, k=4,5,6$. Perform a check having returned to equalities (4.37), where

$$
\begin{gathered}
\frac{\partial F_{15}}{\partial t}=-2 a \mu e^{-2 f} f_{x}^{2} H_{2}+2 a \mu e^{-2 f} f_{x} H_{2 x}-\frac{2}{a} r_{x} H_{1 x}, \quad \frac{\partial F_{25}}{\partial t}=2\left(f_{x}-\frac{1}{a} r_{x}\right) H_{2 x}-\frac{2}{a} f_{x} H_{1 x}, \\
\frac{\partial H_{11}}{\partial x}=2 F_{1}, \quad \frac{\partial H_{13}}{\partial x}=4 a \mu e^{-f}\left(F_{2}-f_{x}^{2}\right), \quad \frac{\partial H_{21}}{\partial x}=2 F_{2}, \quad \frac{\partial H_{23}}{\partial x}=-\frac{4}{a} e^{f}\left(r_{x} f_{x}+F_{1}\right), \\
\frac{\partial^{2} H_{11}}{\partial x^{2}}=2 F_{1 x}, \quad \frac{\partial^{2} H_{13}}{\partial x^{2}}=4 a \mu e^{-f}\left(F_{2 x}+f_{x}^{3}-3 f_{x} F_{2}\right), \quad \frac{\partial^{2} H_{21}}{\partial x^{2}}=2 F_{2 x}, \\
\frac{\partial^{2} H_{23}}{\partial x^{2}}=-\frac{4}{a} e^{f}\left(r_{x} F_{2}+F_{1 x}+r_{x} f_{x}^{2}+2 f_{x} F_{1}\right), \quad \frac{\partial F_{23}}{\partial t}=e^{f} H_{2}, \quad \frac{\partial^{2} F_{23}}{\partial x^{2}}=e^{f} F_{2}+e^{f} f_{x}^{2},
\end{gathered}
$$

after substitution

$$
a\left(u_{t}+u_{x x x}\right)=6 a u_{x} u+12 a \mu w_{x} w, \quad w_{t}-2 w_{x x x}=-6 w_{x} u
$$

It can be seen that equalities coincide, hence, a Bäcklund transformation of the form (80), where $s_{j k}=0, H_{j 5}=0, j=1,2, k=4,5,6$ has been found.

Theorem 5. Nonlinear systems of partial differential equations (45) and

$$
\begin{align*}
& r_{t}=2 a^{-2} r_{x}^{3}-r_{x x x}+6 \mu e^{-2 f} f_{x}\left(a f_{x x}-a f_{x}^{2}+f_{x} r_{x}\right) \\
& f_{t}=6 a^{-1} f_{x}\left(r_{x x}-a^{-1} r_{x}^{2}-a f_{x x}\right)+2 f_{x}^{3}\left[1-\mu e^{-2 f}\right]+2 f_{x x x} \tag{88}
\end{align*}
$$

are interrelated by the Bäcklund transformations of the form:

$$
\begin{array}{ll}
r_{x x}=a u+a \mu e^{-2 f} f_{x}^{2}-a^{-1} r_{x}^{2}, & f_{x x}=e^{f} w+f_{x}^{2}-2 a^{-1} f_{x} r_{x} \\
r_{t}=2 r_{x} u-a u_{x}+4 a \mu e^{-f} f_{x} w, & f_{t}=2 f_{x} u-4 a^{-1} e^{f} r_{x} w+2 e^{f} w_{x} \tag{89}
\end{array}
$$

where $u(x, t), w(x, t), f(x, t), r(x, t)$ differentiable functions of two independent variables, $a \neq 0, \mu$ are arbitrary non-zero parameters.

Another form of transformation may be obtained, as well. For this, return in the procedure of examination, to the moment that determines the form, i.e., to system (78). Such an approach has been implemented in Reference [17].

## 5. Analog of Miura Transformations

We demonstrate how the results obtained in the previous section can be used. Use the earlier obtained Bäcklund transformation (89) and substitute the functions $f(x, t), r(x, t)$ by the functions $g(x, t), v(x, t)$ :

$$
\begin{equation*}
\left(e^{-f(x, t)}\right)_{x}=g(x, t), \quad r_{x}(x, t)=v(x, t) \tag{90}
\end{equation*}
$$

To perform the complete substitution with the new functions, the second couple of equalities (89) must be previously differentiated by variable $x$. The substitution yields the following relation

$$
\begin{array}{ll}
v_{x}=a u+a \mu g^{2}-a^{-1} v^{2}, & g_{x}=-2 a^{-1} g v-w, \\
v_{t}=\frac{\partial}{\partial x}\left(2 v u-4 a \mu g w-a u_{x}\right), & g_{t}=2 \frac{\partial}{\partial x}\left(g u+\frac{2}{a} v w-w_{x}\right) . \tag{91}
\end{array}
$$

The first line yields the explicit form of functions $u(x, t), w(x, t)$ via the two other functions:

$$
\begin{equation*}
u=a^{-1} v_{x}+a^{-2} v^{2}-\mu g^{2}, \quad w=-2 a^{-1} g v-g_{x} \tag{92}
\end{equation*}
$$

Supposing that $g(x, t)=v(x, t)$, the resulting relation has terms similar to the known Miura transformation $\left(q=v^{2}-i v_{x}\right)$ [22], which determines the conformity between the KdV equation and the modified KdV equation, hence, (92) may be considered a certain analog of this transformation.

Substitute (92) into the equalities of the second line (91), and get the system of two equations

$$
\begin{equation*}
v_{t}=\left(2 a^{-2} v^{3}-v_{x x}+6 \mu g^{2} v+6 a \mu g g_{x}\right)_{x^{\prime}} \quad g_{t}=2\left[3 a^{-2} g\left(a v_{x}-v^{2}\right)-\mu g^{3}+g_{x x}\right]_{x^{\prime}} \tag{93}
\end{equation*}
$$

each of which is a perturbation of modified $K d V$ equation.
Theorem 6. Systems of partial differential Equations (45) and (93) are related by transformations (92).
Proof of Theorem 6. Substitute (92) into (90). Transform the first equation and separate the total derivatives

$$
\begin{aligned}
& u_{t}+u_{x x x}-12 \mu w w_{x}-6 u u_{x}=\frac{1}{a} \frac{\partial}{\partial x}\left[v_{t}+v_{x x x}-6 \frac{1}{a^{2}} v^{2} v_{x}\right]-\frac{6}{a} \mu \frac{\partial^{2}}{\partial x^{2}}\left[g^{2} v+a g g_{x}\right]+ \\
& +\frac{2}{a^{2}} v\left[v_{t}+\left(v_{x x}-\frac{2}{a^{2}} v^{3}-6 \mu g^{2} v-6 a \mu g g_{x}\right)_{x}\right]+2 \mu g\left[2\left(g_{x x}-\mu g^{3}+\frac{3}{a^{2}} g\left\{a v_{x}-v^{2}\right\}\right)_{x}-g_{t}\right] .
\end{aligned}
$$

In the resulting equality, the linear operator $\left(a^{-1} \partial_{x}+2 a^{-2} v\right)$ may be removed:

$$
\begin{align*}
u_{t}+u_{x x x}-12 \mu w w_{x}-6 u u_{x}= & \left(\frac{1}{a} \frac{\partial}{\partial x}+\frac{2}{a^{2}} v\right)\left[v_{t}+\left(v_{x x}-\frac{2}{a^{2}} v^{3}-6 \mu g^{2} v-6 a \mu g g_{x}\right)_{x}\right]+  \tag{94}\\
& +2 \mu g\left[2\left(g_{x x}-\mu g^{3}+\frac{3}{a^{2}} g\left\{a v_{x}-v^{2}\right\}\right)_{x}-g_{t}\right] .
\end{align*}
$$

Do the same with the second equality of system (45) and factor out the operator $\left(\partial_{x}+2 a^{-1} v\right)$.

$$
\begin{align*}
w_{t}-2 w_{x x x}+6 u w_{x}= & \left(\frac{2}{a} v+\frac{\partial}{\partial x}\right)\left[2\left(g_{x x}-\mu g^{3}+\frac{3}{a} g v_{x}-\frac{3}{a^{2}} g v^{2}\right)_{x}-g_{t}\right]+  \tag{95}\\
& +\frac{2}{a} g\left(\left[\frac{2}{a^{2}} v^{3}-v_{x x}+6 \mu v g^{2}+6 a \mu g g_{x}\right]_{x}-v_{t}\right)
\end{align*}
$$

If functions $u(x, t), w(x, t)$ are solutions of system (45) and $u(x, t) \neq 0, w(x, t) \neq 0$, then, at $g(x, t) \neq$ $0, v(x, t) \neq 0$, it follows from (94) and (95) that functions $g(x, t), v(x, t)$ are solutions of system (93).

Corollary 9. Complexification of Korteweg-de Vries equation

$$
\begin{equation*}
q_{t}=3(\bar{q}-q) q_{x}+6 \bar{q}_{x} q-0,5(3 \bar{q}-q)_{x x x} \tag{96}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{t}=\left[s\left(3 \bar{s}^{2}-s^{2}\right)+3(s-\bar{s}) \bar{s}_{x}+0,5(s-3 \bar{s})_{x x}\right]_{x^{\prime}} \tag{97}
\end{equation*}
$$

are related by transformation

$$
\begin{equation*}
q=\bar{s}_{x}+\bar{s}^{2} \tag{98}
\end{equation*}
$$

where $q(x, t), s(x, t)$ are complex functions of independent variables $x, t$.
The pattern of proof fully coincides with the proof of the theorem above, where $u(x, t)=\operatorname{Re} q(x, t)$, $w(x, t)=\operatorname{Im} s(x, t), v(x, t)=\operatorname{Re} s(x, t), g(x, t)=\operatorname{Im} s(x, t)$, is supposed to contain parameters $a=1$, $\mu=1$.

Assuming in equality (97) that $s(x, t)$ is a real function, get a routinely modified KdV equation $s_{t}=$ $6 s^{2} s_{x}-s_{x x x}$, hence, (97) may be considered as a modification of the KdV equation complexification [22].

In the classic case, the resulting transformations can be used to build exact solutions. Let us show that the found relation (91) of the two systems (45) and (93) allows us to do this. We take, as the solution of system (45), the following trivial functions

$$
\begin{equation*}
w(x, t)=0, u(x, t)=\beta-\text { const } . \tag{99}
\end{equation*}
$$

Using (91) and integrating, we obtain the solution of system (93) in the form of traveling waves:

$$
\begin{aligned}
& g(x, t)=\left[\sqrt{C_{1}^{2}+\frac{\mu}{\beta}} \operatorname{ch}\left(C_{2}-2 \sqrt{\beta} x-4 \beta \sqrt{\beta} t\right)-C_{1}\right]^{-1} \\
& v(x, t)=-a \sqrt{C_{1}^{2}+\frac{\mu}{\beta}} \operatorname{sh}\left(C_{2}-2 \sqrt{\beta} x-4 \beta \sqrt{\beta} t\right)\left[\sqrt{C_{1}^{2}+\frac{\mu}{\beta}} \operatorname{ch}\left(C_{2}-2 \sqrt{\beta} x-4 \beta \sqrt{\beta} t\right)-C_{1}\right]^{-1}
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are the arbitrary integration constants. At $C_{1}=0$ we obtain classical solutions:

$$
g(x, t)=\sqrt{\frac{\beta}{\mu}} \operatorname{ch}^{-1}\left(C_{2}-2 \sqrt{\beta} x-4 \beta \sqrt{\beta} t\right), \quad v(x, t)=-a \operatorname{th}\left(C_{2}-2 \sqrt{\beta} x-4 \beta \sqrt{\beta} t\right) .
$$

## 6. Conclusions

1. In this work, new Bäcklund transformations (BTs) have been obtained for the particular cases of Liouville equations with the exponential nonlinearity that has a multiplier dependent upon independent variables and first-order derivatives from the function.
2. BT for three-dimensional Liouville equation has been constructed.
3. A solution of coupled pairs of equations using BT has been found.
4. Clairin's method for the system of two third-order partial differential equations has been generalized and algorithm for construction of BTs for these dynamic systems has been demonstrated.
5. Non-uniqueness of differential relations has been shown because the application of special conditions to differential forms leads to different dynamic systems.
6. Analog of Miura transformations that relates the initial system to the system of perturbed modified $K d V$ equations has been determined.
7. Natural transition of KdV to mKdV using Miura transformations has been received from the relation of cKdV and complexification of mKdV with an analog of Miura transformations, supposing that the function is real.
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#### Abstract

The results presented in this paper deal with the existence of solutions of a first order fully coupled system of three equations, and they are split in two parts: 1. Case with coupled functional boundary conditions, and 2. Case with periodic boundary conditions. Functional boundary conditions, which are becoming increasingly popular in the literature, as they generalize most of the classical cases and in addition can be used to tackle global conditions, such as maximum or minimum conditions. The arguments used are based on the Arzèla Ascoli theorem and Schauder's fixed point theorem. The existence results are directly applied to an epidemic SIRS (Susceptible-Infectious-Recovered-Susceptible) model, with global boundary conditions.
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## 1. Introduction

In this paper two different problems are analyzed.
Part one is concerned with the study of a fully nonlinear coupled system of equations

$$
\left\{\begin{array}{l}
u_{1}^{\prime}(t)=f_{1}\left(t, u_{1}(t), u_{2}(t), u_{3}(t)\right)  \tag{1}\\
u_{2}^{\prime}(t)=f_{2}\left(t, u_{1}(t), u_{2}(t), u_{3}(t)\right) \\
u_{3}^{\prime}(t)=f_{3}\left(t, u_{1}(t), u_{2}(t), u_{3}(t)\right)
\end{array}\right.
$$

$f_{i}:[a, b] \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ and $i=1,2,3$ are $L^{1}$-Carathéodory functions, subject to the nonlinear functional boundary conditions

$$
\begin{align*}
& u_{1}(a)=L_{1}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{2}(a), u_{3}(a)\right) \\
& u_{2}(a)=L_{2}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{3}(a)\right)  \tag{2}\\
& u_{3}(a)=L_{3}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{2}(a)\right)
\end{align*}
$$

where $L_{i}:(C[a, b])^{3} \times \mathbb{R}^{5} \rightarrow \mathbb{R}, i=1,2,3$, are continuous functions with properties later to be defined. The technique used for the functional problem is based on the Arzèla-Ascoli theorem and Schauder's fixed point theorem.

Part two, more precisely, Section 4, deals with the fully nonlinear couple system of Equation (1) coupled with the periodic boundary conditions

$$
\begin{align*}
& u_{1}(a)=u_{1}(b) \\
& u_{2}(a)=u_{2}(b)  \tag{3}\\
& u_{3}(a)=u_{3}(b) .
\end{align*}
$$

Given that the conditions on $L_{i}$, do not allow the problem (1)-(2) to cover the periodic case, a different approach for the problem (1)-(3) is required. In this case, in order to obtain the existence and location of periodic solutions, the upper and lower solutions method, along with some adequate local monotone assumptions on the nonlinearities, is used.

Mathematical modelling and applications are becoming increasingly popular nowadays. With the sudden outburst of keywords such as big data, data analytics and modelling, the quest for mathematical models is on high demand. In the area of mathematical modelling, systems of differential equations are a must, due to their high applicability in areas such as population dynamics [1-3], finance [4], medicine [5], biotechnology [6] and physics [7,8], and also examples treated in [9,10].

Nevertheless, in the literature available, the cases dealing with coupled systems of equations are not abundant. Such systems can be found in [11-13], however, in this paper the authors present a problem where both equations are coupled. In addition to that, to the best of our knowledge, it is the first time where coupled systems are considered with coupled functional boundary conditions.

This feature allows to generalize the classical boundary data in the literature, such as two-point or multi-point, nonlinear, nonlocal, integro-differential conditions, among others. Indeed, the functional part can deal with global boundary assumptions, such as minimum or maximum arguments, infinite multi-point data, and integral conditions on the several unknown functions. Functional problems, along with their features, can be seen in [14-19] and the references therein.

The methods and techniques applied in this paper can be easily adapted to coupled systems with $n$ equations and variables. However, as the notation and writing appear to be heavy, and may avoid the clarity of the results, we prefer to prove our theoretical part for $n=3$, which is adequate for our application.

This paper has the following structure: Section 2 contains some definitions and generic assumptions on the nonlinearities. Section 3 shows the main result for problems with functional boundary conditions. In Section 4 it is studied the periodic problem via lower and upper solutions technique together with some local growth conditions. The final section presents an application of (1)-(2) to an epidemic SIRS model to illustrate the applicability of the problem discussed and to show the potentialities of the functional boundary conditions, exploring global initial boundary conditions on the system.

## 2. Definitions and Assumptions

Throughout this work we consider the space of continuous functions in $[a, b]$, on the Banach space $E:=(C[a, b])^{3}$, equipped with the norm

$$
\|u\|_{E}=\max \left\{\left\|u_{i}\right\|, i=1,2,3\right\}
$$

where $\left\|u_{i}\right\|=\max _{t \in[a, b]}\left|u_{i}(t)\right|$.
The functional boundary functions verify the assumption:

Hypothesis 1. $L_{i}:(C[a, b])^{3} \times \mathbb{R}^{5} \rightarrow \mathbb{R}$ are continuous functions. Moreover, each of the functions, $L_{i}(\eta, x, y)$ are uniformly continuous when $(\eta, x, y)$ is bounded.

The admissible nonlinearities will be $L^{1}$-Carathéodory functions, according the following definition:
Definition 1. The functions $f_{i}:[a, b] \times \mathbb{R}^{3} \rightarrow \mathbb{R}, i=1, \ldots, n$, are $L^{1}$-Carathéodory if they verify:
(i) for each $\left(y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{3}, t \mapsto f_{i}\left(t, y_{1}, y_{2}, y_{3}\right)$ are measurable on $[a, b]$, for $i=1,2,3$;
(ii) for almost every $t \in[a, b],\left(y_{1}, y_{2}, y_{3}\right) \mapsto f_{i}\left(t, y_{1}, y_{2}, y_{3}\right)$ are continuous on $\mathbb{R}^{3}$, for $i=1,2,3$;
(iii) for each $L>0$, there exists a positive function $\psi_{i L} \in L^{1}[a, b], i=1,2,3$, such that, for $\max \left\{\left\|y_{i}\right\|, i=1,2,3\right\}<L$,

$$
\left|f_{i}\left(t, y_{1}(t), y_{2}(t), y_{3}(t)\right)\right| \leq \psi_{i L}(t), \text { a.e. } t \in[a, b], i=1,2,3 .
$$

To demonstrate the final result, Schauder's fixed point theorem will be an important tool to guarantee the existence of fixed points for the operator to be defined:

Theorem 1. ([20]) Let $Y$ be a nonempty, closed, bounded and convex subset of a Banach space $X$, and suppose that $P: Y \rightarrow Y$ is a completely continuous operator. Then $P$ has at least one fixed point in $Y$.

## 3. Main Result for Functional Problems

In this section, we present and prove the main existence result for (1)-(2), given by the following theorem:

Theorem 2. If $f_{i}$ are $L^{1}$-Carathéodory functions, for $i=1,2,3$, and the continuous functions $L_{i}, i=1,2,3$, verify (H1) and

Hypothesis 2. there exists $R>0$ such that

$$
\max \left\{k_{i}+\int_{a}^{t} \psi_{i R}(s) d s, i=1,2,3\right\} \leq R
$$

with

$$
\begin{aligned}
& k_{1}:=\max \left\{L_{1}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{2}(a), u_{3}(a)\right)\right\}, \\
& k_{2}:=\max \left\{L_{2}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{3}(a)\right)\right\}, \\
& k_{3}:=\max \left\{L_{3}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{2}(a)\right)\right\},
\end{aligned}
$$

then the problem (1)-(2) has at least one solution $u=\left(u_{1}, u_{2}, u_{3}\right) \in(C[a, b])^{3}$.
Proof. Let us consider the integral system given by

$$
\left\{\begin{array}{c}
u_{1}(t)=L_{1}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{2}(a), u_{3}(a)\right)+  \tag{4}\\
\int_{a}^{t} f_{1}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right) d s \\
u_{2}(t)=L_{2}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{3}(a)\right)+ \\
\int_{a}^{t} f_{2}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right) d s, \\
u_{3}(t)=L_{3}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{2}(a)\right)+ \\
\int_{a}^{t} f_{3}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right) d s,
\end{array}\right.
$$

and the operator

$$
T:(C[a, b])^{3} \rightarrow(C[a, b])^{3}
$$

defined by

$$
\begin{equation*}
T\left(u_{1}, u_{2}, u_{3}\right)=\left(T_{1}\left(u_{1}, u_{2}, u_{3}\right), T_{2}\left(u_{1}, u_{2}, u_{3}\right), T_{3}\left(u_{1}, u_{2}, u_{3}\right)\right), \tag{5}
\end{equation*}
$$

where $T_{i}:(C[a, b])^{3} \rightarrow C[a, b], i=1,2,3$, given by

$$
\begin{gather*}
T_{1}\left(u_{1}, u_{2}, u_{3}\right)=L_{1}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{2}(a), u_{3}(a)\right)+ \\
\int_{a}^{t} f_{1}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right) d s, \\
T_{2}\left(u_{1}, u_{2}, u_{3}\right)= \\
L_{2}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{3}(a)\right)+  \tag{6}\\
\int_{a}^{t} f_{2}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right) d s, \\
\left.u_{2}, u_{2}, u_{3}\right)= \\
L_{3}\left(u_{1}, u_{2}, u_{3}, u_{1}(b), u_{2}(b), u_{3}(b), u_{1}(a), u_{2}(a)\right)+ \\
\int_{a}^{t} f_{3}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right) d s,
\end{gather*}
$$

As the fixed points of $T$ are fixed points of $T_{i}, i=1,2,3$, and vice-versa, which are solutions of (1)-(2), the goal of this architecture will be to use the Arzèla-Ascoli theorem and Schauder's fixed point theorem to prove that the problem (1)-(2) has at least one solution.

For clarity, we consider several claims:

Claim 1. $T D \subset D$, for some $D \subset(C[a, b])^{3}$ a bounded, closed and convex subset.
Consider

$$
D=\left\{\left(u_{1}, u_{2}, u_{3}\right) \in(C[a, b])^{3}:\left\|\left(u_{1}, u_{2}, u_{3}\right)\right\|_{E} \leq k\right\}
$$

with $k>0$ such that

$$
\max \left\{k_{i}+\int_{a}^{t} \psi_{i k}(s) d s, i=1,2,3\right\} \leq k
$$

Given $\left(u_{1}, u_{2}, u_{3}\right) \in D$, by Definition 1 (iii) and (Hypothesis 2), we have that for $\left(u_{1}, u_{2}, u_{3}\right) \in D$, $i=1,2,3$,

$$
\left|f_{i}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right)\right| \leq \psi_{i k}(s), \quad \text { a.e. } s \in[a, b] .
$$

Therefore, $\left\|T\left(u_{1}, u_{2}, u_{3}\right)\right\|_{E} \leq k$ and Claim 1 is proved.
Claim 2. The operator $T$ is completely continuous.
To prove that the operator $T$ is completely continuous it is sufficient to show that $T$ is uniformly bounded and $T$ is equicontinuous. Using the above arguments, it can be proved that $T_{i}$ are uniformly bounded, for $i=1,2,3$, and therefore $T$ is uniformly bounded.

In order to show that the operator $T$ is equicontinuous, let us consider $t_{1}, t_{2} \in[a, b]$, such that, without any loss of generality, $t_{1}<t_{2}$.

Then for $T_{i}, i=1,2,3$, we have

$$
\begin{aligned}
& \left|T_{i}\left(u_{1}\left(t_{2}\right), u_{2}\left(t_{2}\right), u_{3}\left(t_{2}\right)\right)-T_{i}\left(u_{1}\left(t_{1}\right), u_{2}\left(t_{1}\right), u_{3}\left(t_{1}\right)\right)\right| \\
\leq & \int_{t_{1}}^{t_{2}}\left|f_{i}\left(s, u_{1}(s), u_{2}(s), u_{3}(s)\right)\right| d s \leq \int_{t_{1}}^{t_{2}} \psi_{i L}(s) d s \rightarrow 0,
\end{aligned}
$$

as $t_{1} \rightarrow t_{2}$. So, each operator $T_{i}$ is equicontinuous and, hence, the operator $T$ is equicontinuous.

Therefore, by Arzèla-Ascoli's theorem, the operator $T$ is compact and using Schauder's fixed point theorem, we obtain that $T$ has a fixed point, that is, the problem (1)-(2) has at least a solution $u \in$ $(C[a, b])^{3}$.

Remark that (Hypothesis 2) implies that the periodic case is not covered by (2).

## 4. Existence and Localization Result for the Periodic Case

Consider now the system (1) with the periodic boundary conditions (3). As it is well known, in nonlinear differential equations, the periodic case is more delicate and requires a different approach for general nonlinearities.

The method to be used will apply lower and upper solutions technique, based on the definition:
Definition 2. Consider the $C^{1}$-functions $\alpha_{i}, \beta_{i}:[a, b] \rightarrow \mathbb{R}, i=1,2,3$. The triple $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is a lower solution of the periodic problem (1), (3) if

$$
\left\{\begin{array}{l}
\alpha_{1}^{\prime}(t) \leq f_{1}\left(t, \alpha_{1}(t), \alpha_{2}(t), \alpha_{3}(t)\right)  \tag{7}\\
\alpha_{2}^{\prime}(t) \leq f_{2}\left(t, \alpha_{1}(t), \alpha_{2}(t), \alpha_{3}(t)\right) \\
\alpha_{3}^{\prime}(t) \leq f_{3}\left(t, \alpha_{1}(t), \alpha_{2}(t), \alpha_{3}(t)\right)
\end{array}\right.
$$

and

$$
\begin{align*}
\alpha_{1}(a) & \leq \alpha_{1}(b) \\
\alpha_{2}(a) & \leq \alpha_{2}(b)  \tag{8}\\
\alpha_{3}(a) & \leq \alpha_{3}(b) .
\end{align*}
$$

The triple $\left(\beta_{1}, \beta_{2}, \beta_{3}\right)$ is an upper solution of the periodic problem (1), (3) if the reversed inequalities hold.
This method allows to obtain an existence and localization theorem:
Theorem 3. Let $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ and $\left(\beta_{1}, \beta_{2}, \beta_{3}\right)$ be lower and upper solutions of (1), (3), respectively, such that $\alpha_{i}(t) \leq \beta_{i}(t), \forall t \in[a, b]$ and for $i=1,2,3$.

Define the set

$$
A=\left\{\left(t, u_{1}, u_{2}, u_{3}\right) \in[a, b] \times \mathbb{R}^{3}: \alpha_{i}(t) \leq u_{i} \leq \beta_{i}(t), i=1,2,3\right\}
$$

and assume that $f_{i}$ are $L^{1}$-Carathéodory functions on $A$, for $i=1,2,3$ verifying

$$
\begin{equation*}
f_{1}\left(t, x, \alpha_{2}(t), \alpha_{3}(t)\right) \leq f_{1}(t, x, y, z) \leq f_{1}\left(t, x, \beta_{2}(t), \beta_{3}(t)\right) \tag{9}
\end{equation*}
$$

for $t \in[a, b], \alpha_{2}(t) \leq y \leq \beta_{2}(t), \alpha_{3}(t) \leq z \leq \beta_{3}(t)$,

$$
f_{2}\left(t, \alpha_{1}(t), y, \alpha_{3}(t)\right) \leq f_{2}(t, x, y, z) \leq f_{2}\left(t, \beta_{1}(t), y, \beta_{3}(t)\right),
$$

for $t \in[a, b], \alpha_{1}(t) \leq x \leq \beta_{1}(t), \alpha_{3}(t) \leq z \leq \beta_{3}(t)$,

$$
f_{3}\left(t, \alpha_{1}(t), \alpha_{2}(t), z\right) \leq f_{3}(t, x, y, z) \leq f_{3}\left(t, \beta_{1}(t), \beta_{2}(t), z\right)
$$

for $t \in[a, b], \alpha_{1}(t) \leq x \leq \beta_{1}(t), \alpha_{2}(t) \leq y \leq \beta_{2}(t)$.
Then the problem (1), (3) has, at least, a solution $u=\left(u_{1}, u_{2}, u_{3}\right) \in(C[a, b])^{3}$ such that

$$
\alpha_{i}(t) \leq u_{i}(t) \leq \beta_{i}(t), i=1,2,3, \text { for all } t \in[a, b]
$$

Proof. For $i=1,2,3$, define the truncature functions $\delta_{i}$ given by

$$
\delta_{i}\left(t, u_{i}\right)=\left\{\begin{array}{ccc}
\alpha_{i}(t) & \text { if } & u_{i}<\alpha_{i}(t) \\
u_{i} & \text { if } & \alpha_{i}(t) \leq u_{i} \leq \beta_{i}(t) \\
\beta_{i}(t) & \text { if } & u_{i}>\beta_{i}(t)
\end{array}\right.
$$

and consider the modified problem composed by the truncated and perturbed differential equations

$$
\left\{\begin{array}{l}
u_{1}^{\prime}(t)+u_{1}(t)=f_{1}\left(t, \delta_{1}\left(t, u_{1}\right), \delta_{2}\left(t, u_{2}\right), \delta_{3}\left(t, u_{3}\right)\right)+\delta_{1}\left(t, u_{1}\right)  \tag{10}\\
u_{2}^{\prime}(t)+u_{2}(t)=f_{2}\left(t, \delta_{1}\left(t, u_{1}\right), \delta_{2}\left(t, u_{2}\right), \delta_{3}\left(t, u_{3}\right)\right)+\delta_{2}\left(t, u_{2}\right) \\
u_{3}^{\prime}(t)+u_{3}(t)=f_{3}\left(t, \delta_{1}\left(t, u_{1}\right), \delta_{2}\left(t, u_{2}\right), \delta_{3}\left(t, u_{3}\right)\right)+\delta_{3}\left(t, u_{3}\right),
\end{array}\right.
$$

together with the boundary conditions (3).
As the linear and homogeneous problem associated to (10), (3) has only the null solution, then we can write (10), (3) in the integral form

$$
\left\{\begin{array}{l}
u_{1}(t)=\int_{a}^{b} G_{1}(t, s)\left[\begin{array}{c}
f_{1}\left(s, \delta_{1}\left(s, u_{1}(s)\right), \delta_{2}\left(s, u_{2}(s)\right), \delta_{3}\left(s, u_{3}(s)\right)\right) \\
+\delta_{1}\left(s, u_{1}(s)\right)
\end{array}\right] d s  \tag{11}\\
u_{2}(t)=\int_{a}^{b} G_{2}(t, s)\left[\begin{array}{c}
f_{2}\left(s, \delta_{1}\left(s, u_{1}(s)\right), \delta_{2}\left(s, u_{2}(s)\right), \delta_{3}\left(s, u_{3}(s)\right)\right) \\
+\delta_{2}\left(s, u_{2}(s)\right)
\end{array}\right] d s \\
u_{3}(t)=\int_{a}^{b} G_{3}(t, s)\left[\begin{array}{c}
f_{3}\left(s, \delta_{1}\left(s, u_{1}(s)\right), \delta_{2}\left(s, u_{2}(s)\right), \delta_{3}\left(s, u_{3}(s)\right)\right) \\
+\delta_{3}\left(s, u_{3}(s)\right)
\end{array}\right] d s,
\end{array}\right.
$$

where $G_{i}(t, s)$ are the Green functions corresponding to the problem

$$
\begin{aligned}
u_{i}^{\prime}(t)+u_{i}(t) & =f_{i}(t) \\
u_{i}(a) & =u_{i}(b)
\end{aligned}
$$

for $i=1,2,3$.
Then the operator

$$
T:(C[a, b])^{3} \rightarrow(C[a, b])^{3}
$$

given by

$$
T\left(u_{1}, u_{2}, u_{3}\right)=\left(T_{1}\left(u_{1}, u_{2}, u_{3}\right), T_{2}\left(u_{1}, u_{2}, u_{3}\right), T_{3}\left(u_{1}, u_{2}, u_{3}\right)\right),
$$

with $T_{i}:(C[a, b])^{3} \rightarrow C[a, b], i=1,2,3$, defined as

$$
\begin{aligned}
& T_{1}\left(u_{1}, u_{2}, u_{3}\right)=\int_{a}^{b} G_{1}(t, s)\left[\begin{array}{c}
f_{1}\left(s, \delta_{1}\left(s, u_{1}(s)\right), \delta_{2}\left(s, u_{2}(s)\right), \delta_{3}\left(s, u_{3}(s)\right)\right) \\
+\delta_{1}\left(s, u_{1}(s)\right)
\end{array}\right] d s \\
& T_{2}\left(u_{1}, u_{2}, u_{3}\right)=\int_{a}^{b} G_{2}(t, s)\left[\begin{array}{c}
f_{2}\left(s, \delta_{1}\left(s, u_{1}(s)\right), \delta_{2}\left(s, u_{2}(s)\right), \delta_{3}\left(s, u_{3}(s)\right)\right) \\
+\delta_{2}\left(s, u_{2}(s)\right)
\end{array}\right] d s \\
& T_{3}\left(u_{1}, u_{2}, u_{3}\right)=\int_{a}^{b} G_{3}(t, s)\left[\begin{array}{c}
f_{3}\left(s, \delta_{1}\left(s, u_{1}(s)\right), \delta_{2}\left(s, u_{2}(s)\right), \delta_{3}\left(s, u_{3}(s)\right)\right) \\
+\delta_{3}\left(s, u_{3}(s)\right)
\end{array}\right] d s
\end{aligned}
$$

is completely continuous in $(C[a, b])^{3}$.

By Schauder's fixed point theorem, we obtain that $T$ has a fixed point, that is, the problem (10), (3) has at least a solution $u_{*}:=\left(u_{* 1}, u_{* 2}, u_{* 3}\right) \in(C[a, b])^{3}$.

To prove that this function $u_{*}$ is a solution of the initial problem (1), (3), it will be enough to show that

$$
\alpha_{i}(t) \leq u_{* i}(t) \leq \beta_{i}(t), i=1,2,3, \text { for all } t \in[a, b]
$$

Suppose that the first inequality does not hold for $i=1$ and some $t_{1} \in[a, b]$, that is

$$
u_{* 1}\left(t_{1}\right)<\alpha_{1}\left(t_{1}\right) .
$$

Extend the function $u_{* 1}-\alpha_{1}$ by periodicity and consider

$$
\left.\left.t_{0}:=\inf \left\{t \in\left[t_{1}-b+a, t_{1}\right]: \forall s \in\right] t, t_{1}\right], u_{* 1}(s)<\alpha_{1}(s)\right\} .
$$

Therefore, for $t \in\left[t_{0}, t_{1}\right]$ we have, by Definition 2 and (9),

$$
\begin{aligned}
& u_{* 1}^{\prime}(t)-\alpha_{1}^{\prime}(t) \\
\geq & f_{1}\left(t, \alpha_{1}(t), \delta_{2}\left(t, u_{2}\right), \delta_{3}\left(t, u_{3}\right)\right)+\alpha_{1}(t)-u_{* 1}(t)-f_{1}\left(t, \alpha_{1}(t), \alpha_{2}(t), \alpha_{3}(t)\right) \\
\geq & \alpha_{1}(t)-u_{* 1}(t)>0
\end{aligned}
$$

So, $\alpha_{1}-u_{* 1}$ is increasing on $\left[t_{0}, t_{1}\right]$ and

$$
0>u_{* 1}\left(t_{1}\right)-\alpha_{1}\left(t_{1}\right)>u_{* 1}\left(t_{0}\right)-\alpha_{1}\left(t_{0}\right),
$$

where $t_{0}=t_{1}-b+a$, which is in contradiction of the periodicity of the extension of $u_{* 1}-\alpha_{1}$. So $\alpha_{1}(t) \leq$ $u_{* 1}(t)$, for all $t \in[a, b]$.

Applying similar arguments it can be proved that $u_{* 1}(t) \leq \beta_{1}(t)$, for $t \in[a, b]$, and

$$
\alpha_{i}(t) \leq u_{* i}(t) \leq \beta_{i}(t), i=2,3, \text { for all } t \in[a, b] .
$$

## 5. An Epidemic Model of an SIRS System With Nonlinear Incidence Rate and Interaction from Infectious to Susceptible Subjects

The existent literature has innumerous examples of applications of SIR models, namely in [21-23] where the population is divided into Susceptible (S), Infectious $(I)$ and Recovery $(R)$. However, in SIR models, recovered individuals are assumed to develop lifelong immunity, which for some diseases such as seasonal flu, influenza or venereal diseases is not necessarily true. A recovered individual becomes susceptible and possibly infected after some time. In this case, SIRS models, where recovered individuals lose immunity and become susceptible again, are far more adequate. Examples can be found in [24-29]. In [30], the authors develop and explore a mathematical model of an SIRS epidemic model where a transfer between infectious and susceptible rate is included, as shown in Figure 1.


Figure 1. SIRS model diagram.

This approach was designed to model the cases where recovery cannot generate immunity for a long time. Infected individuals may recover after some treatments and go back directly to the susceptible class. In addition, a nonlinear incidence with the average number of new cases of a disease per unit time, $S g(I)$, is included, as suggested in [31]. This nonlinear incidence replicates a more complex dynamic than the ones presented on bilinear or standard incidence models, and it seems to perform better when modelling more complex cholera cases, as shown in [31].

The model presented is then

$$
\left\{\begin{array}{l}
\frac{d S}{d t}=\frac{1}{100}\left(\Lambda-\mu S-S g(I)+\gamma_{1} I+\delta R\right)  \tag{12}\\
\frac{d I}{d t}=\frac{1}{100}\left[S g(I)-\left(\mu+\gamma_{1}+\gamma_{2}+\alpha\right) I\right] \\
\frac{d R}{d t}=\frac{1}{100}\left[\gamma_{2} I-(\mu+\delta) R\right]
\end{array}\right.
$$

where:

- $\quad \Lambda$ represents the recruitment rate of susceptible individuals;
- $\quad \mu$ is the natural death rate;
- $\quad \gamma_{1}$ is the transfer rate from the infected class to the susceptible class;
- $\quad \gamma_{2}$ is the transfer rate from the infected class to the recovered class;
- $\quad \alpha$ is the disease-induced death rate;
- $\delta$ the immunity loss rate.

In this model $\Lambda$ and $\mu$ are assumed to be positive and $\delta, \gamma_{1}, \gamma_{2}$ and $\alpha$ are assumed to be nonnegative. As per the nonlinear incidence, $S g(I), g$ is a real locally Lipschitz function on $\mathbb{R}^{+}$with the following conditions, as presented in [32]:

- $g(0)=0$ and $g(I)>0$ for $I>0$,
- $g(I) / I$ is continuous and monotonously increasing for $I>0$ and $\lim _{I \rightarrow 0^{+}} \frac{g(I)}{I}$ exists as $\beta>0$.

Unlike the previous models presented, in this paper we couple the system (12) with the boundary conditions, for $t \in[0, T]$ and $T>0$,

$$
\begin{align*}
& S(0)=\max _{t \in[0, T]} I(t) \\
& I(0)=\int_{0}^{T} S(T) S(s) d s  \tag{13}\\
& R(0)=\int_{0}^{T} S(T) I(s) d s
\end{align*}
$$

These functional boundary conditions fully reflect the considerations and conclusions presented in [30]. These types of boundary conditions have the following practical meaning:

- $\quad S(0)$, the initial number of susceptible subjects, is equal to the maximum of the infected subjects;
- $\quad I(0)$, the initial number of infected subjects, is a weighted average of the susceptible individuals, weighted by the final value of the susceptible $S$, at time $T$;
- $\quad R(0)$, the initial number of individuals who recovered, is equal to a weighted average of the infected individuals, weighted by the final value of the susceptible, $S$, at time $T$.

Functional boundary conditions allow these assumptions to be examined in full, as operators can be considered as boundary conditions. These types of global conditions, that can include somewhat more abstract conditions, can only be contemplated via functional boundary conditions.

This model can therefore be presented in the form of (1)-(2), where $u_{1}=S, u_{2}=I, u_{3}=R, a=0$ and $b=T$,

$$
\begin{gathered}
f_{1}\left(t, u_{1}, u_{2}, u_{3}\right)=\Lambda-\mu u_{1}-S g\left(u_{2}\right)+\gamma_{1} u_{2}+\delta u_{3}, \\
f_{2}\left(t, u_{1}, u_{2}, u_{3}\right)=u_{1} g(I)-\left(\mu+\gamma_{1}+\gamma_{2}+\alpha\right) u_{2}, \\
f_{3}\left(t, u_{1}, u_{2}, u_{3}\right)=\gamma_{2} u_{1}-(\mu+\delta) u_{3}, \\
L_{1}\left(u_{1}, u_{2}, u_{3}, u_{1}(T), u_{2}(T), u_{3}(T), u_{2}(0), u_{3}(0)\right)=\max _{t \in[0, T]} u_{2}:=k_{1}, \\
L_{2}\left(u_{1}, u_{2}, u_{3}, u_{1}(T), u_{2}(T), u_{3}(T), u_{1}(0), u_{3}(0)\right)=\int_{0}^{T} u_{1}(T) u_{1}(s) d s:=k_{2}, \\
L_{3}\left(u_{1}, u_{2}, u_{3}, u_{1}(T), u_{2}(T), u_{3}(T), u_{1}(0), u_{2}(0)\right)=\int_{0}^{T} u_{1}(T) u_{2}(s) d s:=k_{3} .
\end{gathered}
$$

It is clear that the boundary conditions $L_{1}, L_{2}$ and $L_{3}$ satisfy (H1).
Moreover, $f_{1}, f_{2}$ and $f_{3}$ are $L^{1}$-Carathéodory functions such that, for $\max \left\{\left\|u_{1}\right\|,\left\|u_{2}\right\|,\left\|u_{3}\right\|\right\}<k$,

$$
\begin{aligned}
\left|f_{1}\left(t, u_{1}, u_{2}, u_{3}\right)\right| & \leq \Lambda+\mu k+k \beta+\gamma_{1} k+\delta k:=\psi_{1 k}(t), \\
\left|f_{2}\left(t, u_{1}, u_{2}, u_{3}\right)\right| & \leq k \beta+\left(\mu+\gamma_{1}+\gamma_{2}+\alpha\right) k:=\psi_{2 k}(t), \\
\left|f_{3}\left(t, u_{1}, u_{2}, u_{3}\right)\right| & \leq \gamma_{2} k+(\mu+\delta) k:=\psi_{3 k}(t) .
\end{aligned}
$$

To satisfy (Hypothesis 2), one must verify that there exists $k>0$, such that,

$$
k \geqslant \max \left\{\begin{array}{l}
k_{1}+\int_{0}^{T}\left(\Lambda+k\left(+\mu k+\beta+\gamma_{1}+\delta\right)\right) d s \\
k_{2}+\int_{0}^{T} k\left(\beta+\mu+\gamma_{1}+\gamma_{2}+\alpha\right) d s \\
k_{3}+\int_{0}^{T} k\left(\gamma_{2}+\mu+\delta\right) d s
\end{array}\right\}
$$

Let $T=1, \Lambda=2, \mu=12.6, \gamma_{1}=2.7, \gamma_{2}=0.28, \alpha=6.32, \delta=0.38, k_{1}=2, k_{2}=0.27, k_{3}=5, \beta=12$.
For $k \geq 0.06$, condition (Hypothesis 2) is verified and therefore, by Theorem 2, the system (12)-(13) has at least one solution $(S, I, R) \in(C[0,1])^{3}$, for the values considered.

## 6. Conclusions

In this paper, the authors show the existence of solution for a first order fully coupled system of three equations, involving two different cases. The first case, with coupled functional boundary conditions, is an existence result. The second case, with periodic boundary conditions, which is not covered by the first result, is an existence and location result. The extra information obtained in this second case is associated with the technique used, as it relies on the upper and lower solution method.

The application to an SIRS model, with global boundary conditions, underlines the key advantage and flexibility of the functional boundary conditions. The example shown illustrates not only the theorem proved in this paper, but it also provides guidance on how to arrange global conditions, in order to conform with the layout in (2).

As a matter of fact, a similar approach can be taken in several other models, allowing global conditions to be considered as boundary conditions, highly increasing the level of applicability of these models.
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